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Preface

Research, development, and applications in experimental vibration analysis of civil
engineering structures are being fed by the continuous progress in the fields of sensor
and testing technologies, instrumentation, data acquisition systems, computer tech-
nology, data analysis techniques, and computational modeling and simulation of
large and complex civil infrastructure systems. The objectives and challenges are
to understand the behavior and state of health of structural, geo-structural, and soil-
foundation-structural systems as well as predicting their remaining useful life using
vibration data collected from these systems when subjected to operational and/or
extreme loads. Advanced data analysis methods (e.g., system and damage identifi-
cation, machine learning, and deep learning) are employed to extract information
and knowledge from the data and to gain the insight required to support decision-
making related to maintenance and inspection, retrofit, upgrade, rehabilitation, and
emergency response of these systems.

EVACES, the International Conference on Experimental Vibration Analysis for
Civil Engineering Structures, is a premier venue where recent progress in the field
are presented and discussed by experts from all over the world. After the first
eight successful editions of EVACES which took place in Bordeaux, France (2005),
Porto, Portugal (2007), Wroclaw, Poland (2009), Varenna, Italy (2011), Ouro Preto,
Brazil (2013), Dübendorf, Switzerland (2015), San Diego, United States of America
(2017), and Nanjing, China (2019), EVACES 2021 was successfully held online
from September 14–17th, 2021 and hosted by the University of Tokyo and Saitama
University.

In the 2021 version of EVACES, a total of 201 participants were registered and
56 papers were presented. The topics of EVACES 2021 included but not limited to
(1) damage identification and structural health monitoring, (2) testing, sensing and
modeling, (3) vibration isolation and control, (4) system and model identification,
(5) coupled dynamical systems (including human-structure, vehicle structure, and
soil-structure interaction), (6) application of artificial intelligence techniques. Two
special topics: (7) drive-by based technology, and (8) damage free and resilience for
seismic disaster were also presented and discussed.
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viii Preface

The conference was full of presentations of state-of-art studies, lively discus-
sions, and friendly communications. Among many young participants and presen-
ters, Chun-Man Liao, Elyas Bayat, Silvia Monchetti, Sal Saad Al Deen Taher, Haoqi
Wang, and Fengming Yu were selected as the recipients of the Young Researcher
Award of EVACES 2021.

Even though participants were physically away from each other, the online confer-
ence was a chance to meet old friends and make new friends.We hope these proceed-
ings can be a collection of the excellent works presented at EVACES 2021, a proof
of the progress in the research and a milestone of this area.

We would also like to thank the keynote speakers, Prof. Yozo Fujino, Prof.
Yang Wang, Prof. Kazuhiko Kasai, and Prof. Eugene J. O’Brien for their splendid
lectures. We believe their impressive research and their thought behind inspired all
participants, in particular young researchers.

The International Scientific Committee and the National Advisory Committee, as
listed in later pages, gave us tremendous support and guidance in our difficult time
during the pandemic. Here, we would like to express our respect and appreciation for
those help. The Organizing Committee members, as listed in the later pages, worked
very hard the last two years to substantialize this conference. We appreciate for their
great contributions very much. We would also like to express our gratitude to student
assistants from the University of Tokyo and Saitama University for their help in the
online conference management.

Hitachi, Japan
Saitama, Japan
Bunkyo, Japan
Santiago, Chile
September 2021

Zhishen Wu
Ji Dang

Tomonori Nagayama
Rodrigo Astroza
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Damage Assessment of Civil Structures
Using Wave Propagation Analysis
and Transmissibility Functions

Chun-Man Liao and Yuri Petryna

Abstract A common damage detection method in civil engineering is to monitor
dynamic characteristics such as natural frequencies and modal shapes, which are
directly related to the structural stiffness. However, the discrepancy in measured
natural frequencies may result from environmental changes, the soil-structure inter-
action or effects caused by earthquakes. This makes it difficult to decide whether
the local change in structural properties is caused by damage or other factors. To
address this challenge and thus improve the current damage detection method, the
wave propagation analysis method and the transmissibility relationship were consid-
ered. In our study, the wave propagation field in structures was reconstructed by
applying the Normalized-Input-Output-Minimization (NIOM) method to vibration
recordings. Wave velocities and transmissibility functions were considered as refer-
ence values for the damage indicators. This paper demonstrates the evaluation of local
property changes in two examples of large-scale structures: a 14-story RC building
and a 64 m long pedestrian bridge. The proposed damage indicators show a clear
correspondence to structural changes.

Keywords Damage detection · Damage indices ·
Normalized-Input-Output-Minimization · Transmissibility function ·Wave
propagation

1 Introduction

Structural health monitoring is an essential part in the prevention of structural fail-
ures that can threaten life safety. Many engineers prefer the vibration approach to
obtain the dynamic response of structures. In civil engineering, the modal analysis is

C.-M. Liao (B)
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4 C.-M. Liao and Y. Petryna

a useful tool for the vibration approach to identify the natural frequencies and mode
shapes of structures. In terms of dynamic analysis, these characteristics are directly
related to the structural stiffness and the systemmass. Therefore, the change in vibra-
tion response is considered to be a direct influence of structural damage [1]. Since a
decrease in frequency is expected as the damage progresses (causing a lower stiff-
ness), some studies [2–4] aimed to determine the representative natural frequency of
structures. However, vibration measurement is susceptible to change in temperature
[5] or the sudden external excitation from earthquakes [6]. Accordingly, the change
in measured dynamic properties is not reliable for damage detection.

To overcome this challenge, we applied wave propagation analysis, which is very
commonly used in geophysics for characterizing soil properties [7]. The superi-
ority of wave propagation lies in its continuum property, which can fulfil the wave
screening in large-scale structures. Assuming that the wave features in the building
structure are independent of the coupling of the building to the ground [8, 9] and the
temperature, the detection of damage by the wave velocity change is more credible
than by observing the global vibration response change. Thus, the wave velocity is
more sensitive to the local structural properties change than to the natural frequency.
Regarding this, wave propagation analysis has been proposed in thiswork for damage
detection.Wedemonstrated how to determine thewave propagation in civil structures
in practice. In this case, the dynamic response of the real structures was recorded first.
Then the seismic interferometry technique was applied to the vibration recordings.

The seismic interferometry technique is basedon the correlation ofwaves recorded
at different receivers. The deconvolution of the motion recorded at several locations
in a system results in an impulsive wave propagation in the system [9]. This impulse
response is used to investigate earthquake records [10–14] and ambient vibrations
[15] of building structures. However, the wave parameters estimated by the impulse
response method are rather different from those during a strong earthquake motion,
and thus bias the simplifiedwave propagationmodel. TheNormalized-Input-Output-
Minimization (NIOM) method [16] has been proposed for modeling wave propaga-
tion in multiple linear systems. This method has been used to study the strongmotion
records for buildings [17], but has not yet been applied to seismic noise vibration
measurements.

This paper, according to the researchwork in [18], shows the application of NIOM
to the ambient vibration measurement to retrieve the wave propagation in the real
structure. The relationship between the wave velocities and the structural properties
was revealed. To verify the wave propagation analysis for damage detection, the
transmissibility function (TF) was introduced. The TF characterizes the structural
properties, e.g. the mass, stiffness and damping ratio, in the frequency domain. The
frequency amplitude of the TF reflects the critical frequency, which interprets the
dominant modal frequency in the operational modal analysis [19]. The damage indi-
cator is based on the shift of the frequency amplitude of the TF. For the definition of
damage indices, the difference of the TF in two states (e.g. intact and damaged) was
quantified.
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2 Wave Propagation Analysis Method

2.1 Background

Generally, geophysicist use the wave propagation approach (seismic interferometry)
to investigate the motions at the surface or along the depth of the soil. The decon-
volution method is one of the interferometry techniques and can retrieve Green’s
function between two receivers. The feature of Green’s function is the impulsive
wave propagation, based on which the wave velocity can be estimated [9]. Since
the wave propagation velocity depends only on the characteristics of the materials
through which the wave propagates, the application of seismic interferometry in
the subsoil has been extended to building structures [3, 10]. The assumption of the
building structure is a layered continuum and can be considered as a multiple linear
system.

2.2 Normalized-Input-Output-Minimization (NIOM)

In the following, a brief overview of the NIOMmethod for analyzing wave propaga-
tion in structures is given [16]. Taking the soil structure as an example, the statistical
correlation of earthquakemotions at different observation points is considered.When
a time-invariant linear soil system is subjected to earthquake motion, the input and
output of the system can be related in the frequency domain by means of transfer
function H(ωi ).

F(ωi ) and G(ωi ) are the Fourier transforms of the actual ground motion input
and output, respectively. The output at each frequency is given by:

G(ωi ) = H(ωi )F(ωi ), (1)

where i = 0, . . . , N − 1 and ωi = i 2π
N�t . N is the number of samples, �t is the

sampling rate in the time domain.
This transfer function satisfies the relation of the new input model, X (ωi ), and

the new output model, Y (ωi ), because the transfer function depends only on physical
properties of the soil systems.

Assuming the amplitude of the new input is desired to be constant at an arbitrary
point in time, the constraint holds:

1

N�t

N−1∑

i=0

X (ωi ) = 1. (2)

Thus, the value of the new input is defined to be normalized to unity.
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Using the method of Lagrange multipliers, squared Fourier amplitude spectra of
the new input and the new output are minimized if they are subject to the constraint.
Therefore,

L =
N−1∑

i=0

{|X (ωi )|2 + |Y (ωi )|2
} − λ

{
1

N�t

N−1∑

i=0

X (ωi ) − 1

}
, (3)

where λ is the Lagrange multiplier.
Consequently, the simplified new input model is determined by

X (ωi ) = N�t

1
1+|H(ωi )|2∑N−1

n=0
1

1+|H(ωn)|2
(4)

and the response of the linear system by

Y (ωi ) = N�t

H(ωi )

1+|H(ωi )|2∑N−1
n=0

1
1+|H(ωn)|2

. (5)

The impulsive wave propagation is obtained by the inverse Fourier transform of
Eqs. (4) and (5).

3 Transmissibility Relationship

3.1 Transmissibility Function

A transmissibility function (according to the review [20]) is defined as the ratio of
the Fourier transforms of two output responses in a stable linear dynamic system,
i.e.

Tlm(ωi ) = Xl(ωi )

Xm(ωi )
, (6)

where Xl(ωi ) and Xm(ωi ) denote the Fourier coefficients of the output response at
the DOFs, l and m, respectively. The output at m is the reference.

This function of frequency ωi gives the scalar product. Furthermore, the input
information is not considered, which is an advantage in structural health monitoring
during operation of structures.
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3.2 Damage Index

To detect local damage in the large-scale structure, the transmissibility function (TF)
based technique was adopted. Two output records at two sensor locations result in
one TF. The sensitivity of a TF is reflected in the high value of the TF, corresponding
to the critical frequency. If the structural properties in the partition between two
receivers change, the critical frequency shifts. Thus, the difference of TF in two
states (intact and damaged) is considered as the damage indicator. The damage index
is defined as the total difference of the TF in the vicinity of the critical frequencies.

DI =
∑

ωi

∣∣T o
lm(ωi ) − T d

lm(ωi )
∣∣, (7)

where the superscripts “o” and “d” represent for the original state and the damaged
state, respectively.

For the investigation of vertical vibrations of bridges, we propose the following
equation:

DI =
∑

ωi

∣∣∣∣
T o
lm(ωi )

mean(T o
lm)

− T d
lm(ωi )

mean(T d
lm)

∣∣∣∣, (8)

where mean(T o
lm) and mean(T d

lm) are the mean values of all amplitudes. They are
used to normalize the TF.

The damage location will show a high damage index, which can potentially
indicate the most weakened part due to damage in the structure.

4 Experimental Wave Propagation Analysis

4.1 14-Story Reinforced Concrete (RC) Building

We show a preliminary investigation of the NIOM method applied to reconstruct
the wavefield in a 14-story reinforced concrete (RC) building (Fig. 1, left). The
total height is 47 m. It is a twofold symmetric structure, except for the stiff shaft for
stairwell (Fig. 1, right). There are three geophones on each floor (position reference to
A, B and C). The measurement data are available in the TU Berlin research database.



8 C.-M. Liao and Y. Petryna

Fig. 1 Left: 14-story RC building in Bishkek, Kyrgyzstan. Right: Floor layout (image from project:
Earthquake Model Central Asia)

4.2 Wave Propagation in the RC Building

Assuming the building structure as a multiple degree-of-freedom linear system, the
NIOM method was applied to the ambient vibration recordings. This resulted in the
wave propagation in two directions as shown in Fig. 2. The second floor is considered
as the input position as the reference level.

4.3 Wave Velocity

We obtained the time lag of the wave peaks at position A, B and C in two directions.
The wave velocities (Table 1) were estimated by the wave travel distance divided by
the time lag.

The results reveal that the wave velocity is very sensitive to the local position. For
instance, the wave velocities in two directions are not equal because the stiff shaft
makes the overall structural stiffness higher in the y-direction than in the x-direction.
In addition, the wave velocity in the x-direction is higher at position A than at the
other positions because position A is close to the stiff shaft.

These results confirm the known fact: The higher the stiffness, the higher the wave
velocity. This statement is considered to indicate the damage position causing the
weak stiffness.
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Fig. 2 Wavefield at position C in x direction (left) and in y direction (right)

Table 1 Wave velocities in
the distance between 2 and 12
F [m/s]

Direction Position A Position B Position C

x 371.8 342.9 334.2

y 400.0 394.0 400.0

5 Example of Damage Assessment

5.1 64 m Long Pedestrian Bridge

Wecarried out the ambient vibrationmeasurement on a 64m long pedestrian bridge in
Berlin (Fig. 3, left). The geophones were placed on the bridge along the longitudinal
direction (Fig. 3, right).

The first four mode shapes (Fig. 4) were identified from the vibration measure-
ment.

It is noticeable that the first bending motion on the longer span (44 m) is shown
in the first mode shape ( f = 2.15 Hz). The first bending motion on the shorter span
(20 m) is shown in the third mode shape ( f = 5.80 Hz). These two mode shapes are
considered as the dominant deformation on the longer and shorter span respectively.
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Fig. 3 Left: Pedestrian bridge “Volksparksteg” on Bundesallee in Berlin. Right: sensor position

Fig. 4 Operational modal analysis results of the original bridge

5.2 Damage Scenarios

To investigate the proposeddamagedetectionmethods basedon thewavevelocity and
damage index, the structural property change was intentionally induced by adding
mass (approx. 150 kg) on the specific area (at sensor position 2, 7 and 8). The first
mode shape of the bridge under three different conditions is shown in Fig. 5. The
corresponding natural frequencies of the bridge are listed in Table 2.

The change in natural frequency indicated the different structural condition.
However, the additional mass at position 2 cannot be identified by the natural
frequency.

Fig. 5 The first bending mode shape in three different conditions
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Table 2 Natural frequencies
[Hz]

Original Additional mass
at (2)

Additional mass
at (7)

Additional mass
at (8)

2.15 2.15 2.00 2.02

Table 3 Wave velocities in the “cut-off” bridge [m/s]

Cut-off bridge Original Additional mass at (2) Additional mass at (7) Additional mass at (8)

Shorter span 588.0 622.5 588.0 588.0

Longer span 353.6 304.1 325.1 353.6

5.3 Wave Velocity

The application of NIOM was extended to the vertical vibration of the bridge. Since
the wave field was disturbed on the pylon position separating the longer and shorter
spans, we reconstructed the wave fields in two “cut-off” bridges. The wave velocities
are listed in Table 3.

The wave velocity on the shorter span was increased by the additional mass at
position 2, while no difference occurred due to the additional mass at positions 7 and
8. The local wave velocity change was more sensitive than global natural frequency.

On the other hand, the additional mass at position 2 and 7 caused thewave velocity
to be low on the longer span. However, the additional mass at position 8 enhanced
the cable strength. This ultimately made the damaged condition (mass and stiffness
change simultaneously) too complicated to identify.

5.4 Damage Index by Use of Transmissibility Functions

We used Eq. (8) to compute the damage indices. The TF between successive sensors
was taken into account. Therefore, comparing the damage indices in Fig. 6 helps to
locate the damage position. Obviously, the high damage indices correlate well with
the “damaged” part of the bridge.

6 Conclusion

This paper presents an exploratory study of the wave propagation analysis and the
transmissibility function for damage detection in civil structures. The seismic inter-
ferometry technique based on deconvolution was applied to investigate the global
vibration recordings. This is the first application of NIOM to ambient vibration
response of a building structure and a pedestrian bridge. Thewavefields in both struc-
tures were reconstructed. Discrepancies in wave velocity were revealed due to the
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Fig. 6 The damage indices influenced by the additional mass at position 2 (left) and at position 7
and 8 (right)

difference in local structural stiffness. The similar phenomenon was also observed in
the pedestrian bridge. The wavefields corresponding to the dominant bending modes
indicated the individualwave velocity in the “cut-off” bridge.Moreover, the proposed
damage index was used to verify the wave propagation result. This parameter is more
beneficial than the natural frequencies to detect the local damage.

Acknowledgements The first author would like to thank the German Academic Exchange Service
(DAAD) for their financial support and the colleagues at the Technische Universität Berlin for their
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SHM Campaign on 138 Spans of Railway
Viaducts by Means of OMA and Wireless
Sensors Network

Lorenzo Bernardini, Lorenzo Benedetti, Claudio Somaschini,
Gabriele Cazzulani, and Marco Belloli

Abstract Condition-based monitoring applied to railway bridges represents a topic
of major importance and interest among developed countries, such as Italy. In fact,
bridges and viaducts represent key components of the transportation network, and
therefore they increasingly draw infrastructure managers’ attention. The present
work is the result of a project carried out by Politecnico di Milano, consisting of a
large experimental campaign conducted on a series of viaducts of the Italian railway
network. The ensemble of structures under investigation is composed by 11 viaducts,
for a total amount of spans equal to 138. According to a similarity criterion, the latter
were subdivided into 8 groups, featured by different properties. Due to its transient
nature, the experimental campaign was conducted by means of wireless accelerome-
ters, and it consisted in the extraction of the main modal parameters of each analyzed
viaduct span, as well as the characterization of the trains travelling on the line.
Through the adoption of an operation modal analysis (OMA) technique, it was then
possible to construct a large database of the dynamic features concerning the studied
viaducts. This database may be exploited for future studies as an important baseline
reference condition, by which potential outlier values may be captured, as a sign of
damage occurrence among the monitored structures.

Keywords Operational modal analysis · Railway bridges ·Wireless sensors
network · Structural health monitoring · Condition-based monitoring

1 Introduction

High-speed railway lines play an important role in passengers and goods transporta-
tion within Italy. To ensure ride comfort and safety, infrastructure managers are
continuously seeking improved condition-based monitoring systems, able to assess
in real-time the health status of the structure and its time-trend [1]. As described
in [2], the condition-based assessment of high-speed railway line usually focuses
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on two aspects, namely track irregularity and bridge natural frequencies [3, 4].
Since damage-sensitive, natural frequencies may be chosen as an index of the actual
health status of a monitored structure: indeed, phenomena such as a crack genera-
tion/propagation, resistant section corrosion, deterioration andmaterial ageing lead to
a decreased bending stiffness of the bridge span and therefore lower natural frequen-
cies [5]. Therefore, the idea of keeping track of the time evolution and trend of
the natural frequencies regarding a certain structure (or a set of them) subject to
observation can be useful from a monitoring point of view. In fact, a sudden change
in terms of natural frequency may indicate the occurrence of a damage along the
bridge/viaduct span, thus alarming the infrastructure manager, that can readily act in
order to fix it, as soon as possible. In this context, detecting a damage at its earliest
stage would mean an important achievement in terms of passenger safety and main-
tenance costs: it would allow to avoid sudden catastrophic failures and head to huge
savings (i.e., optimized maintenance strategy). To do so, it is mandatory to get rid
of any other environmental and operational aspects that influence the time evolution
of the natural frequencies (i.e., temperature): this implies the use of processing algo-
rithms such as the principal component analysis (PCA), as illustrated by the authors
in [6]. Exploiting the natural frequency evolution as a structural health monitoring
tool [7] requires the definition of a reference baseline to compare the new data with.
An outlier value with respect to the reference condition may highlight the fact that a
damage occurred on the structure subject to study [8]. Therefore, in the health moni-
toring working flow, the first step to accomplish consists of constructing a database
that is representative of the (healthy) reference baseline to which new measures
will be compared, to capture any sudden changes. As briefly mentioned above, the
present work is the outcome of an experimental campaign conducted on 11 viaducts
of a stretch of the Italian high-speed railway line; this resulted in a total amount of
instrumented spans equal to 138. The purpose of this campaign is not just to build up
a reference database for future studies, but also to investigate the possibility to infer
the health status of a certain span directly from the statistic population regarding a
group of spans that share the same material properties and geometrical dimensions
(i.e., width and length).

Due to the transient nature of this campaign and the large number of spans under
investigation, to enhance and ease the experimental operations, a set of wireless
sensors was adopted, as described in detail in the following section.

The content of this paper is organized as follows: thefirst section aims at describing
the experimental setup, providing a brief insight on the general framework concerning
the campaign. Moreover, the set up and the equipment used are described in detail.
The second section deals with the description of the signal processing techniques
adopted for extracting modal parameters and moving loads properties respectively.
Then, in the following part, the main outcomes of the experimental campaign are
gathered and discussed. Final conclusions andmain remarks, with a focus on possible
future outlooks, are drawn in the last section.



SHM Campaign on 138 Spans of Railway Viaducts by Means of OMA … 17

2 Description of the Experimental Campaign

2.1 General Framework

Each span of the viaducts treated during the experimental campaignwas instrumented
by means of a couple of sensors placed at midspan (Fig. 1, left): moreover, for each
viaduct, one single span was instrumented by a larger number of sensors (Fig. 1,
right), namely ten, in order to capture higher order torsional and bending modes and
pier contribution to the span motion. In addition to this, for each day of measurement
a set of four sensors was used in order to get the number of train passages on the
viaducts and to identify the speeds aswell as the loading properties of the rail vehicles.
The general framework depicted above was adopted tomeasure the first torsional and
bendingmode shapes and their associated frequencies, since thesemodes are the ones
featured by the highest participant modal mass. The total amount of instrumented
span, as briefly stated before, is equal to 138 units, that correspond to 11 different
viaducts under experimental investigation during the campaign: eleven of them are
featured by a simply supported beam section, while just one is featured by a closed
deck section. Since the aim of this paper is to draw conclusions on the possibility of
grouping spans having analogous dynamic properties, given that they share the same
constructing material, same section and length, the single viaduct with a different
cross-section typology was then discarded. This results in a final ensemble of spans
that can be then divided, through geometrical similarity (span length), into eight
groups, according to Table 1.

a) b)

Fig. 1 Span top views: red circles represent sensors. a: span instrumented at midspan. b: finer mesh
for the span

Table 1 Different span lengths

Span length (m) 23.6 24.7 31.2 33.6 34.5 34.7 35.6 36.5

Number of spans 4 15 3 14 7 40 8 38
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2.2 Experimental Set up

Due to the large number of spans to be instrumented a wireless sensors network was
adopted, to ease and speed up thewhole experimental campaign. The adopted sensors
consist of MEMS accelerometers, designed and produced by LORD microstrain,
with a full scale of 10 g if mounted on the bridge side walkway (Fig. 2): instead,
40 g devices were mounted on the sleepers (Fig. 3) with the aim to classify the rail
vehicles travelling on the viaduct. The latter were placed in the following way: each
track is featured by a couple of accelerometers, positioned on two sleepers, spaced
of a known distance (around 20 m). The sensors mesh was synchronized by means
of their base station (Fig. 4). During the entire campaign, the sensors were left on the
structure for at least 10/15 h, to acquire the largest number of transits as possible. To
couple the sensors with the studied structure, each accelerometer was magnetically
attached to a steel plate, which was then directly glued to the viaduct deck or sleeper.

Fig. 2 Wireless accelerometers mounted on the side walkway (10 g full-scale)

Fig. 3 Wireless
accelerometers mounted on
the sleepers (40 g full-scale)
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Fig. 4 Base station box and
its antenna

Table 2 collects the acquisition properties of the sensors used during the experi-
mental campaign: for each sensor, the record starts once the threshold value, in terms
of acceleration, is exceeded and it stops after at least 40 s, in order to acquire the free
decay of the span after the train transits. In fact, for modal properties identification
the structure free decay is needed.

Table 2 Sensors acquisition
properties

Sampling frequency of the deck accelerometers (Hz) 256

Sampling frequency of the sleepers accelerometers (Hz) 1024

Distance between consecutive sleepers accelerometers
(m)

20

Trigger threshold for deck accelerometers (m/s2) 0.05

Trigger threshold for sleepers accelerometer (m/s2) 0.5

Pre-trigger (s) 5

Minimum observation length (s) 40
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3 Signal Processing

3.1 Time Domain Analysis

The excited motion of the viaduct span response, measured through the sensors
mounted on the sleepers, was exploited in order to determine the following properties
of the travelling rail vehicles: the track, the train typology (number of wheelsets and
their distance), the speed and the direction of motion. First of all, by computing and
comparing the sums of the moving standard deviation of the acceleration signals
sensed on the two tracks respectively, it is possible to determine on which track the
train has actually travelled. Once the track has been determined, the direction of
motion of the rail vehicle must be identified: knowing the sampling frequency and
the spatial distance between adjacent sleepers accelerometers (see Table 2), through
the cross-correlation algorithm, it is possible to obtain both the direction of motion
of the vehicle and its speed (from the RMS of the vertical components of the signals
measured on the track). Finally, again from the RMS of the vertical component of
the signals measured on the sleepers, it is possible to recognize the vehicle typology
travelling on the viaduct: as mentioned before, this identification was done by simply
computing the number of travelling wheelsets and their relative distances. Therefore,
from the number of axles and their spatial distance it is possible to find out which
are the trains that travelled on the structure.

3.2 Modal Analysis

The main purpose of this work was the identification of the first natural frequencies
of the viaducts under investigation. To do so the excited motion part was neglected
in order to keep only the free decay of the response (see Fig. 5). Therefore, the first
step consists of the removal of the forced motion from the global deck response, by
means of a trigger logic. Once this operation is accomplished, it is possible to process
the data for extracting the modal properties of the viaduct: this was done by means of
the commercial software ARTeMIS, that exploits two different algorithms, namely
Frequency Domain Decomposition (FDD) and Stochastic Subspace Identification
(SSI-data) algorithms.

4 Results

It is now recalled that the spans were divided in different groups according to their
length (i.e. eight, Table 1). Then, given the purpose of this work the results will be
presented as follows: in order to be statistically consistent, only the outcomes (in
terms of natural frequencies) concerning the span typologies featured by the highest
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Fig. 5 Example of deck
midspan response with the
distinction of the forced and
free motion

number of examples are provided to the reader. Therefore, the spans for which results
are presented and discussed are the ones featured by one of the following lengths,
namely 24.7m, 33.6m, 34.7mand 36.5m,while the others are neglected. In Fig. 6 the
box plot of the frequencies associated to the first longitudinal mode shape grouped as
a function of span length is shown. The same diagrams have been drawn also for the

Fig. 6 Box plot for the frequencies associated to the 1st longitudinal mode
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Fig. 7 Box plot for the frequencies associated to the 1st flexural mode

first bending and torsional mode shapes, again categorized as a function of the span
length, as illustrated in Figs. 7 and 8 respectively. The longitudinalmodes are featured
by a larger presence of outlier frequency values than the other two mode typologies,
as illustrated in Fig. 6 (see red crosses): referring to the span length of 34.7 m, it is
worth mentioning that the outlier values are all due to one of the eleven investigated
viaducts. This means that the longitudinal mode rather depends on constraints, such
as pier height, bridge bearings and number of adjacent spans, than on the span length:
that is why we observed such a large dispersion. In other words, given a certain span
length, for the longitudinal mode shape associated frequency, we may find out a
remarkable number of outliers depending on the bridge and its features (i.e. span
boundary conditions).

As expected, in Fig. 7, it is possible to observe the progressive decrease of the first
flexural natural frequency with the increase of the span length.Moreover, the number
of outliers is lower than the one observed and described before: as a consequence,
it is clear that spans sharing the same geometrical properties present closer values
in terms of bending frequency, whatever is the bridge considered among the ones
investigated during the experimental campaign. The same reasoning can be extended
also to the first torsional frequency (see Fig. 8). In this specific case, it is worth also
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Fig. 8 Box plot for the frequencies associated to the 1st torsional mode

noticing that the span length seems to have a lower influence on the frequency than
the previous case in the sense that if it does not change remarkably the resulting
torsional frequency will not significantly differ.

According to authors opinion, the frequency dispersion concept presented above
deserves to be further studied and deepened: in fact, the research is still ongoing
in order to analyze and understand whether the dispersion at constant span length
depends on the deck (i.e., its health status) or on span constraints.

5 Conclusions

Thepresent paper is the result of an experimental investigation of themodal properties
of a set of 11 railway viaducts. One purpose of this campaign was to identify the
natural frequencies associated to the first longitudinal, flexural and torsional mode
shapes: this was done with the idea to build up a reference baseline data set useful
for future studies on the health status of those viaducts. In addition, this investigation
represents a chance to evaluate the possibility of grouping, with a reasonable data
dispersion, the natural frequencies of spans that share the samematerial and geometry
but belong to different viaducts. In other words, this work aims to examine the impact
played by different boundary conditions (f.i., pier height) on the aforementioned
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frequencies values. The idea was to experimentally assess how remarkable are the
frequency changes due to the viaduct under investigation, given that a certain span
length is considered: therefore, we may hopefully be able to distinguish damage-
associated outliers from the one depending instead on the bridge typology. The
results concerning bending and torsional frequencies are promising since featured
by a low number of outliers, thus meaning that these modes rather depend on the
span geometry than on the considered viaduct (i.e., on boundary conditions). In other
words, whatever is the viaduct, all the spans sharing the same length showed similar
results in terms of flexural and torsional frequencies, with a small number of outliers.
An extension of this result is that, if a span, that was never observed before belongs
to a certain group featured by a specific length, and once investigated turns out that
its first torsional and bending natural frequencies are far from the statistics of the
corresponding population, it may mean that something wrong has occurred (i.e., a
damage). As observed in the previous section, this reasonings are not valid for the
longitudinal modes frequencies that present indeed a larger number of outliers: in
this case it would be much more demanding to identify and associate a certain outlier
to an actual damage occurrence. An aspect that deserves to be deepened in the next
future studies is to investigate the effect of seasonal changes of temperature (and
environmental conditions in general) on the modal properties of the studied spans:
as already stated along the paper, environmental conditions changes may hide the
damage, or cause false alarms. Therefore, as a first step, the reference data base must
be constructed for each season of the year: in this way, frequency changes due to
temperature seasonality may be somehow predicted and its influence (confounding
effect) on the monitoring process is mitigated.
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Effect of Damage on Vibration
Characteristics of Reinforced Concrete
Deck Slabs in an Existing Steel Girder
Bridge

Sania Gohar, Sonam Lhamo, Yasunao Matsumoto, and Satoru Sakuma

Abstract This study focuses on applying vibration-based structural health moni-
toring on the rising issue of widespread deteriorations of reinforced concrete deck
slabs. An investigation using ambient vibration measurement with eleven sensors in
a deck panel was conducted to study the effect of damages on vibrational character-
istics and dynamic parameters of the deck slabs of a real bridge. The investigation
was carried out at three different deck panel locations, namely Panels 1, 2 and 3, with
different levels of deterioration. To obtain the modal parameters, Eigenvalue Real-
ization Algorithm (ERA) combined with Random Decrement (RD) technique was
employed. The natural frequencies, damping ratios and mode shapes were used to
describe the dynamic characteristic of deck panels. Of all modal characteristics, the
sensitivity of damping ratio to damage has been proven to be highest with no require-
ment of numerous measurement locations for its identification (Cao et al. in Smart
Mater Struct 26:043001, 2017). In this study, amplitude dependence of damping
ratio was also investigated, since a change in the modal damping ratio can be used
for damage identification but its dependence on amplitude remains a concern. The
analytical study, through the method of Finite Element (FE), was also conducted,
and the natural frequencies and mode shapes were extracted taking one deck panel
as the focus of study. In addition, this study presents a closer look at the stabilization
diagrams of all deck panels with different levels of deterioration.

Keywords Vibration-based structural health monitoring · Reinforced concrete
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1 Introduction

In recent years, the structural degradation of the bridges has been a major issue in
the bridge management system due to increased traffic loads, aging and challenging
environmental conditions. The high intensity and frequency of loading generated by
high traffic volume cause many problems. The most typical is fatigue damage in
concrete slabs and steel welded girders. This may cause reduction in the integrity
of the reinforced concrete (RC) deck slab and therefore shorten the life expectancy
of the bridge superstructures. The deteriorating concrete deck has been one of the
growing issues in the bridge maintenance system. It has been reported that in Japan
more than 50% of the total maintenance cost is estimated to be spent for the repair
and the renewal of RC bridge deck [2].

Several non-destructive techniques have been developed to inspect the safety
and serviceability of deck slab. Vibration method of Structural Health Monitoring
(SHM) has been receiving increasing attention from the engineering community as
assistance to visual inspection to ascertain the health of a bridge, efficiently and effec-
tively. The fundamental of vibration-based SHM is founded on the understanding
that the structural damages lead to changes in mass, stiffness and damping prop-
erties of a structure, and hence induces changes in the dynamic characteristics e.g.
natural frequency, mode shapes, and modal damping. Previous studies suggested
that damping ratio is more sensitive to damage among all modal characteristics [1].
However, the amplitude dependence of damping ratio remains a concern while using
it as a damage indicator in the field of SHM [3, 4].

The primary objective of this study is to understand and extend the possibility
of vibration-based SHM technique on RC deck slabs through the investigation of
the dynamic behavior of such deck slabs with different levels of deterioration. The
investigation was carried out at three different deck panel locations, namely Panels
1, 2 and 3, with different levels of deterioration. For damage identification, natural
frequencies, damping ratios and mode shapes along with Modal Assurance Criteria
(MAC) and Coordinate Modal Assurance Criteria (COMAC) were evaluated. To
obtain the modal parameters, ERA combined with the RD technique was employed.
Finite element (FE) modeling was also performed in software-ANSYS Workbench
2019R2 Academic to provide a reference of comparison and discussion to the exper-
imental study. In addition, stabilization diagrams and the amplitude dependence of
damping ratio of different deck panels were investigated.

2 Experimental Method and Analysis

2.1 Bridge Description and Measurement Set up

The bridge adopted for the research purposewas built in 1975. It was a non-composite
twin I-girder multi-span bridge with RC deck slab. This bridge operates three motor
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Panel 1 Panel 2

Panel 3

Downlink

Uplink

Fig. 1 Top view of the bridge’s span under investigation

lanes going each direction separated by a safe traffic shoulder. After years of oper-
ations, despite the equivalent share of traffic volumes on both sides and similar
locations on the same highway, it was reported that the uplink side of the bridge
has undergone earlier deterioration, particularly in the deck slab, as compared to its
downlink side. For the purpose of investigation, two locations on the uplink side
namely Panel 1 and Panel 2, and one location on the downlink side namely Panel 3
of deck slab were selected, as shown in Fig. 1. During visual inspection, Panel 1 was
found to be in a better state than Panel 2 despite being located on the same lane side.
Small cracks were observed near the stringer and girder of Panel 1, whereas the lower
surface area of Panel 2 was damaged by large cracks in the longitudinal direction
and noticeably near the main girders. The reason for more damage in Panel 2 could
be its closer distance from the expansion joint located near the support P2. Amongst
all inspected locations, Panel 3 appeared to be in a healthier state with no superfi-
cial cracks. To investigate the dynamic response of each deck panel with different
levels of deterioration, measurements were taken with 11 number of piezoelectric
accelerometers installed at locations shown in Fig. 2.
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Fig. 2 Positions of accelerometers; a for Panel 1 and 2, b for Panel 3
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2.2 Random Decrement Technique (RD)

Ambient data collected from11 accelerometers installed at different locations (Fig. 2)
were analyzed by RD technique to extract free responses [5]. Channel no. 2 was
selected as the reference channel to obtain the triggering points. The choice of the
channel was made based on the high amplitude response of the sensor. Data was
recorded at a sampling frequency of 1652Hz for 37.2 s time interval for each channel.
With the initial triggering value of ao = 0.40 m/s2 and overlapping time frame of τ

= 0.5 s, free responses were extracted.

2.3 Eigenvalue Realization Algorithm (ERA)

The procedure of obtaining the free responses was followed by the identification
of modal parameters using the conventional ERA method [6]. Maximum system
order of 300 was considered sufficient for the identification of all physical modes,
and the size of the Hankel matrix was 825 × 826 (r x s). Stabilization diagram
was constructed to separate computational modes from physical modes fulfilling
all the conditions with the corresponding value of modal amplitude coherence and
modal assurance criteria >0.95, modal damping difference <0.05, and frequency
difference <0.005 Hz. In continuation to the analysis, correlation coefficients were
calculated between the measured and ERA reconstructed time histories. The best
correlation coefficient >0.95 and best system order containing all the physical modes
were selected accordingly to identify the modal parameters.

2.4 Mode Shapes Based Criterion

Difference between the mode shapes identified from ERA for structural members
with different levels of deterioration can be used as damage indicator. MAC and
COMAC are the statistical tools for the comparison of mode shape vectors. From
two sets of modal vectors such as [ψA] and [ψB] of m number of mode shapes with
n number of coordinates, MAC and COMAC are calculated as follow: [7]
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where i (1,2,….,n) represents number of the coordinate or the measurement location,
and j (1,2,….,m) represents number of the mode shape. MAC and COMAC values
vary from 0 to 1. More is the difference between mode shapes of two sets, lower is
the value of these indicators. MAC can be used as damage identification, whereas
COMAC can be used for damage localization. If the modal vectors in a coordinate
i from two sets of measurements are identical, the COMAC factor is close to 1 for
that coordinate. A large deviation from unity can be interpreted as damage indication
along that coordinate.

2.5 Finite Element Analysis

The analytical study using Finite Element (FE) Modelling was undertaken using
software-ANSYS Workbench 2019R2 Academic. The model encompasses a
concrete deck slab underlying pavement, longitudinal girders with vertical stiffener,
stringer, cross beams and lateral bracing (Fig. 3). For the dimensions and material
properties, design and construction documents of the bridge were referred.

In this study, the choice of boundary conditions was critical since the deck slab
panels under investigation were at an intermediate location of bridge’s span. The
model was extended to both sides in the bridge axis direction by half the length of the
deck panel, and free-free support was considered due to its simplicity since free-free
support does not require special attention to exclude the influence of support rigidity.
When the analytical resultswere comparedwith the experimental eigenvalue analysis
results, the vibration mode characteristics were observed to be similar, especially
in the high-frequency region. Therefore, this boundary condition was considered
adequate for the FE analysis in this study.

Fig. 3 Finite element model
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3 Results and Discussions

Dynamic characteristics identified for all deck panels are presented in this section.
The results of deck panels with different levels of deterioration are compared to
observe the influence of damage on different parameters discussed below.

3.1 Modal Parameters

A comparison among modal natural frequencies, mode shapes and damping ratios
of different deck panels was made. Panel 3 was considered as reference panel due to
its relatively healthy state, and the MAC values obtained from similar mode shapes
of Panels 1 and 2 were averaged for each panel. MAC for Panels 1 and 2 with respect
to Panel 3 was 90% and 87%, respectively. The lower value of MAC for Panel 2
indicated more change in its mode shapes with respect to Panel 3, and that could be
interpreted as more damage in Panel 2 than Panel 1. Figure 4 presents the results of
modal natural frequencies and damping ratios of four similar modes identified in all
deck panels, and the percentage change in the modal parameters of deck panels 1 and
2with respect to Panel 3 is also presented. Natural frequency of Panel 3 was observed
to be higher than the other panels, and the natural frequency of Panel 2, which was
the most damaged panel, was observed to be the lowest. Since structural damages
cause a reduction in the stiffness that in turn reduces the natural frequency of the
member, these results interpret that Panel 2 was more damaged than the other two
panels. Through the visual inspection of deck panels also, Panel 2 was observed to be
more damaged. Since the damage in Panel 1 was not severe, insignificant difference
was observed between the natural frequencies of Panel 1 and 3.

Comparison among the damping ratios of different deck panels is presented in
Fig. 4b. The damping ratios of Panels 1 and 2 were observed to be lower than Panel 3.
Generally, an increase in damping ratio has been observed after any structural damage
[1], thus higher values of damping ratios for Panel 3 could indicate more damage in

(a) (b)

Fig. 4 Identified modal parameters for all deck panel; a Natural frequencies, b damping ratios
(Note: The values in the percentage are the differences between the modal parameters of Panel 1
and 3, and Panel 2 and 3)
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Fig. 5 Mode shapes of Panel 3 from; a ERA, b FE Analysis

it than deck panels 1 and 2. These results are contradictory to the results of visual
inspection and interpretation of natural frequencies shown in Fig. 4a. Amplitude
dependence of damping ratio could be a reason for suchmisleading results. Therefore,
an investigation into the influence of amplitude of vibration on damping ratio was
carried out and discussed in Sect. 3.4.

From FE analysis, local modes of deck slab were identified between a frequency
range of 10–300 Hz. Some of the mode shapes are shown in Fig. 5. Natural frequen-
cies of analytical modes were compared with similar experimental modes. A differ-
ence of 23% was noted between the natural frequencies of lower modes <60 Hz,
however, the difference reduced to 7% in the higher frequency range from 60 to
300 Hz attributed to the insignificant effect of boundary conditions on higher modes.
The analytically obtained mode shapes ascertain that the dynamic behavior of the
deck panels exhibited dominant local deformation of the deck in around the same
range of frequencies as investigated in the experimental analysis (Fig. 5). The analyt-
ical model was adequate to obtain the results under the scope of this study, however,
when the analytical results are to be used solely for detailed investigation, the model
needs to be revised by improving its boundary conditions to get the lower modes’
results close to the experimental.

3.2 Mode Shape Based Criteria

In order to localize damage through the change in mode shapes of deck panels,
COMAC was evaluated. Panel 3 was considered as reference, and the COMAC
values were evaluated at each measurement location using the modal amplitudes of
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Table 1 COMAC evaluated using modal amplitudes of experimental mode shapes of all deck
panels

Deck panel COMAC for different measurement locations

1 2 3 4 5 6 7 8 9 10 11

1–3 0.95 0.99 0.96 0.80 0.92 0.89 0.86 0.99 0.90 0.67 0.97

2–3 0.95 0.97 0.85 0.88 0.97 0.95 0.84 0.93 0.74 0.69 0.73

similar mode shapes of Panels 1 and 3, and Panels 2 and 3 in Eq. (2). The results are
presented in Table 1. COMAC for Panel 2 was observed lower than Panel 1 for most
of the locations, which could manifest damage in Panel 2 to be more than Panel 1.
Furthermore, lower value of COMAC at location 9, 10 and 11 in Panel 2 could be
an indication of damage at these locations. COMAC at location 10 of both panels
was noticed to be the lowest among all locations, indicating the severity of damage
along the girders that was evinced by the visual inspection of the bridge. Cracks were
observed along the girder of Panel 1, and in Panel 2, corrosion was also noticed in
some part of the girder during visual inspection.

3.3 Stabilization Diagrams

The stabilization diagrams obtained from ERA analysis were also utilized to study
the differences in the dynamic characteristics among different deck panels. The
number of vibration modes were found to differ for each deck panel as shown in
Fig. 6. Overall, for Panel 3, the least number of modes were identified, whereas the
deck panel with the most deterioration, such as Panel 2, had the largest number of
modes. The distribution of natural frequencies was also noticed to differ for each
deck panel (Fig. 6). For Panel 3, the least number of modes were identified in the
frequency range up to 100 Hz compared to deck panels 1 and 2. For deck Panel 2,
the number of modes in the frequency range of 100–200 Hz were more than Panel
1, whereas almost no mode was identified in the same frequency range for Panel 3.
More number of modes were observed for deck Panel 3 in the higher frequency range
of 200–300Hz as compared to Panel 1 and 2. In the frequency range up to 200Hz, the
stabilization diagrams showed an increase in the number of modes with the increase
in deterioration in different panels suggesting that stabilization diagrams might be
used as damage indicator, however, above 200 Hz the results were contradicting, so
further investigation is needed in this area.
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(c)

(b)

(a)

Fig. 6 Stabilization diagrams identified for; a Panel 1, b Panel 2, c Panel 3

3.4 Amplitude Dependence of Damping Ratio

Modal natural frequencies anddamping ratios of different deckpanelswere compared
in Sect. 3.1, and the maximum percentage difference between the natural frequen-
cies of Panel 3 and other panels was observed to be 11%, whereas the percentage
difference between the damping ratios was much higher, as shown in Fig. 4, indi-
cating the sensitivity of damping ratio to damage. However, the identified damping
ratios provided misleading predictions of damage, which could be attributed to the
amplitude dependence of damping ratios. Thus, further investigation was carried out
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on the amplitude dependence of damping ratio to improve the results of damping
ratios to be associated with damage.

Figure 7a shows an example of free responses extracted using RD technique for
Panel 2. Each of the peaks (P1, P2,….,Pn) up to 0.5 s in the RD signature was selected
as the initial point, andERAwasperformedkeeping the length of data (D1,D2,….,Dn)
same as 0.5 s for each analysis. All the modal parameters were identified from each
set of data, and the damping ratios were plotted against initial amplitudes of four
similar modes of all panels as shown in Fig. 8. Positive relationships were observed
with different slopes and correlation coefficients ≥0.75. To minimize the influence
of amplitude on damping ratio, the damping ratios of all panels corresponding to
similar initial amplitudes around 0.15 m/s2 were compared (Fig. 7b). For Modes 3
and 4, the amplitudes and damping ratios were observed to be very small for Panels
1 and 2, therefore, the comparison was made between the results of first two modes.
Damping ratios of Panel 1 and 2were observed to be higher than Panel 3, however, the
difference between Panel 1 and 3 was not significant (Fig. 7b), which could indicate
Panel 2 as the most damaged panel. These results clearly indicated that it was not
only the structural condition that caused variation in damping ratio, presented in
Fig. 4, but amplitude dependence of damping ratio affected the results. Hence, in the
case of damage identification using damping ratio, the amplitude of vibration must
be taken into consideration for reliable results.

P1

P2 Pn

D2
Dn

D1

(a) (b)

Fig. 7 a Free vibration response for Panel 2, b Damping ratio of Mode 1 and 2 with similar
amplitudes for all panels

(a) (b) (c)

Fig. 8 Damping ratio and initial amplitude relationships for four similar modes for; a Panel 1, b
Panel 2, c Panel 3
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4 Conclusions

The influence of damage on dynamic parameters was studied in this paper by inves-
tigating the actual RC bridge deck panels with different levels of deterioration. This
paper also presented a closer look into the stabilization diagram and amplitude depen-
dence of damping ratio. In addition to the extraction of dynamic parameters from the
vibration measurements, FE modeling was conducted to support the experimental
observations. Based on the results discussed in this paper, the following conclusions
were drawn:

• Damage induced reduction in the natural frequency of deck panels as the natural
frequency of more damaged deck panel was observed to be lower than the rela-
tively healthy panel (Fig. 4a). Whereas misleading results were observed for the
damping ratio of different deck panels (Fig. 4b). To improve the results of damping
ratio, amplitude dependence of damping ratio was investigated. Positive relation-
ships were observed between the damping ratios and initial amplitudes of all
studied modes. The comparison of damping ratios of all panels corresponding
to similar amplitudes showed an increase in damping ratio with the increase in
deterioration of panels (Fig. 7b). The results indicated the importance of consid-
eration of vibration amplitude along with damping ratio, when associating it with
damage, to avoid misleading predictions.

• Mode shape-based criterion, MAC and COMAC, were used to identify and
localize damage. Mode shapes of Panel 3 were considered as reference due to
the relatively healthy state of Panel 3. MAC for Panel 1 and 2 with respect to
Panel 3 was 90% and 87%, respectively, and COMAC for Panel 2 was observed
to be lower than Panel 1 for most of the locations (Table 1). The lower value of
MAC and COMAC for Panel 2 indicated damage in it to be more than Panel 1.
Moreover, COMAC was able to indicate severity of damage at location 10 along
the girder where damage was evinced by the visual inspection of Panels 1 and 2.

• Stabilization diagrams were also utilized to study the differences in the dynamic
characteristics between different deck panels. In the comparison of stabilization
diagrams, number of modes identified for most damaged deck panel 2 were
observed to be the highest of all three deck panels (Fig. 6). It could suggest
that stabilization diagrams might be used as damage indicator, however, further
investigation is needed in this area.
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Assessing Structural Health State
by Monitoring Peridynamics Parameters
in Operational Conditions

Gaetano Miraglia, Erica Lenticchia, Marco Civera, and Rosario Ceravolo

Abstract This paper aims to analyze the Peridynamics (PDs) theory and to exploit
it for new possibilities in Civil Engineering by employing the theory for Structural
Health Monitoring (SHM). In particular, the paper aims to exploit PDs for SHM
and damage characterization of the built environment, at the structural scale, in
operational conditions (i.e., without input sources). The reasons behind this study rely
on thepossibility to usePDs to emulate very complex structural behaviors effortlessly,
using PDs as a paradigm to build low fidelity structural models of real systems. In
the present paper, new features to characterize the damage (i.e., to detect, locate, and
quantify it) are proposed thanks to a special definition of the peridynamic theory
written in discrete form. These features are the Bond Extremity Acceleration (BEA)
and Bond Extremity Velocity (BEV) conjectures, which are obtained by discretizing
a system with the Bond Based PDs and using a micro-viscoelastic constitutive law at
the bond level.Moreover, the authors showhow theproposedperidynamic parameters
are theoretically estimable with very robust techniques already used in SHM, such as
the Stochastic Subspace Identification (SSI) algorithms. The considerations reported
in the paper are verified with numerical (virtual) models. The paper concludes that
PDs can be used to easily parametrize the built environment opening new research
possibilities on the use of PDs for civil SHM.Additionally, the proposed BEA proves
to be a very scalable and general parameter to bemonitored in real systems (providing
information on the presence, the location, and the amount of damage), this also
due to its physical based meaning and the straightforward method of extraction in
operational conditions.

Keywords Peridynamics · Structural health monitoring · Damage detection and
localization · Low fidelity structural models · Structural simulator
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1 Introduction

Finding the right balance between accuracy and computational efficiencyof structural
simulators is essential to obtain valuable information on the health state of real
structures in a feasible computational time. In reaching this balance, the parallel use
of low fidelity and high fidelity structural models is helpful, being the first approach
ideal to extract very fast information, while the second able to generate high quality
knowledge on complex behaviors of real systems. However, if Structural Health
Monitoring (SHM) techniques need to be applied to a large number of structures (e.g.,
urban area), very high-fidelity models result to be inadequate to obtain information
in a feasible computational time.

Peridynamics (PDs) is amodern nonlocal theory of continuum established in early
2000 by Stewart Silling [1, 2] and Silling et al. [3]. The theory is recently attracting
attention in the field of computational mechanics since it replaces the partial differen-
tial equations of the classical continuum theory with integral, spatial equations. This
allows overcoming problems related to the representation of discontinuities in the
matter, which can arise during damage (e.g., cracks), where the differential formu-
lations are not defined. A comprehensive literature review of Peridynamic (from the
Greek words peri- i.e., around, and -dynami i.e. force) applications and uses can be
found in [4]. Basically, PD theory found its principle in the forces-interaction (bonds)
of points. Thematter is divided into infinitesimal portions characterized by theirmass
and volume. Each point k is then supposed to interact with its neighbours inside a
region. The collection of all the points inside this region is called family of k. The
family of k is, in turn, characterized by the horizon, i.e., the maximum distance for
which the interactions between k and the other points of a body occur. The horizon
defines the locality of the behavior of a system; the smaller the horizon, themore local
the behavior will be. It has been demonstrated that the classical theory of elasticity
can be considered as a limiting case of the PD theory as the horizon approaches zero
[5–7]. When using PD in a modelling phase, the choice of the horizon represents a
crucial aspect. It can be a constant or variable along the modelling space. Sometime,
physics defines the value of horizon (e.g., when modelling particles, the interatomic
potential defines the maximum interaction distance). In other cases the value of the
horizon is not defined, and its definition should be based on calibration procedures
[8]. When the standard local theory, instead, well describes the structural behavior,
PD can still be used. In this case, the horizon should be as small as possible to fit the
classical continuum theory, while when the nonlocal theory is used to model damage
(e.g., crack growth and propagation), several works have related the value of the
horizon with the value of the average distance between points used to discretize the
continuum, [5, 8]. In this case, the horizon is commonly set to 3 times the spacing
between points. PD is thus a candidate theory that can be used for modelling real
systems. About the modelling of real systems, the work of Gosliga and Worden [9]
is noteworthy. Here the authors propose the use of Irreducible Element (IE) model,
which seeks to create a graphical representation of a system (using graph theory
[10–12]) by breaking it down into its constituent parts, with the aim to assess the
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similarity of structures. The system modelling plays an important role in the SHM
of existing systems [13, 14]. In this field, important researches have been done by
Farrar andWorden et al. [15–17], while the promising future of this discipline is also
dictated by the technological advancement of the last years [18]. The importance of
system identification in SHM is crucial and is due to the advantage of using the infor-
mation extracted from identification techniques for defining damage [19].Within this
framework, damage can be defined as a change introduced in a system that negatively
affects its current and future performance [17]. Thus, SHM techniques are precisely
intended to provide some physical/non-physical based damage index with a broad
range of validity, in the linear and nonlinear field.

In the present paper the authors propose PDs as a generalmethod to build physical-
based graph representations (i.e., with edges and nodes) of civil structural systems
(i.e., low fidelity models) and built environment. Then, starting from this representa-
tion, two features are proposed for an efficient damage identification and SHM: the
Bond Extremity Acceleration (BEA) and Bond Extremity Velocity (BEV). This is
done presenting the basic theory of PDs and the proposed algorithm to estimate the
BEA and BEV (Sect. 2). Then, some numerical verifications supporting the theory
is reported (Sect. 3). Finally, the conclusions are drawn (Sect. 4).

2 Methods

In this section themethods are presented introducing the basic theory of Peridynamics
and the procedure to identify the BEAs and BEVs using the Stochastic Subspace
Identification (SSI) algorithms.

2.1 Basic Theory

The linearized micro-linear viscoelastic Bond Based PD (BBPD) equation of motion
can be written in standard form as (bold is herein used for vectors, bold capital for
matrices and italic for scalars):

Mü(t) + Cu̇(t) + Ku(t) = z(t)

M =
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where:
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Mk = mkI3

Ck j = νk jKk j

Kk j = ck j Vj Vk�k j

�k j = ξk j
(
ξk j

T)
‖ξk j‖3

(2)

ck j =
{
ck j if ‖ξk j‖ ≤ h
0 if ‖ξk j‖ > h

ξk j = x j − xk

In Eqs. (1) and (2) xk = (xk,X , xk,Y , xk,Z )T are the coordinates X, Y, Z of point
k (similarly for j), ck j ≥ 0 is called bond elastic constant, and h is the horizon. Vj

and Vk are the volumes, accounting for the volume corrections, associated to the
points j and k respectively while νk j ≥ 0 is a bond damping constant; mk is the mass
associated to the point k, I3 is a 3 × 3 identity matrix and O3 is a 3 × 3 zero matrix.
K is the number of points used to discretize the system. Then, u(t) and z(t) denote
the displacement vector and the external force vector respectively, being t the time
variable and ˙(. . . )(t) the time derivate operator. Finally, M, C, and K denote the
mass, damping, and stiffness global matrices of the system.

2.2 Parameters Identification

From Eqs. (1) and (2) it is possible to derive two parameters that can be easily
experimentally identified without input (operational conditions) sources; the Bond
Extremity Acceleration (BEA) w

′
k j , and the Bond Extremity Velocity (BEV) w′′

k j ,
of the bond kj and the extremity k, which are here proposed as parameters to be
monitored for SHM purpose:

w
′
k j = ck j Vj Vk

mk
(3)

w
′ ′
k j = w

′
k jνk j

It is worth noting that in Eq. (3), in general, w′
k j �= w

′
jk and w′′

k j �= w′′
jk as mk �= m j .

Starting from the acquired acceleration response ü(t) it is possible to get an esti-
mate of the system matrix A

∧

(in the state space formulation) reduced to the number
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of recorded Degree of Freedoms (DoFs), by using, for instance, SSI algorithms. The
eigen-analysis performed on A

∧

, after some manipulations, provides the real eigen-
values � of the reduced system (square values of the circular natural frequencies),
the real eigenvectors � (mode shapes), and the modal damping ratios Z, where �

is a diagonal matrix containing the sorted eigenvalues on the main diagonal, Z is
a diagonal matrix containing the corresponding damping ratios on the main diag-
onal, while � is the eigenvectors matrix containing the corresponding eigenvectors
in each column of the matrix. Performing the estimate of A

∧

on a dimension equal
to the number of recorded DoFs, it is possible to get an estimate of the mass M

∧

,
damping C

∧

, and stiffness K
∧

global matrices of the system reduced to these DoFs:

K
∧

= (
�T

)−1
(�)(�)−1

M
∧

= (
�T

)−1
(I)(�)−1 (4)

C
∧

= (
�T

)−1
(
2Z

√
�

)
(�)−1

where I is an identity matrix with the same dimension of �. Then, the BEAs and the
BEVs can be estimated with:

W
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=
[
−
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M
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K
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◦−1
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where (…)◦(…) and (. . . )
◦−1 denote the Hadamard product and inversion operator,

respectively, whileW
∧′

andW
∧′′ contain the estimate of the BEAs w

′
k j , and the BEVs

w′′
k j , respectively. The estimates of these features can be then refined by repeating

the identification procedure on a second estimate of the of the system matrix A
∧
∧

:

A
∧
∧
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O I
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−
(
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]
(6)
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obtaining the refined estimate of BEAsW
∧
∧′

, and BEVsW
∧
∧′ ′

, whereO is a zero matrix
with same dimension of I.

3 Results and Discussion

In this section the previous described methods are applied to numerical benchmarks,
and the verifications of the study are reported and discussed.

The numerical benchmarks are represented by 2 Multi Degree of Freedoms
(MDoFs) systems. The first with 4 DoFs, while the second with 10 DoFs. For the
sake of clarity, the systems are represented by a series of masses (spaced 1 m from
each other) which vibrate in one direction. The systems are supposed to do not have
a unique value of the masses or volumes, but these values are randomly extracted
between 0.8 and 1 (for both mass [kg] and volume [m3] values). Thus, for the 4 DoFs
system, 100 extractions of the model parameters (masses and volumes) have been
performed. The same has been done for the 10 DoFs system. A dummy mass has
been added to the systems in order to constrain the problem and avoid rigid body
motions. Then, for each system, 4 cases of acquisitions have been assumed: 10 and
30 min of acquisitions with signals corrupted by a 5% and 20% of gaussian noise.
The sampling frequency has been supposed equal to 100 Hz, while the vector of
the external sources representing environmental noise has been approximated with
samples extracted by a gaussian distribution with unitary variance. The horizon h,
has been set to 3 m, while ck j = 2e3 N/m6, and νk j = 1e − 3 sec for all the bonds.

The methods described in Sect. 2 have been then applied and the discrepancy
between target (theoretically correct) values and identified values of the BEAs and
BEVs has been studied. Figure 1 reports the Probability Density Function (PDF)
of the average identification error (mean values over the bonds of the absolute
difference between target and identified values of BEAs and BEVs, normalized to
the target value). Each PDF has been estimated with 100 samples. From the figure
is possible to conclude that the error of BEV is higher and more dispersed than the
error of BEA, and the error tend to decrease as the signal length increase.

Figure 2 depicts the bond identification absolute error (absolute difference
between target and identified values of BEAs and BEVs, normalized to the target
value, for each bond) for a case of the 4DoFs system,with 10min of records corrupted
by 5% of gaussian noise. Also in this case it is possible to note as the errors on the
bonds are higher for the estimates of the BEVs.

Then, a realization of the model parameters (masses and volumes) for the 4 DoFs
and the 10 DoFs system has been used to study the average identification error at
increasing damage. In this study, the first bond (bond between points 1 and 2) and the
last bond (bond between points 3 and 4 for the 4 DoFs system, and between points
9 and 10 for the 10 DoFs system) have been damaged. It was supposed a damage
multiplier (bond damage) between 0 and 1. This multiplier defines the new values
of c12 and c21 as proportional to the initial value of 2e3 N/m6. For the last bond
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(a) (b)

(c) (d)

Fig. 1 Probability Density Function (PDF) of the average identification error [%] of BEAs and
BEVs for a 4 DoFs system with 10 min (a), and 30 min (b) of records, and for a 10 DoFs system
with 10 min (c) and 30 min (d) of records. All plots refer to 5% of gaussian noise in the records

(a) (b)

Fig. 2 Absolute identification errors [%] of BEAs (a) and BEVs (b) of the bonds k-j, for a generic
4 DoFs system with 10 min of records and 5% of gaussian noise in the records



46 G. Miraglia et al.

(a) (b)

(c) (d)

Fig. 3 Average identification error [%] of BEAs and BEVs as a function of the damage level [%]
on the bond 1–2 for a 4 DoFs system with 5% (a), and 20% (b) of gaussian noise in the records,
and for a 10 DoFs system with 5% (c), and 20% (d) of gaussian noise in the records. All plots refer
to 30 min of records

it was assumed a damage multiplier equal to the half of that one used for the first
bond. Figure 3 reports the average identification error for some analyzed cases as a
function of the bond damage.

From Fig. 3 it is possible to conclude that the error remains quite stable at
increasing percentage of noise in data, and generally is higher and more unstable
for the estimate of the BEVs. Then, Table 1 reports the comparison between target
and identified values of BEAs as a function of the bond damage for the 4 DoFs
system.

From the table is easy to observe that the only damaged bonds are those expected
to be damaged, and the amount of damage is consistence with the expected values.
In fact, the first bond reaches a value of BEA equal to 0, while the last bond reach
half of its initial value for a bond damage on the first bond equal to 100%. Finally,
the BEA values of the remaining bonds rightly remain unchanged as the damage
increases.

Finally, as done for BEA, Table 2 reports the comparison between target and
identified values of BEVs as a function of the bond damage for the 4 DoFs system.
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Table 1 Discrepancy between target (dashed black line) and identified BEAs [m/s2] (blue line) as
a function of the damage level [%] on the bond 1–2 for a 4 DoFs system with 30 min of records
and 5% of gaussian noise in the records

j=1 j=2 j=3 j=4

k=1 Point k=j=1

k=2 Point k=j=2

k=3 Point k=j=3

k=4 Point k=j=4

From the table is easy to observe that the only damaged bonds are those expected
to change value, and the amount of changing is consistence with the expected values.
In fact, the first bond reaches a value of BEV equal to 0, while the last bond reach
half of its initial value for a bond damage on the first bond equal to 100%. Finally,
the BEV values of the remaining bonds rightly remain unchanged as the damage
increases, even if compared to the BEAs estimates, the BEVs values fluctuate more
around the target values.

4 Conclusions

In the paper, the authors proposed Peridynamics as a generic method to generate low
fidelity structural models and obtaining valuable and very fast information on the
health state of a large number of structures. Then, the authors found that Peridynamics
can be used to define physical-based graph representations (i.e., with edges and
nodes) of civil structural systems. These findings, for now limited to numerical
verifications, demonstrate that Peridynamics proves ideal for facing the SHM of vast
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Table 2 Discrepancy between target (dashed black line) and identified BEVs [m/s] (red line) as a
function of the damage level [%] on the bond 1–2 for a 4 DoFs system with 30 min of records and
5% of gaussian noise in the records

j=1 j=2 j=3 j=4

k=1 Point k=j=1

k=2 Point k=j=2

k=3 Point k=j=3

k=4 Point k=j=4

territorieswith computational effortless strategies, andphysical-based (i.e., providing
valuable information) representations of the built environment. In this regard, the
proposed BEA proves to be a very scalable and general parameter to be monitored
in real systems (providing information on the presence, the location, and the amount
of damage), this also due to its physical based meaning and the straightforward
method of extraction in operational conditions. About the results of the numerical
verifications, it is possible to draw the following conclusions:

• The identification errors for BEV are generally larger and more dispersed (greater
uncertainty) than those for BEA.

• The estimate of BEA andBEV remain quite stable to an increase of the percentage
of noise in the records, while the errors little increase if the length of the
acquisitions decrease.

• The BEA can be used for the damage identification, i.e., to detect, quantify, and
localize the damage.

• The BEV, instead, is a dubious parameter, since its use strongly depends by the
discrepancy between the model and the actual behavior of the system; therefore,
its use for SHM purposes should be carefully evaluated.
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The authors envisage lowfidelity peridynamicmodels as a generalmethod to allow
physical-based SHM of systems over a territorial scale. For example, our results can
be useful to generate network of built structures helping in the early warning of
catastrophic events such as earthquakes, hurricanes, tornadoes, landslides, etc. In
addition, structures built in the first half of the twentieth century are approaching or
have surpassed their typical design life, meaning that there is a need to check the state
of aging of structures over large areas. In this regard, low fidelity peridynamicmodels
can be used to monitor very slow or sudden changes of structural states relying on
very robust algorithms from established literature.

Although the results of the numerical verifications are promising, all considera-
tionsmademust pass the experimental validation phase to be considered valid, which
can represent the next step of this work.
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Abstract Nowadays, carbon fiber reinforced plastic (CFRP) laminates are used as
the structural components of mobilities in order to reduce their weight. However, the
barely visible impact damages (BVIDs) in CFRP laminates may cause a significant
degradation in the performance, seriously affecting the safety of daily use. Hence,
structural health monitoring (SHM) systems that can detect the BVIDs in mobil-
ities are urgently needed. In this research, we attempted to establish a method to
identify impact damages in mobility structures made of CFRP based on ultrasonic
guided waves transmitted and received by macro fiber composites (MFCs). From the
response signals, some damage-sensitive features, such as the time of flight (ToF)
delay and the amplitude of A0 mode, can be extracted to evaluate the impact damage.
The relation between the impact damage size and themaximumToF delay was inves-
tigated for three kinds of CFRP plates: woven, non-woven and hybrid laminates. As
a result, it was found that the maximum ToF delay increases linearly with an increase
in the damage size for all the CFRP laminates. Moreover, the amplitude of A0 mode
was found to be largely affected by the damage length in the wave propagation direc-
tion. This attenuation can be used to identify the extension direction of the impact
damage as a complement of the ToF delay distribution.
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1 Introduction

Personal mobilities made of carbon fiber reinforced plastic (CFRP) laminates are
likely to suffer from barely visible impact damages (BVIDs) while the owner is
not aware. The BVIDs may cause a significant degradation in the performance, and
seriously affect the safety of daily use. Hence, structural health monitoring (SHM)
systems that can detect the BVIDs in mobilities are urgently needed.

Guided waves (e.g., Lamb waves in plates) are elastic perturbations that can
propagate for long distances in thin-wall structures with small attenuation. Hence,
they are suitable for SHM system monitoring a large area from a single point. In the
previous research, burst waves were used as the input signals to excite Lamb waves,
in order to detect an artificial delamination in a CFRP plate by measuring the Time of
Flight (ToF) of Lamb waves [1]. However, burst signals with the limited frequency
bandwidth are not effective to evaluate the actual impact damage in CFRPs. This is
because the actual impact damages are much more complicated than the artificial
delamination, and the interaction between ultrasonic wave and the actual damages
mayvary dependingon the frequency.Hence, it ismore efficient to detect and evaluate
the actual impact damage comprehensively using one broadband signal.

In this research, we attempted to establish a method to evaluate impact damages
in mobility structures made of CFRP based on broadband ultrasonic guided waves.
From the received waves, we extract the response signals to tone burst excitation at
certain frequencies, by using a transfer function. Then, by analyzing the extracted
signals, we evaluate the magnitude of the impact damage.

This paper is organized as follows. We begin by observing the cross-section of
impact damage area in three kinds of CFRP plates, in order to clarify the difference
in the damage conditions of the laminates. In Sect. 3, the relationship between the
impact damage size and the ToF delay in various CFRP plates was investigated
experimentally, which was found to be linear. Moreover, the influence of the shape
of an impact damage to the waveform was also investigated. Especially, we clarified
the change in the amplitude of A0 mode when the damage was enlarged in the
direction of the wave propagation. The last section concludes the paper.

2 Cross-Sectional Observation of Impact Damage Area

Various CFRP plateswith different layup configurations are used inmanufacturing of
themobilities. Therefore, for practical application, the SHM system should be able to
detect impact damages in variousCFRPplates. Three kinds ofCFRPplateswere used
in this research: woven CFRP plates ([(0,90)/(45,−45)]4 s, 3.64 mm in thickness),
non-woven-CFRP plates ([0/90/45/−45/−45/45/90/0]s, 3.84 mm in thickness),
and hybrid CFRP plates ([(0,90)/(45,−45)/0/90/(0,90)/(45,−45)/(0,90)/(45,−45)]s,
3.7 mm in thickness). The impact damages in the plates were given by a drop weight
impact test with the impact energy of 15.9 J.
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Fig. 1 Cross-section of the damaged area in a a woven CFRP plate, b a non-woven CFRP plate,
and c a hybrid CFRP plate

The cross-sections of the impact-damaged areawere observedwith a digitalmicro-
scope (VHX-950F, Keyence Corp.). In the woven CFRP plate (Fig. 1a), there are
mainly three kinds of microscopic damages: delamination, matrix cracks, and fiber
breaks. The delaminations distribute evenly over the whole damaged area, and the
diameter of the damaged area is almost constant through the thickness. In the non-
woven CFRP plate (Fig. 1b), the delaminations are the most dominant microscopic
damage, and that at the nearest interface to the bottom surface is the largest. In the
hybrid CFRP plate (Fig. 1c), there are mainly delamination at the interfaces between
the non-woven plies and the woven plies and matrix cracks and fiber breaks in the
woven plies. The microscopic damages in the hybrid CFRP plate are complicated,
and can be regarded as the mixture of those in the woven and non-woven CFRP
plates.

3 Damage Detection in Various CFRP Plates Using Chirp
Ultrasonic Waves

3.1 Transfer Function Method

Chirp is a broadband signal in which the frequency increases in proportion to the
time. Although the data acquisition is efficient in a case of chirp signal excitation, the
direct analysis of the received signal is difficult because many propagation modes
of Lamb waves can be excited and they are dispersive. Therefore, using a transfer
function, we extract the response signals to tone bursts at certain frequencies from
the response signal to the broadband chirp signal. The transfer functionH(ω) relates
the input signal S(ω) and response signal R(ω) in the frequency domain as follows
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R(ω) = H(ω) · S(ω) (1)

for a linear system of ultrasonic propagation [2]. We can obtain the transfer function
experimentally by measuring the response to the chirp signal. Then, multiplying the
transfer function by tone burst input signals made numerically, we can calculate the
response signals to the tone burst signals in the frequency domain. The response
signals in the time domain can be obtained by subsequent inverse Fourier transform.
Using them, we can investigate the damage-sensitive features.

3.2 Experiment Setup

The experiment setup is shown in Fig. 2. Three kinds of CFRP plates (300 × 205
mm2) as mentioned above were used in the experiments. A multifunction generator
(NF, WF1973) was used to generate electrical signals. A macro fiber composite
(MFC) (Smart Material, M-0714-P2) was the actuator to convert the electrical signal
into the strain. The input signal to the MFC was a sinusoidal linear chirp sweeping
from 10 kHz to 1 MHz. Meanwhile, another MFC was used as the receiver on the
other side of the plate, and an oscilloscope (YOKOGAWA, DL850E) was used to

Fig. 2 Experiment setup
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record the averaged input and output waveforms. As shown in Fig. 2, X direction is
the propagation direction of Lambwaves, andYdirection is orthogonal toX direction
on the plate.

3.3 Relation Between the Damaged Area and ToF Delay
in Various CFRP Plates

The impact damages were given by the drop weight impact test with 15.9 J. They
were first enlarged in the X direction by the second and third impacts, and were
then enlarged in the Y direction by the fourth and fifth impacts. After each impact
loading, the damaged area was observed using an ultrasonic C-scan (OLYMPUS,
OMNISX-PA1664PR) as shown in Fig. 3.

The transfer function measurement by the chirp ultrasonic propagation was also
conducted at each time. The response signals with various central frequencies were
reconstructed numerically using the measured transfer function. Then, the ToF delay
in damaged conditions from the intact condition of each plate over a broad band-
width was calculated with a cross-correlation analysis. After that, the maximum ToF
delay was obtained in each damaged condition. The relationship between the impact
damage size and the maximum ToF delay is shown in Fig. 4. The result indicates that
the ToF delay increases in proportion to the damage size. The result of the woven
CFRP shows the best linearity among three kinds of CFRP plates. As for the hybrid

Fig. 3 C-scan observation results of impact damages in a a woven CFRP plate, b a non-woven
CFRP plate, and c a hybrid CFRP plate

Fig. 4 Relationship between the impact damage size and the maximum ToF delay in a the woven
CFRP plate, b the non-woven CFRP plate, and c the hybrid CFRP plate
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Fig. 5 Results for thewovenCFRPplateNo. 2: aC-scan observation and b the relationship between
the impact damage size and the maximum ToF delay

CFRP plate, the ToF delay decreases after the fifth impact. This phenomenon may
be attributed to the complex mixture of the impact damage in woven plies and that
in non-woven plies.

3.4 Influence of Damage Shape to the ToF
and the Amplitude of A0 Mode

An experiment was conducted to investigate the influence of the impact damage
shape. The experiment setup was the same as that in Fig. 2. Another woven CFRP
plate with the same layup configuration was used. The specimen used in Sect. 3.3
was named the woven CFRP plate No. 1, and that used in this experiment was named
the woven CFRP plate No. 2. In this experiment, in contrast to Sect. 3.3, the impact
damage was first enlarged in the Y direction by the second and third impacts, and
then in the X direction by the fourth and fifth impacts. Figure 5a shows the C-scan
result, which is different from the result in Fig. 3a.

The experiment of the chirp ultrasonic propagation was conducted, and the rela-
tionship between the damage size and the maximum ToF delay was obtained as
shown in Fig. 5b. A linear relationship between them can be observed from the intact
condition to the fourth impact-damaged condition, which is in agreement with the
result in Fig. 4a.

In order to find out other sensitive features in the waveforms to the impact damage
shape, the reconstructed waveforms at 50 kHz were extracted, since the frequency
of the maximum ToF delay in the woven CFRP plate appeared around 50 kHz. Then
the amplitude of A0 mode was obtained from the waveforms and plotted against the
damage length in the X and Y directions in Fig. 6. In order to compare the amplitude
of A0 mode in each damaged condition between the two plates, the amplitude of
A0 mode was normalized by that in the intact condition. The amplitude of A0 mode
decreases significantly as the impact damage is enlarged in the X direction, while
no obvious relation is found between the amplitude of A0 mode and the damage
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Fig. 6 Relation between the amplitude of A0 mode and the damage lengths in a the X direction
and b the Y direction

length in the Y direction. Hence, the amplitude of A0 mode can be used to identify
the extension direction of the impact damage as a complement of the ToF delay
distribution.

4 Conclusions

In this research, an SHM system exciting and receiving broadband ultrasonic Lamb
waves using MFC was proposed, in order to evaluate impact damages in mobility
structures made of CFRP, comprehensively and reliably. First, the cross-section of
the impact-damaged area in each kind of plate was observed, in order to clarify the
difference in the damage conditions of three differentCFRP laminates. Then, the rela-
tion between the impact damage size and the maximum ToF delay was investigated
for the three kinds of plates. As a result, the relation was found to be approximately
linear. It was also found that the attenuation of A0 mode was largely affected by
the damage length in the wave propagation direction, which can be used to identify
the extension direction of the impact damage as a complement of the ToF delay
distribution.

In summary, this SHM method using chirp ultrasonic waves is able to quantita-
tively evaluate the size and the extension of the impact damage shape in mobility
structures made of CFRP laminates.

Acknowledgements This research was conducted as a part of the collaborative research with
YAMAHA Motor Co., Ltd. “Health monitoring method for laminated composite members.” since
2017 to 2020.
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Bayesian Model Updating
of a Simply-Supported Truss Bridge
Based on Dynamic Responses

Xin Zhou, Chul-Woo Kim, Feng-Liang Zhang, Kai-Chun Chang,
and Yoshinao Goi

Abstract This study intends to investigate the application of model updating based
on forced vibration data to a simply-supported truss bridge. A fast Bayesian FFT
method was used to perform the modal identification obtained from field tests, and
the Transitional Markov Chain Monte Carlo (TMCMC) algorithm is employed to
generate samples. Although updating as many parameters as possible is the ideal
model update process, it is not practical to identify all the parameters because of
limitation of the experimental data. The bridge was thus divided into several clusters,
and the values of the updated parameters of the members in the same cluster are
assumed to be equal. Two model updating schemes were discussed as an example
to investigate the effect of parameter selection, such as how to model the spring at
each support, in model updating process. It was observed that although models with
more parameters tend to fit better, the updated result often showed a different trend
from the engineering prediction.

Keywords Bayesian model updating · Transitional Markov Chain Monte Carlo ·
Field vibration test · Damage detection · Simply-supported truss bridge

1 Introduction

In structural engineering, finite element (FE) models are widely used for struc-
tural analysis. Comparing to field experiments, FE analysis can save time and costs.
However, due to the limited available information and simplification in modeling,
uncertainties, such asmaterial properties, geometric properties, boundary conditions,
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and load conditions, invariably exist in the system. Model updating methods would
calibrate these uncertain parameters in the FEmodel based on the measurement data,
so called a data-driven model calibration.

One type of model updating method is based on Bayesian theory, which tries to
find a probability distribution function (PDF) of the model parameters [1–11]. Au
and Beck [3] and Beck and Au [4] applied the Bayesian-based method to reliability
analysis. Beck and Yuen [5] and Muto and Beck [6] sought the most probable model
from several model classes. Goller and Schueller [7] and Goller et al. [8] investigated
uncertainties in the Bayesian model updating and weighting factors of each mode in
the objective function.Yuen et al. [9] andLamet al. [10, 11] extended the applicability
and efficiency of the Bayesian-based method.

Although the Bayesian model updating method can provide a posterior distribu-
tion, the complexity of its PDFmakes it difficult to generate samples directly from the
posterior distribution. Therefore, an efficient sampler is necessary. A lot of sampling
methods have been proposed, especially Metropolis–Hastings (MH) algorithm [12,
13], a special case of Markov chainMonte Carlo (MCMC) [14, 15]. Beck and Au [4]
proposed Adaptive MH algorithm (AMH), using a sequence of intermediate distri-
butions to converge on target distribution. Ching and Chen [16] used the importance
sampling to replace the kernel density estimate (KDE) in AMH, called the transi-
tional Markov chain Monte-Carlo (TMCMC) method. Goller et al. [17] proposed
the parallelized MCMC.

The degree of freedom of the engineering structure ismuch higher than the labora-
tory model, and a typical engineering structure may consist of hundreds to thousands
of members. Therefore, it is not practical for a member-level or element-level model
updating of the actual engineering structure. Grouping multiple members into a
cluster and assuming the members in the same cluster will share the same values of
uncertain parameters can reduce the number of uncertain parameters to be updated if a
suitable parameter selection scheme is available. Especially for the FE model update
for damage detection, a proper design of the model update scheme will directly link
to the accuracy of the damage detection by means of the FE model update. More-
over, with the growing interest in digital twins for civil infrastructures, the study of
the applicability of FE model updating to various structural states is an extremely
important topic. However, few studies investigate how to group structural members
into a cluster considering the engineering significance of the updated model even in
terms of damage detection, which is a driving force of this study.

This study intends to investigate the effect of updating structural parameters
selection on the model updating of an actual simply-supported truss bridge even
including the bridge with damage based on the Bayesian model updating method.
The fast Bayesian FFT [18, 19] was used to identify the structural dynamic proper-
ties, and the TMCMC algorithm was used to generate samples. Two different model
updating parameter schemes focusing on the spring at each support were examined
and discussed the engineering significance of the updated results.
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2 Methodology

2.1 Bayesian Model Updating Method

The formulation of the posterior PDF of uncertain parameter vector θ (θ ∈ RNθ ),
under the condition system response D, is given as follows.

P(θ |D, M) = P(D|θ, M)P(θ |M)

P(D|M)
(1)

where M is the assumed probabilistic model class for the structure; P(D|M) is the
evidence of model class M , and P(D|M) = ∫

P(D|θ, M)P(θ |M)dθ ; P(θ |M) is
the prior PDF; P(D|θ, M) is the likelihood function, which donates the conditional
probability of D given θ ; Nθ is the number of uncertain parameters.

Even if the experimental data available is insufficient to constraint all updated
parameters, the Bayesian model updating methods also can provide a posterior
distribution of the uncertain parameters.

Assuming the variances is same for each natural frequencies and mode shapes,
the likelihood function becomes:

P(D|θ, M) = cle
−J (θ)/2σ 2

(2)

where J (θ) = ∑Nm
i=1

(
(
1 − 〈ϕi (θ), ϕ

∧

i 〉2
) +

(
1 − fi (θ)/ f

∧

i

)2
)

; fi (θ) and ϕi (θ) are

the i th natural frequency and normalizedmode shape vector under the given uncertain
parameter vector θ obtained from the FE model while f

∧

i and ϕ
∧

i are the measured
values from the experiments; Nm is the total number of modes; cl is the normalized
constant which leads

∫
P(D|θ, M)dD = 1.

2.2 Transitional Markov Chain Monte Carlo

In high-dimensional space, the MH algorithm also cannot keep a higher efficiency.
Therefore, many researchers have proposed improved MCMC samplers. In this
study, the TMCMC is used to generate samples efficiently. The TMCMC is based
on the AMH method. The advantage of TMCMC is that it does not need kernel
density estimation (KDE) which is difficult to calculate in high-dimension space.
The essence of TMCMC is to use a series of asymptotic intermediate distribu-
tions, (P(θ |D)( j)( j = 1, 2, 3...)), to approach the final distribution. The impor-
tance sampling method is used to transfer between the intermediate distributions,
(Pj (θ |D), j = 0, 1...m, θ ∈ RNθ ). With the value of j increasing, the P(θ |D)( j)

becomes more closed to the target distribution P(θ |D). MCMC approach is to solve
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the problem that the number of distinct samples reduces due to the re-sampling
progress.

For the asymptotic intermediate distribution Pj (θ |D, M), the values of their
variances (σ j , j = 1...m) are different, and Pj (θ |D, M) is shown as:

Pj (D|θ, M) = c j e
−J (θ)/2σ 2

j (σ1 > ... > σm = σ, j = 1, 2...m) (3)

Especially, assuming P0(D|θ, M) = c0 follows a uniform distribution. The
adjacent intermediate distributions are connected by importance sampling, and the
weighting w j (θ) is shown as:

w j (θ) = Pj+1(θ |D, M)

Pj (θ |D, M)
(4)

Then, with the normalized value weighting wn
j,k , the sample sequence of θ j+1,k ,

which follows the distribution of Pj+1(θ |D, M), is generated from θ j,k .

θ j+1,k = θ j,k, with the probability wn
j,k = w j

(
θ j,k

)

∑Ns
k=1 w j

(
θ j,k

) (5)

3 Target Bridge and Vibration Test

This section would briefly introduce the target bridge, field tests, and modal
identification. More details can be found in reference [20–22].

3.1 Target Bridge and FE Model

The target structure was a simply-supported steel truss bridge, as shown in Fig. 1.
The length and width of the main span are 59.2 m and 3.6 m. It was built in 1959
and removed in 2012. The ambient and vehicle-induced vibration experiments were
conducted before the bridge removal. The bridge was closed prior to the experiment.

The FE model in ABAQUS is created based on shell elements for concrete slabs
and beam and truss elements for steel members. The boundary conditions were
treated as perfect roller and pin. However, the boundary conditions are a significant
source of uncertainties in the model, and three types of springs were considered and
added to the supports at P1 and P2.
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Fig. 1 Mode shapes of the building

Fig. 2 a Sensor layout and b damage scenario

3.2 Field Test and Damage Scenario

Eight uniaxial accelerometers were installed on the deck of the bridge to measure
the vibration data as shown in Fig. 2a. Five damage scenarios (INT, DMG1, DMG2,
RCV, and DMG3) were considered consecutively in this bridge as shown in Fig. 2b.
As a damage, two tension members were severed as shown in Fig. 2b. A 21 kN
vehicle was used to excite the bridge with an average speed of about 20 km/h under
each damage scenario.

3.3 Modal Identification

Prior to the model updating process, modal identification based on experimental data
is necessary. This section would take the INT state as an example to illustrate the
modal identification process.
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The PSD and singular value spectrum of acceleration data measured by all eight
sensors under the INT state are shown in Fig. 3. Vibrationmodes of six peaks indicate
well-excited modes, and are taken as the candidate modes to be updated. The natural
frequencies of these six modes were close to 3 Hz, 5 Hz, 7 Hz, 9.5 Hz, 10.5 Hz, and
13 Hz, respectively. To reduce random errors, the same experimental procedure was
repeated about 10 times. The lastmode,which is close to 13Hz, is not stable because it
cannot be found inmost runs, therefore, thismode is not considered. Their histograms
with the normal distribution fit are shown in Fig. 4 with those from damage cases
(DMG1, DMG2, RCV, and DMG3). The MPV value and coefficient of variation of
the frequency are summarized in Table 1. The corresponding mode shapes of INT
state are presented in Fig. 5a. It includes first bending mode, first torsional mode,
second bending mode, second torsional mode, and third bending mode from the top
to the bottom. Those mode shapes for the DMG2 and DMG3 states are shown in
Fig. 5b, c respectively. It is noted that modes shapes under DMG3 states differed
from those under INT and DMG2 states.

Fig. 3 a PSD and b singular value spectrum estimate for all channels

Fig. 4 Histograms with the normal distribution fit of the identified frequencies
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(a) INT state (b) DMG2 state (c) DMG3 state

Fig. 5 Identified mode shape a INT state b DMG2 state c DMG3 state

4 Model Update

4.1 Model Updating Scheme

The FE model consists of more than one hundred members and contains approxi-
mately three thousand elements. As a result of the limited experimental information,
nomattermember-level or element-level themodel updating is impossible. To reduce
the number of the updating parameters, several substructure blocks, each of which
consists of multiple members, were imported into the system. In the same block, the
material properties of members are set to be the same value. Indeed, the types of
defined uncertain parameters have a significant impact on the Bayesian FE model
updating process.

To discuss the effect of different model updating schemes, two types of schemes
were investigated, as presented in Fig. 6a, b, in which Case 1 model indicates the
FE model considering two horizontal springs, four vertical springs, and four rotation
springs at supports while Case 2 model indicates the FE model considering springs
in the longitudinal direction at P1. The main part of the bridge model was divided
into eight blocks, and three types of model parameters, such as spring constants, steel
stiffnesses, and concrete stiffnesses, are considered in both two cases. The parameters
starting with ‘SS400’ and ‘spring’ indicate the stiffness of steel members and spring
constants, respectively. ‘RC’ means the stiffness of the reinforced concrete. Three
types of springs, two horizontal springs, four vertical springs, and four rotation
springs, are taken as candidate parameters to present the uncertainties in the boundary
conditions. The difference between Case 1 and Case 2 is the number of considered
springs. In Case 1, all three types of springs were taken into account; in Case 2, only
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(a) Case 1 model: FE model considering two horizontal 
springs, four vertical springs, and four rotation springs 

at supports

(b) Case 2 model: FE model considering springs in the 
longitudinal direction at P1

Fig. 6 Model updating scheme a Case 1 model: FE model considering two horizontal springs, four
vertical springs, and four rotation springs at supports bCase 2 model: FEmodel considering springs
in the longitudinal direction at P1

the two horizontal springs were considered, constants of vertical springs = ∞, and
constants of rotation springs = 0.

4.2 Case 1 Model: FE Model Considering Two Horizontal
Springs, Four Vertical Springs, and Four Rotation
Springs at Supports

Table 2 presents the MPV of the updated natural frequencies and MACs for Case 1.
From INT state to DMG2 state, a full cut was applied to the tension member on the
sensor A3. Therefore, the decreasing of SS400_LM was the expected phenomenon.
However, as shown in Fig. 7 the updated distribution SS400_LM is increased while
the updated spring constants are decreased.

4.3 Case 2 Model: FE Model Considering Springs
in the Longitudinal Direction at P1

MPV of the updated natural frequencies and MACs for Case 2 are summarized in
Table 3. Figure 8 shows the distributions of some updated parameters. A decrease
of SS400_LM can be observed as expected. Due to the DMG2 damage, SS400_LP1
and SS400_LP2 were almost unchanged, but SS400_RM was decreased despite an
increase of SS400_RP1 and SS400_RP2.
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(a) SS400_LM (b) Spring_VLP1

Fig. 7 Updated parameters of Case 1 model: FE model considering two horizontal springs, four
vertical springs, and four rotation springs at supports a SS400_LM b Spring_VLP1

4.4 Discussion

It was not reasonable to consider many springs at supports like Case 1 model. For
Case 2 model, after removing vertical and torsional springs, the updated result as
expected was observed even though the updated stiffness for some members in the
opposite sides of the damage was increased. Different amounts of sensor information
of the members on two sides might affect the model updating results. It indicates the
importance of the parameter selection based on the number of sensors, the location of
sensors, the type of sensor, and the design of the bridge model for FE model update
considering engineering goals.

5 Conclusions

This study indicates that the deployment of sensors, how many sensors are installed,
or where is the location of the sensors, affects the selection of parameters. How to
choose the updated parameters is a significant problem in model updating especially
for damage detection. On the one hand, the limited data cannot constrain too many
parameters, which leads to an unreasonable solution; on the other hand, decreasing
the number of parameters means less identified information from the updated model.

Model updating problem is essentially an optimization problem, and the criterion
of the optimal model is the objective function. The model update process finds
the mathematically optimal solution based on the objective function. However, the
purpose of model updating is not to obtain a model that can fit the objective function
well but to find parameter values that can correctly reflect the real situation of the
bridge. In other words, the goal of the FE model update is to identify the parameter
distributions with physical meanings. The real challenge in the application of the
model updating to damage detection is narrowing the gap between the engineering
meaning and mathematical optimal model.
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(a) SS400_LP1 (b) SS400_RP1

(c) SS400_LM (d) SS400_RM

Fig. 8 Updated parameters of Case 2 model: FE model considering springs in the longitudinal
direction at P1 a SS400_LP1 b SS400_RP1 c SS400_LM d SS400_RM

Existing studies on the FE model update have not fully investigated the feasibility
of the FE model update for damaged structures and damage detection. Therefore,
considering the FE model update for damage simulation and damage detection,
further comprehensive investigations, such as proper parameter selection, proper
deployment of sensors, are needed.

Acknowledgements This study is partly sponsored by a Japanese Society for the Promotion of
Science (JSPS)Grant-in-Aid for Scientific Research (B) under project No.19H02225. That financial
support is gratefully acknowledged.

References

1. Beck JL,Katafygiotis LS (1998)Updatingmodels and their uncertainties. I: Bayesian statistical
framework. J Eng Mech 124(4):455–461

2. Katafygiotis LS, Beck JL (1998) Updating models and their uncertainties. II: model identifia-
bility. J Eng Mech 124(4):463–467

3. Au S-K, Beck JL (1999) A new adaptive importance sampling scheme for reliability
calculations. Struct Saf 21(2):135–158

4. Beck JL, Au S-K (2002) Bayesian updating of structural models and reliability using Markov
chain Monte Carlo simulation. J Eng Mech 128(4):380–391



72 X. Zhou et al.

5. Beck JL, Yuen K-V (2004) Model selection using response measurements: Bayesian proba-
bilistic approach. J Eng Mech 130(2):192–203

6. Muto M, Beck JL (2008) Bayesian updating and model class selection for hysteretic structural
models using stochastic simulation. J Vib Control 14(1–2):7–34

7. Goller B, Schueller GI (2011) Investigation ofmodel uncertainties in Bayesian structural model
updating. J Sound Vib 330(25):6122–6136

8. Goller B, Beck JL, Schueller GI (2012) Evidence-based identification of weighting factors in
Bayesian model updating using modal data. J Eng Mech 138(5):430–440

9. YuenKV (2010)Bayesianmethods for structural dynamics and civil engineering. JohnWiley&
Sons

10. LamH-F, Yang J, Au S-K (2015) Bayesianmodel updating of a coupled-slab system using field
test data utilizing an enhanced Markov chain Monte Carlo simulation algorithm. Eng Struct
102:144–155

11. Lam H-F, Yang JH, Au S-K (2018) Markov chain Monte Carlo-based Bayesian method for
structural model updating and damage detection. Struct Control Heal Monit 25(4):e2140

12. Metropolis N, Rosenbluth AW, Rosenbluth MN, Teller AH, Teller E (1953) Equation of state
calculations by fast computing machines. J Chem Phys 21(6):1087–1092

13. Hastings WK (1970) Monte Carlo sampling methods using Markov chains and their
applications. Biometrika 57(1):97–109

14. Tierney L (1994) Markov chains for exploring posterior distributions. Ann Stat 1701–1728
15. Mosegaard K, Tarantola A (1995) Monte Carlo sampling of solutions to inverse problems. J

Geophys Res Solid Earth 100(B7):12431–12447
16. Ching J, Chen Y-C (2007) Transitional Markov chainMonte Carlo method for Bayesian model

updating, model class selection, and model averaging. J Eng Mech 133(7):816–832
17. Van Overschee P, De Moor BL (2012) Subspace identification for linear systems: Theory–

Implementation–Applications. Springer Science & Business Media
18. Au S-K (2011) Fast Bayesian FFT method for ambient modal identification with separated

modes. J Eng Mech 137(3):214–226
19. Au S-K, Zhang F-L, Ni Y-C (2013) Bayesian operational modal analysis: theory, computation,

practice. Comput Struct 126:3–14
20. Chang KC, Kim CW (2016) Modal-parameter identification and vibration-based damage

detection of a damaged steel truss bridge. Eng Struct 122:156–173
21. Kim CW, Zhang FL, Chang KC, McGetrick PJ, Goi Y (2021) Ambient and vehicle-induced

vibration data of a steel truss bridge subject to artificial damage. J Bridge Eng 26(7):04721002
22. Zhang FL, Kim CW, Goi Y (2021) Efficient bayesian fft method for damage detection

using ambient vibration data with consideration of uncertainty. Struct Control Health Monit
28(2):e2659



Vibration-Based Method for Structural
Health Monitoring of a Bridge Pier
Subjected to Environmental Loads

Mohamed Belmokhtar, Franziska Schmidt, Christophe Chevalier,
and Alireza Ture Savadkoohi

Abstract This paper proposes a method for structural monitoring using operational
modal analysis (OMA). Frequency domain decomposition (FDD) of the output-only
system is developed to define new modal parameters to be monitored. Parameters
from OMA make it possible to characterize the structure using experimental modal
analysis (EMA). The method is applied to a bridge pier subjected to scour. Indeed,
a prestressed concrete, motorway bridge on A71 in France has been equipped with
sensors to follow in real time the vibrational behavior and external events such
as temperature, hydraulic flow velocity and scour depth. This measuring chain is
connected to a central acquisition system. Collected data are post-processed in the
frequency domain combining a standard method for modal parameter estimation and
statistic methods using averaging and Principal Component Analysis (PCA). A fully
automated method is developed by correlating operational modal parameters with
data of external event. Finally, an assessment of the evolution of the structural health
condition of the bridge in real time is carried out.

Keywords Modal analysis · Output only · Frequency domain decomposition ·
Principal component analysis

1 Introduction

Many researchers and engineers focus on structural health monitoring (SHM) by
analyzing the response of the bridge itself under external loadings, which are
controlled or not by humans. One of the most practical ways for health monitoring
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of structures is the vibration-based monitoring [1] using modal analysis theory. The
principle is to identify the mathematical link between input (induced excitations by
environment, human, etc.,) and output (response), which is named transfer function.
This function is defined with parameters such as the natural frequencies and the
mode shapes. Because of their sensibility to any changes, these parameters indicate
the health of the structure [2, 3]. In this work, we study a real case study, a prestressed
concrete, motorway bridge in France. Data are extracted from an acquisition chain
with a pre-processing set up to acquire realistic responses of the structure by avoiding
undesirable phenomena such as leakage or aliasing [4]. Then, identification of modal
parameters is carried out. There are several methods of post processing, for example
directly by analyzing the time response [5]. On the other side, [6] applied moving
average method in order to detect scour. Data can also be analyzed in frequency
domain [7, 8] and/or time-domain [9–11]. We focus on frequency analysis of the
Bridge response under environmental loads.

2 Theoritical Background of Modal Analysis

2.1 Transfer Function and Modal Parameters

For a mechanical system with n degrees of freedom (n DOF) characterized by its
transfer matrix [h(t)] = (

hi j (t)
)
i, j∈[1,n] we have the following relationship:

{y(t)} = [h(t)] ∗ {x(t)} (1)

where {x(t)} and {y(t)} are respectively the input and output vectors and · ∗ · denotes
the convolutional product. In the Laplace domain “p” we can rewrite Eq. (1) as:

{Y (p)} = [H(p)] ∗ {X(p)}. (2)

By introducing ωr ,{φr } and ζr which are respectively the natural frequency, the
mode shape and the damping ratio of the r -th mode, projection on the modal base
[12] gives:

[H(p)] =
∑n

r=1

Qr {φr }{φr }T
p − λr

− Qr {φr }{φr }H
p − λ∗

r

, (3)

where Qr is a scalling factor, and by considering ω0r the frequency associated to
the undamped mode r, λr = −ζrω0r + jωr , {φr } the shape vector of the mode
randζr thedampedcoe f f icient.·, ·T and ·H are respectively the complex conjugate,
the transpose and conjugate of the transpose. In Eq. (3), the transfer function is an
easy way to identify modal parameters by directly observing frequency responses of
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input and output. Unfortunately, in real time and conditions, because of the unknown
input, this analysis becomes impossible and needs output-only analysis [12, 13].

2.2 Output-Only System and Operational Modal Analysis

Despite the lack of information on the input, we assume that the external load can
be assumed as a white noise in the frequency range in which we want to analyze the
signals. For a civil engineering structure such as a bridge, the most important loads
may be traffic loads and wind. In [14], this assumption (of white noise) was proven
for traffic loads while in [15], authors encourage engineers and scientists to consider
wind as a white noise excitation for low frequencies (1–20 Hz).

As shown in [12], correlation between signals is a first step for analysis for output-
only systems. By introducing Rxy(p) the Laplace transform of rxy(τ ), the correlation
between signals {y(t)} and {x(t)} at the time τ , the following relationship can be
writted:

[
Gyy(p)

] = [H(p)][Gxx (p)][H(p)]H , (4)

where (
[
Gyy(p)

]
)i j = Ryi y j (p),∀i, j ∈ [1, n] is the power spectral density matrix

of output signals or the Laplace transform of (
[
gyy(τ )

]
)i j the correlation matrix of

outputs. It is a Hermitian matrix. For white noise inputs, as in [12, 13], we can write
[Gxx (p)] = [C] as a constant which leads for very low damping and near the natural
frequencies ωk to:

[
Gyy( jω)

] = −[φ]
[
diag

(
2dkζkωok

(ζkω0k)
2 + (ω − ωk)

2

)]
[φ]T, (5)

with p = j2π f(j2 = −1) and,

dk = Q2
k{φk}H [C]{φk}

2ζkω0k
. (6)

So, in Eq. (5), under hypothesis of white noise and low damping, a simple eigen-
value decomposition (EVD) of the power spectral matrix leads us to extract natural
frequencies ωk and mode shapes {φk}.
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Fig. 1 System of 2 DOF under white noise solicitations during �T =
30 secondes at the sampling frequency Fs = 10Hz with m1 = 1, m2 = 0.5, k = 50 and
c = 0.001

2.3 Examples for Eigenfrequencies Identification

Now, let us move on an example of 2 DOF system as showed in Fig. 1. Inputs
{x(t)} = {x1(t), x2(t)} are considered as a white noise with the same power on each
point. In Fig. 1, m1 = 1, m2 = 0.5, k = 50 and c = 0.001 and an acquisition
is simulated during �T = 5 min with a sampling frequency Fs = 10Hz. Outputs
{y(t)} = {y1(t), y2(t)} are generated using zero-order hold method of the state space
model [4]. For undamped modes, the obtained eigenfrequencies from an eigenvalue
decomposition are f10 = 1.267Hz and f20 = 2.448Hz. In Fig. 2, by “pick picking”
method of the frequency response transfer function,we assume that the eigenfrequen-
cies of the damped system showed in Fig. 1 are f1 = 1.269Hz and f2 = 2.450Hz.
In Fig. 2a, transfer function is calculated with perfect conditions, i.e., assuming that
we know all inputs and outputs and {Y ( f )} = [H(f)]{X(f)}. In Fig. 2b, assuming an
output-only system, power spectral density matrix of Eq. (5) is calculated and diago-
nalized. Figure 2 shows that, from thepoint of viewof eigenfrequencies identification,
this is a good method for light damping and distant modes.

3 Vibration-Based Monitoring of a Highway Bridge

3.1 Presentation of the Monitoring

Monitoring has been installed on a French motorway bridge, on highway A71
crossing the Loire river. It’s a prestressed bridge with a total length of 400 m (5
spans: one of 50 m, two of 75 m and two of 100 m). The speed limit for vehi-
cles on the bridge is 110 km/hours. Engineers have been conducting bathymetric
measurements for several years and they observed an important variation in the soil
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a Transfer function response on frequency domain. 

b Eigenvalues decomposing of power spectral
 density matrix in frequency 
domain.

Fig. 2 Comparison between both methods (Eqs. 3 and 5)
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Fig. 3 Presentation of the monitored bridge

Fig. 4 Pre-processing and processing of one acquisition

level around pier P4 due to erosion. That’s why we decided to monitor this pier
using accelerometers and thermometers. Other instrumentation methods around this
pier are in progress (Bathymetry, water level and flow velocity) in collaboration
with SSHEAR Project (https://sshear.ifsttar.fr/). Figure 3 presents the bridge and the
installed sensor devices.

We continuously monitor the vibration response of the bridge by recording an
acquisition every 20 min. In the study which is presented here, we focus on vibration
measurements only. The diagram in Fig. 4 shows the acquisition chain that has been
set up, in order to avoid some phenomena such as aliasing for these measures.

3.2 Eigenvalue Decomposition of Signals for a Revisited
Principal Component Analysis

Principal component analysis (PCA) is a geometric method which aims at projecting
orthogonally information through uncorrelated dimensions. In this respect, our

https://sshear.ifsttar.fr/


Vibration-Based Method for Structural Health … 79

method has the same goal butdata should be centered. Now for all the next results,
we will process centered reduced data.

We should pay attention to the assumptions of Eq. 5, particularly that it is available
near the natural frequencies and for nDOF systemwith nmodes. In practice,mechan-
ical systems have an infinite number of modes and DOF, but it can be supposed finite
for a discrete and finite frequency range. In fact, by definition of a Hermitian matrix,
∀ω,

[
Gyy( jω)

] = [P(ω)][D(ω)][P(ω)]H , (7)

with [P(ω)] is a unitary matrix and [D(ω)] a diagonal matrix. Each matrix is
continuous with respect to ω.

An important assumption for our study is to suppose that {[P(ω)]}r contains
a subset of m mode shapes (

{
φsub1

}
, . . . ,

{
φsubm

}
), and that in the vicinity of the

frequency of the mode subm ,

{[P(ω)]}r ≈ {φsubm}, and([D(ω)])r ≈ 2dsubm ζsubmωosubm(
ζsubmω0subm

)2 + (
ω − ωsubm

)2 . (8)

In other words, each eigenspace of data can be interpreted as a combination of
physical modes which are correlated. And near a frequency resonance, only one
mode is activated.

Then, to ensure the continuity during diagonalization-frequency step process,
our algorithm of eigenvalue decomposition (EVD) researches similarity with the
previous step using MAC value [4]:

MAC
({[P(ω)]}i , {[P(ω)]} j

) =
∣∣{[P(ω)]}Hi {[P(ω)]} j

∣∣2

({[P(ω)]}Hi {[P(ω)]}i )({[P(ω)]}Hi {[P(ω)]}i )
.

(9)

In literature, the most common method for operational modal analysis is the
singular value decomposition (SVD). Brincker et al. [12] introduced this method for
modal analysis. Figure 5 compares SVDmethod and EVD usingMAC values (EVD-
MAC) of the bridge and at the date of the 11st November 2020. SVD always sorts in
descending order the singular values. Figure 5 shows the interest of our method: the
first singular values have physical sense for SVD but the last ones can be assumed
to be noise. In our methods all dimensions have potentially a physical sense. For
example, the fourth eigenvalue in Fig. 5 contains a lot of information in very low
frequency (0–20 Hz).
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Fig. 5 EVD-MAC versus SVD of the bridge (11st November 20, 220, logarithmic scale)

3.3 Results and Discussions About the Method

First, in order to monitor daily frequency response, we made the choice to average

correlation during one day noticed by
[
G
∧

yy( jω)
]
in order to monitor daily natural

frequencies. In fact, temperature has a daily periodicity, especially inside the bridge
were concrete has an inertial temperature [16]. Then averaging is a good method to
reduce noise [4]:

[
G
∧

yy( jω)
]

= 1

Na

∑Na

a=1

([
Gyy( jω)

])
a, (10)

where Na is the number of acquisitions for one day and
([
Gyy( jω)

])
a the acquisition

at the date “a”.
Figure 6 shows how themethod of post processingworks by considering averaging

of Eq. 9 and continuity with MAC value defined in Eq. 10.
If we zoom EVD-MAC result in Fig. 5, we can see some discontinuity of

the response. This discontinuity appears when to modes are close or away the
frequency resonance. In fact, our hypothesis is not respected. As showed Fig. 7,
we mustemphasize that a lot of modes are present for this bridge: we have a lack of
sensors.
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Fig. 6 Principle of EVD-MAC

Fig. 7 EVD-MAC in frequency range of [0–20 Hz]

4 Conclusions

To conclude, in this workwe started by developed analytical formulas for operational
modal analysis. These formulas were for an ideal case where we have n modes and
n sensors of outputs. Then by applying this method for the real bridge, we did some
assumptions, especially the continuity of eigenspaces through frequencies. In order
to respect it in post-processing method we introduce MAC value and name this new
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method EVD-MAC. However, by observing the responses, there are some disconti-
nuity which are not present for SVDmethod.We think that more post-processing and
smooth method can correct these problems. But we should pay attention to not lost
information because our signals are already averaged and have already been traited
a lot. This paper cannot be considered as a validation of the model but it encourages
us to continue: the best way to validate method is to use more sensors.

Acknowledgements The authors would like to thank The Ministère de la transition écologique et
solidaire for supporting this research.
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Damage Detection and Localization
Using Autocorrelation Functions
with Spatiotemporal Correlation

Jyrki Kullaa

Abstract In vibration-based structural health monitoring, data analysis for damage
detection can be done in the time domain or in the feature domain. Time-domain
methods have certain advantages compared to feature-domainmethods. For example,
statistical analysis may bemore reliable, because the data dimensionality is often low
and the number of data points large. In addition, the algorithm can be fully automated,
because system identification is not necessary. In this paper, autocorrelation functions
(ACF) replace the direct response measurements in the time-domain data analysis.
ACFs havemany advantages compared to the actual time history records. Their accu-
racy can be controlled by choosing a proper measurement period. Spatiotemporal
correlation between the ACFs can be utilized, because they have the same form as a
free decay of the system for stationary random processes. This makes it possible to
manage with a smaller number of sensors. In the proposed method, a spatiotemporal
covariance matrix is estimated using the ACFs of the training data from the undam-
aged structure under different environmental or operational conditions.Using novelty
detection techniques, an extreme value statistics control chart is designed to detect
damage. The direction of the largest discrepancy between the training and test data
is used to localize damage. A numerical experiment was performed by simulating
vibration measurements of a bridge deck under stationary random excitation and
variable environmental conditions. The excitation or environmental variables were
not measured. Damage was a crack in a steel girder. ACFs outperformed both direct
measurement data and virtual sensor data in damage detection. Damage localization
was successful in all cases.

Keywords Structural health monitoring · Damage detection · Autocorrelation
function · Spatiotemporal correlation · Environmental or operational effects
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1 Introduction

Structural health monitoring (SHM) of large civil engineering structures has many
challenges. First, the excitation is unknown and the vibration response is only
measured. The objective is to track changes in the vibration characteristics of the
structure. If the excitation is stationary, the modal parameters (natural frequencies,
mode shape vectors, and damping) can be extracted using system identification
techniques particularly developed for output-only data [1–3].

Second, damage detection depends heavily on the signal-to-noise ratio (SNR)
of the data [4]. Therefore, noise reduction is important. System identification can
be also considered a means to reduce noise, because it includes a lot of averaging.
Another approach that is applied less frequently is data analysis directly in the time
domain using the rawmeasurement data or the corresponding virtual sensor data [5].
The method works also for nonstationary processes provided the number of sensors
is greater than the number of active modes. Then the sensor network is redundant
and it is possible to predict a sensor’s reading using the remaining sensors’ data at
the same time instant (spatial correlation). Virtual sensing results in reduction of
measurement noise, which can significantly enhance detection performance [6].

Third, influences of environmental or operational variability on the dynamic char-
acteristics of the structure often mask the effects of damage [7]. The normal vari-
ability must be included in the training data in order to distinguish between the
environmental or operational effects and damage [8].

Time-domain and feature domain methods for damage detection were compared
[9], and it was found that the features were more sensitive to damage than the actual
or virtual sensor data. This was probably due to the fact that the features had a
higher SNR than the sensor data. However, damage detection in the time domain
has certain advantages compared to that in the feature domain. For example, the
data dimensionality is often lower and the number of data points larger, which is
advantageous in statistical analysis. Also, the algorithm can be fully automated, as
system identification is not necessary.

In this paper, time-domain damage detection is applied to autocorrelation func-
tions (ACF) instead of measured time records. For stationary random excitation, the
ACFs have the same form as the free decay. The free decays can then be treated
as time-domain data. The ACFs can be estimated automatically and their accuracy
can be controlled with the measurement period T [10]. In addition, the free decay
has a special mathematical expression for each mode allowing temporal correlation.
More specifically, one can predict the ACF at any time lag from two data points of
the ACF. The ACFs between sensors are also correlated making it possible to utilize
spatiotemporal correlation. The number of time lags in the ACFs can be selected to
control the amount of data. Training data under different environmental or operational
conditions are nevertheless needed.

The paper is organized as follows. Autocorrelation functions are introduced in
Sect. 2. Damage detection and localization in the time domain under varying envi-
ronmental or operational conditions is outlined in Sect. 3. Detection and localization
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of an open crack in a bridge girder are studied in Sect. 4, in which a finite element
model is used to generate vibration measurements under different environmental and
operational conditions. Concluding remarks are given in Sect. 5.

2 Autocorrelation Functions

Damage detection in the time domain is investigated by replacing the actual response
measurements with corresponding autocorrelation estimates. This can be justified
for stationary random processes [10]. Correlation functions are also primary data in
output-only modal identification, because they include all the necessary information
about the dynamic characteristics of a linear structure [2]. Auto- and cross-correlation
have also been utilized in damage detection by applying singular value decomposition
to the empirical Hankel matrix [11].

The autocorrelation function (ACF) of a zero-mean sample time history record
x(t) is [10]:

Rxx (τ ) = E[x(t)x(t + τ)] (1)

where E[·] is the expectation operator. The ACF can be estimated with a direct
method or by using FFT computations [10]. An FFT-based method with a single
FFT-spectrum is used this study, because it is much faster when the measurement
period is very long.

For a viscously dampedSDOF systemunderwhite noise excitationwith a constant
power spectral density S0, the displacement autocorrelation function at lag τ can be
expressed as [12]:

Rxx (τ ) = πωn S0
2k2ζ

(
cosωd |τ | + ζ√

1 − ζ 2
sinωd |τ |

)
exp(−ωnζ |τ |) (2)

where ωn is the natural angular frequency, k is the spring constant, ζ is the damping
ratio, and ωd = ωn

√
1 − ζ 2 is the damped natural angular frequency. It can be seen

that the ACF is symmetric about τ = 0. Therefore, only positive lags τ will be
considered. Then, Eq. (2) has the following form.

Rxx (τ ) = (A cosωdτ + B sinωdτ)e−aτ (3)

where A, B, a, and ωd is are constants. Notice that Eq. (3) has the same form as
the free vibration of a viscously damped SDOF system. This particular form is now
studied. The same form applies also to velocity and acceleration ACFs.

Consider three different time lags, for which Rxx are available: τ , τ + p�t, and
τ + q�t. where p and q are positive integers. It is now proved that any three data
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points from the ACF are linearly correlated, or redundant.

Rxx (τ + p�t) = [A cosωd(τ + p�t) + B sinωd(τ + p�t)]e−a(τ+p�t)

= [cosωdτ(A cos p�t + B sin p�t)e−ap�t

+ sinωdτ(−A sin p�t + B cos p�t)e−ap�t ]e−aτ

= [C cosωdτ + Dsinωdτ ]e−aτ (4)

where

C = (A cos p�t + B sin p�t)e−ap�t

D = (−A sin p�t + B cos p�t)e−ap�t (5)

are constants. Similarly,

Rxx (τ + q�t) = [E cosωdτ + F sinωdτ ]e
−aτ (6)

where

E = (A cos q�t + B sin q�t)e−aq�t

F = (−A sin q�t + B cos q�t)e−aq�t (7)

are constants. Next, if the three data points are linearly dependent, the following
relationship applies.

Rxx (τ ) = bRxx (τ + p�t) + cRxx (τ + q�t) (8)

Now it is shown that b and c are constants independent of τ . Substituting Eqs.
(3), (4), and (6) into Eq. (8), yields

(A cosωdτ + B sinωdτ)e−aτ = b[C cosωdτ + D sinωdτ ]e
−aτ

+c[E cosωdτ + F sinωdτ ]e
−aτ (9)

or

(−A + bC + cE) cosωdτ + (−B + bD + cF) sinωdτ = 0 (10)

Because the equation must be valid for any τ , the terms in the parentheses must
be zero. They are written in the matrix form



Damage Detection and Localization Using Autocorrelation Functions … 87

[
C E
D F

]{
b
c

}
=

{
A
B

}
(11)

Because the coefficient matrix and the right-hand side vector are constants, the
regression coefficients are fixed for the given time lags. This means that for any τ ,
Rxx(τ ) can be computed if the values at time lags τ + p�t, and τ + q�t are available.
This is the basis for temporal correlation in damage detection. Mathematically, if
matrix H is constructed by adding time-shifted ACFs as rows, then rank(H) = 2.

Spatial correlation is considered next. Let us assume that in a MDOF system only
one mode is active with a mode shape vector φ. Then the modal coordinate for the
whole system is q(t). The response vector is then x(t) = φq(t). The autocorrelation
function at DOF i is

Rxi xi (τ ) = E[xi (t)xi (t + τ)] = E[φi q(t)φi q(t + τ)]

= φ2
i E[q(t)q(t + τ)] = φ2

i Rqq(τ ), 0 ≤ τ ≤ T
(12)

The ACFs at different DOFs are all of the same except for the scaling factor φ2
i .

Therefore, there is also spatial correlation between the ACFs of each mode, which
can be utilized in damage detection if the response ismeasuredwith a sensor network.
If the number of active modes n is greater than one, the modal matrix is � = [φ1 φ2

… φn] and the ACF of DOF i is

Rxi xi (τ ) = E[xi (t)xi (t + τ)] = E

[∑
r

�ir qr (t)
∑
s

�isqs(t + τ)

]

= E

[∑
r

∑
s

�ir�isqr (t)qs(t + τ)

]
(13)

For lightly damped modes and well-separated modal frequencies, the modal
amplitudes qr (t) and qs(t) are almost statistically independent for r �= s [12]. In
that case, Eq. (13) is approximately

Rxi xi (τ ) ≈ E

[∑
r

�2
ir qr (t)qr (t + τ)

]
=

∑
r

�2
ir Rqr qr (τ ) (14)

For closely-spaced modes, the cross-terms in Eq. (13) cannot be neglected. How
this affects damage detection would require further investigation.

Data accuracy, or more specifically, the signal-to-noise ratio (SNR), is an impor-
tant factor in detection. Therefore, high accuracy of the ACF estimates should be
pursued for in the design of an SHM system. The error variance of the ACF is
inversely proportional to the record length T [10]. Therefore, T should be as large
as possible. The error also depends on the frequency-damping product ωnζ , with
a larger product resulting in a smaller error [13]. It was also shown that the ACF
estimate has a considerable noise tail, which is independent of the actual system, and
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should be removed [13]. In this study, the number of lags in the ACFs was chosen
to be 300. It was also shown that white noise increases the error of ACF at zero lag
[10], but band-limited white noise would affect also the first few time lags [14]. In
this paper, however, all lags from τ equal to 0 to 300 were retained.

3 Damage Detection and Localization in the Time Domain

Damage detection is applied to the ACFs in the time domain treating the ACFs as if
theyweremeasured timehistories. Comparison is alsomade using the actual response
measurements or the corresponding virtual sensor data. First, the covariance matrix
with a selected model order are estimated using training data from the undamaged
structure under different environmental or operational conditions. Whitening trans-
formation is applied to the covariance matrix [15]. This transformation is then fixed
and applied to the test data resulting in the residual vector between the model and
the new data. All residuals are subjected to principal component analysis (PCA).
Retaining the first principal component scores of the residuals, the data dimension-
ality is decreased to one. An extreme value statistics [16] control chart [17] is then
designed for the first PC scores of the residuals with appropriate control limits and
subgroup size [5]. In this paper, the probability of false alarms equal to 0.001 is used.

Damage location is assumed to correspond to the direction of the first principal
component of the residuals. The largest projection of the first PC on the sensor DOFs
is assumed to reveal the sensor closest to damage.

4 Numerical Example

Numerical simulations were performed using a finite element model of a stiffened
bridge deck (Fig. 1). The structure was 30 m long and 11 m wide. It had four
longitudinal and three lateral stiffeners. The modelling was done using four-node

11 10

4 63

2

5

1

Fig. 1 Left: Finite element model of a bridge deck. The 28 sensor positions are shown as red
circles and the two excitation points as green squares. Damage is shown with red lines. Sensor 11
was located nearest to the crack. Right: A detail of the steel girder with damage. The crack is shown
with red lines and the numbers indicate the order in which the connecting nodes separated resulting
in an increasing crack size
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discrete Kirchhoff quadrilateral shell elements with a diagonal mass matrix. The
deck was made of concrete with a Young’s modulus of E = 40 GPa (at temperature
T = 0 °C), Poisson ratio of ν = 0.15, density of ρ = 2500 kg/m3, and thickness of
250mm. The stiffenersweremade of steel (E = 207GPa, ν = 0.30, ρ = 7850 kg/m3).
The longitudinal stiffeners had a web with a thickness of t = 16 mm and a height
of h = 1.4 m. The bottom flange had a thickness of t = 50 mm and a width of b =
700 mm. The lateral stiffeners were 1.4 m high and 30 mm thick plates.

The nodes of the bottom flanges were simply supported at both ends of the bridge.
Longitudinal displacements were fixed only at one end of the bridge. The corners of
the concrete deck were supported in the lateral and vertical directions.

Temperature had an effect on the stiffness of the concrete deck. It was assumed
that temperature along the width was constant, but along the length it was linearly
varying including a zero-mean Gaussian noise with a standard deviation of σ T =
0.2 °C in each row of elements. The ends of the bridge were at random temperatures
between −20 °C and +40 °C. The relationship between the temperature and the
Young’s modulus was stepwise linear as shown in Fig. 2 left. There were thus an
infinite number of possible distributions of the Young’s modulus in the bridge deck.
Different realizations of the distributions of the Young’s modulus along the bridge
are plotted in Fig. 2 right. The Young’s modulus of each element was constant,
determined using the temperature at the midpoint. Notice that the temperature or the
Young’s modulus were not measured, but they were considered latent variables.

Two independent random loads were applied at two nodes in the vertical direction,
shown as green squares in Fig. 1. Because ambient excitation was assumed, steady
state response was measured. For the steady state analysis, periodic pseudorandom
excitations in the frequency range between 0 and 20 Hz with random amplitudes and
phases were generated [18], and the analysis was performed in the frequency domain
[12]. The excitation was not measured.

The response was computed with a modal superposition algorithm using the first
30 modes. The analysis period was over 43 min, or more precisely 2621.44 s, with a

E
(G

Pa
)

E
(G

Pa
)

Fig. 2 Left: The effect of temperature on the Young’s modulus of the concrete. Right: Ten
realizations of the longitudinal distributions of the Young’s modulus of the concrete



90 J. Kullaa

Fig. 3 The first seven
natural frequencies
indicating the influences of
the environmental variables
and damage. The data on the
left side of the vertical line
were from the undamaged
structure
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sampling frequency of 100Hz.Onemeasurement period then included 218 = 262,144
samples from each sensor.

Vertical accelerations were measured at 28 points shown in Fig. 1. An equal
amount of noise was added to the signals, so that the average signal-to-noise ratio
was SNR = 30 dB.

The number ofmeasurements was 136. The first 100measurements were acquired
from the undamaged structure under random environmental conditions. Damage was
a crack in a steel girder, which was simulated by removing the contact between
elements at selected nodes. The crack was located between sensors 10 and 11, but
slightly closer to sensor 11. The damage location is plotted in red in Fig. 1. Six
different crack configurationsweremodelledwith an increasing severity by removing
the contact at 1–6 nodes. They are shown in the detailed plot in Fig. 1 indicating the
order in which the nodes were separated. Only the last damage scenario reached to
the edge of the flange. Each damage scenario was monitored with six measurements
under random environmental and operational conditions. As a result, the last 36
measurements were from a damaged structure.

Figure 3 shows the first seven natural frequencies in all 136 measurements. The
variability due to environmental variation is clearly seen. The vertical line separates
the data from the undamaged and damaged structure. It is difficult to visually observe
damage from the variability of the natural frequencies.

The training data were the first 70 measurements. They were also used to design
the control charts. The test data were the last 66 measurements, from which the last
36 were from the damaged structure.

4.1 Time History Analysis

For a reference, damage detection was performed analyzing both the physical and
the virtual sensor data. Virtual sensors were estimated using the full time histories,
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but the first 1000 samples from each measurement were only selected for damage
detection.

EVS control charts for damage detection are plotted in Fig. 4 with model order 0
for the physical sensor data (left) and virtual sensor data (right). The largest damage
levelwas only detected from the physical sensor data,whereas the two largest damage
levels were detected using the virtual sensor data. The same EVS control charts with
model order 30 are shown in Fig. 5 for the physical sensor data (left) and virtual
sensor data (right). The two largest damage levels were detected from the physical
sensor data, whereas the three or four largest damage levels were detected using the
virtual sensor data. Logarithmic scaling was applied to the vertical axes for clarity.

The advantageous effect of noise reduction of the virtual sensors on damage
detection can be clearly seen. In addition, spatiotemporal correlation increased the
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Fig. 4 Damage detection using control charts with model order = 0. Left: physical sensor data.
Right: virtual sensor data. The data on the left side of the leftmost vertical line were used as the
training data, and the other vertical lines indicate the six damage levels with an increasing severity
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Fig. 5 Damage detection using control charts with model order = 30. a Physical sensor data, b
virtual sensor data
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Fig. 6 Estimated autocorrelation functions from measurement 31 with T = 44 min. Left: all 28
sensors. Right: sensors 9 and 25

detection performance with either data compared to spatial correlation only. In all
cases, damage was localized to sensor 10.

4.2 Autocorrelation Function Analysis

The accuracy of the autocorrelation function depends on the measurement period T.
Therefore, it is crucial to select a proper T. In this study, the number of samples was
N = 218 = 262,144 corresponding to T = 44 min. The autocorrelation functions at
the first 300 lags were computed from a single FFT-spectrum. Model orders 0 and
30 were studied (spatial correlation and spatiotemporal correlation, respectively).

Sample autocorrelation functions frommeasurement 31 are shown in Fig. 6 left for
all 28 sensors and on the right for sensors 9 and 25. Because the response included
participation of several modes, the AFCs do not look like free decays of a single
degree-of-freedom system.

The EVS control charts for the ACFs are plotted in Fig. 7 using spatial correla-
tion only (left) or spatiotemporal correlation with a model order of 30 (right). With
spatial correlation, damage level 1 remained undetected, while using spatiotemporal
correlation, all damage levels were detected. Logarithmic scaling was applied to the
vertical axis for clarity. With spatial correlation, damage was localized to sensor
10 (Fig. 8 left), whereas using spatiotemporal correlation, damage was localized to
sensor 11 (Fig. 8 right).
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Fig. 7 EVS control charts for ACFs with T = 44 min. Left: model order = 0. Right: model order
= 30. The data on the left side of the leftmost vertical line were used as the training data, and the
other vertical lines indicate the six damage levels with an increasing severity
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Fig. 8 Damage localization using autocorrelation functions. T = 44 min. Left: model order = 0.
Right: model order = 30

5 Conclusions

Correlation functions play a key role in operational modal analysis. However, to
the author’s knowledge, this was the first time when autocorrelation functions were
applied directly to damage detection in the time domain.

A comparison of damage detection performance was made using response time
records or virtual sensor data. Because the measurement data and the detection
algorithm were the same in all cases, differences in the results were due to the
selected features only (physical sensor data, virtual sensor data, or ACFs). ACFs of
a random process have a mathematical expression allowing spatiotemporal corre-
lation to enhance detection. Moreover, the accuracy of the ACFs can be controlled
by selecting a proper measurement period. In the simulated case, ACFs outper-
formed response data in damage detection provided a long measurement period was
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used. Spatiotemporal correlation produced better results than spatial correlation only.
Damage localization was successful in all cases.

ACFs have also some limitations: the excitation is assumed stationary and the
measurement period must be long. Fortunately, it is possible to use also shorter time
records and estimate the spectral functions by averaging [10]. For nonstationary
records, direct response data with model order equal to zero (spatial correlation) is
an alternative.

Another issue are structures with damping depending on the vibration amplitude
[3]. Then the temporal correlation is more complicated. A possible solution is to
treat variable damping as an environmental influence, which must be present in the
training data. This issue is left for a further study.

Another open question remains for structures with closely-spaced modes
discussed in Sect. 2. Themodal coordinatesmay be correlated,which has an influence
on the ACFs and consequently on damage detection.

Other possibilities and limitations of ACFs in damage detection will be studied
in the future. Experimental validation is also necessary.
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The Optimization Study of Apparent
Damage Recognition Algorithm
of Bridge Underwater Structure

Yeteng Wang, Haoyang Ding, Changlin Song, Yao Xiao, Ruiyang Yuan,
and Zhishui Liang

Abstract Due to the characteristics of the underwater environment and the influence
of imaging equipment, the quality of apparent structural damage images is difficult
to guarantee and the accuracy of damage recognition is relatively low. Deep learning
algorithm is increasingly widely used in the field of image identification. Especially,
when it is used in damage identification, the labor costs can be saved and the iden-
tification accuracy of damage categories and specific information are improved. A
FCN-based full convolutional neural network is designed in the template of VGG16.
Firstly, the underwater structure damage picture is preprocessed, and the picture
data used is optimized. Then, the fuzzy mechanism is used to deal with the noise
interference of the underwater picture and the date set of the damage pictures can be
observed and expanded through croppingmethod. Therefore, the iterative simulation
andparameter optimization canbe done on theFCNfull convolutional neural network
model on a larger scale, and the image recognition algorithm will be improved. The
data set simulation research results show that the crack damage identification accu-
racy obtained by the deep learningmethod can reachmore than 90%,which improves
the accuracy of underwater structure damage identification. The results will provide
a certain theoretical foundation for underwater structural damage and assessment.

Keywords Underwater structure · Damage identification · FCN full convolutional
neural network · Data set · Simulation iteration

1 Introduction

During the operation of the bridge, the structure will inevitably occur diseases and
damage, if not timely detection and maintenance, it will seriously threaten the safety
of the bridge structure. Due to the worse external environment (such as wind, wave
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and seawater), the underwater structure ismore likely to be damaged, and the damage
is more serious. Most of the damage of bridge underwater structure starts or appears
on the surface of the structure, which is mainly manifested as cracks, corrosion of
reinforcement, concrete defects, necking, exposed reinforcement, etc., thus affecting
the overall structural safety. Therefore, it is necessary and significant to detect the
apparent damage of underwater structures.

At present, in the underwater damage detection methods, the recognition method
based on vision has been widely studied and applied because it is more intuitive
and accurate. However, the processing of the acquired image is a major difficulty in
the process of recognition. The existing method is manual judgment and evaluation,
which is mainly based on personal subjective evaluation, so it is difficult to scientifi-
cally quantify the evaluation basis. The algorithm based on image processing is also
a hot direction in the field of structural damage image recognition. In the research
of [1–3], histogram, threshold, morphological operation and other means are used to
identify the damage in the image. The threshold segmentation method, edge detec-
tion method, region growth method and other algorithms proposed in this paper
have the advantages of high contrast and low cost. The damage images with clear
background have good performance, but they have their own shortcomings in image
quality requirements, difficulty of algorithm implementation, anti-interference and
so on.

In recent years, deep learning algorithm has great advantages in object detection
and semantic segmentation, and has good model robustness, so it has been widely
studied and applied in structural apparent damage recognition, among which convo-
lution neural network (CNN) [4] and full convolution neural network (FCN) [5–7] are
widely used. CNN structure is suitable for image level classification and regression
tasks. After the structural damage (such as cracks) image is input, it goes through a
series of convolution layer, nonlinear layer, pooling layer and fully connected layer,
and is mapped into a fixed length feature vector. Finally, a probability numerical
description of the whole damage image is obtained; FCN transforms the full connec-
tion layer of traditional CNN into convolution layers, which can accept the input of
structural damage image of any size. The deconvolution layer is used to sample the
feature image of the last convolution layer, so that it can recover to the same size of
the input image, so that a prediction can be made for each pixel, and the spatial infor-
mation in the original input image is retained, Finally, pixel by pixel classification is
carried out on the up sampled feature map, and the pixel range of the target object is
directly output. In addition, in view of the quality problems of underwater apparent
structure damage image, the influence of image quality problems on recognition
accuracy can be reduced through pre-processing and post-processing.

In this paper, aiming at the influence of the image quality of underwater envi-
ronment on the recognition of bridge underwater structure disease, an intelligent
underwater structure apparent damage disease recognition algorithm based on FCN
full convolution neural network is proposed. A new algorithm flow is proposed.
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The image preprocessing and conditional random field terminal processing are intro-
duced to reduce the uneven brightness and the noise caused by underwater environ-
ment In order to solve the problem of low definition, the accuracy of pixel recognition
is further improved.

2 Underwater Damage Identification

2.1 Background

Due to the characteristics of underwater bridge diseases, the acquired underwater
images are often doped with specific noise, which will cause great interference to
the further identification and processing of bridge damage. Therefore, it is neces-
sary to preprocess the acquired underwater images. The purpose of pretreatment
is to eliminate the interference of underwater noise, such as bubbles, overexposure
and other non-destructive factors. In view of the single processing is difficult to
achieve the best standard, this project uses different preprocessing schemes to obtain
the local optimal processing, and then collates into a complete image information.
Threshold segmentation is a low-cost image information extraction method at the
present stage. However, for the information singleness and clarity requirements of the
image, according to the process architecture shown in (Fig. 1), we will carry out two
kinds of processing on the underwater image. Here, we specify that preprocessing
channel 1 and preprocessing channel 2 should be distinguished. Since our goal is to
achieve both the underwater damage classification task and the underwater damage
segmentation task, the establishment of different preprocessing channels will bring
great convenience to solve different problems.

Fig. 1 The gray image after preprocessing channel one
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2.2 Pretreatment Channel 1

Mean shift blur is one of the image edge preserving filtering algorithms. It is often
used to remove noise before watershed segmentation, which can greatly improve the
effect of watershed segmentation. The basic principle is as follows: in n-dimensional
space, there are a certain number of samples, we select one of them, draw a circle
with the sample as the center and the given length as the radius, find the centroid
of the sample in the circular region, that is, the point with the highest density, and
then continue the above iterative process with the point as the center until the final
convergence. Taking any point P0 of SRC on the input image as the center, a spher-
ical space with the radius of SP in the physical space and Sr in the color space is
established. The coordinates in the physical space are x, y, and the coordinates in the
color space are R, G, B (or HSV), forming a 5-Dimensional vector space.

The ranges of physical space X and y are the length and width of the image, and
the ranges of color space R, G and B are 0~255 respectively. Compared with the
default value of 3 × 3 convolution window is [- 1, 0, 1], we can calculate the mean
value of the space window and color value window of the image, and get DX and
Dy, as well as the new RGB color value. In the image space window and color value
window, DX and Dy, as well as the new RGB color value are calculated.

It is found that the mean shift fuzzy is suitable for dealing with large underwater
damage.On the basis of eliminating bubbles and impurity noise, the edge information
of erosion part is greatly retained, which is conducive to the further learning of neural
network.

2.3 Pretreatment Channel 2

For the digital image with intensity levels in the range of [0, L − 1], the histogram
can be expressed as a discrete functionH (rk)= nk, where rk is the intensity value of
the k-th level, and nk is the number of pixels in the image with the gray value of rk. In
other words, the gray histogram of the image represents the gray distribution of the
image. In practical application, histogram is usually normalized and then processed.
It is assumed that the dimension of gray image is M × N. MN is the total number of
pixels in the image, then the normalized histogram can be expressed as

p(rk) = nk

MN
, k = 0, 1, . . . , L − 1 (1)

In other words, p (rk) represents the estimation of the probability of occurrence
of the gray level rk in the image, and the sum of all components of the normalized
histogram is equal to 1.

The following is to understand histogram equalization from a mathematical point
of view. Suppose that the image to be processed is a gray image, r represents the
gray level of the image to be processed, and the value range is [0, L − 1], then r
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Fig. 2 The gray image after preprocessing channel two

= 0 represents black, r = L − 1 represents white, and the process of histogram
equalization corresponds to a transformation T:

s = T (r), 0 ≤ r ≤ L − 1 (2)

That is to say, for a certain gray value r of the input image, the gray value s of
the corresponding position of the balanced image can be obtained by transforming
t. The transformation t satisfies the following conditions.

(a) T(r) increases strictly monotonically on [0, L − 1];
(b) When 0 ≤ r ≤ L −10 ≤ r ≤ L−1, 0 ≤ T(r) ≤ L−1.

In condition (a), t (R) is required to be strictly monotonically increased to ensure
that the output gray value corresponds to the input gray value one by one, and the
relative size relationship between the gray values of the pixels remains unchanged,
so as to avoid problems in inverse transformation; Condition (b) ensures that the
gray range of the output image is the same as that of the input image. In practice,
the processed image is usually an integer gray value, and all results must be rounded
to the nearest integer value. Therefore, when the strict monotone condition is not
satisfied, the method of finding the closest integer matching is used to solve the
problem that the inverse transform is not unique.

Experimental results show that equalization is helpful to the extension of image
histogram, and the gray level range of the image is wider after equalization, which
effectively enhances the contrast of the image. Then, the information of crack damage
can be extracted (Fig. 2).

2.4 Effect Comparison

Compared with Otsu, the commonly used image binary search method, it can be seen
that the pretreatment proposed in this paper can effectively avoid the disadvantages
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Fig. 3 Effect comparison. a Original picture; b OTSU; c Preprocessing channel one; d Prepro-
cessing channel two

of threshold method, and the crack information and erosion information can be
integrated to obtain the complete image information (Fig. 3) (Tables 1, 2, 3, and 4).

2.5 Image Recognition Based on CNN Network

Step 1: BATCH_SIZE

Step 2: LEARNING_RATE_BASE

Step 3: LEARNING_RATE_DECAY = 0.99

Step 4: Regularization parameter

REGULARIZER = 0.0001

Table 1 BATCH_SIZE
(STEP = 10,000)

BATCH_SIZE Accuracy Study time

100 0.992 16 min

150 0.9921 23 min 27 s

200 0.9922 31 min 21 s

Table 2
LEARNING_RATE_BASE

LEARNING_RATE_BASE Accuracy Study time

0.001 0.9855 16 min 13 s

0.005 0.992 16 min

0.01 0.9937 16 min 7 s
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Table 3 STEP (BATCH =
100)

STEP Accuracy Study time

10,000 0.992 16 min 13 s

25,000 0.9938 32 min 24 s

50,000 0.9931 1 h 12 min 7 s

Table 4 stddev STEP Accuracy Study time

stddev Accuracy Study time

0.1 0.992 16 min

0.05 0.9926 15 min 19 s

If the regulator is too small, it is easy to over fit and too large to under fit.

Step 5: Iterations Times

Step 6: MOVING_AVERAGE_DECAY = 0.99.

Step 7: Standard deviation of truncated normal distribution stddev.

When stddey = 0.05, the single batch error is significantly reduced, the average error
is about 0.15, hundreds of learning converges to a higher accuracy (about 0.9), which
may be a good parameter to reduce the number of learning.

When stddey = 0.01, the accuracy is low in the first few hundred times of learning.

2.6 Semantic Segmentation Based on FCN Network

In this section, the preprocessed image is segmented semantically, and the commonly
used TensorFlow deep learning open source framework is adopted. The neural
network model based on vgg16 can more accurately identify the categories of the
image and realize the accurate classification of the underwater structure apparent
damage categories. Taking the maxpool as the boundary, vgg16 has six hierarchical
structures, and a total of 16 deep networks. Among them, 13 layers convolution and 5
layers pooling are mainly responsible for feature extraction, and the last three layers
complete semantic segmentation. All activation functions are activated using Relu
[8]. The FCNmethod is used to classify the rocks. Using this idea, we adjusted vgg16
(Fig. 4).

In order to realize the damage visualization, it is necessary to carry out pixel
level semantic segmentation for the detected images with damage, and do intensive
segmentation task for the image, judge the category of each pixel, and assign the
specified label for each pixel. In the future, we will do the corresponding geometric
parameter statistics for these tags.
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Fig. 4 Hierarchy of VGG16

The deeplab series of deep neural networks based on vgg16 mainly do
intensive semantic segmentation tasks for images. In order to avoid the decrease
of receptive field and spatial resolution caused by continuous pooling layer or down
sampling layer, deep lab uses up sampling and deconvolution. At the same time,
parallel multi-scale network hierarchical sampling is used to reduce the amount of
computation and optimize the size of the output feature map. Deeplab also innova-
tively useswhole convolution to ensure that the receptive field does not change during
the sampling process, while reducing the parameters and optimizing the training rate
(Figs. 5 and 6).
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Fig. 5 Void convolution

Fig. 6 Schematic diagram of CRF

2.7 Conditional Random Field Terminal Processing

Finally, we use fully connected conditional random fields (FCRFS) to optimize the
segmentation boundary in the back end of deep lab. Yan Z. et al. used the conditional
random field method to optimize the road pixel level segmentation [9], which is a
good help for image segmentation.

Make random variable x;I is the label of pixel i, X;I ∈ l= l1,12,…, lL, the variable
X is a random vector composed of X1, X2… Xnv, n is the number of pixels in the
image.
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Suppose figure g = (V, E), where V = X1, X2… Xn, global observation is I. The
conditions are in accordance with Gibbs distribution.

P(X = x|I) = 1

z(I)
exp(−E( x|I)) (3)

In the fully connected CRF model, the energy of tag x can be expressed as:

E(x) =
∑

i

θ
(
xi̇

) +
∑

i j

ϑ i j
(
xi , x j

)
(4)

Among them, 0;(a;)is a unitary energy term, which means dividing pixel i into
label a; The binary energy term p,(ai,ac;)is to segment pixel i and j simultaneously
the energy ofZ. The binary energy termdescribes the relationship between pixels, and
encourages similar pixels to assign the same labels,while pixelswith large differences
to assign different labels. The definition of “distance” is related to the color value
and the actual relative distance. So this CRF can make the image segmentation at
the boundary as much as possible. Minimize the energy above to find the most likely
segmentation. The difference of fully connected conditional random fields is that the
binary potential function describes the relationship between each pixel and all other
pixels, so it is called “fully connected”.

In deep lab, the unitary energy comes directly from the output of FCN

θ i (xi ) = −log P(xi ) (5)

In general, deep lab still uses the Encoder–Decoder structure of FCN, which
simplifies the training process and reduces the training parameters by reusing the
parameters in the down sampling layer. The high-level features of the encoder are
easy to capture longer distance information. In the decoder stage, the information of
the encoder stage is used to help recover the details and spatial dimensions of the
target. Experiments show that adding the final processing can enhance the pixel level
segmentation, so as to achieve better accuracy of underwater damage segmentation.

2.8 Recognition Results

The following shows some results of image recognition (Fig. 7).
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Fig. 7 Recognition results a exposed reinforcement-green; b exposed reinforcement-yellow,
crack-red; c exposed reinforcement-yellow; d exposed reinforcement-green, crack-red; e exposed
reinforcement-green

3 Conclusions

In this study, we design a full convolution neural network based on FCN, optimize
the data set through the appropriate preprocessing method of underwater images,
use the fuzzy mechanism to deal with the noise interference of underwater images,
and expand the data set by using the cutting method, and innovatively propose the
damage identification algorithm framework of preprocessing, neural network and
post-processing. At present, there are not enough data sets in this study. In the future,
we can obtain the suitable data sets for the algorithm through experiments, and further
train the neural network to improve the recognition accuracy.
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The Value of Different Monitoring
Systems in the Management of Scoured
Bridges

Pier Francesco Giordano, Luke J. Prendergast, and Maria Pina Limongelli

Abstract Bridge scour is a leading cause of failure for bridges over waterways and
is very difficult to detect accurately. Due to the large number of bridges on typical
networks and the limited availability of financial resources within asset agencies,
decision-makers must prioritize certain structures when it comes to management in
the event of flooding. In response to the notable challenges associated with scour
detection, methods that can monitor the actual performance of a scoured bridge have
become popular in recent years, especially dynamic Structural Health Monitoring
(SHM). One such approach relies on monitoring changes in the natural frequency of
a bridge structure due to the occurrence of scour, which represents a change in the
structural boundary conditions and therefore results in a change in modal behavior.
A further reduction of the uncertainty involved in the problem can be obtained by
monitoring the scour depth. The decision to install a monitoring system on a bridge
must be balanced by the financial benefit of doing so, as limited resources often need
to be carefully rationed. TheValue of Information (VoI) fromBayesian decision anal-
ysis can be used to compute the benefit of installing a permanent monitoring system
(scour or structural monitoring system). The VoI can be defined as the expected
reduction in management cost related to informed decision-making, that is when
the decision is aided by the newly acquired information. A case study is presented
whereby different monitoring systems are considered to be installed on a typical
bridge to support emergency management during a flood. A comparison of the rele-
vant benefits, accounting for multiple flood events and scenarios, is carried out to
identify the optimal monitoring strategy.
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1 Introduction

The occurrence of scour erosion is one of the main reasons for the early failure
of bridges with foundations in water [1]. It is highly challenging to detect as it
tends to occur around bridge foundations under benign water flows as a result of
changing channel properties and natural river evolution, in addition to under the
action of aggressive water flows during floods [2]. Scour results in a reduction of
the strength and stiffness of foundations and can lead to structural instability [3],
typically manifesting as excess settlements or even partial and complete collapse
[4].

Due to the severity of the problem and its widespread nature, a significant
amount of research has been dedicated in recent years to developing reliable moni-
toring systems for scour. These include the installation of physical sensors to detect
scour hole development, e.g. [1], as well as online damage detection systems using
vibration-based health monitoring techniques [5]. The main issue with the deploy-
ment of schemes of this nature lies with their cost, ongoing maintenance, and asso-
ciated measurement uncertainty arising from differences in the nature of their opera-
tion. For this reason, it is becoming very important for asset managers to be equipped
with the tools required to facilitate decisions being made about which assets should
be targeted for monitoring on given infrastructure networks.

Ageneral framework to estimate the benefit of installing a permanent SHMsystem
to support the emergency management operation of bridges at risk of scour during
flood events was proposed by the authors of this paper [6]. This framework is based
on the Value of Information (VoI) from Bayesian decision analysis [7]. The VoI is
a metric to quantify the impact of new information in a decision scenario. It can
be interpreted as the money saved by the decision-maker each time she or he uses
the new information [8, 9]. The interest in the VoI of the SHM community has
grown increasingly in the last few years [10]. In this paper, a case study is presented
considering different monitoring systems being installed on a typical bridge and a
comparison of their performance, in terms of the provided benefit in supporting flood
emergency management, is undertaken.

2 VOI Framework

2.1 Bayesian Decision Theory

TheBayesian decision theory deals with decision-making in uncertain environments,
that is when the state of the system, i.e., the bridge in our case, is not known with
certainty. Specifically, the decision-maker must select the optimal action among a
set of N actions An , n = 1, . . . , N with limited knowledge on the system that can be
in one of L damage states DSl , l = 1, . . . , L . The optimal action is the one corre-
sponding to minimum expected costs (i.e., the action which maximizes the expected
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utility [11]). The decision-maker assigns a probability to each damage state based on
the available knowledge she or he has on the system. A monitoring system, which
can provide J possible outcomes Oj , j = 1, . . . , J , might give insight into the actual
condition of the bridge. According to the amount of information available, different
decision analyses can be carried out. The decision analysis performed without addi-
tional information from monitoring is referred to as Prior decision analysis. When
new information is available, the decision-maker can carry out a Posterior decision
analysis. Before collecting new information, the decision-maker can carry out a Pre-
Posterior decision analysis. The VoI is one of the most relevant outcomes of the
Pre-Posterior analysis. The three types of decision analysis and the VoI are detailed
in the following sections.

2.2 Prior Decision Analysis

During the prior analysis, the decision-maker must select the optimal action A
∧

using
the available information on the state of the bridge, i.e., she or he uses the prior
probabilities of the damage states to compute the expected cost of each action An ,
as follows:

E[c(An)|Q] =
L∑

l=1

E[c(An)|DSl]P(DSl |Q) (1)

where E[c(An)|DSl] is the expected cost of the action An when the state of the
bridge is DSl ; and P(DSl |Q) is the prior probability of DSl , which in the case
of scour emergency management can be conditional on the flow rate Q. The term
E[c(An)|DSl] can be computed as:

E[c(An)|DSl] = cF (An)P(F |An, DSl) + cF (An)[1 − P(F |An, DSl)] (2)

where P(F |An, DSl) is the probability of failure conditional on the action An and the
damage state DSl ; and cF (An) and cF (An) are the costs of bridge failure and survival,
respectively, which depend on the action An . The optimal action A

∧

is chosen as the
one which minimizes the expected costs according to Eq. 3. In general, the optimal
action is conditional on the flow rate Q. The cost corresponding to the optimal action
is called c1, see Eq. 4.

A
∧

= A
∧

(Q) = argmin
n

E[c(An)|Q ] (3)

c1(Q) = E
[
c
(
A
∧)

|Q
]

=
L∑

l=1

E
[
c
(
A
∧)

|DSl
]
P(DSl |Q ) (4)
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2.3 Posterior and Pre-posterior Decision Analysis

When new information is available, it can be used to update the prior probabilities
of the damage states and thus to carry out a Posterior decision analysis. This is done
through the well know Bayes’ Theorem, which reads:

P
(
DSl

∣
∣Oj , Q

) = P
(
Oj |DSl

)
P(DSl |Q )

P
(
Oj |Q

) (5)

where P
(
DSl

∣
∣Oj , Q

)
is the posterior, i.e., updated, probabilities of the damage

state DSl ; P
(
Oj |DSl

)
is the probability of observing the monitoring outcome Oj

conditional on the damage state DSl , which is commonly named the likelihood
function; and the denominator P

(
Oj |Q

)
is the total probability of the monitoring

outcome Oj , which is obtained as:

P
(
Oj |Q

) =
L∑

l=1

P
(
Oj |DSl

)
P(DSl |Q ) (6)

The expected cost of an action An , E
[
c(An)

∣
∣Oj , Q

]
, is computed similarly to

Eq. 1, but considering the posterior probabilities of the damage states:

E
[
c(An)

∣
∣Oj , Q

] =
L∑

l=1

E[c(An)|DSl ]P
(
DSl

∣
∣Oj , Q

)
(7)

The optimal action
�

AOj and its expected cost E
[
c
( �

AOj

)∣
∣Oj , Q

]
depend on the

observed outcome Oj , see Eqs. 8 and 9.

�

AOj = �

A
(
Oj , Q

) = argmin
n

E
[
c(An)

∣
∣Oj , Q

]
(8)

E
[
c
( �

AOj

)∣
∣Oj , Q

]
=

L∑

l=1

E
[
c
( �

AOj

)
|DSl

]
P

(
DSl

∣
∣Oj , Q

)
(9)

Before collecting the new information, the decision-maker can carry out a Pre-
Posterior decision analysis, in which she or he “pretends” that the new information
from the monitoring system is available. Specifically, a Posterior decision analysis
is made for each possible outcome Oj . After that, the resulting expected costs of the
optimal actions are weighted over the corresponding probability of the outcome Oj ,
as follows:
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c0(Q) =
J∑

j=1

E
[
c
( �

AOj

)∣
∣Oj , Q

]
P

(
Oj |Q

)
(10)

The resulting expected cost c0(Q) can be understood as the expected cost of the
informed decision-making and can be used to quantify the benefit associated with
the new information. This is discussed in the following section.

2.4 Value of Information

Before installing a monitoring system, the decision-maker can quantify its benefit
by means of the VoI which is computed as the difference between the expected cost
of the optimal action from Prior analysis, see Eq. 4, and the expected cost of the
informed decision making from Pre-Posterior analysis, see Eq. 10, as follows:

VoI(Q) = c1(Q) − c0(Q) (11)

In the case of emergency management of scoured bridges, the VoI generally
depends on the flow rate Q (due to the dependency of the prior probabilities on this
parameter). The expected VoI can be obtained considering the Probability Density
Function (PDF) of Q, as follows:

VoI =
∫

Q
VoI(Q) f (Q)dQ (12)

The VoI computed according to Eq. 12 relates to a single flood event. Instead, the
decision-maker might be interested in computing the VoI related to multiple events,
over a reference period, e.g., the life cycle of the structure or the monitoring system.
To address this issue, the Life-Cycle VoI, VoILC, is introduced [12], as follows:

VoILC =
TLC∑

i=1

λ
VoI

(r + 1)i
(13)

where TLC is the reference period (in years) considered in the analysis, λ is the
expected number of floods in one year, and r is the discount rate. TheVoILC should be
compared to the expected life-cycle cost of the monitoring system over the reference
period, CSHM , to obtain the Net Life-Cycle VoI [13], NVoILC as follows:

NVoILC = VoILC − CSHM (14)

If the NVoILC is negative, the monitoring system should not be installed. Besides,
the NVoILC can be used to compare different monitoring systems.
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2.5 Value of Perfect Information

The framework of theVoI presented so far relates to amonitoring system that provides
an “imperfect” outcome, which is commonly the case in real applications due to
the effect of several sources of uncertainty (e.g., those due to environmental and
operational factors or data processing errors). In the ideal case of amonitoring system
that provides “perfect” information, the so-calledValue of Perfect Information (VoPI)
can be computed [9]. It reads:

VoPI(Q) = c1(Q) −
L∑

l=1

E
[
c
(
A∗)|DSl

]
P(DSl |Q ) (15)

where the term E[c(A∗)|DSl ] represents the expected cost of the optimal action A∗
when the state of the bridge is DSl . The VoPI constitutes the upper bound for the
VoI thereby representing the maximum benefit that can be obtained by installing a
monitoring system.

2.6 Implementation Aspects

The application of the VoI framework in practice requires the definition of several
elements, specifically: (i) damage states, (ii) prior probabilities; (iii) probabilities of
failure, (iv) cost of failure and survival associatedwith differentmanagement actions,
(v) likelihood functions for Bayesian updating, and (vi) modeling of scour hazard.
In this study, these elements are defined as follows.

Damage states. The L damage states are determined based on scour depth intervals
defined by fixed scour thresholds thl , l = 1, . . . , L , where th1 = 0. For l �= L , the
bridge will be in DSl for scour depths ys in the interval [thl, thl+1). The bridge will
be in damage state L for scour depths higher than thL .

Prior probabilities. The prior probabilities of the different damage states are
computed as:

P(DSl |Q) = P
[
{ys ≥ thl}

⋂
{ys < thl+1}

]
f or l �= L

P(DSl |Q) = P(ys ≥ thl) f or l = L (16)

The scour depth distribution can be computed using equations available in the
literature incorporating the uncertainty in the relevant geometric and hydraulic vari-
ables. In this study, the Hydraulic Engineering Circular (HEC-18) design formula
[14] is used, which reads
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ys
y1

= 2.0λys K1K2K3K4

(
a

y1

)0.65

Fr0.431 (17)

where y1 is the flow depth upstream of the pier; K1, K2, K3, and K4 are the correction
factors for pier nose shape, angle of attack of flow, bed conditions, and armoring by
bed material, respectively; a is pier width; Fr1 is the Froude Number, and λ is
the model correction factor. The Froude Number is computed as Fr1 = V1/

√
gy1,

where V1 is the mean velocity of flow upstream of the pier; g is the acceleration
due to gravity. In this study, for demonstration purposes, the variable y1 and V1

are computed using the following equations valid for a channel with a rectangular
cross-section:

y1 =
(

Qn

Bs0.5

)3/5

(18)

V1 = Q

By1
(19)

where Q is the flow rate; B is the average width of the channel; n is the Manning’s
coefficient, and s is the slope of the channel.

Probabilities of failure. The probability of failure in each damage state is generally
evaluated by comparing the capacity of the bridge with the demand imposed by
external actions. Several failure modes might be considered, such as vertical failure,
overturning, pile buckling, and bending failure. The presence of scour is expected to
reduce the capacity of the bridge. Several reliabilitymethods are available to compute
the probability of failure [15].

Costs. As for the cost of failure and survival for different management actions, both
direct and indirect costs should be considered. For instance, the closure of the bridge
to traffic will generate indirect costs for users related, for instance, to increased
travel distance [16]. The failure of the bridge generally implies direct costs, such as
rebuilding costs and costs related to human life loss [17]. The computation of direct
and indirect costs in emergency management is discussed in [6, 13].

Likelihood functions. The likelihood functions link the monitoring outcome to the
damage state of the bridge. Several methods are available to estimate these quantities,
see for instance [13]. In this work, it is supposed the vibration-based SHM system
provides the first natural frequency of the structure. The presence of scour modifies
the boundary conditions of the bridge and as a consequence its dynamic properties,
including the modal frequencies. Nevertheless, the values of the natural frequen-
cies of structures are generally affected by several sources of uncertainty including
environmental and operational factors and vibration data acquisition and processing.
The distribution of this modal parameter in the different damage states must account
for the different sources of uncertainty. As for the scour depth monitoring system,
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it directly provides the scour depth at piers which can be directly associated with
a damage state. In this work, as a first approximation, it is supposed that the scour
depth monitoring system is not affected by uncertainty.

Flood hazard. The VoI is computed before the actual estimation of a monitoring
system thereby future flood events must be “forecasted” through a suitable proba-
bilistic model. In this study, we exploit the properties of the Peaks over Threshold
(POT) series model [18] which is particularly appropriate to represent multiple flood
events. Specifically, a flood event is defined in this context as a river discharge event
exceeding a flow threshold, Q0. The POT model is composed of two probabilistic
models: (1) a model for the annual number of flood events and (2) a model for the
flood magnitude. Herein, we assume that the number of events in one year follows
a Poisson distribution. Instead, the flood magnitude is assumed to be exponentially
distributed.

3 Demonstration Case Study

The VoI framework described in the previous sections is applied to a demonstra-
tion case study of a bridge with one pier in water. The decision problem involves a
decision-maker that must decide if the installation of a monitoring system to support
traffic management operations during a flood is financially worthwhile. In addition
to choosing whether or not to install a monitoring system, the decision-maker must
choose which monitoring system to install, between a vibration-based SHM system
that provides the first natural frequency of the structure and a scour depth moni-
toring system. The results obtained are not general but are useful to illustrate the VoI
procedure in case the decision-maker has to choose between multiple monitoring
strategies.

The possible management actions during a flood are to keep the bridge open or
close it to traffic. During the flood, the bridge can be in three damage states. For
scour depths in the interval 0 ≤ ys < 2m the structure is in the damage state DS1,
in interval 2 ≤ ys < 4m the structure is in DS3; for ys ≥ 4m the structure is in DS3
(in this case study example). Without the information from a monitoring system,
the decision-maker uses the HEC-18 design equation to estimate the scour depth
and thus the damage state of the bridge. The probabilities of the damage states are
conditional on the value assumed by the flow rate. The input variables used in the
computation of the prior probabilities of the different damage states are displayed in
Table 1.

The probabilities of failure for different damage states and actions used in the
calculations are displayed in Table 2. The probabilities of failure increase with the
increasing severity of the damage state due to the reduced capacity of the bridge.
It is assumed that, for the same damage state, the probabilities of failure are higher
when the bridge is open due to the effect of traffic.
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Table 1 Input variables for scour depth calculation

Variable Unit Distribution Mean CoV

K1 – Det 1 –

K2 – Det 1 –

K3 – Uniform 1.2 0.048

K4 – Det 1 –

a m Det 1.2 –

B m Lognormal 50 0.05

s – Lognormal 0.003 0.05

λys – Normal 0.55 0.52

n – Lognormal 0.025 0.28

Table 2 Probabilities of
failure for different damage
states and actions

Damage state An = Open An = Close

DS1 1 · 10−5 1 · 10−6

DS2 1 · 10−2 1 · 10−3

DS3 1 · 10−1 1 · 10−2

The cost of bridge failure and survival depending on the selected action are shown
in Table 3. The cost of failure when the bridge is open includes direct costs (the cost
of rebuilding the bridge and the costs of human losses) and indirect costs (increasing
travel distance). If the bridge is open and it does not collapse, there are no costs. The
cost of failure when the bridge is closed includes direct costs (the cost of rebuilding
the bridge but not the costs of human losses) and indirect costs (increasing travel
distance). In case the bridge is closed, and it does not collapse, the costs relate to
indirect losses limited to the duration of the emergency phase.

Regarding the likelihood functions modeling the outcome of the vibration-based
SHM system, it is highlighted that a range of frequency values corresponds to each
damage state and the observations are affected by several sources of uncertainties,
as discussed in the previous sections. Assuming that K values of the first natural
frequency Fk (k = 1, 2, . . . K ) correspond to each damage state DSl , the probability
that the vibration-based SHM provides an outcome Oj , when the structure is in a
damage state DSl , P

(
Oj |DSl

)
, can be formulated as follows:

Table 3 Cost of bridge
failure and survival depending
on the selected action

Cost An = Open An = Close

cF (An) 10, 000, 000$ 1, 000, 000$

cF (An) 0$ 100, 000$



118 P. F. Giordano et al.

Fig. 1 Likelihood functions

P
(
Oj |DSl

) =
K∑

k=1

P
(
Oj |Fk

)
P(Fk |DSl) (20)

where P
(
Oj |Fk

)
is the probability of observing Oj when the frequency is Fk and

P(Fk |DSl) is the probability that Fk occurs when the structure is in a damage state
DSl . In this case, both the frequency and the observation are continuous variables,
thus the integral version of Eq. 20 should be employed. To obtain the likelihood
functions, it is assumed that in each damage state the frequency values are uniformly
distributed in this case study. The assumed frequency range relevant to DS1 is 1.0–
1.2 Hz, the range relevant to DS2 is 0.7–1.0 Hz, and the range relevant to DS3 is
0.0–0.7 Hz. The distribution of the observation of each frequency value is modeled
as a Normal distribution centered in correspondence of the frequency value with a
standard deviation equal to 0.2 Hz. The resulting likelihood functions are truncated
in order to have positive frequency value only, see Fig. 1. Regarding the scour depth
monitoring system, the framework of the VoPI is exploited, thereby the modeling of
the likelihood functions is not required in this case.

In this application, it is supposed that the reference time for the computation
of the VoI is 20 years, the expected number of floods per year λ is 1, Q0 =
500m3/s, the scale parameter of the exponential distribution of flood magnitude
is ν = 0.0033

(
m3/s

)−1
, and the discount rate is r = 0.01.

4 Results

The results of the VoI analysis are presented and discussed in this section. Specifi-
cally, Fig. 2a displays the expected costs of the two management actions from Prior
analysis, i.e., using the prior probabilities of damage states. Both costs increase
with increasing flow rate since the probability of being in more severe damage states
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Fig. 2 a Expected costs of management actions from Prior analysis; b VoI related to different
monitoring systems

increases (even if the slope of the line relating to the action “close the bridge” is almost
zero). For flow rate values lower than about 800m3/s, the optimal action is to leave the
bridge open to traffic whereas for higher values of the flow rate the bridge should be
closed. Figure 2b shows the VoI as a function of Q for the two monitoring strategies.
For the same value of Q, the VoI is higher for scour depth monitoring thanks to the
hypothesis of perfect information. The VoI of the two monitoring systems presents
a peak in the proximity of the intersection points between the expected management
costs in Prior analysis, see Fig. 2a.

Figure 3 indicates which monitoring system should be installed as a function of
their Life-Cycle costs. The white dashed lines indicate the maximum Life-Cycle
costs for the two monitoring systems. In the yellow area, the scour depth monitoring
system should be installed. In the blue area, the vibration-based SHM system should
be installed. In the cyan region, no monitoring system should be installed. It is
highlighted that in the case where the cost of the two monitoring systems is zero,
the scour depth monitoring system should be installed since it provides higher VoI
(which in this specific case is equal to the NVoI).
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Fig. 3 Selection of the optimal monitoring strategy

5 Conclusions

In this paper, the framework of the VoI from Bayesian decision analysis is described
and applied in the context of traffic emergency management of bridges with scoured
foundations occurring during flood events. The framework of the VoI accounts for
the uncertainty affecting the decision problem (such as the uncertainty in the damage
state of the bridge during a flood, the uncertainty in the monitoring outcome, and
the uncertainty in the intensity of future flood events) and the Life-Cycle costs of
the monitoring systems. The VoI is used to select the best data collection strategy
among three possible options, namely: (1) installing a vibration-based SHM system,
(2) installing a scour depth monitoring system, and (3) not installing any monitoring
system. A sensitivity analysis is carried out showing which is the optimal monitoring
strategy as a function of the Life-Cycle costs of the two monitoring systems. It
is demonstrated that the VoI can be used to quantify the benefit of a given data
acquisition strategy (including the strategy “do not collect additional data”) thereby
supporting decision-makers in the optimal allocation of limited financial resources.
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Vibration Measurements
on a Cable-Stayed Cyclist Arch Bridge
for Assessment of the Dynamic Behaviour

Stefan Verdenius, Okke Bronkhorst, and Chris Geurts

Abstract The new cable-stayed arch bridge Tegenbosch (Eindhoven, the Nether-
lands) needed an assessment of its dynamic behaviour under wind loading due to its
slender design. Because of wind-induced vibration issues on a number of bridges
in the Netherlands with similar designs, it was decided to examine if vortex exci-
tation, wind-rain induced vibration, galloping or parametric excitation might occur.
Measurements were performed to determine the natural frequencies and damping
ratios of the 32 cables and the deck. All cables were individually assessed, by
measuring the vibrations of the cables induced with a step relaxation excitation
by pre-tensioning and releasing a lashing strap. The natural frequencies of the cables
were determined by evaluating the transfer functions of the measured excitation
force and acceleration; damping ratios were obtained with the half-power band-
width method. To determine the natural frequencies of the deck, 12 accelerometers
were placed at different locations on the deck, after which the deck was excited
using a 250 kg impact hammer at five locations. The first natural frequency of the
cables varied between 2.11 Hz for the longest cable and 8.51 Hz for the shortest
cable. The lowest value of the logarithmic decrement for damping found was 0.0059.
Based on the damping values, a lowest Scruton number of 58 was determined using
NEN-EN 1991-1-4, meaning that vortex excitation will not lead to any problems.
Using the measured natural frequencies it is shown that the critical wind velocity
for galloping is larger than the occurring wind speed. The same conclusion holds
for wind-rain induced vibrations, where the critical velocity is calculated using the
natural frequency and the damping value. The lowest horizontal natural frequency of
the deck was found to be 0.41 Hz; the lowest vertical natural frequency is 2.05 Hz.
Since the natural frequencies of some of the cables coincide with the natural frequen-
cies of the deck, parametric excitation might occur. In case parametric excitation is
indeed a problem in practice, it is advised to add extra damping to the system.

Keywords Cable-stayed bridge ·Wind-induced vibrations · Natural frequency ·
Damping · Parametric excitation
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1 Introduction

The city of Eindhoven in The Netherlands has developed a new cable-stayed bridge
for bicycles, named Tegenbosch. This bridge has a span of 132 m and a width of
only 6 m, resulting in a slenderness of 22. Due to its slender design, an assessment
of the dynamic behaviour of the bridge was needed to verify that vibrations of the
hangers would not occur, as was the case for the Erasmusbridge (Rotterdam) and
the Hovenring (Eindhoven) where vibrations possibly led to fatigue damage [1, 2].
In the case of the Erasmusbridge, a number of cables started to vibrate a few months
after the opening of the bridge due to a combination of wind and rain. A number
of possible measures was examined, such as coupling of the cables (leading to a
shorter vibrating length and thus resulting in higher natural frequencies and more
damping) and adaptation of the cable surface (to prevent water streams along the
length of the cable). After careful consideration it was decided to add two dampers
to each cable, which removed the vibration problem. At the Hovenring, a ‘floating’
circle-shaped bicycle bridge, vibrations due to wind occurred shortly after opening.
Due to its circular shape wind is always unfavourable for one or more cables. As
a temporary measure, cables were coupled. Also for the Hovenring the permanent
solution was found in adding dampers.

Based on these experiences, it was decided to perform an experimental campaign
before the opening of the cyclist bridge Tegenbosch. These measurements had as
goal to assess whether vibrations might occur due to vortex excitation, galloping, the
combination of rain and wind, and parametric excitation, thereby allowing the asset
owner to take measures if needed.

2 Assessment of Wind-Induced Bridge Vibrations

Wind-induced vibrations in bridges can be caused by different phenomena:

– Vortex excitation
– Galloping
– Wind-rain induced vibrations
– Parametric excitation

This section describes these phenomena and discusses guidelines which can be
used for their assessment. Vortex excitation can lead to vibrations when, due to wind
blowing across a structural member such as a cable, vortices are shed alternately
from one side to the other, whereby alternating low-pressure zones are generated on
the downwind side of the structure giving rise to a fluctuating force acting at right
angles to the wind direction [3]. To prevent vortex excitation, NEN-EN 1991-1-4 [4]
specifies that the critical wind speed needs to be larger than 1.25 times the 10 min
average wind speed vm for the area of interest:
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bn

St
> 1.25vm (1)

In Eq. (1) b is the cable diameter, n is the natural frequency of the cable and St
is the Strouhal number. In case the critical wind speed is lower than 1.25 times the
average wind speed vm , which is for instance the case when natural frequencies are
low, a second equation is given in NEN-EN 1991-1-4 to determine to what extent
vortex excitation can occur. Hereto the Scruton number Sc is determined:

Sc = 2δmi,e

ρb2
(2)

In Eq. (2)mi,e is the equivalent mass of the cable per length, ρ the density of the air
and δ the logarithmic decrement of damping. The equivalent mass can be determined
according to Appendix F.4 from NEN-EN 1991-1-4. Since the cables from bridge
Tegenbosch have a constant mass over the complete length of the cable, mi,e can be
taken equal to the mass per length. While no minimum value for the Scruton number
is given in NEN-EN 1991-1-4, research from Hansen [5] and Grala et al. [6] shows
that excitation is limited if the Scruton number is larger than 20.

Galloping is the vibration of a flexible construction perpendicular to the wind
direction. For galloping to occur, the cross section of the construction must be asym-
metric. In general galloping will not occur for hangers, because they have symmetric
cross sections. However, when ice is attached to the surface of the cable the cross
section can be asymmetric and galloping can occur. Galloping has been observed
on in-service bridges and has been reproduced in several wind tunnel experiments,
e.g. [7, 8]. For galloping to occur, NEN-EN 1991-1-4 specifies that the critical wind
speed must be larger than 1.25 times the average wind speed vm :

2Sc nb/aG > 1.25vm (3)

The starting wind speed as formulated in Eq. (3) is dependent on the Scruton
number Sc (and thus on the damping δ and equivalent mass per length mi,e of the
cable), the natural frequency of the cable and the diameter of the cable. The parameter
aG is an instability factor, given in table E.7 from NEN-EN 1991-1-4.

A third phenomena is related to the combination of wind and rain, leading to
vibrations of the cables. No guidelines for these vibrations are given in NEN-EN
1991-1-4, but a model is given in the research of Berkel [9]. In this research it is
stated that for these vibrations to occur it must be raining, and the occurrence depends
on the critical wind speed:

vcri t = 4nδm

−ρbCy,1
(4)

The critical wind speed is again dependent on the natural frequency of the cable
n and the damping of the cable δ. The cable diameter b and mass per length m also
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play an important role. The coefficient Cy,1 in Eq. (4) is the first derivative of the lift
coefficient, taken equal to 0.86. The critical wind speed must be between 10 m/s and
18 m/s for these vibrations to occur. Lower wind speeds do not excite the cable, and
higher wind speeds blow the rain of the cable. Wind-rain induced vibrations only
occur if the cable is placed under an angle of 20 to 60 degrees and if the surface is
smooth, so that the rain water can flow along the cable. This flow of water can then,
due to the wind, create two streams of water that influence the air flow around the
cable.

Parametric excitation is the phenomena that the cables resonate with the deck,
see e.g. [10, 11]. This occurs if the natural frequency of a cable is equal or close to
the natural frequency of the deck. NEN-EN 1993-1-11 [12] states that the natural
frequency of the cables should be more than 20% higher or lower than the natural
frequency of the deck to prevent parametric excitation. This can either be achieved
by changing the natural frequencies by adapting the construction, or the excitation
can be suppressed by adding dampers to either deck or cables.

Concluding, it can be stated that to assess these four phenomena the natural
frequencies of cables and deck must be known, as well as the damping of the cables.
To determine these dynamic characteristics of the bridge Tegenbosch a measurement
campaign was performed which is described in the next section.

3 Measurement Setup

3.1 Bridge Tegenbosch

The bridge Tegenbosch, shown in Fig. 1, consists of a 21 m high arch which supports
the deck with 32 cables. The cables are M64 S460 Macalloy bars, with a mass of
22.2 kg/m, varying in length from 8.76 m to 24.77 m. Due to the length of the cables
in combination with the limited length of the bars, all cables consisted of two or three
rigidly coupled bars. The planned force in the cables ranges from 295 to 400 kN.

3.2 Cables

Vibration measurements were performed on all 32 cables to determine the natural
frequencies and damping ratios. All cables were assessed one by one; Fig. 2a and
b show pictures of the measurement setup for one cable. For each measurement,
four Sundstrand QA700 accelerometers (range of 30 g) were used, placed at two
locations along the length of the cable to prevent loss of data in case one of the
measurement locations is in a node of the cable. At each location, one accelerometer
measured vibrations parallel to the bridge (x-direction); the other accelerometer
measured perpendicular to the bridge (z-direction). Once the accelerometers were
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Fig. 1 Bicycle bridge Tegenbosch [13]

attached to the hanger, a lashing strap was used to pretension the cable in a direction
of 45 degrees with respect to the x- and z-direction, see Fig. 2c. An HBM U9C load
cell (range of 5000 N) was used to determine the tension in the lashing strap. After
pre-tensioning the strap to 1000 N, the strap was released and the cable was left to
vibrate for almost one minute. This process was repeated five times per cable, while
continuously monitoring the accelerations of the cable.

3.3 Deck

Tomeasure the natural frequencies of the deck, 12SundstrandQA700 accelerometers
were placed on the deck at multiple positions, as depicted by the numbers in Fig. 3.
The red dots indicate accelerometers measuring in vertical direction only; the green
dots indicate locations where accelerometers measure in both vertical and horizontal
(z-) direction. The letters A to E in Fig. 3 indicate the excitation positions. The exact
locations of the accelerometers and excitations are listed in Table 1. The excitation
locations were chosen such that the fundamental modes of the deck are excited
appropriately. Note that the accelerometers were positioned such that they are not
exactly in a node (1/2L, 1/3L or 1/4L with L being the length of the bridge). At
each excitation location listed in Table 1 the deck was excited five times, while
continuously measuring the accelerations at all locations. The deck was excited
using a movable 250 kg impact hammer as shown in Fig. 2d. To introduce enough
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Fig. 2 Pictures of the setup of the measurements: a Two measurement positions along the length
of the cable, b at each location two accelerometers were placed, measuring in two directions. c The
step-relaxation excitation of the cables was realised with a lashing strap. d The deck was excited
with a 250 kg impact hammer

Fig. 3 Numbered locations of the accelerometers on the bridge deck measuring in two directions
(green) and vertical direction only (red). The letters A to E indicate the excitation locations
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Table 1 Positions of the accelerometers and excitation locations

Accelerometer X [m] Z [m] Excitation X [m] Z [m]

1 42 2.8 A 0 0

2 5 2.8 B 0 −1.2

3 25 −2.8 C 0 1.2

4 5 −2.8 D 25 0

5/6 30 0 E −10 0

7 −45 2.4

8 −30 −2.4

9/10 −10 0

11/12 −35 0

energy in the low frequency range, rubber slabs were placed on top of the deck. The
impact of the hammer on the deck was measured using a piezoelectric Kistler load
cell with a range of 60 kN. After the deck was excited five times with the hammer
at all five locations, an additional measurement was done by measuring the natural
vibration of the deck for 10 min (without excitation).

4 Data Evaluation

To determine natural frequencies and damping of the cables, the measured accelera-
tions of the cable and the force in the lashing strapwere evaluated.As an example both
signals are shown synchronous in time in Fig. 4 for one accelerometer at one cable for
all five consecutive excitations. Data was sampled with a rate of 500 Hz and filtered
with an 8th order Butterworth-filter with a cut-off frequency of 30 Hz. In Fig. 4 the
different stages of the step-relaxation excitation (tightening the strap, releasing the
strap and free vibration of the cable) can clearly be distinguished. The upper figure
shows the force in the lashing strap, the lower figure shows the acceleration of the
cable.

The individual excitations are indicated in Fig. 4 using red lines as the start of
the excitation (releasing the lashing strap) and black lines as the end of the cable
vibration and the start of a new excitation by tensioning the lashing strap. Only the
time segments between the red and black lines were used for data evaluation; the
period of tightening the lash is thus not evaluated. Each accelerometer of each cable
was assessed individually.

All five segments from Fig. 4 were combined into one continuous signal, and the
transfer function of the applied force in the lashing strap and the measured accelera-
tion was determined. The transfer function was determined using the built-in Matlab
Fourier Transform function ‘tfestimate’ in combination with a Hanning window. The
resulting spectral image of one accelerometer of one cable is shown in Fig. 5a, in
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Fig. 4 Example of the registered excitation force (top) and acceleration (bottom) at one cable as
an effect of five consecutive excitations

Fig. 5 Example of a transfer function for one accelerometer of one cable: a Visualization of the
first natural frequencies. b Detailed depiction of determining �f , the width of the transfer function
at a magnitude of 3 dB below the peak of the transfer function

which the individual natural frequencies can clearly be distinguished as peaks in the
amplitude. Transfer functions were determined for all four accelerometers individ-
ually. For some hangers slightly differing natural frequencies were found for the x-
and z-direction. Although these differences were very small (on average around 1%),
assessment took place on the results of both the x- and z-direction.

A similar procedurewas followed to determine the natural frequencies of the deck.
For each excitation position (A to E) individual transfer functions were determined
for each accelerometer. On top of this, the natural frequencies of the deck in case of
no excitation (the ‘freerun’) were determined by taking the Fourier Transform of the
measured accelerations only.
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Damping of the cables was determined by applying the half-power bandwidth
method to the spectral representation of the transfer function [14]. Since the amount
of damping might differ per mode, the logarithmic decrement of damping δ was
determined for each of the lowest three frequencies by using Eq. (5):

δ = 2π√
Q2

0.25 − 1
(5)

The parameter Q in Eq. (5) is determined by dividing the natural frequency fe by
the width of the transfer function �f at a magnitude of 3 dB below the magnitude of
the natural frequency, as schematically depicted in Fig. 5b.

5 Results

5.1 Natural Frequencies and Damping Values

Natural frequencies and logarithmic damping decrements of all cables were deter-
mined to assess if vibrations would take place. The first natural frequency ranged
from 2.11 Hz for the longest cable to 8.51 Hz for one of the shortest cables. The
lowest value of the logarithmic decrement of damping δ was found to be 0.0059; the
highest value was 0.1292. In the design of the bridge, a logarithmic decrement of a
minimum of 0.0063 was assumed based on the experience from previous projects
(Hovenring). For the 192 natural frequencies that are examined, only one value
(0.0059) was marginally below this minimum.

Regarding the results of the deck, it was found that the freerun lead to the lowest
horizontal natural frequency (0.41 Hz) which was not found when using the impact
hammer (0.80 Hz). The first vertical natural frequency was 2.05 Hz, found at all
excitation positions (including freerun).

5.2 Dynamic Phenomena

Using Eq. (1) in combination with a cable diameter b of 60mm, a Strouhal number St
of 0.18 and an averaged wind speed vm of 25.7 m/s (wind area III, open surrounding
and a reference height of 30 m), the first natural frequency of the cables should be
larger than 90 Hz for vortex excitation not to occur. Since this condition is not met,
it was examined to what extent vortex excitation could occur. Hereto the Scruton
number Sc is determined through Eq. (2). When using the lowest value of the loga-
rithmic decrement found (0.0059), a Scruton number of 58 was calculated. It is thus
shown that the criterium Sc > 20 by Hansen [5] regarding vortex excitation is met.
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The starting wind speed for galloping is calculated using Eq. (3), with a value
of 1.0 for aG as listed in table E.7 of NEN-EN 1991-1-4. When solving Eq. (3) for
each cable individually with its corresponding Scruton number and lowest natural
frequency, a minimum starting wind speed of 37 m/s is found. Since this wind speed
is more than 1.25 times the average wind speed vm (25.7m/s) no galloping will occur.

For rain-wind vibrations to occur, the wind speed as defined in Eq. (4) must
be between 10 and 18 m/s. When determining the critical wind speed vcri t for the
situation of bridge Tegenbosch, a minimum wind speed of 43 m/s is found, which is
more than twice the wind speed at which vibrations due to rain and wind are found
to occur.

The condition regarding parametric excitation cannot be met, since multiple
natural frequencies of the deck coincide with one or more cables. For example, the
natural frequency of 2.05 Hz of the deck is very close to the lowest natural frequency
of the cables (2.11 Hz), meaning that parametric excitation might occur. Since all
cables have different natural frequencies, it is unlikely that parametric excitation of
the full deck will occur. However, in case parametric excitation does turn out to be
a problem in practice, additional damping could be added to the system as was for
example done for the Erasmusbridge.

6 Conclusions

All 32 cables of the cable-stayed bridge Tegenbosch were assessed to determine if
vortex excitation, wind-rain induced vibrations or galloping would take place. To this
end, each cable was individually excited using a lashing strap, whilst measuring the
acceleration in two directions. Evaluating the transfer function of the applied force
and the measured acceleration in the frequency domain led to the natural frequencies
and logarithmic decrement of damping per cable. For all cables it was found that
theoretically neither vortex excitation, nor wind-rain induced vibrations or galloping
would occur. In a similar way the vibration of the deck was measured using an
impact hammer, from which the natural frequencies of the deck were determined.
Since these natural frequencies coincide with the natural frequencies of some of the
cables, parametric excitation might occur. However, since all cables have different
natural frequencies, it is unlikely that parametric excitation of the full deck will
occur. In case parametric excitation turns out to be a problem in practice, additional
damping could be added to the system to temper the vibration.
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Experimental and Numerical
Characterization of the Dynamic
Behaviour of a Historic Suspension
Footbridge

Elyas Bayat and Federica Tubino

Abstract This paper investigates the dynamic characteristics and behavior of a
historic suspension footbridge through experimental and numerical studies. Ambient
vibration tests were performed on the footbridge to extract the modal parameters
of the structure such as natural frequencies, damping ratios, and mode shapes. The
modal properties were identified from ambient vibration tests adopting the Stochastic
Subspace Identification (SSI) technique. The availability of a numerical model repro-
ducing accurately the dynamic characteristics of the footbridge is essential to carry
out numerical studies on the footbridge under different dynamic loading scenarios.
Due to the lack of the original technical drawings of the footbridge, a geometrical
survey was carried out in order to determine the geometric characteristics of the
structural elements. Furthermore, the deformed configuration of themain cable under
dead load was experimentally measured during the field survey. The results of field
vibration tests were used to calibrate and validate the numerical model of the foot-
bridge, e.g., boundary conditions, and initial cable tension. The present study reports
the results of the geometrical survey, of the operational modal analysis, and of the
numerical modeling of the footbridge. Moreover, the 3-D Finite Element Model of
the footbridge and its calibration with respect to ambient vibration tests are reported.
After calibration of the finite elementmodel, a good agreementwas observed between
computed and measured natural frequencies and mode shapes.

Keywords Ambient vibration tests · Finite element modeling ·Modal
identification · Suspension footbridges · Geometrical nonlinearity

1 Introduction

Suspension bridges have been widely utilized from ancient times until now due to
their advantages to build long, light, and slender bridges. There are many suspension
bridges in the world built in the 19th Century that are still in use (see, e.g. [1–4]).
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Fig. 1 Different views of the footbridge

These bridges as historical structures have usually uncertain conditions regarding
their current structural properties and serviceability for the loading scenarios. This
is due to the fact that these bridges were designed based on loads and methods that
might be different from the current service loads and approaches that are used to
design new suspension footbridges. For instance, the Ramello footbridge (Fig. 1)
that was completed in 1954 and located in the countryside of La Spezia in Italy, has
been still employed for crossing pedestrian and light vehicular traffic until 2019. To
continue using this historic footbridge, it is essential to investigate its current struc-
tural properties to ensure current serviceability condition of the footbridge against
dynamic loadings. The dynamic characteristics of the footbridge such as natural
frequencies, mode shapes, and damping ratios can be estimated experimentally by
using modal identification techniques [3]. These dynamic properties serve as a basis
to build a reliable Finite ElementModel (FEM) of the footbridge for further analytical
studies such as vibration serviceability assessment of the footbridge under human and
wind loadings [5]. Ambient vibration testing is a very common technique to identify
modal parameters, particularly for historic structures since it does not require excita-
tion equipment. However, in the case of ambient vibration testing, only the response
of the structure is measured and the loading condition is unknown [4]. Therefore,
a modal parameter identification technique such as Peak Picking (PP), Frequency
Domain Decomposition (FDD), Stochastic Subspace Identification (SSI), should be
used to perform an operational modal analysis on the output measurement data to
extract modal parameters of the structure [6]. The present paper aims to describe
the dynamic characterization of the Ramello footbridge in several tasks. Firstly, field
surveys that have been conducted on the footbridge to estimate geometric properties
of the footbridge are described. Secondly, the details of four ambient vibration tests
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with different measurement setups performed on the footbridge are reported. Then,
the identified modal parameters of the footbridge from operational modal analysis
using the SSI technique are presented. Finally, a 3D FE model for the footbridge
is developed and the numerically-obtained dynamic properties are compared with
those derived from operational modal analysis.

2 Description of Footbridge

TheRamello suspension footbridge, shown in Fig. 1, that was built in 1954, is located
in the countryside of La Spezia in Italy and crosses over the Vara River. As the design
information concerning the geometry and material properties of structural elements
was not available, some field inspections were performed on the footbridge to obtain
the geometrical properties of the structure using station theodolite and vernier caliper.
According to conducted field surveys, the geometric properties of the footbridge and
its elements can be described as shown in Fig. 2. The suspension footbridge has a
single span with a length of 90 m and a width of 2.28 m. The footbridge comprises
two main suspended cables which connect two reinforced concrete pylons from one
side of the river to the opposite side. The pylons have a height of 8.2 m with respect
to the bridge deck that provide a cable sag of 7.05 m at the middle of the footbridge
span. The ends of main cables are anchored into the ground at distances of 7.9 m
and 7.2 m from the left and right pylons, respectively, as shown in Fig. 2. Each main
cable is composed of three individual spiral strands with a nominal diameter of 4 cm
and 61 galvanized steel wires per strand in each cable plane. There are 89 hangers
made of rolled steel with a C-shaped cross-section to connect the main cables to
the steel floor beams with a step of one meter. The bridge deck as shown in Fig. 3,
includes a grid of steel floor beams and stringers, and timber planks. The transverse
and longitudinal timber planks which have a square cross-section with dimensions
around 80 mm, are used to provide more connection surfaces with steel floor beams
to convey pedestrian loads as well as providing a walking surface for the pedestrians.
The bridge deck consists of two rolled steel stringers with I-shaped cross-sections
that have a center-to-center distance of 1.78 m from each other. In addition, 89 rolled
steel floor beams with an I-shaped cross-section with lengths of 2.4 m are used in
the bridge deck to transmit the loads from the deck to the hangers. Concerning the
connection between stringers and floor beams, a welded connection is used to link
the bottom flanges of stringers to the top flanges of floor beams. The ends of floor
beams are directly joined to the bottom ends of hangers by using bolted connections;

Fig. 2 Elevation of the footbridge
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Fig. 3 Cross section and dimensions of the footbridge structural elements (in mm)

while the other ends of hangers are connected to the main cables by using bolted
connections and steel sockets which keep the cables in contact with each other and
avoid any relative displacements of cables. Handrails of the footbridge are made of
circular hollow steel sections and connected to the hangers with joints that are able
to restrain the relative translational movement between the handrails and the hangers
in the vertical direction. More details regarding the dimensions of the footbridge
elements which were obtained through the field survey are shown in Figs. 2 and 3.
It should be noted that the tension force of main cables was not measured during
the field tests and it is considered as an unknown parameter in the present study that
will be estimated in the next sections using Finite Element (FE) modeling of the
footbridge.

3 Ambient Vibration Testing

Field dynamic testing of structures such as ambient vibration tests can provide
accurate and reliable data regarding current dynamic characteristics of structures.
As shown in Fig. 4, four ambient vibration tests with different measurement setup
arrangements were carried out on the footbridge to identify its dynamic characteris-
tics. The first measurement setup arrangement for ambient vibration test was imple-
mented for the footbridge in January 2019; while the other measurement setups
were carried out in January 2021 to identify more in detail the mode shapes of
the footbridge. Since the footbridge is a symmetric structure and also the first two
ambient test setups have shown symmetric dynamic behaviour of the structure, the
accelerometers in the third and fourth ambient tests were mounted only on one-half
the footbridge deck to extract more precisely the vertical mode shapes of the bridge
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Fig. 4 Layout and location of accelerometers along the bridge deck for different measurement
setups

deck. Ambient vibration tests were performed on the footbridge deck using a 14-
channel data acquisition system with 10 low-cost MEMS triaxial accelerometers
that are able to measure accelerations in ±6g range with a sensitivity of 333mV/g
and a nominal 0–200 Hz bandwidth. The dynamic response of the footbridge was
measured at 10 different locations in each measurement setup including measure-
ment of only vertical acceleration of all the locations and transverse accelerations
of four locations (locations 1, 3, 7, and 9). In each measurement setup, the ambient
vibrations were simultaneously recorded for one hour. Furthermore, the acceleration
response was recorded with a sampling frequency of 500 Hz. As shown in Fig. 4,
all the accelerometers were mounted on the hangers, close to the joint between floor
beams and hangers.

4 Modal Identification of the Footbridge

The modal identification was carried out on the obtained raw data from ambient
vibration tests using the Stochastic Subspace Identification (SSI) technique [7]. The
data processing and modal identification were performed by using MACEC that is a
MATLAB-based toolbox [8]. The order N of a structure’smodel is usually selected in
a wide range to construct a reliable stabilization diagram that allows recognizing the
real structural modes (from noise modes) whose properties do not vary considerably
for different model’s order. In the present study, stochastic state-space models are
identified for different orders of the footbridge’s model, ranging from 2 to 200 for
the data set of the first setup and 2 to 100 for the data set of the other setups, with
an increment of 2. Figure 5 plots the extracted stabilization diagrams by applying
the SSI technique to the obtained dataset from each measurement setup to identify
stable modes. Furthermore, the power spectral density functions of the measured
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Fig. 5 Stabilization diagrams produced by using SSI method for 1–4 test setups

accelerations are superimposed on the stabilization diagrams, confirming that the
identified poles correspond to peaks in the acceleration spectra.

Table 1 and Fig. 6 report, respectively, the natural frequencies and damping ratios
and mode shapes of 11 natural vibration modes, that were identified by combining
and averaging the obtained results from the implemented modal identification tech-
nique for different setups. The natural frequencies of identified mode shapes in the
frequency range of 0.25−2.6Hz are reported, that are of interest for possible vibration
serviceability assessment of the footbridge in the vertical direction under walking
load. Indeed different researches [9] have shown that the normal walking frequency
of pedestrians is in the range of 1.6–2.4 Hz. The detected natural mode shapes
of the footbridge include one Lateral mode (L), two Torsional modes (T), and eight
Bending (B)modes that have Symmetric (S) orAsymmetric (A) shapes. According to
Table 1, it can be seen that the identified frequencies greater than 1Hz are quite stable
and reliable since these frequencies were found in most of the vibration measure-
ments. On the contrary, some modes were not consistently identified from all the
measurement setups: this circumstance can be due to the fact that these modes were
not significantly exited in some ambient tests. For instance, the first two modes were
identified only from test setup 1 that was carried out on a different day with respect
to setups 2–4. In addition, most identified modal parameters are related to bending
modes in the vertical plane, showing that the lateral and torsional modes were not
considerably excited in ambient vibration tests.

5 Finite Element Modeling of the Footbridge

In the present study, a 3D finite element model of the footbridge has been devel-
oped using ANSYS software [10] to conduct the numerical modal analysis of the
footbridge. The model was built based on the geometry and structural properties
measured from the field surveys and then updated according to obtained results from
ambient vibration tests. Within the ANSYS code, the cables were modelled using the
3D spar element “LINK180” that is a uniaxial tension–compression element with
three degrees of freedom at each node. According to technical data [11], the effective
steel area, density, modulus of elasticity and Poisson’s ratio of each spiral strand was
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Fig. 6. 3D representation of identified mode shapes using SSI technique

taken as 940mm2, 8300kg/m3, 135GPa and 0.3, respectively. Furthermore, the floor
beams, stringers, and hangers were modelled using the 3D elastic beam element
“BEAM 4” with six degrees of freedom per node that can be subjected to tension,
compression, torsion, and bending. The modulus of elasticity and density for these
structural elements were assumed as 210GPa and 7850kg/m3, respectively. The
timber boards and handrails were assumed as nonstructural elements with consid-
ering their weights in the dead loads and their effects on the dynamic properties as
lumpedmasses applied on the steel grid and hangers, modelled with the concentrated
mass element “MASS21”. The values of density for timber boards and handrailswere
taken as 700kg/m3 and 7850kg/m3, respectively. Modeling of pylons was ignored
with assuming high stiffness at the pylon saddles and the pylons were considered
as a boundary condition for the cables; therefore, the cables were allowed to have
only longitudinal sliding over the pylons. The anchor blocks have not been modelled
and it was assumed that the ends of cables were restrained to the ground by pinned
supports. According to Fig. 7, in the finite element modeling, it was assumed that
the main cables were hinged to the hangers and floor beams. The bottom flanges of
stringers were connected to the top flanges of floor beams with fixed joints and also
the ends of stringers were fixed to the ground. A nonlinear static analysis (consid-
ering P-delta effect along with large deformation effect) was performed to estimate
initial tension of main cables which has a significant effect on initial configuration
and total stiffness of the footbridge [1, 12]. According to the finite element model, the
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Fig. 7 Representation of boundary conditions of structural elements

initial tension in the main cables was obtained about 189 KN based on trial-and-error
procedure to reach a convergence of the possible minimum vertical deflection for
different points of the bridge deck. Following the completion of footbridge modeling
in ANSYS, including geometry, materials, elements, cross sections, boundary condi-
tions and applied loadings, modal analyses was performed on the footbridge model
to extract dynamic properties of the structure. It should be mentioned that the modal
analysis was conducted after the nonlinear static analysis of the footbridge, subjected
to the dead loads and pretension of the cables, in order to determine the geometric
tangent stiffness matrix which is used in the modal analysis. The general view of FE
model of the footbridge is shown in the Fig. 8 and the natural frequencies of the first
twenty modes obtained from FE modeling are summarized in Table 2.

Fig. 8 General view of
finite element model of the
footbridge
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Table 2 Dynamic properties of the footbridge obtained through FE modeling

Mode Mode
shape

Frequency
(Hz)

Mode Mode
shape

Frequency
(Hz)

Mode Mode
shape

Frequency
(Hz)

1 L-S 0.242 8 T-A 0.885 15 L-S 1.576

2 L-A 0.403 9 L-S 0.905 16 L-A 1.743

3 B-A 0.497 10 B-S 1.077 17 B-A 1.815

4 L-S 0.573 11 L-A 1.121 18 B-S 2.101

5 B-S 0.619 12 L-S 1.252 19 B-A 2.317

6 L-A 0.733 13 B-A 1.338 20 B-S 2.594

7 B-A 0.881 14 B-S 1.530

The validation of the finite element model can be performed by comparing the
natural frequencies and corresponding mode shapes obtained numerically and exper-
imentally. In the present study, the bending vibration modes which were identi-
fied consistently from all ambient tests and also are important in terms of vibra-
tion serviceability assessment of the footbridge under human-induced excitation, are
shown in Fig. 9 and compared with their equivalent mode shapes extracted from the
ambient vibration tests in Table 3. TheModal Assurance Criterion (MAC) parameter
is used to investigate the correlation of these calculated and identified mode shapes
which is defined as [13]:

MAC
(
φF,i ,φN , j

) =
(
φT
F,iφN , j

)2
(
φT
F,iφF,i

)(
φT
N , jφN , j

) (1)

epahsedomht31epahsedomht5epahsedomdr3

14th mode shape 17th mode shape 18th mode shape 

19th mode shape 20th mode shape

Fig. 9 Bending mode shapes obtained through FE modeling
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Table 3 Comparison of numerical and experimental modal parameters for eight bending vibration
modes

FE results Experimental results MAC values

Mode Frequency (Hz) Mode Frequency (Hz)

3 0.497 2 0.560 0.984

5 0.619 3 0.612 0.995

13 1.338 6 1.344 0.986

14 1.530 7 1.531 0.989

17 1.815 8 1.803 0.986

18 2.101 9 1.980 0.952

19 2.317 10 2.310 0.992

20 2.594 11 2.520 0.736

where φF,i is a vector which represents the ith mode shape extracted from field vibra-
tion tests, φN , j is a vector that represents the jth mode shape obtained numerically,
and T stands for transpose. The MAC value equal to 1 shows a perfect correlation
between the numerical and experimental vibration mode shapes; while the MAC
value equal to 0 indicates that the mode shapes are completely uncorrelated. Gener-
ally, the MAC value greater than 0.8 shows a very good match between two mode
shapes. According to Table 3, the MAC values for seven modes are very close to
one which shows a very good match between numerical and experimental results;
while the MAC value 0.736 for the 20th mode shape of numerical results, indicates
that this mode does not completely match with its counterpart mode shape identified
through ambient vibration tests. However, the obtained mode shapes and frequencies
from FE modeling generally show a good agreement with the obtained results from
conducted ambient tests on the footbridge.

6 Conclusion

In this paper, an experimental and numerical study on a historic suspension footbridge
located in Italy was presented. A FE model was provided based on geometric field
surveys and ambient vibration tests. Four ambient vibrations testing with different
measurement setup arrangements were used to accurately identify modal parame-
ters of the footbridge. Within the frequency range 0–2.6 Hz, eleven vibration modes
including one lateral, two torsional, and eight bending mode shapes, were identified
from different ambient tests using the SSI technique. However, some modes (specif-
ically lateral and torsional modes) were not consistently detected from all ambient
vibration tests, indicating that those modes were not significantly excited during
ambient vibration testing. Results obtained from ambient tests were used to build a
reliable FE model to reflect the dynamic behaviour of the footbridge with reasonable
accuracy. The tension force of main cables was estimated numerically based on the
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initial equilibrium configuration of the footbridge under dead loads obtained through
the field surveys. This parameter has a significant effect on the dynamic character-
istics of the footbridge during building and calibrating the FE model. Generally, a
good agreement of natural frequencies and of mode shapes was found between the
FE modeling and ambient vibration testing. The validated FE model of this historic
footbridge can be used as a baseline model to investigate the structural performance
and vibration serviceability assessment of the footbridge under different loading
scenarios such as crossing pedestrians and wind loading.
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Vision-Based Vibration Measurement
of Stay-Cables by Video Motion
Magnification and Dynamic Mode
Decomposition

Samten Wangchuk, Dionysius M. Siringoringo, and Yozo Fujino

Abstract Routine inspection of stay cable of cable-stayed bridges is essential to
ensure structural performance and integrity. Currently, there are three types of inspec-
tion or measurement systems: static-direct inspection using loadcell, magnetic-based
permeability measurement, and vibration measurement. The vibration measurement
is widely employed because of its efficacy and practicality. The current vibration
measurements of stay cables include contact type such as accelerometers and non-
contact type such as laser Doppler vibrometer. However, they have numerous limi-
tations such as: requirement for physical access and limited spatial information in
the case of contact accelerometers, and expensive and laborious choice in using laser
vibrometer. The recent advancement in computer vision has benefited researchers in
exploring amiddle path of using videomeasurements to extract meaningful displace-
ment information. A single video data can be used to obtain displacement at any
desired location of the target structure which in the other methods would either
require to mount at multiple locations or conducting repetitive tests. In this paper
the cable vibration is captured by video camera and the Phase-based Video Motion
Magnification method is implemented to magnify the cable micro-vibration. The
modal parameters of the cable such as natural frequencies, mode shapes and damping
ratios are extracted from the time-history data which are obtained by analyzing the
video data and Discrete Centroid Searching Method by applying Dynamic Mode
Decomposition. At first, the method is experimentally verified on cable specimen
and then extended to a full-scale cable-stayed bridge application, a pedestrian cable-
stayed bridge in Tokyo. The results from video data are comparedwith Laser Doppler
Vibrometer which was simultaneously used to record the cable vibration. The close
agreement in the results of experiments and full-scale test demonstrate the efficacy of
the proposed method in extracting modal parameters useful for condition assessment
of the cables in a cable-stayed bridge.
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Keywords Vibration measurement · Vision-based · Motion magnification · Image
processing technique · Modal analysis

1 Introduction

The know-how on inherent dynamic characteristics of a structural system entails
information on natural frequencies, damping ratios, and mode shapes. Structural
Health Monitoring (SHM) offers this information which are then used to update
the existing structural model and record as a reference for new design control. The
fluctuation in these modal parameters imply some changes in the structural compo-
nent owing to constant loading and exposure to forces of nature. Therefore, it is of
prime importance to adopt effective modal identification technique in view of not
just quality but also quantity of vibrational data. In this way, the goal of SHM to
provide reliable time-varying structural condition of civil structures can be achieved.

1.1 Conventional Vibration Measurement Techniques

In estimating modal properties of large infrastructures like bridges and buildings in
their operational condition the usual practice is to use Operational Modal Analysis
(OMA). The common approach is to use vibration response of the structures such
as acceleration, velocity or displacement obtained under unknown input condition.
The structure responses are obtained by various types of vibration sensors which
can be broadly categorized as contact and non-contact sensors. Contact sensors like
accelerometers are attached to the structural members for vibration measurement.
However, the use of contact sensors has numerous limitations, such as mass loading
effect and low spatial and temporal resolution due to single point measurement.
A non-contact vibration measurement system can provide higher spatial resolution
measurements and added consistent information. Many non-contact measurement
methods like speckle pattern interferometry and holographic interferometry multi-
object tracking algorithm and GPS with wavelet filtering techniques are utilized
in the past. Laser Doppler vibrometer and radar measurement system with their
distantmeasurement and scanning capability have been utilized in the past tomeasure
structural vibration. These measurement systems, however, are relatively expensive
for mass usage.

1.2 Vision-Based Vibration Measurement

To achieve high measurement resolution a promising alternative non-contact
measurement method through the use of digital video cameras; which are relatively
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less expensive and easy to set up is gaining its superiority. With available image
processing algorithms, full-field modal information can be obtained successfully
from video camera-based measurements.

One of the challenges in applying vision-basedmeasurement system to civil struc-
tures is the inability to capture small amplitude structural motion during ambient
vibration. However, recent advancements in computer vision have made a break-
through via motion magnification techniques. By employing the motion magnifi-
cation algorithm, one can extract detailed structural motion even under very small
amplitude of excitation. The phase-based videomotionmagnification (PVMM) tech-
nique [1], has been successfully implemented to obtain the amplified vibration of an
object for various purposes ranging from heart rate detection in the medical science
to machinery vibration in the mechanical engineering Various computer vision-
based signal processing and machine learning techniques have been developed to
extract vibration response of the structure from image analysis. Notable methods use
principles centroid detection [2], edge detection [3], template matching [4], prin-
cipal component analysis and blind source separation [5], etc.. However, most of
these studies concentrate on single point tracking which is insufficient to make any
conclusion on overall dynamics of a structure.

1.3 Application to Full-Scale Monitoring of Stay-Cables

In this research, a description on implementation of phase-based motion magnifi-
cation technique for non-contact modal analysis of cable is described. These cables
which are primary load carrying component of cable-stayed bridge undergo ambient
vibration amplification under the forces of nature.Although these cables are protected
with weather effective coatings like the PE (Polyethylene coating) they can undergo
corrosion and result to reduction in tension of cables. Therefore, to ensure the overall
safety of the bridge system periodic monitoring and assessment of these cables are
of utmost importance.

Themicro-vibrations of stay-cables are recordedbyvideo camera and amplifiedby
PVMM technique. Based on the amplified vibration the spatial displacements along
the structure are extracted using Discretized Centroid Searching Method (DCSM).
Finally, the displacement responses are utilized to obtain modal parameters of the
cables using the Dynamic Mode Decomposition (DMD) method. The content in this
paper is organized such that the basics on the methodologies (i.e. PVMM, DCSM
and DMD) are explained first. Then experimental verification is provided to demon-
strate feasibility of the method for displacement extraction and estimation of modal
parameters. Finally, implementation of the method to practical field measurements
on existing cables is described.
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2 Methodology

The three main methodologies employed in this study to obtain multimode modal
parameters are: (1) Phase-based Video Motion Magnification (PVMM) to amplify
small-scale motion of the structure, (2) Discretized Centroid Searching Method
(DCSM) to extract spatial displacement response of the structure from video frames;
and (3) Natural Excitation Technique-DynamicMode Decomposition (NExT-DMD)
to estimate modal parameters of the structure. Figure 1 illustrates flowchart of all
steps and detail processes required. In this section, theoretical background on the
methodologies are explained concisely, while detailed explanation on each method
are available from the main references.

2.1 Phase-Based Video Motion Magnification

Video measurement of a vibrating object consists of temporally displaced frames
with image intensity, I (x + δ(x, t)) where x is the pixel coordinate, and δ(x, t) is
the spatially and temporally varying local motion. The magnitude and local phase
determine the characteristics of captured video motion, and they can be obtained
from two-dimensional Fast Fourier Transform (2D-FFT) bymulti-scale and localized
filters. The phase information gives a better estimate of themotion than themagnitude
(amplitude) as it is unaffected by illumination effects and surface conditions. The

Fig. 1 A flowchart of the procedure for Operational Modal Analysis using phase-based video
motion magnification
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PVMM algorithm decomposes the signal of a video into local spatial amplitude and
phase using a complex-valued steerable pyramid filter bank.

I (x + δ(x, t)) =
∞∑

ω=−∞
Bω(x, t) =

∞∑

ω=−∞
Pωe

i2πω(x+δ(x,t)) (1)

where Bω(x, t) represents the sinusoid sub-bandω(x+δ(x, t)) denotes the phase that
containsmotion information. Themotion can bemanipulated by altering the phase as
in the Fourier shift theorem. The phaseω(x+δ(x, t)) is temporally filtered to isolate
motion in a specific temporal frequency range, and then multiplied by magnification
factor α as I (x + (1 + α)δ(x, t)). This will magnify the phase of particular sub-band
Bω(x, t) and result in

B̃ω(x, t) = Bω(x, t)eiα2πωδ(x,t) = Pωe
i2πω(x+(1+α)δ(x,t)) (2)

B̃ω(x, t) is a complex sinusoid that has (1 + α) times magnified input motion.
Consequently, the phases of each coefficient are magnified for each frame by this
factor. The motion magnified video can be reconstructed by collapsing the pyramid
of the complex steerable pyramid filters, which is a half octave bandwidth. The local
spatial phase signals are decomposed temporally using Fourier transform into a series
of sinusoids representing harmonic motion. The phase signals are then bandpass
filtered, amplified, and recombined back to form a video of magnified motion.

2.2 Extraction of Spatial Displacement by Discretized
Centroid Searching Method

The phase magnified video provides a four-dimensional (4D) array as, a-by-b-by-
3-by-k and it is divided into k separate frames of still image. The real color images
are converted to grayscale by eliminating the hue and saturation information while
retaining the luminance. The idea of discretized centroid searching method is to
obtain the spatial displacement time history of a vibrating object by dividing the
object into numerous discretized cropped regions. Figure 2 illustrates schemati-
cally the process of tracing displacement of vibrating object by DCSM. At first, the
grayscale-converted still image sampled at time t is divided into certain number of
grids (xy) containing the vibrating object and the background. In each area, centroid
of the discretized object Cxy(t) is computed by employing the Otsu Threshold
Segmentation method (OTSM). Centroids of the discretized cropped regions associ-
ated with the vibrating object are retained for the consecutive frame t, t+ 1, until the
last frame. They are then combined to trace the centroids movement over the length
of video. The centroid locations represent the movement of the discretized object,
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Fig. 2 Schematic figure of tracing the centroid movement of vibrating object

and they can be independently extracted to obtain the object’s spatial displacement
time history.

After converting the temporal frame ofmagnifiedmotion from grayscale to binary
image, the image is divided into several grids for implementation of DCSM. As
illustrated by Fig. 2 by dividing the original frame or R rows and C columns into n
rows and m of columns of grids, the binary image number corresponding to ith row
and jth column can be defined as:

S(i, j) = bin((i − 1)R/n + 1 : iR/n, ( j − 1)C/m + 1 : jC/m) (3)

where bin defines the binary image matrix. The centroid information of each grid in
the pixel resolution is estimated byOTSMand then transformed frompixel resolution
to physical coordinate by some scaling factor. This procedure is repeated for all
frames of temporal image to obtain spatial displacement of the structure over the
length of video.

2.3 Dynamic Mode Decomposition

In this study the Dynamic Mode Decomposition (DMD) [6] is adopted for modal
extraction from spatial displacement time history of a vibrating object obtained by the
DCSM. These responses are themagnified responses obtained byDCSMat a specific
frequency rangeωi . They are expressed as zωi (χ, t); where χ denotes the spatial
coordinate of the objectχ = 1, 2...,m; and t is the time. Assuming that the sequence
of images can be discretized in time by equal time interval �t, the continuous time
variable can be represented as a discrete variable k where k = 0, 1, 2..., (p+q). The
time-history of magnified spatial deformation can be rewritten in a matrix form as:
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Zωi (k) = [
zωi (1, k) zωi (2, k) . . . zωi (m, k)

]T
(6)

One can construct an input matrix X that consists of consecutive time-sampled
data of the size p and q, where p and q are number selected such that matrix X is full
rank and enough number of data is included.

X �

⎡

⎢⎢⎢⎣

Zωi (0) Zωi (1) . . . Zωi (q − 1)
Zωi (1) Zωi (2) . . . Zωi (q)

...
...

. . .
...

Zωi (p − 1) Zωi (p) . . . Zωi (p + q − 2)

⎤

⎥⎥⎥⎦ (7)

Next, a new input matrix Y is constructed using shifted time displacement data.
Similarly, size of the matrix is determined by integer p and q as follows.

Y �

⎡

⎢⎢⎢⎣

Zωi (1) Zωi (2) . . . Zωi (q)

Zωi (2) Zωi (3) . . . Zωi (q + 1)
...

...
. . .

...

Zωi (p) Zωi (p + 1) . . . Zωi (p + q)

⎤

⎥⎥⎥⎦ (8)

The singular value decomposition (SVD) of input matrix X

X = U�V ∗ (9)

whereU is pm×n,� is diagonal matrix with the size n×n, V is q×n and * denotes
the conjugate transpose. Here, n is the rank of the reduced SVD approximation of X.

Next, the matrix
∼
A which is the low-order dimensional linear model is defined as:

∼
A� U∗YV�−1 (10)

Then, we compute the eigenvalues and eigenvectors of matrix
∼
A,

∼
A W = W� (11)

where columns of matrix W denote the eigenvectors and � is a diagonal matrix
containing the corresponding eigenvalues λi . Finally, the eigen-decomposition of
matrix A is reconstructed from matrix W and � by the following equation:

� = YV�−1W (12)

The eigenvectors of matrix A that is the dynamic decomposition mode are given
by columns of �; (φi ). The eigenvalues λi are expressed in z-domain. They are
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related to modal characteristics using the following transformation:λi = ln(
∼
λi )/�t .

Finally, the natural frequency (ωi ) and damping ratio (ξi ) are obtained as:

ω0i =
√

Re(λi )
2 + Im(λi )

2, ξi = −Re(λi )

ω0i
(13)

3 Experimental Verification

To validate the technique of Phase-based Video Motion Magnification (PVMM),
displacement extraction using Discrete Centroid SearchingMethod and system iden-
tification by Natural Excitation Technique-Dynamic Mode Decomposition (NExT-
DMD) experimental verification was conducted on a cable specimen. The specimen
is selected to model the stay cables used in the cable-stayed bridges. The cable spec-
imen is made of rubber with dimensions: effective length 1530 mm with diameter
of 40 mm and thickness 2 mm. The cable is held in place within a steel frame with
one end fixed and at the other end loaded by some weight. The cable is excited
vertically with an impact and the in-plane cable vibration is measured. The cable
vibration is recorded in a natural lighting condition using Sony 4K NXCAM with a
pixel resolution of 3840 × 2160 at a frame rate of 30fps. Laser doppler vibrometer
(LDV) Polytec’s RSV-150 with a sampling rate of 4000 samples/sec is also placed
on perpendicular direction to the cable vibration to measure the displacement for
validation of video processed results. The experimental setup is shown in Fig. 3.

Fig. 3 Experimental setup
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3.1 Implementation of PVMM and DCSM

The video measurement capturing the cable vibration is post-processed by applying
the Phase-based Video Motion Magnification (PVMM) in the selected frequency
band. The pixel resolution of the recorded video for further processing is down
sampled at 1200 × 420 × 3600 cropping only the pixels containing cable, where
1200 × 420 represents resolution and 3600 represents the number of frames in the
video, sampled at the frequency 30 Hz. The magnified frames are kept separated for
implementing the proposed displacement extraction technique, as shown in Fig. 4.
The true-color (RGB) image is converted to a grayscale image and binary image,
which is utilized to compute the center of mass of the region (centroid).

The first set of PVMM is done for wide frequency range of 0.5 Hz–14.5 Hz to
identify the frequencies present in the cable vibration and the amplification factor, α
is kept as 1. The displacement amplitude is in the range of±0.5 mm, which is a small
invisiblemotion. FFT is performed on the displacement time history obtained and the
identified natural frequencies are 4.028, 8.071 and 12.06 Hz. Figure 5 shows the free
vibration response of cable by Laser Doppler Vibrometer which was simultaneously
used to measure the cable vibration.

The first three cable modes identified as 4.053, 8.057 and 12.06 Hz are in good
agreement with the results from video measurement by Discrete Centroid Searching

Fig. 4 Temporal frame of magnified motion of cable vibration; a 20th RGB frame of magnified
motion; b converted grayscale image; c converted binary image and centroid

Fig. 5 Experimental Verificaction: Procedure for video analysis and displacement extraction; a
Displacement extracted by tracking the centroid from video measurement and Fourier spectra; b
displacement measured by LDV and corresponding Fourier spectra
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Table 1 Results of
comparison of lab
verificatioin; Vision and LDV

Measurement type Frequency (Hz)

Mode 1 Mode 2 Mode 3

Vision 4.028 8.071 12.06

Laser 4.028 8.081 12.08

% Discrepancy 0 0.12 0.16

Method. The maximum discrepancy in the experimental data is 0.16% which is
within the acceptable range of approximation as tabulated in Table 1.

Using PVMM the cable modes are isolated by magnifying the video in their
respective frequency band of interest, such as for 1st mode (3.9–4.1 Hz) and (7.9–
8.1Hz) for 2ndmode. This ensures that the reconstructed video shows cable vibration
only in their 1st mode and 2nd mode respectively. The next step is to apply DCSM to
obtain full-field dense displacement information along the length of the specimen.

Figure 6a shows the black and white image of some ‘xth’ frame of the first mode
and the corresponding segmentation into 30 equal parts is shown in Fig. 6b. Number
of rows and columns are extracted from the magnified binary image, in the first case
(Mode 1) binary image size is 214 × 1260 × 2100 meaning number of rows(R) is
214, column(C) is 1260 and whereas 2100 represents number of frames in the video.
The first modal frequency identified though classical FFT is 4.021 Hz which is same
for all the segmented images. However, its displacement amplitude differs which is
as expected because while considering the first mode deflection in the center would
bemaximum (P15) andwill beminimal as it is tracked towards both the ends (P15-P1
and P15-P30).

This displacement information shown in Fig. 7a is used as input for Dynamic
Mode Decomposition from which system identification is carried out. Figure 7b
and c shows the mode shape plot obtained by Dynamic Mode Decomposition and
identified modal frequency of 4.02 Hz and estimated damping ratio of 0.188% for
1st Mode and 8.14 Hz and 0.116% for the 2nd Mode.

Fig. 6 Image segmentation; a still frame of cable specimen; b segmented image into 30 equal parts
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Fig. 7 Image segmentation; a centroid time history (P11 and P26); b mode 1 c mode 2

4 Full-Scale Implementation

The proposed method of frequency identification using Discrete Centroid Searching
Method (DCSM) by displacement extraction from a video measurement is extended
to a full-scale cable-stayed pedestrian bridge at Shinagawa, Japan.. This cable-stayed
bridge is a single tower double cable plane with five pairs of cables on each cable
plane. The Pylon is ‘A’ shaped 40 m high which divides the bridge into asymmetric
spans of main span over 90 m and side span of 49.4 m. The cable is made of PC high
strength wires composed of 37 strands of each having 7 mm diameter. The longest
cable length which is on the main span is 75.468 m and shortest is 29.630 m on the
side span. These cables welded at both ends; on the tower and at the girder, supports
the steel box girder bridge deck over which pedestrians ply.

The cable vibration is captured by Sony NXCAM camera with pixel resolution
3840 × 2160 at frame rate of 30fps. Simultaneously, the cable vibration is recorded
using Laser Doppler Vibrometer (Polytec’s RSV-150) of 4000samples/s for valida-
tion of video processed results. Both devices measured the target cable from the
same location as shown in Fig. 8. The measurement is made in an outdoor setting

Fig. 8 a Kamome cable-stayed pedestrian bridge (cable S); b measurement set up
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Fig. 9 Procedure for video analysis and displacement extraction; a RGB frame of the original
recorded video; b down sampled (246 × 230) RGB frame for analysis; converted grayscale image;
converted binary image and centroid

by initially exciting the cable with pull and release mechanism to vibrate the cable
in in-plane mode.

4.1 Result of Measurement by LDV and Video Processing

The process of displacement extraction is adopted taking the magnified frame after
Phase-based Video Motion Magnification (PVMM), converting the RGB frame to
grayscale image, then to black and white image and finding the centroid for each
segmented image series. The frequencies identified using CentroidMethod is used as
reference to isolate the embeddedmodes and thenmotionmagnified in a narrow band
of frequency. The spatial displacement extraction using DCSM andmodal parameter
identification using NExT-DMD is tested on cable S of Kamome Bridge. It is the
second longest cable on the side span downstream side of the cable plane measuring
49.75m.Figure 9 shows the videopre-processingprocedure requiringdown sampling
of original video measurement of 3840 × 2160 to 2130 × 190 containing only the
cable under analysis (S) with clear background.

Fig. 10a shows the free vibration responses obtained by processing the video
and corresponding Fourier spectra. Whereas Fig. 10b shows the result from Laser
measurement of the same cable which was taken simultaneously. The result shows
that there is no discrepancy in frequencies obtained using vision for both mode
frequency of the cable. Table 2. shows a comparative result through LDV and Vision.

The magnified video is now segmented into various columns to obtain dense
displacement information along full length of the cable by applyingDiscreteCentroid
Method. These displacement information from the discretized images are used as
input for Dynamic Mode Decomposition from which system identification is carried
out. Figure 11b shows themode shape plot for First cablemode obtained byDynamic
Mode Decomposition with identified modal frequency as 1.465 Hz. The estimated
damping ratio of 0.72% is obtained by applying NExT to the displacement time
history response of the discretized images. Note that the full length of cable S was
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Fig. 10 Full-scale Implementation: Procedure for video analysis and displacement extrac-
tion;aDisplacement extracted by tracking the centroid fromvideomeasurement andFourier spectra;
b displacement measured by LDV and corresponding Fourier spectra

Table 2 Results comparison of Full-scale implementation; Vision and LDV

Measurement type Frequency (Hz)

Mode 1 Mode 2 Mode 3 Mode 4 Mode 5

Vision 1.465 2.897 4.336 5.782 7.222

Laser 1.468 2.89 4.337 5.768 7.211

% Discrepancy 0.20 0.24 0.02 0.24 0.15

Fig. 11 Image segmentation; a centroid time history (P1 and P15); b mode 1 c mode 2

not captured, and the mode shape obtained is just for half length. Better results
can be obtained by taking video measurement of full length of the cable for clearer
mode shapes. The similar process of PVMM and DCM is applied to other modes to
quantify themode shapes and estimate damping by theNatural ExcitationTechnique-
Dynamic Mode Decomposition (NExT-DMD). The results for Second Mode is as
shown in Fig. 11c.
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5 Conclusions

Non-contact experimental modal analysis of stay-cables by vision measurement is
demonstrated in this research. The vision-based modal analysis is performed by
implementing three significant methods, viz. (1) phase-based video motion magni-
fication (PVMM) method to magnify small amplitude of ambient vibration, (2) the
discretized centroid searching method (DCSM) to extract spatial displacement of
the cable, and (3) dynamic mode decomposition (DMD) for identification of modal
parameters. The proposed method was first numerically and experimentally tested in
laboratory to check its efficacy. Comparison of the results with measurement using
laser doppler vibrometer have demonstrated that displacement can be extracted from
visionmeasurement with reasonable accuracy with maximum discrepancy of 0.16%.

The practical importance of the proposedmethod is that it allows for modal identi-
fication of an object in a non-contact manner using a simple videomeasurement from
a distance under small amplitude of ambient excitation. Since, the natural frequencies
identified using this method is in good agreement with most sensitive laser data, it
can further be used to estimate cable tension which is one of the parameters requiring
routine inspection in structural health monitoring (SHM) of stay-cables.

Although full-scale implementations on cables have shown promising results, the
accuracy can be increased if further issues related to environmental effects during
measurement can be avoided or otherwise corrected. Further, to better assess the
target structure, study on out-of-plane information with the use of stereo camera to
obtain motion of structure in 3D can be explored in future.
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A Fiber-Optic Ultrasonic Visualization
Technique for Damage Detection
in a 1000 °C Environment

Fengming Yu, Osamu Saito, Yoji Okabe, and Zixuan Li

Abstract Heat-resistant structures constitute important civil infrastructure, such as
thermal and nuclear power plants. Structural health monitoring (SHM) techniques
based on the measurement of ultrasonic guided waves are expected to evaluate the
reliability of the aging heat-resistant structures at high temperatures. However, since
commercial piezoelectric acousto-ultrasonic actuators and sensors have a limited heat
resistance up to 200 °C, they are inapplicable to establishing the high-temperature
SHM. Optical fiber acoustic sensors (OFAS) are potential candidates for high-
temperature acoustic sensing because they are made from silica glass that withstands
temperatures exceeding 1000 °C. As one type of OFAS, fiber-optic Bragg grating
(FBG) sensing systems have been developed to detect ultrasonic waves with a high
sensitivity comparable to the PZT sensors. The purpose of this research is to build
a high-temperature in-situ damage diagnosis using a laser ultrasonic visualization
system combined with a remote FBG-based sensing configuration. In this method,
an ultrasonic wave is excited by the laser irradiation on the surface of a material
and then received by the remotely installed FBG sensor. Because both wave exci-
tation and wave sensing parts have excellent heat resistance, the proposed system
enables a stable ultrasonic measurement at elevated temperatures. In this article, the
ultrasonic visualization was demonstrated in a specimen of heat-resistant material
at a temperature of 1000 °C. A wavenumber-frequency analysis based on a three-
dimensional Fourier transform was also conducted to extract the wave components
corresponding to the reflection caused by an artificial defect in the specimen. As
a result, the filtered visualization results enabled precise damage detection in the
high-temperature environment.
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1 Introduction

High-temperature structural health monitoring (SHM) techniques are expected to
ensure the reliability of aging heat-resistant structures constituting thermal and
nuclear power plants. As an SHM method, the inspection with guided ultrasonic
waves is sensitive to microscopic damages over a large area. Hence, the method
can effectively evaluate the global integrity of large-scale structures by monitoring
the damage occurrence [1]. Piezoelectric acousto-ultrasonic actuators and sensors
are widely used to establish the SHM methods at room temperatures [2]. However,
it is difficult to apply those devices at high temperatures due to their limited heat
resistance up to 200 °C.

In contrast, optical fiber sensors are attractive for establishing high-temperature
sensing technologies because they are inscribed in silica-glass fibers with good
resistance to high temperatures exceeding 1000 °C [3]. As a type of optical fiber
sensor, fiber-optic Bragg grating (FBG) sensors have been widely used for ultra-
sonic measurement [4]. The FBG is a periodic perturbation of the refractive index
along the core of a single-mode optical fiber [5]. When an input light propagates
through the FBG in the optical fiber, reflections occur along the grating due to the
refractive index’s variation. The reflected wavelength is known as the Bragg wave-
length. A dynamic strain in the FBG mainly leads to the change in the grating pitch,
thus shifting the Bragg wavelength of FBGs. Hence, the ultrasonic strain wave can
be detected by demodulating the wavelength shift with high-speed interrogation
systems.

However, compared with PZT sensors, the conversational FBG sensors have a
relatively low ultrasonic sensitivity. To enhance the sensitivity, a phase-shifted FBG
(PSFBG) has been widely introduced in the development of fiber-optic ultrasonic
sensing systems [6]. The PSFBG is manufactured by inserting a phase shift into the
periodic perturbation of the refractive index. The inserted phase shift point induces an
additional narrow dip with a steep linear slope in the middle of the reflectivity spec-
trum. Taking advantage of the spectral characteristic, Wu and Okabe [7] developed
a PSFBG balanced ultrasonic sensing system with a high sensitivity comparable to
the PZT sensors. Another major advantage of the PSFBG is the short effective gauge
length concentrated around the phase-shifted point. This characteristic enables a
response to the ultrasonic wave with an extremely short wavelength, thus broadening
the sensing frequency bandwidth.

Unfortunately, the FBG-type sensing systems are unapplicable at high temper-
atures because the optical gratings inscribed in the core of optical fibers become
unstable at temperatures exceeding 400 °C and vanish at 900 °C. To overcome the
problem, the authors constructed a PSFBG-based remote ultrasonic sensing configu-
ration [8]. In the configuration, a point of the optical fiber is bonded on the structure at
high temperature, and the PSFBG is placed away from the high-temperature environ-
ment. Then the optical fiber is used as an ultrasonic waveguide to transmit ultrasonic
waves from the bonding point on the structure to the PSFBG in the room temperature
environment. Since the ultrasonic waveguide formed by the optical fiber has great
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heat resistance, this remote adhesion configuration can receive ultrasonic waves at a
temperature of up to 1000 °C with high sensitivity and excellent stability.

With the help of the remote sensing configuration,we established a passivemethod
with the PSFBG sensor by the measurement of damage-induced acoustic emission
(AE) signals in heat-resistant materials at a temperature as high as 1000 °C [9]. The
AE measurement is effective in real-time damage monitoring but is unable to detect
existing damages. In practice, an active method is also required for the evaluation
after the damages appear in the structures.

In the traditional active methods based on FBG sensing, the PZT-made actua-
tors are widely used to excite the ultrasonic wave. However, it is difficult to use
the PZT devices at high temperatures due to their low heat resistance, as previously
mentioned. To resolve the problem, we combined the remote sensing method with
a laser ultrasonic excitation. A non-contact manner makes the laser ultrasonic exci-
tation attractive for the application in a harsh environment. Moreover, many papers
[10–14] have expanded the use of laser ultrasonics to visualize the propagation of
ultrasonic guided waves in structures. Since the inspection with ultrasonic visualiza-
tion can realize reliable and intuitive damage identification, many related methods
are researched and developed to diagnose aircraft structures and civil structures.

Details about the configuration of our proposed laser ultrasonic sensing system
and the principle of wave visualization are described in the next chapter. Then, in
Chap. 3, an experiment will demonstrate that the system effectively visualizes the
propagation of ultrasonic waves in a ceramic specimen at elevated temperatures.
Furthermore, a signal processing for extracting the damage-induced reflection wave
from the visualization results enables precise detection of an artificial defect in the
specimen at a temperature as high as 1000 °C.

2 Ultrasonic Visualization System

2.1 System Configuration

In the laser ultrasonic excitation, a pulsed laser beam is irradiated onto the surface
of a material, as depicted on the left side of Fig. 1. An elastic wave is induced by
the thermal expansion around the point of laser illumination [15]. This non-contact
way protects the laser oscillator from thermal exposure to achieve a stable wave
excitation at elevated temperatures. Also, the position of the laser illumination point
can be specified by controlling the direction of the laser beam.

In this research, a system of laser ultrasonic visualizing inspector (LUVI-CP2,
Tsukuba Technology Co., Ltd) was used to excite the ultrasonic wave with a 0.65 µJ
YAG laser (pulse width: 2 ns, a beam diameter: 0.5 mm). In the system, the laser
was input into a galvanometer mirror. The precise rotation of the mirror can control
the direction of the laser beam. With the help of the system, the waveform data set
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Fig. 1 Architecture of a laser ultrasonic measurement by the remotely installed PSFBG ultrasonic
sensing system

used for visualizing the propagation of ultrasonic waves in a specific area can be
generated by an automatic laser scan.

The remotely installed PSFBG was used as a sensor to receive ultrasonic waves
during the laser scan, as illustrated on the right side of Fig. 1. In the remote ultrasonic
measurement, the laser ultrasonic wave propagates from the irradiation point to the
adhesion point as a guided wave in the structure. At the adhesion point, the wave
transforms into a basic longitudinal wave, with an axial strain component in the core
of the optical fiber, and a basic flexural wave, which primarily consists of the shear
strain component in the core. Reference [8] has clarified that the PSFBG sensor
selectively receives the longitudinal wave but does not receive the transverse wave
because the PSFBG inscribed in the core (φ 10 µm) of the glass fiber (φ 125 µm,
without polymer coating) is only sensitive to the axial strain. In addition, since the
longitudinal mode exhibits no dispersion in the optical fiber, the waves propagate
along the optical fiber retaining their original waveform information at the adhesion
point until arriving at the sensing point. Hence, the ultrasonic waveguide formedwith
the optical fiber enables accurate ultrasonic measurement with the PSFBG sensor.
Moreover, the ultrasonic damping in the optical fiber is so small that the remote
measurement is feasible with the length of the waveguide exceeding 500 mm. In
addition, since the ultrasonic waveguide formed by the silica-made optical fiber has
the inherent characteristic of heat resistance, the remotely installed PSFBG sensor
can perform appropriate ultrasonic measurements with excellent stability even at a
temperature of 1000 °C.

In this research, the PSFBG was connected to a balanced sensing system [7]
to demodulate the Bragg wavelength shift caused by the strain perturbation of the
ultrasonic wave. In the system, a tunable laser (TLS, Agilent 81682A) was used as a
light source to input a very narrow-band light into the PSFBG through a circulator.
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Then, both the transmitted light and the reflected light from the PSFBG were guided
into a balanced photodetector (BPD, New focus 2117). In the BPD, the two light
components are subjected to differential processing to remove the laser intensity
noise in the system and double the AC components corresponding to the dynamic
strain in the PSFBG.

Theoptical power is then converted into an electrical signal at theBPD.After being
gained via an amplifier, the waveform signals are acquired by the abovementioned
LUVI system. Images of thewave propagating in the objective region are synthesized
from the recorded waveform data in the system. The details of the data processing
and the principle of ultrasonic visualization are explained in the next section.

2.2 Principle of Ultrasonic Visualization

Reference [10] suggested that ultrasonic waves are reversible in a measurement
system of laser ultrasonics. It means that a waveform excited by laser illumination
at one point and received by a sensor at another point is equivalent to the waveform
that is excited at the position of the sensor and acquired around the illumination point
inversely.

In this research, we assume that the reversibility is also applicable to our PSFBG
sensing system. In Fig. 2 (a), ➀ , ➁ , and ➂ denote three examples of laser illumina-
tion points; A and B depict the adhesion point of the optical fiber and the position of
the PSFBG sensor, respectively. In real ultrasonic detection, one waveform detected
by the PSFBG sensor corresponds to a one-time wave excitation at each laser illumi-
nation point. Figure 2b shows the examples of the detected burst waveforms corre-
sponding to the three pulsed laser illumination points. A waveform group is acquired
to evaluate a two-dimensional (2-D) wavefield by the automatic laser scan within the
defined area. All waveform data are labeled by the positions of illumination points.
Hence, the acquired data set can be treated as a three-dimensional (3-D) data matrix.
Since an ultrasonic wave guided by the optical fiber is nondispersive, the 3-D data
matrix acquired at point B (PSFBG sensor) is also able to accurately reflect the
propagation behavior of an ultrasonic wave at point A (adhesion point).

Moreover, based on the reversibility ofwave propagation, the above-collected data
can inversely represent the propagation of ultrasonic waves that are excited at the
fixed-point A and received at each illumination point, as illustrated in Fig. 2c. Hence,
the amplitudes at a specific time of all recorded ultrasonic waves are plotted at the
corresponding illumination locations in a contour map as brightness to synthesize
one frame. The frame displays the magnitude distribution of the ultrasonic wave
propagating from the A into the defined area at the time. Finally, the ultrasonic
wave can be visualized by the continuous showing of the time-series frames. Some
examples obtained in a practical demonstration of laser ultrasonic visualization with
the PSFBG sensor are provided in Fig. 2d.
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Fig. 2 Principle of laser-ultrasonic visualization technology using the remotely installed PSFBG
sensor. a The schematic diagram of an experiment for collecting the waveform data set. b The
examples of the detected ultrasonic signals. cAn illustration for the process of visualizing ultrasonic
waves based on the detectedwaveformdata.dThe examples of visualized results for the propagation
of the ultrasonic wave

3 Experiments of High-Temperature Laser Ultrasonic
Visualization

An experiment was conducted to verify the ability of the proposed system to visualize
ultrasonic waves propagating in a SiC ceramic plate heated at a temperature of
1000 °C. Figure 3a illustrates the experimental setup. A heater capable of heating
up to 1000 °C was produced by winding a Kanthal wire around a ceramic rod and
then installed in an open furnace made of ceramic fiberboard. A heat-resistant glass
plate transmissive for laser lights was placed over the sample as the cover of the open
furnace. The laser was irradiated from the laser oscillator placed above the furnace.
The laser beam penetrates through the glass plate and illuminates the surface of the
specimen in the furnace for wave excitation. A scanning area of 145mm in length and
20 mm in width was defined to match the size of the ceramic specimen. We allocated
101 grid points of laser illumination along the X-axis (the longitudinal direction)
and 21 along the Y-axis (the transverse direction) in the specified area. To reduce
noise in the detected ultrasonic signals, 32 waveforms were excited and averaged at
each point. The optical fiber was bonded to the back surface of the ceramic plate by
heat-resistant carbon paste (G7716, Ted Pella, Inc.) to transmit the laser ultrasonic
waves from the ceramic plate to the PSFBG sensor placed outside of the furnace.

In order to demonstrate that the proposed method is effective for the damage
diagnosis at high temperatures, a notch with a length of 4 mm was formed on the
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Fig. 3 Setup for the verification experiments of high-temperature laser ultrasonic visualization. a
The configuration of the furnace and b The specimen with an artificial defect

lower side at a distance of 75 mm away from the left end of the plate, as shown in
Fig. 3b. The width of the crack was approximately 1.5 mm, the same as the width of
the cutter.

Figure 4 shows the visualization result for the ultrasonic wave propagation in
the notched ceramic plate at a temperature of 1000 °C. Figure 4a represents that
the wave is excited at the position of the adhesion point. The following graphs show
that the wave propagates in the ceramic plate along the positive x-axis direction. This
experiment verified that the laser ultrasonic measurement with the remotely installed
PSFBG sensor was able to visualize the wave propagation at the temperature.

A white line denoted the position of the artificial crack in those visualization
results. However, it is still difficult to identify the damage-induced change from the
results because of the complicated propagation behavior of the ultrasonic wave in
the SiC plate. To clarify the presence of the damage from the visualized results, we
extracted the wave components corresponding to the reflection caused by an artificial
defect based on a wavenumber-frequency analysis. The procedure of the analysis is
described as follows.

As previously mentioned in Sect. 2.2, the visualization results for wave propa-
gation are synthesized from a 3-D matrix of time–space data. After the 3-D Fourier
transform (FT) was applied to the matrix, a spectral representation is obtained
with three orthogonal variables, kx , ky , and f , which correspond to the ultrasonic
wavenumbers along the X-axis direction and Y-axis direction and the frequency,
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Fig. 4 Visualization of an ultrasonic wave in a specimen with an artificial defect at 1000 °C

respectively. In the wavenumber-frequency domain, the visualized ultrasonic wave
is decomposed into infinite numbers of harmonic plane waves. If f is assumed to
be a positive real number, then the propagation direction of the harmonic wave is
determined by the signs of the wavenumbers kx and ky . In the FT results for the ultra-
sonic wave visualized in Fig. 4, the wave components propagating in the upward and
downward directions had positive and negative kx , respectively. Since the incident
wave propagates in the upward direction, the crack-caused reflection wave can be
extracted by filtering the wave component with negative kx from the 3-D FT results.
The direction can be further specified by determining the sign of ky . For instance,
when selecting the harmonic wave with negative ky from the backward-direction
wave, we can extract the wave components propagating in the lower-left direction
in Fig. 4. Lastly, the extracted harmonic plane waves are composed together by
an inverse 3D FT to restructure the filtered visualization results in the time–space
domain again.

The above process was employed to separate the backward waves from Fig. 4c.
In Fig. 5a, a spatial window was applied to the original image to highlight the wave
components propagating from 30 to 85 mm in the longitudinal direction. Figure 5b
represents the wave components propagating in the lower-left directions. A compar-
ison between Fig. 5a and b reveals that the reflection wave is generated after the
incident wave passes through the artificial defect. Moreover, a comparison among
Fig. 4a, b, and c indicates that the reflection at 16 µs is caused by the fastest mode
arriving at the notch earlier than the other wave modes. In accordance with the
dispersive characteristics of Lamb waves in a planar structure, the firstest mode was
identified as the basic symmetric (S0) mode, which has the highest group velocity in
the isotropic solid media. Figure 6 gives another example at 24 µs when the basic
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Fig. 5 Wave decomposition
result based on
wavenumber-frequency
filtering at 16 µs. a The
original result. b The
lower-left backward wave

Fig. 6 Wave decomposition
result based on
wavenumber-frequency
filtering at 24 µs. a The
original result. b The
lower-left backward wave

asymmetric (A0) mode is reflected by the notch. This result indicates that the wave
components corresponding to the A0 mode have a wavelength shorter than S0. It is
also able to predict the position of the damage from the source of the backward wave
of A0.
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4 Conclusions

In this research, the combination of the remote PSFBG ultrasonic sensing configu-
ration and the LUVI system enabled a successful laser ultrasonic visualization for
a heat-resistant specimen at a temperature of 1000 °C. In addition, a clear damage
diagnosis was achieved by observing the image of the crack-reflected wave compo-
nents filtered from the visualization result. Because of the enhanced performance,
the PSFBG-based laser ultrasonic visualization system potentially contributes to
establishing a comprehensive and efficient high-temperature SHM approach for
heat-resistant structures.
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Application of Regenerated
Phase-Shifted Fiber Bragg Grating
Sensors to Acoustic Emission Detection
Under Elevated Temperature

Zixuan Li, Fengming Yu, Osamu Saito, and Yoji Okabe

Abstract Structural health monitoring (SHM) techniques applicable in high-
temperature environments are necessary for monitoring the integrity of heat-resistant
civil structures, such as thermal and nuclear power plants. Acoustic emission (AE)
detection can be potentially used to establish the real-time passive SHM method.
Conventional AE sensors are made from piezoelectric materials, whose operational
temperature is limited up to 200 °C. Hence, it is difficult to use those AE sensors
at elevated temperatures. As an alternative, optical fiber sensors are potential for
developing high-temperature sensing technologies because they are fabricated from
silica glass with excellent heat resistance over 1000 °C. As a kind of optical fiber
sensors, highly sensitive fiber Bragg grating (FBG) sensors have been widely used
in AE detection. However, the diffraction grating of the FBG disappears at temper-
atures over 600 °C. To solve the issue, we proposed a new FBG-based AE sensing
system with a regenerated fiber Bragg grating (RFBG). The RFBG is fabricated
by annealing the conventional FBG at a high temperature of 920 °C. During the
annealing process, the seed FBG once disappears completely, and then a new grating
is regenerated again, which has an excellent heat-resistance property. The RFBGwas
then applied to detect simulated AE waves that were excited by a laser irradiation on
the surface of a ceramic plate in a high-temperature furnace heated up to 1000 °C.
As a result, our proposed RFBG sensing system succeeded in the detection of the
simulated AE waves at elevated temperatures. Based on the experimental results,
we believe that the use of RFBG sensors contributes to establishing an RFBG-based
high-temperature SHM technique.
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1 Introduction

Aging problems of heat-resistant structures in civil infrastructure, such as thermal
and nuclear power plants, have received considerable attention. The non-destructive
testing (NDT) techniques, such as visual testing, eddy current testing, and ultrasonic
testing, are applied to evaluate the reliability and integrity of the structures. However,
the NDT techniques require the structures to be shut down and cooled to room
temperature, thus causing a long-term downtime to finish the testing. Therefore,
structural health monitoring (SHM) techniques are desirable to monitor the heat-
resistant structures in high-temperature environments in order to reduce the downtime
and the maintenance cost.

Acoustic emission (AE) detection can be potentially used to establish the SHM
method. AE is an elastic stress wave generated by a rapid release of energy from
a localized source related to crack formation or plastic deformation [1]. A passive
real-time SHM can be achieved by the detection of AE signals.

Conventional AE sensors are made from piezoelectric materials, whose sensing
temperature are limited up to 200 °C. Hence, it is difficult to use those AE sensors
at elevated temperatures. As an alternative, optical fiber sensors are potential for
developing high-temperature sensing technologies because they are fabricated from
silica glass with excellent heat resistance over 1000 °C.

The fiber Bragg grating (FBG) sensor is a type of optical fiber sensors. The FBG is
a periodic perturbation of the refractive index along the core of an optical fiber, which
is produced by exposing an optical fiber to a spatially varying pattern of ultraviolet
intensity [2]. When a light passes through the FBG in the optical fiber, the FBG
reflects a narrow-band light with a central wavelength called the Bragg wavelength,
resulting in a reflection spectrum with a peak at the Bragg wavelength. A dynamic
strain in the FBG mainly leads to the change in the grating pitch, thus shifting the
Bragg wavelength of FBGs. The strain waveform of AE is detected accordingly by
a high-speed interrogation of the shift in the Bragg wavelength.

However, FBGs have low sensitivity to acoustic signals. Recently, a phase-shifted
FBG (PSFBG) has been introduced to address the issue. The PSFBG ismanufactured
by inserting a phase shift into themiddle of the uniform FBG. The phase shift induces
an additional narrow dip with a steep linear slope in the reflection spectrum, thus
increasing the sensitivity drastically. Meanwhile, the effective grating length is very
short around the phase-shifted point, which largely broadens the bandwidth of the
frequency response of the PSFBG. Taking advantage of the PSFBG, Wu and Okabe
[3] have developed a novel balanced sensing system, which is able to respond to the
AE signals with high sensitivity over a broad bandwidth.

Although the silica-glass optical fibers have excellent heat resistance in them-
selves, the index gratings become unstable with the rising temperature at 400 °C and
vanish completely at 900 °C. To overcome the problem, we constructed a PSFBG-
based remote ultrasonic sensing configuration [4]. In the configuration, the heat-
resistant optical fiber guides the AE signals from the sample in a high-temperature
furnace to a PSFBG sensor located at room temperature. The AE signal simulated by
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a pencil lead break (PLB) was detected successfully by the method at a temperature
as high as 1000 °C. However, the remote installation may limit its application to
SHM, which requires a sensor directly installed in a high-temperature environment.

Thus, the development of heat-resistant FBGs is important. Recently, an annealing
process is found to be able to regenerate a new heat-resistant grating after the disap-
pearance of the seed FBG [5]. The regenerated FBG is known as RFBG. Several
studies [6–8] have demonstrated that the regenerated FBG (RFBG) can survive
at temperatures higher than 1000 °C. At present, RFBGs are used as temperature
and strain sensors [9, 10]. However, AE detection based on RFBGs has not been
investigated yet.

The purpose of this research is to verify the ability of the RFBG sensor to detect
AE in a high-temperature environment. Furthermore, to enhance the performance of
the RFBG-based AE sensor, we also annealed the PSFBG to fabricate a regenerated
PSFBG (RPSFBG). Section 2 describes the regeneration process of a uniform FBG
and PSFBG and validates the heat resistance of the RFBG and RPSFBG. In Sect. 3,
we test the frequency response of the RFBG and RPSFBG at elevated temperatures
by detecting a broadband ultrasonic wave. In Sect. 4, we apply the RPSFBG to detect
simulated AE waves that are excited by a laser irradiation on the surface of a ceramic
plate at a temperature of up to 800 °C.

2 Regeneration of Fiber Bragg Grating and Phase-Shifted
Fiber Bragg Grating

In our research, we used a UV-induced uniform FBG (Fujikura, Ltd., Tokyo, Japan)
with a grating length of 5 mm as the seed grating for regeneration. The reflectivity
spectrum of the FBGweremonitored using a spectrum analyzer (MS9710C; Anritsu,
Atsugi city, Japan) during the annealing process. The peak value in the spectrumwas
measured to evaluate the process of grating regeneration during the annealing. The
result is shown in Fig. 1a, along with the thermal history.

Figure 1a shows that reflectivity of the FBGdecreases as the temperature increases
in the range from 400 °C to 700 °C. At a temperature of 700 °C, the FBG was pre-
annealed for one hour in order to regenerate the FBG with stronger heat-resistant
stability [11].When the temperature was raised to 920 °C, the peak reflectivity exhib-
ited a drastic decrease, and eventually dropped to zero. This phenomenon indicated
that the seed grating vanished completely. However, the grating was regenerated via
isothermal annealing at 920 °C. After approximately 30 min, the peak reflectivity
returned to a level of−33dBm and retained a constant value, indicating the formation
of the RFBG.

We conducted the same annealing process on a seed PSFBG with a gauge length
of 5 mm, which was fabricated into the same type of optical fiber as the FBG. The
change in peak reflectivity on the spectrum is shown in Fig. 1b. The regeneration
process was similar to that of FBG.
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Fig. 1 Peak reflectivities and thermal history during the regeneration process of a RFBG and b
RPSFBG

Then, we validated the heat resistance of the regenerated gratings by measuring
the spectra of the RFBG and RPSFBGwhile reheating the RFBG and RPSFBG from
room temperature to 900 °C. Figure 2 shows the spectra of RFBG and RPSFBG at
individual temperatures. From the results, it is found that the Bragg wavelength
of both the RPSFBG and the RFBG becomes longer linearly as the temperature
increases. On the other hand, the shapes of spectra and the peak reflectivity remained
the same as the temperature rose to 900 °C. These experimental results verify the
stability of the RFBG and RPSFBG at elevated temperatures.

Because the sensitivity of FBGs is determined by the edge condition in the reflec-
tion spectra, we compared the precise spectra of regenerated gratings with their
corresponding seed gratings. Figure 3a shows the overlap between the reflectivity
spectrum of FBG and that of the RFBG. It indicates that the reflectivity of the RFBG
decreases after annealing process. The same phenomenon also can be observed from
the results corresponding to theRPSFBG, as shown in Fig. 3b.A comparison between
the two spectra indicates that the narrow sharp dip in the spectrum of the seed PSFBG

Fig. 2 Spectra of a RFBG and b RPSFBG, measured at temperatures from room temperature to
1000 °C
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Fig. 3 Comparison of the spectra of a FBG and RFBG, b PSFBG and RPSFBG

transformed into a broad dip with a gentle slope. Since the slope of the edge is
degraded, the ultrasonic sensitivity of the RPSFBG is lower than that of the PSFBG.

Although the sensitivity of the RPSFBG decreased drastically, the following
experiments in Sect. 3 will show that the RPSFBG maintained its broadband
frequency response in acoustic detection at elevated temperatures.

3 Acoustic Sensing System with the RFBG and RPSFBG

In this research, a demodulation system was proposed on the basis of edge filtering
method [3] tomeasure theAEwave in the regeneratedgratings.As shown inFig. 4, the
sensing system consists of a tunable laser source (TLS, 81681A;Agilent, Carpinteria,
CA)with a 100-kHz linewidth and a0.1-pm tunable resolution, anRFBG, a circulator,
a photodetector (2117, New Focus, CA) and data acquisition. The laser used to
illuminate the RFBG also performs the filtering function. Therefore, the wavelength

Fig. 4 Schematic of the RFBG (RPSFBG) sensing system
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Fig. 5 Experiment to evaluate the sensor performance at high temperature: a schematic of the
experimental setup, b input signal of ultrasonic chirp wave

of the TLS is adjusted at the edge of the spectrum of the RFBG sensor. Based on
this edge filter, the strain-induced Bragg wavelength shift can be demodulated from
the reflected light intensity changes. The reflected light from the RPSFBG is then
directed toward the photodetector by the circulator. The ultrasonic signal can be
acquired after the PD converts the optical power into electric voltage.

Before applying the RPSFBG sensor to AE detection, we deployed an active
acousto-ultrasonic measurement to testify the performance of the sensor in a high-
temperature environment. Figure 5a illustrates that the regenerated gratings were
placed in a furnace to receive the ultrasonic wave propagating in the optical fiber at
high temperatures.Our previous research [12] has already proven that the optical fiber
can be used as a stable ultrasonic waveguide due to its high heat-resistant temperature
as high as 1000 °C. Hence, the shape of ultrasonic waveform will not be distorted by
the rising temperatures. Furthermore, the optical fiber was directly glued on a PZT-
type actuator at room temperature. This setup protects the ultrasonic measurement
from the influence caused by the thermal exposure to the ultrasonic source and the
adhesive. Hence, the quality of ultrasonic measurement is only determined by the
performance of the regenerated grating sensor. Moreover, a broadband ultrasonic
chirp wave was excited by the actuator to evaluate the bandwidth of the sensor
response over a broad frequency range from 50 kHz to 1.5 MHz. The waveform and
frequency spectrum are shown in Fig. 5b.

We used two heat-resistant regenerated gratings to detect the same chirp ultrasonic
wave at elevated temperatures from 100 to 900 °C in steps of 200 °C. Figure 2
shows that the Bragg wavelength of RPSFBG and RFBG becomes longer with the
temperature increase. To eliminate the influence caused by temperature changes, we
used the TLS to adjust the light wavelength to keep the laser indexing the linear edge
area of the reflection spectra. In the experiment, 4096measured waves were averaged
to remove white noise. The signals received by the RPSFBG and FBG sensors at
different temperatures are overlapped in Fig. 6a and c.

Because both sensors exhibited excellent heat resistance, they successfully
performed stable detection at high temperatures. Figure 6a shows that the RPSFBG
sensor responds to the chirped ultrasonic signal with almost the same waveform and
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Fig. 6 Received signals of a RPSFBG and c RFBG and Fourier transform results of b RPSFBG
and d RFBG

amplitude at different temperatures. Furthermore, the Fourier transform results in
Fig. 6b show that the RPSFBG sensor has a broad response to the chirp ultrasonic
wave in the frequency range from 50 kHz to 1.5MHz, even in high-temperature envi-
ronments. Figure 6c indicates that the RFBG sensor also achieves high-temperature
ultrasonic detection as stable as RPSFBG sensor. However, a comparison between
Fig. 6a and c indicates a difference between the two groups of waveforms received
by the two sensors. Both the RPSFBG and RFBG responded to the wave components
arriving first at 80µs. However, only the RPSFBG responds to the wave components
with the higher frequency after 120 µs. Figure 6d indicates that this phenomenon is
ascribed to the narrower frequency response of RFBG sensor that is limited lower
than 0.6 MHz.

The seed PSFBG has been proven to have a much broader frequency response
than the seed FBG [3] due to its extremely short effective sensing length around
the phase-shifted point. The above results demonstrated that the annealing process
hardly affected the effective sensing length of the grating sensors.

4 Simulated ae Detection Using rpsfbg at Elevated
Temperatures

In this section, we conducted an experiment to verify the ability of the above system
to detect AE. Figure 7 shows the schematic of the experiment.We used a SiC ceramic
plate of 150 mm length and 20 mm width. Different from the experiment in Sect. 3,
the RPSFBG was placed near the adhesive point with a heat-resistant carbon paste
(G7716, Ted Pella, Inc.) on the SiC ceramic plate to detect the acoustic signals,
instead of using the optical fiber as the waveguide. The SiC ceramic plate was placed
inside a high-temperature furnace and connected to the sensing system.

Since a real damage-induced AE source was difficult to be excited in the furnace,
we used a laser-ultrasonic excitation to simulate the AE source. After a laser beam
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Fig. 7 Schematic of the simulated AE detection system

is irradiated onto the surface of the plate, an elastic wave is induced by the thermal
expansion around the irradiation point. The laser ultrasonic excitation is a non-contact
method and can be used in a high-temperature environment. In this experiment, a
0.65 mJ YAG laser (pulse width: 2 ns, a beam diameter: 0.5 mm) was used for
emitting a pulsed laser beam as the source of a simulated AE signal. The YAG laser
oscillator was placed above the furnace, and a pulsed laser beam emitted from the
YAG laser illuminated the surface of the ceramic plate. The illumination point was
adjusted to the center of the plate.

Then, we heated the furnace from room temperature to 150 °C, 300 °C, 450 °C,
600 °C, and 800 °C. At each temperature, one simulated AE signal was acquired with
the RPSFBG sensing system after one pulsed laser beam was emitted. The received
signals are shown in Fig. 8.

Figure 8a shows the received temporal signals. The RPSFBG responded to the
signals from room temperature to 800 °C successfully. This result indicates that the
RPSFBG is able to detect the simulatedAE signals at a temperature as high as 800 °C.
Moreover, the amplitude of the signals remained at the same level independent of
the temperature, due to the stability of the spectrum of the RPSFBG at temperatures
up to 900 °C, which was verified in Sect. 2.

Figure 8b demonstrates that the RPSFBG responds to the simulated AE signals
over a broadband frequency range from 0 to 2.0MHz at elevated temperatures. It was
noticeable that the high-frequency component increased at temperature of 800 °C.
As described in Sect. 3, the RPSFBG was proven to respond to ultrasounds steadily
even though the temperature increases. Therefore, the change in frequency response
probably resulted from the changes in properties of the ceramic plate or the adhesive
caused by the elevated temperatures. This issue should be further investigated in
future research.

5 Conclusions

In this research, we annealed a PSFBG to fabricate an RPSFBG with excellent heat
resistance. Similarly to the seed PSFBG, the RPSFBG also exhibited broadband
frequency response. Then, we achieved simulated AE detection at high temperatures
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Fig. 8 Responses of RPSFBG to the simulated AE signal: a temporal signals, b fast Fourier
transformation of the temporal signals

of up to 800 °C by the RPSFBG. Based on the experimental results, we believe
that the use of RPSFBG sensors contributes to establishing an RPSFBG-based high-
temperature SHM technique.
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Experimental Investigation of Galloping
Susceptibility of U Beams with Different
Flange Porosity

Stanislav Hračov and Michael Macháček

Abstract The paper presents the outcomes from the experimental investigation of
the proneness of the set of slender U-beams to the transversal galloping. All analysed
beams are geometrically identical with the U-shaped cross section given by the side
ratio equal to 2 (having the short side perpendicular to the flow) and the depth equal to
1/3rd of its breadth, but they differ in the porosity of their flanges. The prismswith six
different levels of flange porosity were subjected to wind tunnel testing in the smooth
flow in order to determine their aerodynamic drag and lift coefficients for various
angles of wind attack. The susceptibility of each individual case was assessed based
on the classical quasi-steady theory. DenHartog criterion expressed in the form of the
slope of transversal force coefficient incorporating obtained drag and lift coefficients
was applied. The significant positive slope indicating the proneness to transversal
galloping was determined for U-beams with porosity up to fifty percent. The prism
with flange porosity of seventy five percent revealed as a practically stable due to low
positive value of slope within only narrow angular interval around zero angle of wind
attack. Finally, the beams with higher flange porosities can be considered according
their negative slope of transverse force coefficient as stable in terms of galloping. The
comparisonwith the results from the aerodynamic tests of the prismswith rectangular
cross-sections having side rations equal to two and six, which represent limiting cases
for analysed U-profiles, is also given and discussed in detail.
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1 Introduction

The action of wind on structures can lead to the self-excited motions of various
types such as flutter, galloping or static divergence [1]. The structural geometry
and mainly its typical cross-section play an important role in the proneness to each
of these phenomena. In this paper, the susceptibility of the selected beams with U-
shaped cross-section,which is typical, e.g., for footbridge deckswith railing or bridge
decks with wind barriers, to the transverse galloping is analysed. The galloping is
self-excited motion represented by a harmonic oscillation normal to the wind direc-
tion usually with high amplitudes and low frequency after reaching the critical wind
velocity. With the further increase in the wind speed above the critical value, the
amplitudes of the oscillation grow due to negative damping. The assessment of the
proneness to the galloping is usually based on the quasi-steady theory utilizing the
results of the static force measurements of the analysed body in the wind tunnel.
According to this approach, a positive slope of the transverse force coefficient condi-
tions the possible occurrence of the galloping [2]. The galloping onset wind velocity
estimated on basis of the quasi-steady approach is inversely proportional to this slope
and proportional to mass-damping parameter called Scruton number [3].

From about the 1960s to the present days, many authors have focused on the
study of the galloping of the sharp-edged bodies, predominantly the prismatic ones
with the square or rectangular cross sections. Numerous wind tunnel tests identified
the rectangular cylinders with side ratio, SR, between 0.75 and 3 being prone to
galloping [4–6]. Paper [6] presents a detailed literature survey of the wind tunnel
measurements carried out on the rectangular prisms with side ratios between one
and two. The results of these tests indicates a significant variability of galloping
proneness determined for both profiles, which is caused probably by the different
flow and test conditions, i.e., an oncoming turbulence, a blockage or an edge sharp-
ness of the aerodynamic and aero-elastic models. Nevertheless, the majority of the
measurements determined higher susceptibility than indicates the galloping stability
parameter presented in Eurocode [7]. Thus, the use of this normative coefficient does
not seem to be conservative at all.

The previous wind tunnel tests performed by the authors on non-porous U-beams
associated with side ratio equal to 2 revealed a similar galloping susceptibility as
rectangular cylinders with the same side ratio [8]. The effect of U-profile depth
proved to be minimal. On the other hand, the influence of the 75% flange porosity
was observed to be more significant and increasing with the increase in the depth of
the profile. In this paper, the effect of flange porosity of U-profile onto the proneness
based on quasi-steady approach is studied in more detail. The six levels of porosity
covering the cases from non-porous to almost fully porous flanges were analysed
for the highest depth of the profile used in the previous measurements [8]. For each
porosity, the results of static wind tunnel test in the form of aerodynamic lift, drag
and transversal force coefficients are presented and discussed. The comparison with
the outputs of the test of rectangular cylinder with side ratios equal to two and six
are given.
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2 Aerodynamic Models and Wind Tunnel Tests Description

Six geometrically identical U-shaped aerodynamic models different only in their
flange porosity were built and tested in the climatic boundary-layer wind tunnel of
the Institute of Theoretical and Applied Mechanics, Czech Republic. All models
were 160 cm long and had the U-shaped cross section with along and across wind
dimensions B = 30 cm and D = 15 cm, respectively, see Fig. 1.

Each specimen was assembled from a wooden rectangular prism and a pair of
plastic flanges with certain degree of porosity. The wooden prism had rectangular
cross section with dimensions 30 × 5 cm. The flanges were built from two plastic
nets that were glued onto the frontal and rear sides of a tiny plastic frame in order to
secure a sufficient stiffness of the flanges, see Fig. 2a. The nets had an axial 7 mm
square grid and a specific degree of fill for each individual case. In total five degrees
of fill of the nets, i.e., five porosities of the flanges, p, were tested ranging from 0%
up to 90%, see Fig. 2b. The total height and thickness of both flanges were 10 cm

Fig. 1 Geometry of U-shaped cross-section

Fig. 2 a Flanges layout, b degree of the fill of the nets for various porosity, c photo of specimen
with flange porosity p = 75%, d photo of specimen with the plastic frame only
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and 6 mm, respectively. Moreover, the specimen only with this plastic frame, i.e.,
without nets was tested in order to define its influence onto the results, see Fig. 2d.
Finally, the prisms with rectangular cross-sections given by the side ratios equal to
two and six were tested for comparison purposes with each individual U-profile.

The specimens were placed vertically into the measuring part of the aerodynamic
test section of the wind tunnel, which is 1.9 m wide and 1.8 m high. The models
were enclosed between wooden and plastic end-plates to enforce bidimensional flow
conditions, see Fig. 3. Two load cellsATI IndustrialAutomation sensorsMini 40were
used for measuring the aerodynamic forces caused on the bodies of the specimens by
the wind load for the angles of wind attack, α, in the range from−15° to+15°. These
sensors were fixed to the upper and lower ends of the specimens and to the specially
designed synchronized rotationmechanisms, seeFig. 3. Thesemechanisms, thatwere
attached to the floor and the ceiling of the aerodynamic section, enabled rotation of
the specimens with the very small angle step, �α = 0.2°. Thus, the alternation of
aerodynamic coefficients, which are determined from the measured forces, with the
changing angle, α, can be detected very precisely. This small step was used for α in
the range from−2.5° to 2.5°, while a larger step�α = 0.5° was used for α up to±5°

Fig. 3 Photo of the load cell with the rotation mechanism fixed to the frame of the ceiling of the
tunnel (upper left), snapshot of the connection of the rectangular prism with the sensor at the ceiling
(bottom left); U-shaped specimen installed in the aerodynamic section of the wind tunnel (right)
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and finally for even higher α > 5° the step �α = 1° was adopted. The data from the
sensors were recorded for 60 s, which was sufficient with respect of the ergodicity
and stationarity of the process, with a sampling frequency fs = 1000 Hz.

All wind tunnel tests were conducted in a nominal smooth flow with a turbulence
intensity around 1%.Wind velocity was measured at 40 cm above the floor using the
Pitot tube. The Pitot tube was located in an undisturbed flow approx. 180 cm in front
of the model see the photo in Fig. 2. The independence of the aerodynamic force
coefficients on the Reynolds number, Re, was successfully verified for wind velocity
ranging from 4 ms−1 to 19 ms−1. The tests were finally performed at a wind speed
of about 14 m/s, i.e., corresponding to Re = 2.8e5 normalized using along-wind
dimension B.

3 Methodology Used for Assesing Susceptibility
to Galloping

The static wind tunnel tests were carried out to determine the drag and lift coefficients
needed to predict the susceptibility of the individual profiles to transverse galloping
according to the quasi-steady theory. The drag and lift coefficients, CD and CL,
respectively, were calculated for each angle of wind attack, α, from the measured
aerodynamic forces according to their definitions:

CD(α) = 2 · FD(α)

ρ·U 2 · D · L , (1)

where FD and FL are mean values of measured drag and lift forces, respectively,
ρ is air density, U is the mean wind velocity, D is the across-wind dimension and
L represents the length of the model. The aerodynamic forces were determined as
a sum of the forces measured by both sensors in the corresponding directions. The
modelling of the flanges in different porosity, the effect of which can be mutually
compared, required a production of larger models. This led to a higher blockage of
the wind tunnel in the range of 7.9–11.7% depending on simulated angle of the wind
attack. Thus, the corrections of the measured wind speeds based on a comparison of
the results of CFD simulations carried out in the software COMSOL for the profiles
placed in almost unbounded 2D space and in the confined 2D space simulating the
actual cross-section of the wind tunnel were incorporated.

The proneness to galloping were assessed using Glauert-den Hartog instability
criterion:

dCL

dα
+ CD < 0, (2)
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which is verified for zero angle of wind attack, i.e., for α = 0°. This criterion was
derived from a solution of one DOF system loaded by transverse force, FY , see e.g.
[2] and Fig. 1:

FY (α) = −FD(α) · sin(α) − FL(α) · cos(α) = 1

2
· ρ·U 2 · D · L · CFY (α), (3)

where

CFY (α) = −CD(α) · sin(α) − CL(α) · cos(α) (4)

The positive slope of CFY around α = 0° represents a necessary condition for
galloping proneness of the analysed bodies and an equivalent version of the insta-
bility galloping criterion (2). The value of the slope of the transverse force coeffi-
cient, CFY , is also equal to the value of the galloping stability parameter ag given in
Eurocode [7] and used for calculation of the critical wind velocity of the unstable
profiles:

ag = dCFY

dα

∣
∣
∣
∣
(α=0◦)

= −
(
dCL

dα
+ CD

)∣
∣
∣
∣
(α=0◦)

. (5)

4 Wind Tunnel Tests Results

The drag and lift coefficients related to all tested U-beams as well as to the rectan-
gular prisms with SR = 2 and SR = 6, which represent the reference cases for all
measurements, are presented in Fig. 4f or various angles of wind attack. In order to
be comparable, all coefficients are in this figure normalized to the same height D =
150 mm.

The curve of the drag coefficient, CD, with three inflection points in the analysed
angular interval, which is typical for the rectangular prismwith SR= 2, was observed
only for the non-porous U-profile. Other U-profiles with non-zero degree of flange
porosity have only one inflection point, i.e. minimum of CD, similarly to the case
of rectangular prism with SR = 6. While this rectangular cylinder has the minimum
of CD at zero angle, the minima of the porous U-profiles are shifted towards the
positive angles of the wind attack. Not only the similar courses, but also a proximity
of the curves, i.e., closely spaced values of CD related to the rectangle with SR =
2 and to the non-porous U-profile was determined. The proximity of the curves and
values was also found between the U-shaped profiles with the porosities p = 30%
and p = 50% as well as between the U-shaped profiles with the porosities p = 75%
and p = 90%. An assumption of the decreasing drag with the increase in flange
porosity is valid only for majority of positive angles of attack. For negative angles,
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Fig. 4 The drag coefficient, CD, and lift coefficient, CL, of the cylinders with rectangular and
U-shaped cross-sections for various angles of wind attack

the U-shaped cross-section with p = 30% revealed to have the highest aerodynamic
drag. The expected slight increase in the drag of rectangular prism with SR = 6 due
to fixing of the flanges consisting only from the plastic frame without the nets was
confirmed. The values of CD corresponding to the zero angle of wind attack are
presented for all tested bodies in Table 1. A significant decrease in this value in the
case of U-beams was determined for porosity above 75%
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Table 1 The aerodynamic parameters of the tested profiles

Cross
section

B/D [/] Porosity [%] CD (α = 0°)
[/]

dCL/dα [/] ag[/] �αIP[°] 〈αIP-; αIP+〉
[°]

2 0 1.48 −11.29 9.81 12.4 〈−6.2; 6.2〉
2 0 1.45 −9.60 8.15 13.8 〈−8.2; 5.6〉
2 30 1.49 −7.35 5.86 9.8 〈−4.8; 5.0〉
2 50 1.42 −8.15 6.73 8.0 〈−3.6; 4.4〉
2 75 1.04 −3.35 2.31 4.6 〈−4.0; 0.6〉
2 90 0.94 9.42 – – –

2 frame 0.52 26.92 – – –

6 0 0.33 22.36 – – –

A necessary condition for possibility of the galloping proneness is the negative
slope of the lift coefficient, CL, around zero angle of the wind attack. Analysis of
the curves related to CL for all analysed beams determined the negative slope for
the rectangular prism with SR = 2 and for the U-beams with flange porosity up to
75%, see Table 1. The slope of CL was calculated as a linear regression of values
related to angles α from −1° to + 1°. The only the exception represented the case
with the flange porosity p = 75%, where only angular range from -0.5° to + 0.5°
due to inflection point at α = 0.6° was used.

The range of angles corresponding to negative slope ofCL , i.e. the angular distance
between the inflection points of the curves in Fig. 4, is decreasing with the increase
in the porosity. The U-beams with the flange porosity higher than 75% and the prism
with rectangular cross-section with SR = 6 can be due to the positive slope of CL

around zero angle considered as stable with respect to the transversal galloping. In
the case of U-beam with zero flange porosity, the curve of CL is very close to the
curve of the rectangular prism with SR = 2. Only the extremes of CL corresponding
to the inflection points are higher, especially maximum for negative stall angle, and
these extremes are shifted in the direction of negative angular axis. The curves of CL

for porosities p = 30% and p = 50% have in the analysed angular interval similar
trend and lie very close to each other. In the range of the positive angles, these curves
follow the curve corresponding to the non-porous U-profile. On the other hand, in the
interval of negative angles, the change of the slope of CL for both porosities is with
the decreasing angle towards the angle related to the inflection point more gradual.
The influence of the plastic frame onCL revealed as minimal. Only small differences
in comparison with the rectangular prism with SR = 6 can be found for angles lower
than −3°.

In Fig. 5 the transverse force coefficient, CFy, is reported against the angle of
attack for all analysed profiles. Moreover, the intervals of angles of attack around
zero angle, �αIP, for which CFY has the positive slope, are presented in Table 1.
In this table, also the boundaries αIP

− and αIP
+ of the interval, �αIP, which define

the inflection points of the curves, are stated. The performed tests indicate that the
interval, �αIP, is decreasing with the increase in the flange porosity. In the case of
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Fig. 5 The transverse coefficient, CFy, of the cylinders with rectangular and U-shaped cross-
sections for various angles of wind attack

zero porosity, this angular interval is even slightly wider than for rectangular prism
with SR = 2.

The galloping stability parameter, ag, calculated from the slopes of CL and drag
coefficient, CD, for zero angle of attack is also listed in Table 1. Significantly higher
stability parameter ag = 9.81 for rectangular prism with SR = 2 than the value ag =
2 provided by Eurocode [7] was observed. Nevertheless, it was confirmed by many
authors, that this standardized value is not conservative [6]. The similar values to
our result can be found in [5] or [9], where ag = 8.8 and ag = 8.6, respectively, are
given. Only a little less value of the parameter ag = 8.15 was determined for the non-
porous U-shaped beam. Thus, a similar strong susceptibility to galloping as for the
rectangular prism with SR = 2 can be expected. According to the determined values
of ag and the ranges of �αIP, the U-profiles with porosities p = 30% and p = 50%
represent also the unstable cross-sections. However, due to lower ag, narrower �αIP

and also significant reduction of positive slope CFy with the decreasing negative
angles, their galloping susceptibility is expected to be lower. The results for both
porosities indicate the higher critical wind velocities and the lower responses than
for zero porosity, when assuming the identical structural parameters. The U-beam
with the flange porosity p = 75% can be considered as a practically stable, although
the positive slope of CFy around zero angle exists. The angular range of this positive
slope is very narrow, which limits the maximum level of the response. Due to the
negative slope of CFy around zero angle of the wind attack the U-beams with the
flange porosity higher than 75% as well as the rectangular prisms with SR = 6
with or without fixed plastic frames are expected to be stable in terms of transversal
galloping.
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5 Conclusions

The proposed paper presents the outcomes from the experimental aerodynamic
testing of the slender beams with U-shaped cross section carried out in the closed-
circuit wind tunnel of ITAMAS CR. The set of six U-beams having identical ratio of
the along-wind to the across-wind dimension equal to 2:1 was tested in the smooth
flow conditions in order to determine their galloping susceptibility. The individual
U-beams differ in the level of the flange porosity, which ranges from 0% to almost
100%. For comparison purposes, also the rectangular cylinders with side ratios 2:1
and 6:1 were tested.

The assessment of the proneness to transverse galloping was based on quasi-
steady approach, i.e., on the analysis of the sign of the slope of the transverse force
coefficient around the zero angle of the wind attack. The determination of this slope
requires performing the aerodynamicmeasurement of the forces induced by the wind
flow on the analysed bodies for various angles of the wind attack. In the present case,
the forces were measured and recorded for the angle of attack in the range from -15°
to +15°. From the mean values of the drag and lift forces the corresponding drag
and lift coefficients were evaluated and utilized for the calculation of the transverse
force coefficient.

The analysis of the results determined the U-beams with porosity lower than 75%
and the rectangular prism with side ratio 2:1 as potentially unstable from the point
of view of transversal galloping. The U-profile with the non-porous flanges can be
considered as a strongly susceptible to galloping almost similarly as rectangular
cross-section with side ratio 2:1. The galloping susceptibility of other U- profiles
was in general decreasing with the increase in the level of porosity up to the value
of 75%. The negative slope of transverse force coefficient was observed for the U-
beams with porosity higher than 75% and for the rectangular prism with side ratio
equal to 6:1. These profiles can be assumed as stable in terms of transverse galloping.
In the near future, the obtained results and conclusions are expected to be verified
by aero-elastic wind tunnel tests.
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Development of Sensor Unit
for Extraction/Transmission of Only
Peak Acceleration Response

Yoshihiro Nitta and Akira Nishitani

Abstract This paper presents the sensor units which are developed to store
autonomously only the acceleration peak value data and the basic scheme of sending
those data to the web server. The developed sensor unit consists of Raspberry Pi 3B,
digital MEMS accelerometer and Low Power Wide Area (LPWA) network device.
Having the transmitted data volume limitation, LPWA network device advanta-
geously enables long-distance communication with such a low power as can be
operated on the battery. The proposed algorithm associatedwith the developed sensor
unit would be able to extract the peak absolute acceleration response of a structure
to every single earthquake. The sensor unit implemented into each building would
transmit the peak absolute acceleration response as well as the basic structural infor-
mation (such as structure type and fundamental frequency) to the web server utilizing
LPWA network device. The developed sensor unit would provide the useful informa-
tion for estimating the damage situation in the area in which the building is located.
The proposed sensor unit has been tested utilizing the opportunity of full-scale steel
hospital building shake table experiments at the E-Defense.

Keywords Sensor unit · LPWA ·Maximum absolute acceleration

1 Introduction

The recent progress of computer and data-communication technologies has brought a
variety of engineering innovations and paradigm shifts, then with many engineering
fields stepping into new stages. The civil engineering field is certainly one of such
cases. For the last couple of decades, civil engineers have been attempting to inte-
grate various advanced-technology-based systems into civil structures to enhance the
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structural safety and improve the functionality. A typical example of those systems
is the cyber-based sensing system [1, 2] covering a broad area such as an entire city
area, for instance. Such a cyber-based sensing system would contribute to the rapid
judgement of the area damage state and prompt decision making on the required
action strategy soon after an earthquake. The system consists of two processes: one
collects the necessary information; and the other evaluates the collected information
and estimates the damage situation of the target area.

For the purpose of developing the above-mentioned cyber-based sensing system
leading to prompt decision-making on required activities in case of disastrous seismic
event, this paper presents the basic scheme of autonomous storing and sending only
the peak value data of absolute acceleration response to the web server with such
a developed sensor unit. In the typical advanced cyber-based sensing system, the
several wireless sensor units are usually installed into a building [3–6]. For estimating
the damage index from the data sent by each sensor unit, the time-synchronization
of the data from each sensor unit is important. For time-synchronization, however,
the complex algorithm would be required and many protocols should be sent and
received between multiple sensor units by using wireless network. For avoiding
that effort-consuming work, the developed sensing unit installed into the building
only sends the peak values of absolute acceleration response of the top floor, then
without any time-synchronization needed. And the web server receiving the peak
value information of several sensor buildings would provide the “pseudo” absolute
acceleration response spectrum in the framework of the cyber-based sensing system.

The developed sensor unit consists of Raspberry Pi 3B,MEMS digital accelerom-
eter and Low PowerWideArea (LPWA) network device. Having the transmitted data
volume limitation, the LPWA network device advantageously enables long-distance
communicationwith such a lowpower as can be operated on the battery. The proposed
algorithm associated with the developed sensor unit would be able to extract the
peak absolute acceleration response of a structure to every single earthquake, even
if multiple earthquake continuously occurs. With the LPWA network device, the
sensor unit implemented into each building would transmit to the web server the
peak absolute acceleration response as well as the basic structural information, such
as structure type and fundamental frequency. The sensor unit would provide the
useful information for estimating the damage situation in the area. The proposed
sensor unit has been tested at the opportunity of full-scale steel hospital building
shake table experiments at the E-Defense. The experiments have been conducted by
applying several levels of seismic input excitations to this real scale model building
so as to induce various structural damage situations.
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Fig. 1 Concept of the proposed cyber-based sensing system

2 Developing the Sensor Unit for Extraction/Transmission
of Peak Acceleration

2.1 Concept of the Cyber-Based Sensing System

After the occurrence of an earthquake, it is strongly demanded to make the prompt
decision toward the disaster recovery associated with the rapid judgement or
predicting of the area damage. For estimating the area damage, the response spec-
trum provides very useful information about which frequency range of structures
would be severely affected by the earthquake. And also SI value [7] calculated from
the response spectrum supplies one of damage indices for area. For calculating the
response spectrum,measuring the earthquake ground acceleration data on each site is
needed. In addition, a lot of response computation with those earthquake data would
be required to obtain the response spectrum for several site on real time. Thus, in
this research, the concept of the pseudo absolute response spectrum based on the
actual response data is proposed by using the cyber-based sensing system. With the
measured structural response and the fundamental frequency information of each
building, the pseudo absolute response spectrum could be available on real time.
Figure 1 shows the schematic model of the proposed concept. The web server makes
the pseudo absolute acceleration response spectrum from the stored data file. Such
a pseudo response spectrum would be of great help for the decision making toward
the disaster recovery.

2.2 Details of the Sensor Unit

Considering the concept of the cyber-based sensing system, the proto-type sensor
unit for extraction and transmission of the peak absolute acceleration response of
a structure has been manufactured. The basic components of the sensor unit are
Raspberry Pi 3B; a digital 3-axis MEMS accelerometer; a real-time clock (RTC);
and Low Power Wide Area (LPWA) network device, IoT-Pi. The Raspberry Pi 3B
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Fig. 2 Developed sensor
unit

employs the Coretex-A53 quad-core 1.4 GHz of ARM processor as CPU and utilizes
the Raspbian OS, which is one of the Linux OS. So, Raspberry Pi 3B can accept
various program languages and use the various calculation tools on the internet. And
Raspberry Pi 3B is able to directly connect to the digital accelerometer using I2C
interface.MMA7660FCT [8] as 3-axis digital accelerometer is employed.Maximum
acceleration range ofMMA7660FCT is 1.5G, andmaximum sampling rate is 120Hz.
The sensitivity of MMA7660FCT is 21.33 LSB/g. MMA7660FCT can send 3-axis
acceleration data to Raspberry Pi 3B utilizing I2C. IoT-Pi has RTC module, GPS
module and LPWAcommunicationmodule utilizing LTE-M. IoT-Pi can transmit and
store the measuring data on the Excel file of Google drive. RTC and GPS module on
IoT-Pi provide the useful information for time synchronization of several sensor unit.
One unit of developed sensor unit costs about US$650 including one year LPWA
communication contract fee. Figure 2 shows the developed sensor unit.

For the purpose of extracting the peak absolute acceleration response to an earth-
quake, the measuring algorithm is developed. The developed measuring algorithm
consist of two modules; one identifies the end of structural response and the other
distinguishes the earthquake response from such pulse-like response as those to door
closing or human walking, for example. To identify the end time of the structural
response, the information on the duration of the structural response is utilized. In this
research, the algorithm recognizes that it is the end of the structural response when
the duration is over 30 s. The main frequency components of the pulse-like vibration
due to door closing or walking are usually in the range of high frequencies, which are
typically different from the fundamental frequencies of the structure. Such a pulse-
like response does not exceed the duration of several sec. To appropriately extract
the earthquake response, the pulse-like response is distinguished with the magnitude
of the measurement duration. Based on several experimental results, the time of 35 s
is employed as the threshold value for recognizing the earthquake response. The
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developed algorithm sends the peak absolute acceleration response to Excel file on
Google drive and stores the time history data measured during earthquake as backup
data in Raspberry Pi3.

3 Experimental Verification with Full-Scale Model
Building at d-Defense

To investigate the capabilities of the sensor unit and algorithm for extraction and trans-
mission of the peak absolute acceleration response, the developed sensor units have
been implemented into the full scale hospital building specimen at the E-Defense.
The specimen of the full scale steel-structured building model consists of a four-
story quake-resistant building and a three-story base-isolated building [9]. These
two buildings are connected to each other with a crossing corridor. Figure 3 shows
the overview of this hospital building specimen. During December 4 and 8, 2020,
two kinds of seismic input motion were applied to the building model on the shaking
table; one is JMA Kobe 1995 and the other OS2, a long period artificial ground
motion expected in Osaka. Table 1 shows the schedule list of shaking table tests on
December 4 and 8. As shown in this table, white-noise excitations were applied to
the model hospital in addition to the two main quakes. Two of the sensor units shown
in Fig. 4 were installed on the first and roof floors of the four story building. Only
the sensor unit on the roof floor sent the peak.

(a) Whole picture of the hospital building model (b) Four-stories building model

Fig. 3 Hospital building model. a Whole picture of the hospital building model. b Four-stories
building model
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Table 1 Schedule of the shaking test

Date Input ground motion Level

1:00 p.m. on 4th December White noise –

1:30 p.m. on 4th December OS2 50%

1:50 p.m. on 4th December White noise –

0:30 p.m. on 8th December White noise –

1:00 p.m. on 8th December JMA Kobe 50%

(a) Sensor unit on first floor (b) Sensor unit on Roof floor

Fig. 4 Sensor units installed on first and roof floor. a Sensor unit on first floor. b Sensor unit on
roof floor

absolute acceleration values to the Excel file in the Google drive. The threshold
acceleration amplitude value for the measurement start was set 150 cm/s2. For
warranty, all the detected peak absolute acceleration responses including electric
noise and shock waves during the E-defense shaking table tests were stored and sent
to Google drive.

Responding to OS2, the two sensor units were succeeded to store both the time
history and peak values of absolute acceleration response inside the Raspberry Pi
3B. But, as a result, the sensor unit on the roof floor could not send the peak values to
Google drive. The reason was that the poor radio wave condition of LTE-M caused
the interrupted transmission to Google drive. The extracted peak values and stored
time histories by the two sensor units are shown, respectively, in Table 2 and Fig. 5.
With respect to the white noise waves, the sensor unit on the roof floor did measure
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Table 2 Measured peak absolute acceleration response for OS2 on 4th December

Time of date Floor Direction Peak value (cm/s2)

1:30:26 p.m 1st floor X 335

1:30:10 p.m 1st floor Y 220

1:30:26 p.m Roof floor X 945

1:30:26 p.m Roof floor Y 990

(a) X-direction time history of first floor

(b) Y-direction time history of first floor

(c) X-direction time history of roof floor

(d) Y-direction time history of roof floor

Fig. 5 Stored time histories for OS2. a X-direction time history of first floor. b Y-direction time
history of first floor. c X-direction time history of roof floor. d Y-direction time history of roof floor
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Table 3 Measured peak
absolute acceleration
response at the roof floor for
white noise on 4th December

Time of date Direction Peak value (cm/s2)

1:02:28 p.m X 78

1:02:28 p.m Y 151

1:54:38 p.m X 155

1:54:41 p.m Y 103

those data but the unit on the first floor could not do because the amplitudes of the
first floor accelerations were too small. The peak values extracted by the sensor unit
are shown in Table 3.

Regarding JMA Kobe, only the sensor unit on the roof floor could store the time
history of absolute acceleration response and send its peak values to Google drive,
while the sensor unit on first floor was not successful due to the OS system error
of Raspberry Pi 3B. The list of extracted values in Excel file on Google drive are
shown in Table 4. Table 4 includes the peak values for the shock wave and electric
noises. Figure 6 shows the time histories of JMA Kobe, and Fig. 7 shows the typical
time histories of the shock wave. These figures tell how important the algorithm
distinguishing the difference between the earthquake response and the pulse-like
response is.

The above results indicate that the proposed sensor unit could extract the peak
values of absolute acceleration responses and transmit them to the Excel file in
Google drive.

4 Implementation for Actual Buildings

To demonstrate the capabilities of the developed sensor unit and algorithm in a
real structure, two sensor units are installed on the top floors of two RC build-
ings in Ashikaga University in Tochigi, Japan; they are seven- and four-story build-
ings. For this actual building application, the 3 axis digital MEMS accelerometer,
MMA7660FCT does not have enough sensitivity for small andmoderate earthquake.
Then, new3axis digitalMEMSaccelerometer,BMA400 [10], is employed.BMA400
has the same I2C interface asMMA7660FCTand is able to select themeasuring range
of acceleration, 2G, 4G, 8G and 16G. In this application, 2G has been selected, with
the sensitivity for 2G range being 1024 LSB/g. Compared with MMA7660FCT,
BMA400 has higher sensitivity with a sampling rate of 100 Hz. Figures 8 and 9
show the buildings and the installed sensor units.

In the real building application, the threshold acceleration amplitude value for
measurement start and peak value storage is set 15 cm/s2 with the threshold value of
duration equal to 25 s. If the duration does not exceed 30 s, the peak response value
would not be stored. For warranty, however, the time history of acceleration response
is recorded. As of the end of June, 2021, the two sensor units have not measured any
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Table 4 Measured peak
absolute acceleration
response at the roof floor

Time of date Input motion Direction Peak value (cm/s2)

9:21:06 a.m Electric noise Y 116

9:21:13 a.m Electric noise X 102

9:21:42 a.m Shock wave Y 118

9:22:03 a.m Shock wave X 382

9:23:10 a.m Electric noise X 102

9:22:10 a.m Electric noise Y 164

9:54:58 a.m Electric noise X 151

9:55:01 a.m Electric noise Y 96

10:17:40 a.m Electric noise X 152

10:17:58 a.m Electric noise Y 137

10:32:11 a.m Electric noise X 151

10:32:11 a.m Electric noise Y 97

10:48:43 a.m Electric noise X 150

10:48:46 a.m Electric noise Y 98

10:59:49 a.m Electric noise X 151

10:59:56 a.m Electric noise Y 98

11:22:54 a.m Electric noise X 150

11:22:54 a.m Electric noise Y 98

11:32:39 a.m Electric noise X 151

11:32:48 a.m Electric noise Y 144

11:34:32 a.m Electric noise X 151

11:34:32 a.m Electric noise Y 98

11:42:13 a.m Electric noise X 150

11:42:17 a.m Electric noise Y 135

11:43:53 a.m Electric noise X 150

11:43:53 a.m Electric noise Y 98

12:29:50 a.m Electric noise X 150

12:29:50 a.m Electric noise Y 98

12:33:31 a.m White noise X 150

12:33:31 a.m White noise Y 98

13:02:49 a.m JMA Kobe X 1317

13:02:49 a.m JMA Kobe Y 1255

acceleration data yet since such an earthquake as to trigger the measurement has not
occurred since the sensor unit setting.
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(a) Time history of X direction

(b) Time history of Y direction

Fig. 6 Stored time histories of the roof floor for JAM Kobe. a Time history of X direction. b Time
history of Y direction

(a) Time history of X direction

(b) Time history of Y direction

Fig. 7 Stored time histories of the roof floor for Shock wave. a Time history of X direction. b Time
history of Y direction
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(a) Seven story RC building (b) Sensor unit on seventh floor

Fig. 8 Sensor units installed on seven-story building. a Seven story RC building. b Sensor unit on
seventh floor

(a) Four story RC building (b) Sensor unit on fourth floor

Fig. 9 Sensor units installed on four-story building. a Four story RC building. b Sensor unit on
fourth floor

5 Conclusions

This paper presents the basic scheme of autonomous storing only the peak values
of absolute acceleration responses and sending those data to the web server with a
developed sensor unit. The developed sensor unit is composed of: (1) Raspberry Pi
3B; (2) 3-axis digital MEMS accelerometer; and (3) Low PowerWide Area (LPWA)
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network device. The algorithm is also developed for extracting the peak absolute
acceleration response to an earthquake. It consist of two modules: one is to identify
the end of structural response; and the other is to distinguish the difference between
the seismic and pulse-like responses (such as response to door closing or human
walking). The effectiveness of the proposed system has been demonstrated by the
full-scale hospital building model experiments conducted at E-defense. The results
of E-defense shaking table test indicate that the proposed sensor unit and algorithm
can extract the peak absolute acceleration response data and transmit them to the
Excel file in Google drive. The developed sensor unit and algorithm would provide
the useful information for estimating the damage situation in the area.
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Indirect Estimation Method of Bridge
Displacement Under Moving Vehicle
Based on Measured Acceleration

Mingwei Wang, Yan Li, Guowei Lin, Baocheng Liu, and Changyun Ye

Abstract Direct measurement of dynamic displacement during bridges load testing
usually is time-consuming, expensive and sometimes is difficult to perform. This
paper proposes an indirect measurement method of bridge dynamic displacement by
acceleration integration. The dynamic-static separation processing and amulti-round
baseline correction technique based on least squares method are used in the proposed
approach. After the baseline of measured acceleration data is corrected totally, the
filter is used to eliminate high frequency noise and separate quasi-static and free
vibration response before integrating. Considering the natural difference between
dynamic and static response an innovative effective baseline correction method is
established during acceleration integration process. The accuracy and feasibility of
proposed displacement estimated method is verified based on a real bridge in-situ
dynamic load test. The results indicate that the proposed method has a satisfied
accuracy and can be applied in engineering practice.

Keywords Moving vehicle · Acceleration integration · Dynamic-static
separation · Least squares method · Baseline correction

1 Introduction

Displacement measurement plays an important role during loading tests and health
monitoring for bridges, which can be used to evaluate structural actual stiffness
and service state of bridges. Methods of displacement measurement can generally be
divided into two types: contact and non-contact. Though contact displacement sensor
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commonly has good accuracy, usually it is difficult to find a relatively fixed refer-
ence point due to the restriction of site condition and structural forms during field
test. Typical non-contact methods such as GPS are only suitable to long-span flex-
ible bridges with large deformation, but are inapplicable to small and medium span
bridges. In recent years, the displacement measurement method based on machine
vision has become a research hotspot, but there is still a certain distance from prac-
ticality. At the same time, its sensitivity to light and weather conditions also limits
the wide application of this method in transportation infrastructure maintenance [1].
Relatively speaking, the accelerometer does not need a fixed reference point, and can
be used in testing easily with low cost. Moreover, the bridge displacement response
can be obtained through acceleration signal integration in theory. Therefore, indirect
estimation based on the measured acceleration has been proposed as an effective
method of bridge displacement measurement [2–4].

The literature review indicates that time-domain and frequency-domain integra-
tion are two main integration methods for obtaining displacement through accelera-
tion signal. For the frequency-domain integration, the quasi-static response of bridge
is determined by the low frequency part of acceleration spectrum signal, therefore the
low frequency noise has significant influence on the accuracy of frequency domain
integration result [5]. For the time domain integration, small errors of vibration signal
will accumulate and finally deviate fromactual value and baseline. Recent years some
research have been performed in this field. Chen et al. [6] proposed a polynomial
fitting method of extreme value to eliminate the trend of error, and the displacement
curve with good accuracy is obtained. However, this method only works on the linear
trend term and constant error term, cannot eliminate the error induced by random
noise. Hidehiko Sekiya et al. [7] got displacement response by integrating forced
and free vibration acceleration respectively, and found that the method works only
by high resolution acceleration sensors under low noise environment. The proposed
method cannot completely eliminate the error caused by inherent characteristic of
sensor.Umekawa et al. [8] proposed a baseline correctionmethod of fitting error trend
term by spline curve after direct double integration of acceleration, but it is only suit-
able for the slight baseline drift. Effective error elimination methods are necessary
for the recorded response signals with not so satisfactory accuracy. Zheng et al. [9]
proposed an online real-time acceleration integration scheme based on the recursive
least squares method, high-pass filter and integrator. The results show that the base-
line correction through least squares method can effectively reduce the acceleration
integral error. However, since the target baseline in velocity and displacement base-
line correction is set to zero horizontal line, it cannot be directly applied to the cases
when the bridge does not vibrate around zero horizontal line, such as vehicle-induced
vibration.

Hence, the present study proposes a method of bridge displacement response
measurement which can be used for typical operation condition and dynamic load
testing. An acceleration time domain integration approach based on dynamic-static
separation and least squares method is established by combining with a more effec-
tive baseline correction strategy. This article mainly includes two parts: in Sect. 2, the
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basic principle, process and key points of the proposed method for indirect displace-
ment measurement are deduced and introduced. In Sect. 3, the real bride field test
verification and related parameters study for the proposed method is introduced.

2 Estimation Method of Bridge Dynamic Displacement
Under Moving Vehicle Based on Measured Acceleration

2.1 Framework and Implementation Process of the Proposed
Method

The acceleration signal usually may deviate from the actual value due to environ-
mental and equipment noises, and that will lead to obvious baseline drift. However,
this deviation exists in the entire frequencydomain, so the errors cannot be completely
separated by filtering [8]. The dynamic response of bridge under moving vehicle can
be considered as a superposition of free vibration and the quasi-static response with
different baselines respectively. Considering the characteristics of dynamic response
and measured acceleration signals for bridge under moving vehicle, a new displace-
ment response estimation algorithm is proposed in this paper. A multi-strategy
combined with low-pass, band-pass filtering and multi-round baseline correction
of acceleration signals are performed in the proposed method based on acceleration
time domain integration. The framework and process of the displacement estimation
method can be described as Fig. 1.

The detailed steps of the proposed method can be summarized as follows.

Step 1 Intercept the time period from the front axle on the bridge to the rear axle
off the bridge from the measured acceleration signal.

Step 2 Perform the first baseline correction with the least squares method.
Step 3 Obtain quasi-static acceleration and free vibration acceleration with filter

based on FFT.
Step 4 Integrate the accelerations relatively to obtain the velocities.
Step 5 For the free vibration velocity, perform the baseline correction with

least squares method; for the quasi-static velocity, perform the baseline
correction by subtracting the mean value.

Step 6 Integrate the velocities relatively to obtain the displacements.
Step 7 For the free vibration displacement, perform the baseline correction with

least squares method, and the quasi-static displacement is no longer
corrected.

Step 8 Superimpose the two to obtain final estimated displacement.

The specific principle and application of the above method will be discussed in the
following parts.
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Fig. 1 Process of acceleration integration method based on dynamic-static separation and least
squares method
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2.2 Principle of Acceleration Integration Based
on Dynamic-Static Separation

Cut-off frequencyfilter is used to process the acceleration signal before the integration
in the proposedmethod. The structure quasi-static response is obtainedwith low-pass
filter. Band-pass filter is applied to obtain the free vibration response and filter out the
high frequency components to reduce the estimation error. The filtering expression
is defined as:

y(ω) =
N−1∑

k=0

H(k)X (k)e j2πkω/N (1)

where N is the amount of measured acceleration sampling points; X (k) is the accel-
eration signal after Fourier transform; H(k) is the frequency response function of
the filter, when low-pass filter is selected the function is defined as:

H(k) =
{
1 (k� f ≤ fb)
0 (k� f > fb)

(2)

When the band-pass filter is selected, the function expression can be given as:

H(k) =
{
1 ( fb ≤ k� f ≤ fu)

0
(
k� f < fb or k� f > fu

) (3)

where fb is the boundary frequency between free vibration and quasi-static response;
fu is the upper cut-off frequency; � f = f/N is the frequency resolution; f is the
sampling frequency.

If thewhole process of bridge displacement response caused by the passing vehicle
is regarded as one vibration period, the boundary frequency between free vibration
and quasi-static response can be calculated according to the vehicle passing time.
The upper cut-off frequency can be determined by estimating the natural frequency
rangewhich dominates the structure dynamic response through numerical simulation
or dynamic test.

In time domain, the dynamic displacement of the bridge can be obtained by double
integration of the acceleration:

u(T ) =
T∫

0

v(t)dt + u0 =
T∫

0

[
T∫

0

a(t)dt + v0]dt + u0 (4)

where u is displacement; v is velocity; a is acceleration; v0 is initial velocity; u0 is
initial displacement.
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Assuming that the initial velocity and displacement are equal to 0, the displace-
ment calculation expression can be written as follow based on the trapezoidal
formula:

u(T ) =�t

2

T/�t−1∑

i=1

[v(ti ) + v(ti+1)]

=�t

2

T/�t−1∑

i=1

{
T/�t−1∑

i=1

[a(ti ) + a(ti+1)] +
T/�t∑

i=2

[a(ti ) + a(ti+1)]
}

(5)

where �t is the sampling interval; ti is the sampling time point.

2.3 Principle of Multi-Round Baseline Correction

In order to solve the baseline drift problem of the displacement curve obtained by
acceleration integration and to improve the accuracy of displacement estimation,
a multi-round baseline correction strategy is proposed in this paper. The baseline
correction based on least squares method is performed on the measured acceleration
signal, the integral velocity and displacement data, respectively. Meanwhile, for the
uncertainty of the quasi-static response baseline, an error correction method of mean
value substraction is proposed for the quasi-static velocity response obtained by
integration.

2.3.1 Baseline Correction Based on Least Squares Method

The least squares method is used to fit the baseline of unprocessed data. The result
is called the fitted baseline. The essence of the method is to construct a function as
follow:

φ(t) =
m∑

k=0

ckϕk(t) (6)

According to xu(ti ), find a approximate function φ(t) to meet:

N∑

i=1

[φ(ti ) − xu(ti )]
2 = min (7)

where ϕk(t) = t k (k = 0,1,…,m) is the best square approximation function, its
coefficient is ck , and the highest order is m; xu(ti ) is the uncorrected data values.
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The purpose of obtaining the fitted baseline is to determine the actual case of
the uncorrected data baseline drift so that the correction can be performed. It has
been shown that fitting the uncorrected data with a linear polynomial can achieve
better results [9]. The degree and coefficients of the polynomial can be determined
by fitting and trial calculations based on the bridge measured data.

The corrected curve can be obtained by subtracting the difference between the
fitted baseline and the target baseline from the uncorrected data:

x(t) = x ′(t) − [φ(t) − f (t)] (8)

where x(t) is the baseline corrected acceleration or displacement; f (t) is the target
baseline, for free vibration signals, it is the zero horizontal line.

2.3.2 Baseline Correction Based on Mean Value Substraction

Since only the free vibration term remains in the bridge response after the car goes
off the bridge, the static displacement of the bridge is restored to 0. Therefore, the
quasi-static displacement at the moment the car goes off the bridge can be expressed
by the quasi-static velocity according to Eq. (5) as:

u(tN ) = �t

2

N−1∑

i=1

[v(ti ) + v(ti+1)] = 0 (9)

Divide both sides of the equation by �t/2 to get:

N−1∑

i=1

[v̄(ti ) + v̄(ti+1)] =v̄(t1) + 2
N−1∑

i=2

v̄(ti ) + v̄(tN )

=2
N∑

i=1

v̄(ti ) − v̄(t1) − v̄(tN ) = 0 (10)

Considering that the bridge static velocity response at the time of the front axle
on the bridge v(t1) and the rear axle off the bridge v(tN ) are 0, it can be deduced
that the mean value of the quasi-static velocity response for the whole process of the
vehicle passing through is 0, that is:

1

N

N∑

j=1

v(t j ) = 0 (11)

Therefore, a correction formula for quasi-static velocity response curve obtained
by first integration is proposed:
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v(ti ) = vu(ti ) − 1

N

N∑

j=1

vu(t j ) (12)

where vu(ti ) is uncorrected quasi-static velocity response.

3 Engineering Application and Experiment Verification

3.1 Test Bridge and Dynamic Load Test Scheme

The test bridge is a pre-stressed concrete fabricated simply supported hollow slab
bridge. Its total length is 147 m and the span arrangement is 2 × 13 m + 5 × 20 m.
The 20 m span of the bridge is chosen for the dynamic vehicle load test to provide
data support for the application and validation of the proposed method.The bridge
appearance is shown in Fig. 2a, the half cross section and vehicle loading position
are shown in Fig. 3.

A three-axle truck which is commonly used in China highway bridge test is
selected (shown in Fig. 4). The parameters are P1 = 6.88t, P2 = P3 = 19.61t, D1
= 3.85 m, D2 = 1.80 m, D3 = 1.35 m. Restricted by the field test conditions, the
vehicle was set to cross the bridge at a constant speed of 20–40 km/h. The speed case
of the vehicle passing the bridge shall be subject to the actual vehicle speed.

In order to gather the dynamic response of the bridge undermoving vehicle, accel-
eration measurement points were arranged at the middle of 5# beam, and displace-
ment measurement points were arranged at the middle of 5#, 7#, 9# and 11# beams.
The dynamic signal test systemDH5922 ofDonghuaCompanywas used to record the
dynamic response at each measurement point with a sampling frequency of 200 Hz.
The layout of acceleration and displacement sensors and the field test process are
shown in Fig. 2b, c. Taking the speed of 30.4 km/h as an example, the measured
acceleration and displacement response at the middle of 5# beam are shown in Fig. 5.

3.2 Acquisition Implementation of Displacement Response
Based on Acceleration

The acceleration time history signal of 5# beam is selected as an example when the
vehicle average speed is 30.4 km/h, and the method proposed in this paper is applied
to estimate the dynamic displacement. According to the observation records of the
vehicle position at the field, the time period from the front axle on the bridge to the
rear axle off the bridge is accurately intercepted. This acceleration data baseline is
fitted by least squares method with a linear function with the method proposed in
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Fig. 2 Field test: a appearance of the bridge; b displacement sensors layout; c acceleration sensors
layout
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Fig. 3 Half cross section and vehicle loading position (cm)

Fig. 4 The truck used in field test

Sect. 2, then the first baseline correction is carried out. The original and modified
data are shown in Fig. 6a, b.

This study found that the natural frequency range which plays a dominant role in
the dynamic response of the bridge is contained within ten orders. A spatial finite
element model of the bridge is established with Midas civil, and the structural modal
analysis is performed. The tenth order natural frequency of the bridge is 23.96 Hz,
so the upper cut-off frequency is selected as 24 Hz. The passing time of the vehicle
is 2.985 s, and the quasi-static response frequency of the bridge excited by this is
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Fig. 5 Measured dynamic response of the middle of 5# beam when vehicle passes the bridge at
30 km/h: a time history acceleration response; b time history displacement response

Fig. 6 First baseline correction and dynamic-static separation: a acceleration measurement and
baseline; b corrected acceleration; c quasi-static Acceleration; d free Vibration Acceleration

about 0.35 Hz. In this case, the boundary frequency can be confirmed as 0.4 Hz.
Then, the signal is analyzed in frequency domain through fast Fourier transform, so
as to obtain the free vibration and quasi-static acceleration response by filter (shown
as Fig. 6c, d).

From the comparison of the curves before and after processing, it can be seen
that the baseline drift in the original acceleration data is corrected with least squares
method. The filtered free vibration acceleration curve ismore continuous and smooth.
It shows that the band-pass filter can effectively remove the high frequency noise
interference, and the follow-up integration error trend term can be reduced.

After integrating the quasi-static acceleration signal obtained in the above steps,
the mean value of velocity data is calculated and the baseline correction is performed
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Fig. 7 Quasi-static acceleration integration and correction: a quasi-static acceleration; b quasi-
static velocity andmean value calculation; c corrected quasi-static velocity;d displacement obtained
by uncorrected velocity; e displacement obtained by corrected velocity

according to the method proposed in Sect. 2. The integration and correction process
is shown in Fig. 7. It can be observed that the quasi-static displacement obtained by
direct integration of the velocity has error trend terms, resulting in baseline drift. The
baseline correction by substracting the mean value can better solve the problem.

The free vibration acceleration response is integrated, then the correction method
is applied to fit the baseline of velocity and displacement response curves by least
squaresmethodwith a linear function.The integrationprocess andfinal superimposed
displacement are shown in Fig. 8.

3.3 Results Analysis

The bridge displacements at different test vehicle speeds are estimated based on
the measured accelerations. The comparison between the estimated and the corre-
sponding measured dynamic displacement curves of other vehicle speed conditions
is shown Fig. 9.

In order to evaluate the accuracy of this indirect measurement method, the relative
peak error is introduced to assess the agreement between the estimated andmeasured
displacement time history curves (as shown in Eq. 13).

ζP = |max|dM | − max|dE ||
max|dM | (13)

where dE represents the bridge integral displacement at any moment; dM represents
the measured displacement at any moment.
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Fig. 8 Free vibration acceleration integration and correction: a free vibration acceleration; b free
vibration velocity and baseline drift; c corrected free vibration velocity; d free vibration displace-
ment and baseline fit; e corrected free vibration displacement; f comparison of estimated and
measured displacement

Fig. 9 Comparison of estimated displacement and measured displacement at different speeds: a
23.4 km/h; b 36.7 km/h; c 40.5 km/h; d 41.2 km/h
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Table 1 Error analysis of estimated displacement at different vehicle speeds

Vehicle speed (km/h) 23.4 30.4 36.7 40.5 41.2

Peak difference (mm) 0.021 0.041 0.069 0.015 0.049

Relative peak error ζP (%) 3.04 5.29 8.70 1.68 5.41

The calculated assessment indexes are listed in Table 1.
The error analysis indicates that the peak differences between the indirect esti-

mated and the measured value are in the range of 0.015–0.049 mm, and the average
value of the five speed conditions is 0.039 mm. The relative peak errors are ranged
from 1.68 to 8.7% and the average value is 4.82%. It shows that the displacement
obtained by integration has a good accuracy.

4 Conclusions

Based on the current theories of indirect displacement estimation by acceleration, this
paper studies and analyzes the time-domain integration fundamental and the baseline
correction method. An indirect measurement approach of bridge dynamic displace-
ment is proposed. It is combined with the dynamic-static separation of measured
acceleration and the baseline correction based on least squaresmethod. The proposed
method is applied to actual indirect displacement measurement through a bridge
dynamic load test and the feasibility is verified. The following conclusions are drawn:

(1) The displacements obtained by this method match well with the measured
displacements. It indicates that themethodhas a good engineering applicability.

(2) The approach is simple to operate in practical application. In addition to the
arrangement of acceleration sensors, it only needs to record the time of the
vehicle on and off the bridge. Moreover, it has certain generality for bridges
of different structural forms.

(3) In this study, the span of test bridge is small, so the amplitude of displacement
response under vehicle load is low, which is a factor leading to the increase
of the relative error. In addition, because of the short passing time, the bridge
quasi-static displacement would not completely restore due to damping effect
when the vehicle went off the bridge. Therefore, this is also one of the reasons
of estimation error for the basic assumption of Eq. (9) cannot be totally met.

In future research, more comparative test studies will be conducted on bridges of
different types. The influence of various factors on the applicability of the method
will be further investigated, and the development of engineering applications will be
promoted.
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In-Situ Measurements for the Structural
Monitoring of Galleria dell’Accademia di
Firenze (Italy): Preliminary Results
of the Tribuna

Silvia Monchetti, Gianni Bartoli, Michele Betti, Claudio Borri,
Claudia Gerola, Andrea Giachetti, Cecilie Hollberg, Vladimir C. Kovacevic,
Carlotta Matta, and Giacomo Zini

Abstract The paper introduces recent results of experimental activities carried out
on the Tribuna of the Galleria dell’Accademia di Firenze (Italy) where theMichelan-
gelo’s David is exhibited to the public. The work aims to investigate the dynamic
behaviour of the Tribuna through the analysis of the accelerations measured by two
triaxial stations roving in different positions. The experimental layout, in terms of
instruments choice and its position, was carefully designed by considering both the
architectonic features of the structure and the masterpieces collected in the Tribuna,
such as paintings and sculptures which could not bemoved during themeasurements.
The investigation activitywas performed in the framework of awider research project
co-founded by Tuscany Region and Galleria dell’Accademia di Firenze with the aim
to preserve the museum complex and the works of art inside. A computational model
is herein proposed to illustrate the process of calibration, and its advantages in terms
of model reliability, through the comparison between the experimental results and
the model output itself. More in detail, the research deal with the issue related to
the analyses of a portion of the structure, extracted from the whole complex, and
the boundary conditions which need to be assigned in order to represent the actual
interaction with the surrounding buildings. Theworkflow discussed in this paper, and
applied to the case study of Galleria dell’Accademia di Firenze, represents a mean-
ingful test bench from drawing general remarks on the topic of historical museum
complex conservation.
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1 Introduction

TheGalleria dell’Accademia di Firenze is famous all over theworld due to the exthen-
sive collection of Michelangelo’s sculptures, one of all: the Michelangelo’s David.
TheGalleria dell’Accademia di Firenzewas founded byGrandDuca Pietro Leopoldo
between 1784 and 1787 as art museum for academics. The new istitution was born as
an aggregate of preexisting structures occupayng the premises of the Hospital of San
Matteo and the convent of San Niccolò in Cafaggio. Further modification underwent
in 1872 when, under the design of the Arch. E. De Fabris, started the construction of
the Tribuna to host the Michelangelo’s David. The construction of the Tribuna has
continued down to 1882 and, even if the structural configuration of the museum has
not been substantially changed since the end of Tribuna construction, the building has
been continued to undergo maintainance and restoration works until now. Indeed,
the Galleria dell’Accademia di Firenze appears as an intricate museum complex:
various structural units, merked their different era and different construction tech-
niques, testify to the evolution in the project over the time. And it is in this context
that the DAVID project was conceived. Acronym of Defense of cultural heritage
and Assessment of Vulnerability through Innovative technologies and Devices, the
DAVID project aims to preserve the museum complex and the works of art inside.
One of the objective of the project is the joint evaluation of the risk between the
structure and the contained works of art. This places the focus, on the one hand, the
importance of achieving a high level of knowledge of the structure (material prop-
erties, restraint conditions, structural configuration, dynamic behaviour, …) and, on
the other hand, the need to define proper computational structural models. With the
aim of collecting all available information on the Galleria dell’Accademia di Firenze,
this paper takes advantage of the results introduced by De Stefano and Cristofaro
[1] which reported the main outcomes of an exstensive diagnostic campaing which
allowed to assess the material properties and the constructive details of the whole
museum complex. The matter of the definition of a reliable and robust computa-
tional model for the museum complexwas initially discussed by Kovacevic et al. [2]
through proposing a methodology for an automated processing of the geometrical
information obtained from point clouds data, through BIM (Building Information
Model) implementation and finite element modelling, for structural analysis. In this
context, this paper summarizes the results of new structural dynamic identification
on the Tribuna, one of the structural units of the Galleria dell’Accademia di Firenze
with the aim of providing additional knowledge on it dynamic behaviour and to
enhance the level of knowledge so far reached.
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2 In-Situ Measurements

2.1 The Tribuna

The design of the Arch. E. De Fabris places the Tribuna at the end of a path, the
Galleria dei Prigioni, which supports the visitors to discover the Michelangelo’s
works. The central area of the Tribuna is dominated by Michelangelo’s David, it has
a square plan with 8.70 m long sides, and it ends in an exedra. This central space
is covered with a circular skylight which ensures natural lighting. The Tribuna is
integrated to the other halls of the museum through side wings which exhibit paint-
ings of the sixteenth Century (Fig. 1). The historic documentation of the Galleria
dell’Accademia di Firenze [3] reports which the construction worksof the Tribuna,
started in 1872, were almost entirely realized as a new structure. The walls, as high-
lighted by the available in situ inspections [1], show a good quality of the masonry
texture that alternates bands of squared stone elements and bricks, Fig. 2.

The mechanical parameters of these masonries can be gained from the double
flat-jack tests performed on some masonry panels, as indicated in Fig. 2 and Table
1. All the qualitative and quantitative information about the characteristics of the
Tribuna masonry panels allow to gain a good level of knowledge on the materials but

Fig. 1 Accademia Gallery (red dotted line) and the Tribuna (orange area)



226 S. Monchetti et al.

Fig. 2 Mechanical characterization of the masonry

Table 1 Properties of the masonry

ID Era Masonrytypology Mechanical parameters [MPa]
= (μ, σ)

TRI_MA01 S2 1873–1880 Category III (MIT 2019) [4]:
Roughly cut stone with good
texture
Masonry with alternating stone
and brickwork string courses,
built with the inclusion of
pre-existing masonry

Double flat-jacks:
E = (1370, 292), fm = (1,04,
0,29)

TRI_MA04 S3 1873–1880 Category V (MIT 2019) [4]:
Stone blocks squared
Masonry with alternating stone
blocks squared and
brickwork string courses

Double flat-jacks:
E = (2490, 397), fm = (1,54,
0,99)

TRI_MA08 S20 1873–1880 Category V(MIT 2019) [4]:
Stone blocks squared
Masonry with alternating stone
blocks squared and
brickwork string courses

Double flat-jacks not available

no information about the connection between the Tribuna and the other structural
units of the museum complex are available. This latter aspect introduces a relevant
source of uncertainty in the definition of the numerical model. In order to obtain
information on the dynamic behavior of the Tribuna and its connection level with
the other structural units with minimal invasiveness techniques, an experimental
campaign based on ambient vibration test is performed.

2.2 Ambient Vibrations Set-Up

The experimental campaignwas based on themeasure of accelerations under ambient
vibrations. In particular, PCB sensors 393-B31 and 393-B12 were used, by means of
two triaxial stations roving in different positions. The peculiar location, especially
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Cross section 4-4 Cross section 8-8 

Fig. 3 Sensor layout during theAmbient Vibration Tests; the red line in the cross-sections represent
the sensor height during the tests

the paintings and sculptures which could not be moved during the measurements,
limited the current preliminary experimental campaign. Therefore, by referring to
the plan (Fig. 3), eleven locations (were selected to record simultaneously the two
triaxial stations placing one of them on the ground, and the other above it, on the
cornices already used for other systems (Fig. 4). Only in one case, it was possible to
record simultaneously the two triaxial stations at the same height on the cornices.

Generally, each test was performed recording the six acceleration signals for about
900 s, at a sampling frequency equal to 4800Hz.All the signalswere firstly filtered by
means of a third-order IIR Butterworth filter between 0.5 and 100 Hz. The frequency
band was set in order to avoid noise at very low and very high frequencies, also
taking into account for the preliminary results given by the numerical model.

Fig. 4 Triaxial station during the AVTs
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2.3 Results of the Preliminary Experimental Campaign

In the current work, the aim of the preliminary experimental campaign was to obtain
modal parameters useful to tune the numerical model [5], dealing with inherent
practical problems of such a peculiar environment. The main results referred to a
frequency domain analysis, firstly by considering the Average Normalized Power
Spectral Density (ANPSD) [6], then each acceleration spectrum was analyzed to
have an insight on the local-dynamic behavior of the structure.

The main issue was represented by the many air-conditioning units in the room,
necessary to keep opportune environmental conditions for the David’s sculpture:
each one of them was source of interferences to the measures, visible as spikes in
the frequency band of interest. Moreover, given that it was not possible to record
simultaneously the accelerations on different locations, a proper dynamic identi-
fication cannot be performed. Even if, the results of the ANPSD (Figs. 5 and 6)
cannot allow to identify a clear set of resonant frequencies, some indications about
the dominant frequency band can be attained. Therefore, an empirical approach was
used to properly interpret the results by looking at the peaks obtained in the spectra
of the accelerations collected in each station (A-L). The spectra were evaluated by
averaging the one-sided results of the discrete Fourier transform obtained on all the
samples of windows composed by 2ˆ16 points, with an overlapping of 50%. In this
way it was possible to obtain a frequency resolution of about 0.07Hz. By ordering the
peaks on tables, it was possible to identify the non-structural peaks as those observed

Fig. 5 The ANPSD of the central nave of the Galleria dell’Accademia di Firenze; the red line is
the moving mean of the spectral densities



In-Situ Measurements for the Structural Monitoring of Galleria Dell’Accademia … 229

Fig. 6 The ANPSD of the transversal nave of the Galleria dell’Accademia di Firenze

for each spectrum with the same frequency down to the second decimal place (in
some cases, the same spikewas observed for sensors oriented on perpendicular direc-
tions). After a double check on the spectra, the non-structural peaks were deleted
and a further distinction was carried out trying to distinguish peaks related to local
or global effects. Thanks to this simple approach, it was found a first mode at about
4.2 Hz and a second mode at about 5.2 Hz, respectively consistent with a torsional
and a translational (along the direction parallel to Cross section 4-4, Fig. 3) mode
shapes. The first mode was identified through the sensors placed on the corridor far
away from the David’s sculpture (stations D-G-H-I-L), while the second mode was
identified on all the location analyzed.

3 Numerical Modelling

The Finite Element (FE) software CODE ASTER [7] was used to reproduce the
numerical model of the Tribuna, with different level of detail (Fig. 7). The geometry
model was created on the base of the laser scanner survey, performed by Geomatics
and Communication for Cultural Heritage Laboratory (GeCo Laboratory, University
of Florence). The FE model was built with 2D elements to represent the masonry
panels and the slabs, and 1Delements to represent the columns around the central area
of the Tribuna and the beams of the glass roof over the Michelangelo’s David. The
CODEASTERmodelwas employed to perform linearmodal analyseswith the aim to
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Fig. 7 Numerical models of the Tribuna

compare the experimental results with different configurations of the restraint condi-
tions provided by the adjacent structural units.With respect to the various (unknown)
input parameterswhich characterize thismuseumcomplex, themechanical properties
of the masonry was assumed on the base of the results by the double flat-jack (Table
1) and the restraint condition provided by the soil was assumed as fixed support.
The main source of uncertainty was thus considered related to the restraint condition
provided by the adjacent structural units: the Sala dei Gessi and the Galleria dei
Prigioni. In order to reproduce this contribution, parametric modal analyses can be
performed in order to assess the stiffness effect of the non-modelled adjacent struc-
tural units. Ideal restraints, to represent the walls intersecting between the Tribuna
and the other structural units, were designed through 2D elements (extended for
the masonry panel height with 100 mm of thickness) by applying a full horizontal
constraint on the free vertical edge. These panelswere adequately arranged according
to the effective orientation of the adjacent structural units. The panels stiffness was
parametrically tuned to compare the results of dynamic simulation of theTribunawith
those of the experimental campaign in terms of both natural frequencies and modal
displacements on the control points defined in the experimental set-up. A prelimi-
nary set of analyses was carried out by considering different stiffness of the restraint
panels (E*) in order to simulate various scenario: from no interaction between the
Tribuna and the adjacent structural units to full restrained (Table 2). Additional set
of analyses will be carried out for the follow-up of the DAVID project, which will
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Table 2 First two natural frequencies as function of the lateral restrained provided by adjacent
structural units

Elastic modulus of adjacent buildings (MPa) f1 (Hz) f2 (Hz)

E* = 0 (no restrained) 3.49 5.79

E* = 500 4.23 6.01

E* = 106 (full restrained) 4.71 6.23

Fig. 8 First two natural frequencies of the Tribuna

be useful to evaluate the sensitivity of the computational output as function of the
input variability (Fig. 8).

4 Conclusions

The paper has presented development and results of the experimental activity carried
out on the Tribuna: one of the structural unit of the Galleria dell’Accademia di
Firenze. This experimental activity was developed as part of the DAVID project
which, in the first part of its activity, was aimed to increase the level of knowledge on
the structural properties of the museum complex (e.g. mechanical characterization
of the masonry, restraint conditions, …) through new set of experimental data. The
preliminary results, herein introduce, confirm as a comprehensive identification of
the dynamic behaviour of the Tribuna requires a careful evaluation of the restraint
conditions provided by the adjacent buildings and the study of the effect of the other
sources of uncertainty, such as thematerial properties of themasonry and the restraint
condition provided by the soil interaction. This work represents an ongoing research:
in the following more detailed analyses and results will be presented.
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Structural Monitoring of an Aerial
Tramway System During Operation:
Modeling and Simulation Strategy
with Experimental Data Validation

Hugo Bécu, Claude-Henri Lamarque, Alireza Ture Savadkoohi,
Michel Gillard, and Christophe Bottollier

Abstract The present study aims at building and calculating a global static model of
a long-distance single span aerial tramway with non-symmetric tracks and anchored
cables at extremities. From a design engineering point of view, aerial cable trans-
port system is a complex structure involving several theoretical and practical issues
due to diversity of phenomena at stake. Hence, appropriate framework is required
to have relevant results according to the aim of the study. Influence of structural
parameters modification occurring during system operation is analyzed by a static
and quasistatic calculations. It provides information on parametric evolution through
cable length unwound at drive bull-wheel as a previous step of dynamics study with
a cable velocity. Hypotheses are discussed and modelling choices are confirmed by
a comparison with experimental data measured on a real system.

Keywords Aerial cable transport systems · Flexible structures · Nonlinear statics ·
Catenary curve · Test/model

1 Introduction

Aerial tramway is a well-established means of aerial cable transport system in moun-
tainous regions where high vertical elevations must be ranged while having a growth
potential of use in urban areas. Design studies dedicated to standard cable transport
system engineering applications are based on statics assumptions with the cable at
rest [1–3]. On the other hand, their dynamics is widely studied in scientific literature
in a simplified way without considering the entire system but only one cable portion,
excluding cable translation movement [4], or several spans coupled by supports [5],
with a cable translation velocity [6].
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Fig. 1 Aerial tramway diagram

In this work, the statics cable model is based on catenary equations with elasticity
correction considering cable elongation due to loading. The system under consider-
ation is illustrated in Fig. 1. Vehicles are represented by punctual masses carried by
track ropes and pulled by a haul rope. At the bottom station, haul rope loop is coupled
between the two tracks by a drive bull-wheel connected to a driving system which
controls cable position. A return bull-wheel closes the loop at the top station. Due
to asymmetry of cable characteristics along the haul rope loop and carrier loading,
some practical consequences appear as a shift of vehicles docking at stations.

An engineering challenge is the monitoring of the haul rope loop length during
aerial tramway operation. The haul cable length changes due to permanent strain
mainly during the first years after installation. Also, temperature and loading varia-
tions are the cause of cable length and sag modifications. To prevent cable damage
or its contact with obstacles along the track, monitoring of cable length evolution
provides important information for the operator to plan maintenance operation like
cable shortening or replacement.

In this study, vehicles are clamped on haul rope loop with grips by a friction
mechanism. Vehicles are often uncoupled from the cable to prevent any slip along
the haul rope due to clamping force decrease or cable damage at the contact surface.
Vehicles are moved to a new position along the haul loop. So upper and lower haul
rope length separating the two carriers can change during these maintenance tasks.

In absence of dedicated sensors to measure haul cable length evolution with
enough precision, a common practice of skilled person is to go through interme-
diate quantity measures. Thus, cable angles at stations without vehicles along the
cable loop or shift length of vehicles docking at stations are directly measured on
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the system for specific known configuration. Then, these experimental data are put
in a suitable model of the system which allows to access haul cable length value.

2 Modeling

2.1 Cable

A cable element model is chosen to represent each steel cable length located between
two singular points of the system as station or vehicle. Cable model hypotheses are:

• force per unit length is supposed to be a uniform and planar distribution in(
O, ex , ey

)
basis: the cable is hanging under gravity action as −μge y;

• the cable mechanical and geometric properties are uniform along the cable
represented by a line;

• the cable is inextensible;
• the cable flexural rigidity is negligible: the contact force in the cable is only tension

T > 0.

Catenary element is an algebraic equation describing cable statics equilibrium
position y(x), x ∈ [xA, xB] under previous assumptions [3] given in the form:

y(x) = τcosh
(
x
τ

+ K1
) + K2, (1)

with catenary parameters τ = F𝓍
μg , K1 = argsh

(F𝓎

F𝓍

)
− μgxA

F𝓍
, K2 =

−F𝓍
μg

√

1 +
(F𝓎

F𝓍

)2 + yA depending on boundary conditions such as (xA, yA) posi-

tion of left catenary extremity, xB abscissa of right catenary extremity and F =
F§ex + F†ey the load at the left extremity (see Fig. 2).

An elastic correction of catenary Eq. (1) allows to consider cable stretching
according to an elastic constitutive law

T = E Aε, (2)

with E the Young’s modulus (Pa), A the cable section area (m2) and ε the linear
strain measure such as current cable length

l =
LR∫

0
(1 + ε)dS, (3)

with LR the unstretched reference cable length.



236 H. Bécu et al.

Fig. 2 Cable element

Fig. 3 Haul rope loop diagram

It’s usual to install a heavier cable on the upper part of the haul rope loop acting as
counterweight on the system. So, the haul rope characteristics (weight per unit length,
section, length) are not uniform along the loop. A modeling strategy is to considerer
two different cable elements respectively of Lt1 and Lt2 unstretched length, coupled
with tension continuity equations at each element extremities (see Fig. 3).

2.2 Vehicles

Vehicles are represented by point masses (Mv1, Mv2)(see Fig. 4) carried by one
track rope for each side and pulled by a haul rope loop. Vehicles are coupled with
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Fig. 4 Haul and track ropes with vehicles diagram

cables by a cart rolling without friction on the track rope and clamped on the haul
loop. Suspended vehicle equilibrium equation is provided in [4] and is coupled with
cables by the catenary tension given in the following form, for x ∈ [xA, xB]

T (x) = μgτcosh
(
x
τ

+ K1
)
. (4)

2.3 Tracks Coupling

In the aerial tramway model, tracks 1 and 2 are coupled by the haul rope loop by
intermediary of anchored pulleys located at bottom and top stations. A drive bull-
wheel connected to a driving system controls the cable length �l c unwound at the
bottom station. The quantity �l c is a model input given by the designer. At the top
station, the return bull-wheel is free to rotate according to a friction contact law
involving cable tension values in entrance T+ and exit T− such as

T+ = T−exp(±c f φ), (5)

with c f rolling resistance coefficient at return bull-wheel and φ cable winding angle
around the pulley. The two track ropes on each side of the system are independent,
embedded at extremities and respectively of L p1 and L p2 unstretched lengths (see
Fig. 4).
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3 Static Calculation

The problem of full system equilibrium is written applying statics equations to vehi-
cles and boundary conditions at each catenary extremity. It yields to a set of nonlinear
equations with catenary parameters (τk, K1k, K2k) of each cable portion and vehicle
positions as unknown. Model inputs are system geometry (top and bottom stations
positions), cable properties (length, Young’s modulus, section area), vehicle masses
(Mv1, Mv2) and cable unwinding control value �lc at driving station. In the next
subsections, the system behavior without and with inclusions of vehicles will be
discussed.

3.1 Without Vehicles

Thefirstmodel is investigatedwithout vehicles along cables. Thismodel is equivalent
to the practical situation where vehicles are removed from haul rope for cable angles
measure on each track at top and bottom stations. Thus, tracks are only coupled
by the haul rope loop and track ropes are not involved in the haul rope loop statics
equilibrium.

β parameter is introduced as a correction parameter of haul rope unstretched length
input considering for uncertainty on the current cable length of the aerial tramway
system. The total unstretched length of haul rope loop model input Lt becomes

Lt = β(Lt1 + Lt2) (6)

According to Fig. 5, angle sensitivity is higher at the bottom station: for β ∈
[0.983, 1.06], angle αb ∈ [−1.3, 1] rad at the bottom station and αt ∈ [0.64, 1] rad
at the top station on track 1.

3.2 With Vehicles

The full model of the system includes vehicles and track ropes. It is supposed that
the heaviest haul rope cable is located between vehicles on the upper part of the loop
with a Ltt length and the lightest one on the lower part with a Ltb length.

γ parameter is introduced as a correction considering for uncertainty on vehicles
position along haul rope loop due to maintenance vehicle removing. The lengths
of lower part Ltb and upper part Ltt of haul rope loop separating the two vehicles
become

Lcor
tb = β × Ltb + γ (7)
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Fig. 5 Haul rope angles at stations without vehicles on the cable loop, as a function of β parameter
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Fig. 5 (continued)
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Lcor
t2 = β × Ltt − γ (8)

Shift docking length�dock characterizes the non-simultaneity of vehicles arrivals
at top and bottom station due to track asymmetry (see Fig. 1). Indeed, cable geometry
and mechanical characteristics are not the same on the top part and on the bottom
part of the haul rope loop: Lcor

tb �= Lcor
tt , μ1 �= μ2, A1 �= A2. For practical reasons,

the vehicle located at the driving bull-wheel (bottom station) enters the last one while
the top vehicle is already at the top station in mechanical stop: shift docking length
is the remaining cable length to unwind by driving pulley while the top vehicle is
already stopped. This quantity �dock can be easily measured on the real system. In
Fig. 6, shift docking length is calculated for different values of β parameter while
in Fig. 7 shift docking length is calculated for different γ parameter values with β

fixed. A linear variation of �dock can be observed with respect to β.
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Fig. 6 Shift docking length at bottom station as a function of β parameter (γ = 0)
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4 Experimental Validation

A set of experimental data collected on a real aerial tramway allows to address the
inverse problem of identification. It consists in estimating model parameters from
experimental data. The schematize of a direct and inverse process is depicted in
Fig. 8.

First, haul rope angles were measured at rest on each track in stations without
vehicles on the line and for a given control length�lc at the driving station (see Table
1). Then, once empty vehicles were clamped on the haul loop, a shift docking length
�dock = 25.2 m was observed during an operating cycle.

In the direct problem, unknown Y is catenary parameter vector for each nportion

cable portion and vehicle positions depending on model input X and model intern
parameter p. Unknown vector is calculated solving a set of nonlinear equations of
the model, such as H(X,Y,p) = 0.

The inverse problem comes from a partial lack of knowledge about the model
internal parameters p. Adding information on the model exitYobs (measures) allows
to rebuild missing information. Inverse problem consists in finding p such as
H(X,Yobs,p) = 0. For the system application, p = (β, γ )T , Yobs is the set of 4
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Fig. 8 Direct problem and identification process of the aerial tramway model

Table 1 Cable angle
measurement at stations

Measurement position Cable slope (°)

Bottom station—track 1 0.9

Bottom station—track 2 6.25

Top station—track 1 52.0

Top station—track 2 48.9

cable slope measures αi = gi (τk, K1k, K2k), i ∈ [1, 4], k ∈ [
1, nportion

]
and �dock

value. Inverse problem can be reformulated as a minimization problem such as

p∗ = argmin J (p) = argmin‖g(Y(X,p)) − Yobs‖ (9)

H(X,Y,p∗) = 0 (10)

4.1 Identification of β

The inverse problem defined by Eqs. (9) and (10) is applied for identification of
β parameter using the model without vehicles and the cable slope experimental
measures collected on the system. It provides β = 0.9972.

4.2 Identification of γ

Identification of γ parameter consists in using the full model of the system with
vehicles and plotting shift docking length as a function of γ parameter forβ = 0.9972
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(result of previous identification). Then, the γ value associated with the experimental
�dock = 25.2m is read by interpolation. γ = 4.34m is obtained.

5 Conclusions

A statics model of an aerial tramway system based on analytical catenary equation
is proposed to follow cable length modification from experimental values collected
on a real system. The experimental validation of the numerical statics model opens
perspectives to use this tool in optimal research, for instance to optimize cycle dura-
tion anticipating shift docking length and by adjusting cable control law according
to vehicle loading (see Fig. 9). Quasistatic calculation using control length �lc at
driving pulley as evolution parameter gives information about the system when haul
loop cable is moving. As perspectives of this work, a modal analysis around statics
equilibrium will give information about mode shapes and frequencies evolution with
a parametrization by �lc to account for time varying system modification when
vehicles are moving. From an applied perspective, modal information is useful to
predict dynamic response content during transient dynamics, to design acceleration

Fig. 9 Shift docking length at bottom station as a function of vehicle load for β = 0.9972 and
γ = 4.34 m
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and braking control curves of the cable reducing cable oscillation amplitudes, to
detect eventual instabilities of the system by a stability analysis, etc.
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Structural Modeling to Predict
the Vibrations of a Footbridge Due
to Pedestrian Movements

Mehdi Setareh and Mohammad Bukhari

Abstract Twomajor footbridge failureswere reported during the nineteenth century
when soldiers marched over them in unison. They resulted in large number of casu-
alties. Even though modern footbridges are not generally in danger of failure due to
such activities, they can be susceptible to vibrations when pedestrians move across
them. These can become excessively large if people walk or march in unison at the
footbridge resonance frequency or its subharmonics. The vibration serviceability
issue of the Millennium Bridge over the Thames River in London is a well-known
example of such problems. Therefore, it is essential for the structural designer
to be able to predict the vibration response of the footbridge due to pedestrian
movements with an acceptable accuracy. This paper details the vibration testing
and computer modeling of a footbridge. The computer model has been updated to
accurately represent the structure. The footbridge vibrations due to the movements
of various groups of people at the subharmonics of its resonance frequency were
measured. The computer model was then subjected to human footfall forces and the
predicted responses were compared with those from the measurements. It is known
that the human-structure interactions (HSI) can affect the predicted response of foot-
bridges. However, the incorporation of HSI into a computer model is generally a
complex process. By equating the computed and measured Vibration Dose Value
(VDV), equivalent damping ratios of the structure due to the HSI effects were found
which showed an almost linear increase with the number of the pedestrians.

Keywords Footbridge dynamic response · Human-structure interaction (HSI) ·
Structural modeling · Ground reaction force (GRF) · Vibration dose value (VDV)
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1 Introduction

High strength of modern construction materials such as steel has allowed archi-
tects and engineers to design long span and slender footbridges. Even though such
structures can resist the applied static loads, they might be susceptible to excessive
vibrations when people cross them. This may result in the failure of the structure in
extreme cases. Failures of bridges due to marching soldiers in the nineteenth century
have been reported [1]. Fortunately, modern footbridges are not prone to structural
failure but can be susceptible to large vibrations due to human movements. The
most publicized case of excessive footbridge vibrations was the London Millennium
Bridge over the Thames River in 2000 [2].

To prevent excessive footbridge vibrations, engineers need to be able to predict
their behavior accurately. This requires the development of an accurate computer
model of the structure and also realistic forcing functions of the pedestrians.Vibration
testing of footbridges to update the computermodels, andmeasurement of the footfall
forces can provide helpful guidance to obtain more accurate structural response.
However, the interaction between the moving footbridge and pedestrians can affect
the structural response. The problem of human structure interactions (HSI) has been
studied by various researchers over the past two decades [3].

Zivanovic et al. [4] studied the dynamic response due to an individual crossing a
footbridge. They used a single-degree-of-freedom system to represent a pedestrian
crossing a footbridge. They found that the HSI can result in a damping increase of
ten-folds of that for an empty footbridge.

Van Nimmen et al. [5] investigated the impact of vertical HSI on the dynamic
behavior of footbridges due to pedestrian movements. They decomposed the pedes-
trians’ contact force into the force exerted by the pedestrians on a perfectly rigid
surface and an interaction term determined by the mechanical interaction between
the person and the structure (HSI).Wei [6] considered the human-human interactions
on the resulting crowd-induced loading and structural response using a numerical
study. Mohammed and Pavic [7] considered the effects of HSI on the floor frequency
response function in terms of changes in the natural frequency and damping ratio.
The available literature has mainly tried to investigate the effects of the HSI on floor
vibrations by conducting detailed structural analysis. However, most of the analytical
studies cannot be easily adopted by the practicing engineers due to their complexity
and time required to conduct the analysis.

This paper provides information on the vibration testing and computer modeling
of a footbridge. The computer model was updated to accurately represent the struc-
ture. Ground reaction forces of a number of human subjects were measured and
the footbridge vibration due to the crossing of various groups of pedestrians at the
subharmonic of the footbridge resonance frequency were measured. The computer
model was then subjected to human footfall forces and the predicted responses
were compared with those found from the measurements. The effects of the HSI
on the footbridge equivalent damping ratio were found by equating the measured
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and computed Vibration Dose Values (VDV). The results show that the footbridge
equivalent damping ratio increased with an increase in the number of pedestrians.

2 Description of the Footbridge

The footbridge, which connects a multi-story building to a parking structure, is
located in Blacksburg, Virginia, see Fig. 1. It consists of two steel Pratt trusses at
2.44 m apart. The total length of the footbridge is 35.6 m and has a clear depth of
2.29 m. All the truss members are made of Hollow Structural Shapes (HSS) which
are welded together. The top chord, bottom chord, verticals, and diagonals are made
of HSS152.4 × 152.4 × 9.5, HSS203.2 × 152.4 × 9.5, HSS152.4 × 152.4 × 9.5
and HSS101.6 × 76.2 × 6.4, respectively. The truss panel points are 2.74 m apart.
The footbridge floor deck consists of a 20-gauge, 51 mm-thick form metal deck
with 101 mm of concrete topping (total thickness = 152 mm). The concrete has a
compression strength of 24MPa. Figure 2 shows the elevation of the footbridge truss.

Fig. 1 Side view of the footbridge
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Fig. 2 Elevation of the footbridge truss

Table 1 Measured versus computed dynamic properties of the footbridge

Mode Type fn (measured) (Hz) fn (computed) (Hz) ζn

1 Lateral 3.83 3.8 0.0097

2 Vertical 4.09 4.08 0.0104

3 Longitudinal 4.73 4.86 0.0544

3 Vibration Tests

Three different sets of tests were conducted: (1) Field modal tests to estimate the
dynamic properties of the footbridge for computer model updating purposes; (2)
Field walk tests to evaluate the response of the structure; and (3) Laboratory footfall
force measurements to estimate the ground reaction force to be used for the computer
modeling and prediction of the footbridge dynamic response.

3.1 Modal Tests

Modal tests were conducted to estimate the dynamic properties of the footbridge. An
APS 400 and APS 113 electrodynamic shakers oriented vertically and horizontally,
respectively, were used to excite the various lower modes of the footbridge. To excite
the vertical modes, a burst chirp of 3.5–18.5 Hz with 40 s measurement block and
5 averages were used. To excite the horizontal modes, a 3–18.5 Hz burst chirp with
40 s measurement block and 5 averages were used. MEscope software [8] was used
to curve fit the collected data. Table 1 shows the measured natural frequencies ( fn)
and their corresponding damping ratios (ζn).

3.2 Walk Tests

The walk tests were conducted by up to 30 volunteers. They walked at four different
speeds: 123 spm (steps per minute) which represents the half-harmonic of the
measured first vertical mode natural frequency; 115 and 130 spm (frequencies below
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Fig. 3 Volunteers walking across the footbridge

and above the half harmonic of the first verticalmode natural frequency), and random.
Vibrations due to the randomwalkswere not used in this study. PCB393C accelerom-
eters were placed at the center of the footbridge on both sides to record the vibrations
along the three orthogonal directions. However, since the largest vibrations occurred
in the vertical direction, only those measurements are used in this study. Using a
metronome to synchronize their movements, different groups of volunteers (1, 2,
6, 8, 16, 20, 28, and 30 people) crossed the footbridge from one end to the other
and stopped while the measurements were completed. Figure 3 shows a group of
volunteers crossing the footbridge during one of the tests.

3.3 Ground Reaction Force Tests

To estimate the forcing function for computer simulations, the ground reaction forces
(GRF) of a group of volunteers were measured using a force platform located at the
Virginia Tech Vibration Testing Laboratory. Each individual walked over the force
platform at different step frequencies to measure the GRF of the right and left feet.
Male and female volunteers participated in these tests. The measured GRFs were
first curve fitted for each step frequency and then used a surface fit to obtain a closed
form equation for the GRF as a function of time and step frequency. Figure 4 shows
the surface fit used in this study.
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Fig. 4 Surface-fit of the
measured GRFs

4 Computer Model Updating

A computer model of the footbridge was created using the SAP2000 software [9].
The modeling was first conducted using the footbridge design drawings and then
updated to have close dynamic properties to the measurements. Table 1 shows the
measured natural frequencies ( fn) and damping ratios (ζn) along with the computed
natural frequencies using this model. Since the higher modes could not significantly
contribute to the response of the footbridge when excited by the pedestrians, they
were not included in the table.

To check the correlation between the measured and computed mode shapes and
evaluate the accuracy of the computer model, the modal assurance criterion (MAC)
[10] for the first three measured and computed modes was obtained:

⎡
⎣
0.976 0.086 0.000
0.005 0.986 0.000
0.134 0.264 0.962

⎤
⎦

The result shows a very good correlation between the measured and computed
mode shapes as the diagonal elements of the MAC matrix are close to unity and
off-diagonal elements are close to zero.

Themeasured and computed frequency response functions (FRF) of the footbridge
midspan were compared as shown in Fig. 5. From this figure it can be noted that
the computed FRF closely follows the measurement. From these results, it can be
concluded that the computer model can provide a very good representation of the
dynamic behavior of the footbridge.
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Fig. 5 Measured and
computed FRFs

5 Equivalent Damping Ratio for the HSI Effects

From the comparison of the footbridge response due to the excitation by the pedes-
trians when walking at the above, below, and at the resonance, it was found that the
largest amplitude of vibration was when the walks were conducted at the structure’s
resonance frequency without people. Therefore, it was concluded that the pedes-
trian’s masses did not greatly affect the natural frequency of the footbridge and acted
mainly as applied force only.

However, the HSI impacted the dynamic response of the footbridge and resulted
in a decrease in the structural vibrations. To provide a practical and simplifiedmethod
of incorporating HSI in the footbridge structural analysis, the effects of the HSI were
considered to result in an increase in the structural damping. It has been shown that
the Vibration Dose Value (VDV) can provide a reliable evaluation of vibration by
humans [11–14]:

V DV =
[∫ t=T

t=0
a4w(t)dt

]1/4

(1)

In the above equation, T is the period duringwhich a person is exposed to vibration.
In this study each measurement included a forced vibration response (while the
pedestrians were walking on the footbridge) and a free vibration response during
which they were standing still for the measurement to get completed. The forced
vibration duration was used for T as the main focus of this study was the effects of
active HSI phenomenon on the footbridge dynamic response. aw(t) is the frequency-
weighted acceleration. Here, the weighting function, Wk , as recommended by ISO
2631-1 [15] has been used. Considering T in seconds and aw(t) in m/s2, the unit
of VDV is m/s1.75.As Eq. (1) demonstrates, VDV accumulates the vibration effects
rather than averaging them and increases with duration. The VDV is robust and
insensitive to the variations of starting or ending of the measurement time. It is
sensitive to the maximum vibration as humans are sensitive to peak accelerations
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[16]. Therefore, it was concluded that VDV is the best criterion to evaluate the
footbridge vibrations.

The VDV from the measurements (VDVm) for different number of pedestrians
were computed. The same was done using the computer model subjected to the GRF
found using curve fitting of the measured responses as discussed before (VDVc).
It is interesting to note that the measured VDVs were relatively unchanged when
different groups of pedestrians crossed the footbridge. This can mainly be attributed
to an increase in HSI effects with larger numbers of pedestrians.

The damping ratios used in the computer model to obtain the footbridge response
were those found from the modal tests (without the human subjects). Figure 6 shows
themeasured and computedVDVs (VDVm andVDVc) for different number of pedes-
trians, which demonstrates large discrepancies between them. The damping ratios
(ζa) in the computer model was increased in an attempt to have the same computed
VDVs (VDVa) as from the measurements (VDVm). Figure 6 shows the adjusted
VDVs (VDVa) have almost perfect matchwith those from themeasurement (VDVm).

Figure 7 shows the variation of damping ratios (ζa) due to the HSI effects versus
the number of pedestrians (N) crossing the footbridge. It shows that there is an
almost linear relationship between these two parameters and larger damping ratios

Fig. 6 Variation of the
measured VDV (VDVm),
computed VDV without
damping adjustment (VDVc)
and VDV with adjusted
damping (VDVa) versus the
number of pedestrians (N)

Fig. 7 Variation of the
adjusted damping (ζa) versus
the number of pedestrians
(N)
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are expectedwhenmore people cross the footbridge. It is noted that the large damping
increases can also be attributed to the variation in the footfall forces, the fact that the
GRFs were measured on a rigid platform, and the variations in the pedestrians’ step
frequencies.

6 Summary and Conclusion

This paper presented a detailed study of the dynamic properties and responses of
a footbridge subjected to the excitations by a number of pedestrians. It consisted
of the modal testing of the footbridge and computer model updating based on the
results of these tests. It also studied the ground reaction forces exerted by individual
human subjects to develop the forcing functions required for the computer analysis
of the footbridge. The results of the study showed that the pedestrians did not greatly
affect the footbridge natural frequency. However, the HSI resulted in an increase
in the equivalent modal damping ratio of the structure based on the comparison of
the measured with computed VDVs. The increase in the damping ratio was almost
proportional to the number of pedestrians crossing the footbridge.
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Vibration Serviceability of Two-Story
Office Building: A Finite Element
Modeling

Fadi A. Al-Badour

Abstract In this work, a finite element model (FEM); built and solved in Abaqus
environment, was developed to study the structural vibration levels and frequencies
induced by human activity; i.e. walking, in two-level steel structure office units. The
three-dimensional model considers two units assembled side by side. The developed
geometrical model consists of beams and trusses elements generated using struc-
ture proposed dimensions. The structure is composed of multiple materials i.e. hot
rolled rectangular bars, C steel channels, and floors\slabs made from cement. Elastic
properties were only considered in the material model, while material damping was
idealized as viscous damping using Rayleigh model. The model treated all joints;
bolts or welds, to be rigid, therefore tie constraints were applied at all connections
and joints. Fixed-free boundary conditions were considered for structure columns
while other points presenting foundation support were constrained in the vertical
direction only. Walking-induced forces were described based on multiple parame-
ters; mainly human body mass, and pacing frequency, which are directly related to
walking characteristics; specifically, step size and walking speed. Two load models
were considered, first, a simple force model considering the walking induced force
as a concentrated harmonic force applied at a fixed point. The second, a moving
concentrated load applied along a predefined path. The structure natural frequencies
and mode shapes were extracted first, and then dynamic explicit analysis to deter-
mine the vibration levels (acceleration) was performed. The finite element results are
compared to simplified model described in design guide 11 by AISC. The estimated
vibration levels using finite element analysis were found to be exceeding the comfort
zone (ISO 2631-2), while calculations based on design guide 11 found to be at the
boundary of the described limits.
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Keywords Humane induced vibration · Finite element modeling · Comfort zone ·
ISO 2631-2 · Design guide 11

1 Introduction

Steel engineering structures arewidely utilized in commercial buildings offices and in
some residential houses. With the increase in demand for open spaces in commercial
offices as well as giving the freedom in controlling /adjusting the office layout, large
span floors with minimum number of columns are favorable and can be achieved
using light weight and thin structures, without the compromise of strength. Such
flexible material are expected to vibrate at higher amplitudes than acceptable levels
set by standards and codes. During the design phase, structure dynamic behavior
must be investigated by performing vibration serviceability assessments to ensure
structural integrity and comfort of residents.When various loads i.e. harmonic forces
generated from machines like pumps, air conditioning systems, etc., or induced by
human activities; such as walking, running, or physical exercising, excite the struc-
ture and the induced vibrations can cause discomfort to occupancies. Vibrations
induced by human activities are expected to resonate long span floors fundamental
frequency as they falls within the range of 5–8 Hz. Building codes require the inves-
tigation of structural dynamic behavior if the building fundamental frequency is less
than 6 Hz; according to ISO 10137-2007 [1]. Determining the exact response of the
system presents several challenges, especially the walking induced forces, which is
affected by many parameters including pacing frequency, speed, contact time, step
length and width. Moreover, the number of walking persons and their moving path
[2] would also affect the induced forces as well the system damping [2, 3]. Generally,
a vibration problem consists of three major elements namely the source of vibration,
the transmission path through which the energy propagates and the receiver. For
the transmission path, the structure design, materials, assembly, and welded joints
play a major role in the analysis, and sometimes are difficult to simulate. A recent
review paper by Zandy et al. [4] summarized the majority of recent force models.
Also, other walking force models are available in the literature and presented in a
number of standards and codes, such as the one presented by American Institute of
Steel Construction Design Guide 11 (AISC/CISC DG 11), Steel Construction Insti-
tute (SCI P354), The Concrete Center (CCIP-016) and the human induced vibrations
of steel structures (HIVOSS). Out of the different models listed above, the first
two models/codes (AISC/CISC DG 11, SCI P354) are based on approximating the
waking forces by using Fourier series with different Fourier coefficients. CCIP-016
code depends on Finite Element Analysis (FEA) in predicting the walking force from
the modal mass, modal stiffness and the natural frequency. Whereas a polynomial
expression is used to estimate a single foot fall in HIVOSSmodle and in developing a
continued footfallforces. for Combination of different single footfall at an interval of
time was considered [5] and found to be dependent on the step size. For buildings
with fundamental frequency greater than 10 Hz, codes recommend the use of FEA.
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In thiswork, dynamic analysis through frequency, harmonic, and dynamic implicit
analysis were performed to study the dynamic response and evaluate it against occu-
pant comfort criteria, considering single point load as well as moving load. The finite
element analysis (FEA) results were also compared to AISC DG11.

2 Problem Idealization and Modeling

2.1 Structure Concept

The office’s concept is based on portable cabins with repetitive modules. Four single
modules are used to create one unit as shown in Fig. 1. The ground floor is designed
considering the hot-rolled (HR) IPE 200 AA; standard section, resting on foundation
blocks. While the first floor consists of a cross truss system 9.5 × 3.75 m made from
rectangular tubes 80 × 80 × 4 mm, which will support IPE 200 AA skid. The floors

Fig. 1 3D model of two-story structure
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are considered to be cement boards placed on top of a light gauge steel skid made
from C section; not presented in Fig. 1. Between the cement boards, a thin layer of
rubber 5 mm is sandwiched to provide additional damping.

2.2 Estimating Waking Induced Vibrations Using AISC
Design Guide 11 [6]

In this work, combined panel mode was considered for determining the fundamental
frequency. The design adopted the joist and grader configurations as illustrated in
Fig. 2.The following analysis is considered for low fundamental frequency structures,
where the induced walking forces may cause the floor to resonate. Following AISC
DG11, the floor vibration (acceleration)maximumamplitude can be calculated using
Eq. (1)

a p

g
= Poe−0.35 f n

ξW
(1)

where Po is the modified person weight, ≈ 290N(65l b), W is the effective panel
weight (N), f n is the fundamental frequency in Hz, g is gravity acceleration;
9.81 m/s2, and ζ is the damping ratio. In this analysis, a combined panel mode
was considered, where joist and grader midspan deflections �j and �g, respectively
were determined using Eq. (2) assuming simply supported beam with uniformly
distributed load. The Fundamental frequency can be then evaluated using Eq. (3).

� = 5wL4

384Es I t
(2)

Fig. 2 a Truss joist model 9500 mm long, b truss girder model 3750 mm long
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Table 1 Estimated
parameters according to
AISC DG 11

Parameter Description Value

�j Joist mid span deflection 1.441 mm

�g Grader mid span deflection 0.149 mm

fn Natural frequency 14.14 Hz

ξ Combined damping 0.03

W Total equivalent weight 15,992 N

a/g Acceleration ratio 4.14 × 10–3

where Es is modulus of elasticity of steel = 200 GPa, It is transformed moment of
inertia [m4], w is uniformly distributed weight per unit length (actual, not design,
dead and live loads) supported by the member [N/m], and L is member span in [m].
Details on calculating the transformed moment of inertia can be found in [6].

f n = 0.18
√

g
� j + �g

(3)

Damping ratio was estimated using recommended component damping by AISC
DG 11 [6]. For the structure overall damping ration was calculated by alge-
braically adding the components damping ratios. The damping ratio depends on the
office fit out. In this paper, a paper office fit-out with celling and ducts was consid-
ered. Following the calculations described in AISC DG 11, the values of parameters
needed to estimate the acceleration peak value are listed in Table 1 along with evalu-
ated acceleration using Eq. (1). It can be noticed that the acceleration ratio is below
the recommended tolerance limits for offices a p

g ≤ 5 × 10−3.

2.3 Finite Element Modeling

The developed finite element model (FME) was generated and solved in abaqus envi-
ronment. The geometrical model presented one complete unit which was constructed
using 1D lines to present the beams, columns, and bars with proper section of each
part. This was adopted to minimize the complexity during mesh generation and
reduce the computational time. The cement boards (floors), were constructed using
shell elements. The columns and trusses were meshed using 25,558 quadratic line
elements of type B32, with an approximate size of 0.05 m long, and 13,996 linear
quadrilateral shell elements of type S4R were used to model the concrete board.
Displacement boundary conditions were applied at the outside corners of the ground
floor to present the foundation fixtures while other points were constrained only
in the vertical direction. All trusses skid and columns at mating points were tie
constrained assuming rigid connection. Figure 3 presents the meshed geometry and
applied boundary conditions.
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Fig. 3 Mesh and boundary conditions FEM

In this work, a simple force model (SFM) of footfall force using Fourier series
was adopted. The model was used bymany researchers; for example [3, 4]. The SFM
presents the forces induced by walking in three directions, i.e. vertical, lateral (across
the walking path), and longitudinal (along walking path) as shown in Eq. (4) [2].

Fv(t) =G +
n∑

i=1

Gαi sin
(
2π i f pt − ϕi

)

Flat (t) =
n∑

i=1/2

Gαi sin
(
2π i f pt − ϕi

)

Flog(t) =
n∑

i=1

Gαi sin
(
2π i f pt − ϕi

)
(4)
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where F(t) is the foot-fall force as function of time, subscripts v, lat, log are vertical,
lateral and longitudinal, respectively. G is the walking person weight, which ranges
from 700 to 800 N [4], αi is the Fourier coefficient for the ith harmonic, and defined
as dynamic load factor, f p is the pacing frequency (Hz), t is time in seconds, ϕi

is the phase shift in radians of the ith harmonics with respect to first one, n is the
number of contributing harmonics. α1 = 0.5, α2 = 0.2, α3 = 0.1, while ϕ2,3 =
π/2 were considered in this model following [2]. For the lateral forces the Fourier
series is assessed at frequencies ( f p/2, f p, and3 f p/2),while longitudinal at the same
frequencies of vertical force ( f p, 2 f p, and3 f )p. The values used to calculate the
dynamic force were G = 700 N for walking person weight, and pacing frequencies
of f p = 1.4 and 2 Hz, assuming normal descents.

Three materials were used to construct the building, i.e. steel, concreate and
rubber sheets sandwiched between the concrete floors. As the dynamic response of
the system is of this work interest, only elastic properties were considered in addition
to other physical parameters including density and damping ratios; assuming viscus
damping. Table 1 lists the adopted material properties [6–8]. Rayleigh damping
model was considered in the material level, damping can be also introduced in the
solver. Rayleigh damping coefficientsα andβ represent themass and stiffness propor-
tional damping coefficients respectively. α and β can be calculated using Eq. (5),
assuming the damping ratio is equal for all modes [9].

{
α

β

}
= 2ζ

ωi + ω j

{
ωiω j

1

}
(5)

where ζ is the damping ratio; see Table 2, ωi is the fundamental natural frequency
and ω j is an upper natural frequency of interest which were evaluated in the initial
step assuming un-damped system.

The FEM was solved over three steps; initially a static analysis was conducted
to introduce the effect of structure weight on initial stresses in the structure, this
step results were not included in this paper. Then, frequency analysis was preformed
to identify the natural frequencies and mode shapes. Lastly, harmonic analysis was
performed to determine the system frequency response. Rayleigh damping coef-
ficients were initially calculated based on the results of frequency analysis, then
harmonic analysis was followed after implementing material damping properties.

Table 2 Materials physical properties

Material Density (kg/m3) Modulus of elasticity (GPa) Poison ratio Damping ratio

Steel 7800 200 0.3 0.01

Concrete 1350 7.66 0.2 0.05

Rubber 920 0.5 x 10−3 0.49 0.05
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3 Results and Discussion

3.1 Frequency Analysis

Frequency analysiswas performed to identify the fundamental frequency of the struc-
ture without and with nonstructural elements i.e. cement slab. By solving the devel-
opedmodel, thefirst 20modeswere extracted.Modes that are below9Hzare shown in
Fig. 4. Based on frequency analysis results, the first fundamental frequency is around
4 Hz, moreover two more modes are below 10 Hz. Accordingly, it is expected that
the walking induced loads would result in resonance rather than transient response
[10]. Therefore, serviceability can be assessed by analyzing steady-state response.
The frequency analysis, was repeated after including the cement slab. It was noticed
that the natural frequencies have shifted slightly to the left, resulting in reducing the
fundamental frequency by 0.1 Hz only.

3.2 Modal Analysis

As explained above, having the structure fundamental frequency below 10 Hz, a
simple force model described earlier in Sect. 2.3 can be considered. Moreover, the
walking induced forces could be applied at a single (stationary) node and the response
of the same node can be used to estimate steady-state response. Figure 5 presents the
system frequency response at the point of load.

Harmonic analysis results indicates that the first vertical resonance is above 20Hz,
while longitudinal and lateral modes are below 10 Hz. The acceleration peak could
be estimated using equation (Eq. 6) [6].

ap = FRFMaxαQρ (6)

where FRFMax is the maximum frequency response function magnitude at frequen-
cies below 9 Hz, [%g/N], Q is bodyweight 750 N, ρ is resonant build-up factor, and
α is dynamic coefficient that can be approximated using equation (Eq. 7).

α = 0.09e−0.075 fn (7)

Using the above equations; Eqs. (6) and (7), the calculated peak acceleration was
found equal to 0.615%g, which is above the accepted tolerance according to ISO
2631–2 [new reference]. Further analysis was performed to estimate the acceleration
at the point of load in three directions; vertical, longitudinal, and lateral, presented
in Fig. 6, The estimated peak acceleration was found to be around 0.07 m/s2; consid-
ering a fundamental pacing frequency of 1.4 Hz (slow walking). For an intermediate
walking speed a pacing frequency of 2 Hz was applied, and results can be found in
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Fig. 4 Natural frequencies and modes shape
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Fig. 5 Frequency response

Fig. 6 Acceleration in three
direction during steady state
harmonic excitation at
pacing frequency 1.4 Hz

Fig. 7. By comparing peak amplitude in both analysis, at faster walking speed (2 Hz)
the peak amplitude was almost doubled for all deflection modes i.e. vertical, longi-
tudinal and lateral. Although the simple force model harmonics are up to 3 times the

Fig. 7 Acceleration in three
direction during steady state
harmonic excitation at
pacing frequency 2 Hz
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pacing frequency, but still the time response indicate high frequency content which
represent a transient phenomenon.

Based on the estimated acceleration peaks; above, The vibration levels were
found to be exceeding the recommended level of vibration in offices and residential
buildings (0.005 m/s2) [6, 11]. In this analysis, the structure was considered empty.
According to Shahabpoor et al. and Brad et al. [3, 12], damping of occupied buildings
is larger than empty one. For example, Shahabpoor et al. [3] reported that 50% of
FRF magnitude dropped when 3 people were occupying the floor, which is returned
due to human structure interaction (HIS), where the human body dissipates part of
vibration energy.

The walking induced force was also simulated by considering a moving concen-
trated load over a predefined path. The dynamic analysis of structure with a moving
load was performed on the structure including the cement slabs. The loads and their
distribution for single person walking over a surface were extracted from the exper-
imental work reported by Bard et al. [12] to identify the span between the right
and left foot as well as walking speed. Figure 8 presents the estimated acceleration

Fig. 8 Acceleration in three direction during implicit dynamic analysis at pacing frequency 2 Hz
(moving load)
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Table 3 Comparison
between FEA and manual
calculation

Method Estimated (a/g)%

Harmonic analysis (FEA) 0.62

FEA (stationary) 1.27

FEA (moving load) 0.61

Design guide 11 0.43

Tolerance limit 0.5

at a midpoint (away from point of load). It can be noticed that vertical response
is the highest. Moreover, the decaying envelop is showing a transient response
for this mode of vibration. It was reported by Tosa and Gomes [2] that structural
response considering a moving force is 30% lower as compared to simple force
model (stationary).

By comparing estimated acceleration, using the developed FEM and calcula-
tion following AISC DG 11 [6], it can be noticed that vibration levels estimated
using AISC DG 11 are lower a compared to ones estimated using the developed
FEM. Moreover, the fundamental vertical vibration mode was under estimated as
compared to FEA results. Table 3 presents a comparison between four different eval-
uation methods considered in this paper. Also the acceleration amplitudes (peak) are
compared to maximum recommended amplitude per ISO 2631-2, 1989 [11].

4 Conclusions

In this work, serviceability of two-story office building was investigated through
finite element modeling as well as standard design calculation following AISC DG
11. Two force induced walking models were consider in this paper, the first model
considered foot fall loads as concentrated harmonic force (notmoving),which closely
represent harmonic analysis. The second model was presenting the induced force as
moving concentrated time varying load acting as a drop force. Based on estimated
vibration levels the following conclusions could be drawn.

1. The finite element analysis revealed that the fundamental frequency is around
4 Hz in lateral and longitudinal directions while the first vertical mode was
around 23 Hz, the later was found higher than the estimated fundamental
frequency calculated based on the combined panel model following AISC DG
11 (14 Hz).

2. The acceleration peaks in the vertical direction were found higher in FEA as
compared to one estimated by the design guide.

3. Based on estimated acceleration in the three axes with respect to walking path
i.e. longitudinal, vertical and lateral, the acceleration levels where found to be
slightly above ISO recommended value of 0.005 m/s2 for the frequency range
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from 4–8 Hz. Keeping in mind that this analysis is following the guidelines
where nonstructural materials are not included.

4. Transient mode was found in the vertical vibration due to footfall load due to
higher fundamental vertical mode frequency, above 10 Hz.

5. Low fundamental frequencies in longitudinal and lateral direction can easily
matchwith pacing frequency and its harmonics, therefore resonance is expected.
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An Economical Multiple-Tuned Mass
Damper to Control Floor Vibrations

Mehdi Setareh

Abstract Excessive vibrations of architectural structures have become a prevalent
design issue in recent years. The high strength of construction materials, optimized
design of structures, and the desire of architects for large open space building layouts
have resulted in a number of serviceability issues in existing building structures.
In an attempt to search for an economical method of resolving this issue, a new
multiple-tuned mass damper (MTMD) has been designed and tested. The device
consists of four steel plates cantilevered from a central hub. Each plate (wing) has
a central slot that can be used for the movement of steel weights to modify the
natural frequencies of the MTMD during the tuning phase. In addition, air dampers
connected to each wing provide the required damping for the optimal tuning of the
MTMD.This paper details the design of this novelMTMDandprovides the analytical
equations developed for the tuning of the device. It also provides information on the
field tuning of the device to a laboratory floor susceptible to large vibrations due to
human movements. In addition, results of the walking and bouncing tests conducted
at the Virginia Tech Vibration Testing Laboratory to evaluate the effectiveness of
the device are discussed. It is concluded that the proposed device can provide an
economical and effective method of floor vibration mitigation.

Keywords Multiple tuned mass damper · Floor vibration · Vibration
serviceability · MTMD tuning · Walk and bounce excitations

1 Introduction

Excessive floor vibrations have become an important serviceability issue in recent
years. In fact, the number of building floors having such problems in the past twenty
years is more than the reported cases during the entire twentieth century. The main
reasons for such increase in the number of problem floors are: (1) reduction in floor
mass resulting from the use of higher strength construction materials; (2) reduction
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in damping due to less office furniture, and fewer partitions; (3) reduction in stiffness
due to the use of optimized design approaches, which generally result in less stiff
supporting members; (4) reduction in the natural frequency of floor systems caused
by larger floor span lengths; and (5) increase in the number of rhythmic activities
such as rock concerts, aerobics, indoor jogging, etc.

When an excessive floor vibration occurs, there are generally few options avail-
able to the structural engineer. Tuned Mass Dampers (TMDs) have been used to
control these vibrations and correct the problem. TMDs which are generally tuned
to a specific mode of vibration, consists of elements to provide mass, stiffness, and
damping. The first application of TMDswas proposed byFrahm [1] in 1911 to control
the rolling motions and vibrations of the hull of ships. Later Ormondroyd and Den
Hartog [2], Brock [3] and Den Hartog [4] contributed to the theory of vibration
reduction of undamped systems using TMDs.

Many attempts have been made to increase the effectiveness of TMDs when used
for floor vibration control, among them are the works by Setareh et al. [5, 6] using
pendulum and semi-active TMDs, and Varela and Battista [7] where they used steel
plates directly hung from the supporting floor beams. Two main issues exist when
usingTMDs to control floor vibrations. First, it is possible that severalmodes of afloor
can be susceptible to large vibrations due to human movements. The second issue is
the high costs of fabrication, installation and tuning of those devices. A number of
attempts by researchers have been made to address the first issue. Snowdon et al. [8]
proposed the use of a cruciform TMD made of two free-free beams with a lumped
mass at the end to control several modes of a general distributed mechanical system.

This paper introduces a multiple-tuned mass damper (MTMD) made of simple
components to fabricate and easy to install and tune. The device is designed such that
its natural frequencies can be adjusted by changing its stiffness andmass. In addition,
adjustable dampers are used to provide more versatility in its application. The design
of the MTMD is discussed and its optimum dynamic properties are computed. The
installation of the device on a laboratory floor to control three modes of vibration
are discussed and the results obtained from the measurements are compared with
those from the analytical predictions. In addition, the results of various walk and
bounce tests by a group of volunteers to demonstrate the effectiveness of the device
to control the vibrations due to human movements are presented.

2 Description of the MTMD and the Test Floor

The MTMD consists of two steel plates cantilevered from a central hub at the center
of the plates. The steel plates provide the MTMD stiffness. Each cantilever (or wing)
has a slot at its center which allows the weight plates which provide MTMD mass
to move along each wing and be secured. This allows both the stiffness and mass of
the MTMD to be adjusted. To provide damping adjustable air dampers are used.

The device components are easy to fabricate and assemble. Therefore, unlike the
existingTMDdesign, the developedMTMD is very affordable and can be easilymass
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Fig. 1 The test structure at
the Virginia Tech Vibration
Testing Laboratory

produced. Also, the device dimensions are such that theMTMDcan be housedwithin
the typical floor plenums. The assembly of the device is very easy as all components
are bolted to each other and does not require skilled personnel. In addition, the tuning
of the device can be accomplished by using a vibration application on a smartphone.

All the tests presented in this study were conducted at the Virginia Tech Vibration
Testing Laboratory (VTVTL). The facility houses a two-story full-scale test structure
that was used for studies conducted here. Figure 1 shows the test structure at the
VTVTL. Figure 2 shows the MTMD placed at the quarter point of the test floor used
for this study, which consists of a 9.14 m by 9.14 m concrete floor with steel beams
supported by columns at its corners. Table 1 shows the measured natural frequencies
and damping ratios of the test floor.

3 MTMD Design Parameters

To design the MTMD, its optimum dynamic parameters need to be computed [9].
These are the optimumMTMD frequency ratio ( f ) and damping ratio (ζM ) for given
mass ratio (μ) and floor damping ratio (ζ). Since the MTMD is made of four wings,
it can be tuned to a maximum of four different floor vibration modes.

Only three wings of the MTMD were used in this study to tune them to the first
three modes of vibration of the floor. To compute the optimum non-dimensional
design parameters of the MTMD, the effective mass (weight) of the floor for its first
three modes had to be computed. A computer model of the test structure including
bothfloor levelswas created usingSAP2000 computer software [10] andwas updated
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Fig. 2 The MTMD placed at the quarter point of the test floor

Table 1 Measured natural
frequencies and damping
ratios of the test floor

Mode number Natural frequency (Hz) Damping ratio (%)

1 5.225 0.51

2 9.225 0.36

3 10.650 0.42

to closely represent the measured dynamic properties of the floor using the measured
floor modal damping ratios. The effective weights (masses) of each mode were
found using the frequency response function (FRF) at the corresponding resonance
frequencies [11]: Wef 1 = 61KN;Wef 2 = 54.5KN; andWef 3 = 42.6KN

TheMTMDeffectivemasses were also needed to be found in order to compute the
non-dimensional design parameters. For this purpose, each wing of the MTMD was
considered as a cantilever beam with a movable mass (weight) as shown in Fig. 3.

The cantilever length, L, for each wing was computed by setting the analytical
natural frequency shown in Eq. (1) equal to its measured counterpart [11]:

Fig. 3 Cantilever beam
model representing each
MTMD wing
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fn = 1

2π

√
3E Ig

(L − Lb)
3We

(1)

W
′
e = 0.22WpL3

(L − Lb)
3 (2)

We = W + W
′
e (3)

where E is the modulus of elasticity of the wings (steel), I is the moment of inertia of
the wing cross-section, g is the gravitational acceleration. Wp is the total weight
of the wing plate, We is the effective weight of each wing of the MTMD, and
W is the total weight of movable plates. The MTMD effective weights (masses)
were adjusted based on the modal amplitude at the location of the MTMD place-
ment on the floor (the quarter point for this study) which were found to be: μ1 =
0.0018, μ2 = 0.00325, and μ3 = 0.00167 for the first three modes , respectively.
Using the measured floor damping ratios as shown in Table 1, the predicted non-
dimensional frequency ratios ( f ) and MTMD damping ratios (ζM ) for the three
modes of vibration were computed. The predicted reduction in the floor response for
the first three modes were equal to 74%, 85%, and 78%, respectively [11].

Figure 4 shows the time responses and the frequency response functions (FRF)
of the floor with the MTMD inactive (locked wings) and active (unlocked wings). A
burst chirp excitation was used for the tests. The measured average reduction in the
responses of the first three vibration modes of the floor were 67%, 50%, and 48%,
respectively.

4 Walk and Bounce Tests

The MTMD performance was evaluated by conducting a series of tests on the labo-
ratory floor. Thirty volunteers participated in the walking and bouncing tests. For
the walk tests, the human subjects were asked to walk individually on the floor at
the corresponding sub-harmonics of the first and second mode natural frequencies
of the floor. The third mode natural frequency was above 10 Hz, which cannot result
in a floor resonant behavior due to human activity. Therefore, the tests were not
planned to excite this mode of the vibration of the floor. Each person walked from
one end of the floor along the centerline to the opposite end and waited until the
measurement was complete. The selected step frequencies for walking at the first
mode sub-harmonic was 158 spm (steps per minute) and for the second mode was
139 spm. Figure 5 shows a sample of the measured floor response in the time and
frequency domains when the subject walked at the first mode sub-harmonic (158
spm). The average reduction in the vibration due to the use of MTMD for the first
mode was 59% and for the second mode was about 42%. It was noted that even
though the mass ratio for the second mode was higher, due to the lower participation
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Fig. 4 Floor response in time domain and frequency domain (FRF)

of the second mode in the floor response and smaller walk dynamic load factor, the
second mode vibration reduction level was smaller.

The floor responses were also measured when the MTMD was active (unlocked)
and inactive (locked) while the individual human subject bounced on the floor. A
bounce excitation occurs when the person moves up and down by bending his/her
knees without leaving the floor. This typically represents movements of people while
engaging in a dance like activity. To excite the first mode each individual bounced at
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Fig. 5 Comparison of the floor responses in the time and frequency domains when theMTMDwas
locked and unlocked as the subject walked at the first mode subharmonic (158 spm)

158 bpm (bounce per minute) while standing at the center of the floor. Figure 6 illus-
trates the comparison of the floor center responses in the time and frequency domains
when the MTMD was in the locked and unlocked positions while an individual
bounced.

To excite the second mode, the same tests were repeated when the individuals
stood at the quarter point of the floor and conducted bounces at 139 bpm. Figure 7
shows the comparison between the response of the quarter point of thefloor in the time
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Fig. 6 Comparison of the floor responses in time and frequency domains when the MTMD was
locked and unlocked as the subject bounced at the first mode subharmonic (158 bpm) standing at
the floor center

and frequency domains when the MTMD was in the locked and unlocked positions
while an individual bounced.

The average reduction in the floor vibration by using the MTMD when excited
by the human subjects bounce excitation was about 45%.
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Fig. 7 Comparison of the floor responses in the time and frequency domains when theMTMDwas
locked and unlocked as the subject bounced at the second mode subharmonic (139 bpm) standing
at the floor one-quarter point

5 Summary and Conclusion

At times reducing floor vibrations due to human movements through making struc-
tural modification such as changing stiffness and/or mass can be cost prohibitive. An
economical method of alleviating excessive floor vibrations was introduced which
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consists of the application of a multiple tuned mass damper (MTMD). The MTMD
introduced in this study, is made of simple components that are easy to fabricate and
assemble. It can be used for controlling vibration at the design stage of the structure
or as a method to correct existing problem floors.

This paper presented the equations to compute the MTMD dynamic parameters
in order to predict its effectiveness in controlling vibrations. A number of laboratory
tests were conducted. The results of the tests showed the effectiveness of the device
in controlling different modes of floor vibrations while having very small mass ratios
within 0.16–0.18% range. The results of the conducted walk and bounce tests by a
group of individuals also demonstrated the effectiveness of theMTMD in controlling
two modes of vibrations of a laboratory test floor.
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Experimental Study
of a Two-Degree-of Freedom Pendulum
Controlled by a Non-smooth Nonlinear
Energy Sink

Gabriel Hurel, Alireza Ture Savadkoohi, and Claude-Henri Lamarque

Abstract We seek to control the oscillations of a two degree-of-freedom pendulum
under base excitation with a non-smooth nonlinear energy sink (NES) since the main
structure is nonlinear. Thanks to the multiple time scales method, an analytic model
is built. At fast time scale, a slow invariant manifold with stable and unstable zones
describes the behavior of the system. Some singular point correspond to bifurcations
responsible to the control of the main structure. At the next slow time scale, the
equilibrium points of the system are calculated. A pseudo-periodic regime can exist
and create a thresholding of the energy of the main structure. In order to validate
the theoretical model, we built a reduced model in our laboratory. The pendulum
made with a threaded rod and a steel mass, is hung from a jib crane, which is excited
horizontally or vertically by an electrodynamic shaker. Increasing anddecreasing sine
sweeps allows to exhibit show the response for a wide range of frequency. TheNES is
made with a steel cylinder oscillating freely between two elastic boundaries creating
a piece-wise linear law. Different configurations of excitation and orientation of the
NES are tested. The first results highlight the nonlinear behavior of the pendulum.
Then, the results show a good qualitative agreement with the theory and a good
efficiency of the desired control on a wide range of frequency.

Keywords Passive control · Pendulum · Nonlinear energy sink · Reduced model ·
Shake table

1 Introduction

Due to wind, acceleration or emergency braking, the ropeway vehicles can oscillate
around two horizontal axes. This is uncomfortable for passengers and dangerous
for the structure. Many solutions have been designed to control the dynamics of
structures, which can be sorted in two categories: active systems with a control loop
and passive systems that do not need energy supply. The first passive system is the
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tuned mass damper (TMD) [1] which can absorb the energy at the frequency on one
mode. For a non-linear system where the natural frequencies as a function of the
amplitude of vibration are not constant, the TMD cannot be used. It has been showed
that to introduce non-linear terms in the restoring force function of the damper can
improve its efficiency [2]. For the nonlinear energy sink (NES) [3, 4], no linear term
exits in the restoring force function, so that no frequency is targeted. Hurel et. Al
studied how a NES can control both modes of a two degrees-of-freedom pendulum
[5, 6]. They verified the efficiency of the NES in case of vertical parametric excitation
[7] and provided tools to determine the design parameters of the NES [8].

In Sect. 2 of this article, we describe the studied system, and in Sect. 3 we give
the main results of an analytical analysis with the multiple time scales method. We
present the experimental set-up in Sect. 4 and the obtained results in Sect. 5. Finally,
we conclude in Sect. 6.

2 System

The two-degree-of-freedom pendulum of mass M is hung at its top O with a hinge
linkage in a gravitational field g. It can rotate around −→y and −→x axes with angles ϕ

and ψ respectively. Its center of mass G is located at a distance L from O . Its matrix
of inertia I is diagonal in the main reference of frame.

A NES is coupled to the pendulum at the distance a from O with an orientation
α as seen on Fig. 1. The NES is made of a mass m � M , moving with a viscous
damping cu on a length 2d between two elastic barriers of stiffness k. The piece-wise
linear restoring force function F as a function of the displacement of the mass u is
represented on Fig. 2.

F(u) =
⎧
⎨

⎩

k(u + d) if u < −d
0 if −d < u < d

k(u − d) if u > d

The system is excited with the displacement of the base of the pendulum xO(t),
yO(t) and zO(t).

3 Theoretical analysis

3.1 Governing Equations of the System

The kinetic energy (Ek) and the potential energy (Ep) of the system read:

Ek = 1
2M

(
ẋ2G + ẏ2G + ż2G

) + 1
2 I xxϕ

2 + 1
2 I yyψ

2 + 1
2M

(
ẋ2m + ẏ2m + ż2m

)
(1)
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Fig. 1 Two degree-of-freedom pendulum coupled with a NES [8]

Fig. 2 Piece-wise linear
restoring force function of
the NES [8]

Ep = g(MzG + mzm) + S(u) (2)

where • stands of the time derivation and ∇S(u) = F(u) where ∇ stands
for the gradient operator. We deduct the equations of the system thanks to the
Euler–Lagrange equations.
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3.2 Assumptions

We assume both natural frequencies of the pendulum are close to each other:

ωϕ = ωψ + σε (3)

where ε is the ratio of mass:

ε = m
M � 1 (4)

We assume the displacement of the base O is small and periodic, so we can
expressed its coordinates as Fourier series:

xO(t) = ε
∞∑

j=0
x jei j�t , yO(t) = ε

∞∑

j=0
y jei j�t , zO(t) = ε

∞∑

j=0
z jei j�t (5)

As the excitation is small, we assume the variables of the pendulum are small:

ϕ = εϕ
−
, ψ = εψ

−
, u = εu− (6)

Finally, we assume the fundamental frequency of excitation is close to both natural
frequencies:

� = ωϕ + σϕε = ωψ + σψε (7)

3.3 Multiple Time Scales Method

We introduce the following variables of Manevitch [9]:

	ei�t = ϕ̇
−

+ i�ϕ
−
, 
ei�t = ψ̇

−
+ i�ψ

−
, Uei�t = u̇− + i�u− (8)

In the multiple time scales method [10], we used ε as small parameter to
decompose the time t in several scales of time:

τ0 = t, τ1 = εt, τ2 = ε2t, . . . (9)

The derivation operator can be redefined:

d
dt = ∂

∂τ0
+ ε ∂

∂τ1
+ ε2 ∂

∂τ2
+ . . . (10)
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We keep only the first harmonics of the response of the system. The following
operator does this is done for an arbitrary function of the system h(τ0, τ1, τ2, . . . ):

H = �
2π

2π
�∫

0
h(τ0, τ1, τ2, . . .)e−i�τ0dτ0 (11)

3.4 Analysis of the System at Fast Time Scale

At the first order O(ε), corresponding to the fast time scale, the equations read:

∂	
∂τ0

= 0 (12)

∂

∂τ0

= 0 (13)

∂U
∂τ0

+ iacos(α)(a�2−g)
2� 	 + iasin(α)(a�2−g)

2� ψ + i�+λ
2 U + i K

2�US(|U |) = 0 (14)

where λ = cu
m , K = k

m and

S(|U |) =
{

0 if |U | ≤ D

arccos
(

D
|U |

)
− D

√
|U |2−D2

|U |2 if |U | > D
(15)

where D = �d√
ε
. At the asymptotic state (when ∂U

∂τ0
tends to 0), with the polar form of

variables 	 = Nϕeiδϕ , 
 = Nψeiδψ and U = Nueiδu , the Eq. (14) describes a slow
invariant manifold (SIM):

cos2(α)N
2
ϕ + sin2(α)N 2

ψ + 2sin(α)cos(α)cos(δ)NϕNψ = (K S(Nu)−�2)
2+λ2�2

(a�2−g)
2 N 2

u

(16)

where δ = δϕ − δψ . The SIM is represented in Fig. 3 for several values of δ with
stable and unstable zones.
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Fig. 3 SIM for δ = 0, π
2 and 4π

5

3.5 Analysis of the System at Slow Time Scale

At the next time scale O(ε2) corresponding to the first slow time scale, the equations
of the system reads:

Lg
∂	

∂τ1
+

(
i2σϕLg + a�

(
a�2 − g

)

2
+ cϕω2

2

)

	 + i Lg

16�
|	|2	

+ icos(α)�
(
a�2 − g

)

2
U − x1L�4 − 2i z2L�3	∗

+ i
Lg − 2L2ω2

8�
	|
|2 + i

Lg + 2L2ω2

16�
	∗
2 = 0 (17)

Lg
∂


∂τ1
+

(
i2σψ Lg + a�

(
a�2 − g

)

2
+ cψω2

2

)


 + i Lg

16�
|
|2


+ isin(α)�
(
a�2 − g

)

2
U − y1L�4 − 2i z2L�3
∗

+ i
Lg − 2L2ω2

8�

|	|2 + i

Lg + 2L2ω2

16�

∗	2 = 0 (18)

We can calculate numerically equilibrium points of the system from Eqs. (17),
(18) and the Sim Eq. (16). When no stable equilibrium point exists, i.e. equilibrium
points are unstable, the system can oscillate between two stable zones of the SIM.
This behavior called strongly modulated response [11] is represented on the SIM in
Fig. 4. The amplitudes of the system Nϕ and Nψ are pseudo-periodic. Thanks to this
phenomenon, the amplitudes stay below a threshold.
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Fig. 4 SMR oscillations of the system: amplitudes and SIM

4 Reduced Model

We built a reduced model in order to estimate the efficiency of the NES experimen-
tally. The pendulum is made with a rod and a steel parallelepiped mass (Fig. 5). It
is hung to a frame made with two aluminum-profiled beams. Two close orthogonal
pivots linkages constitute the hinge linkage (Fig. 6). The frame is bolted on the shake-
table through a PMMA plate to avoid induced current and interference with sensors.
The shake table can be set in two different positions in order to excite vertically or
horizontally the system.

The mass of the NES is a cylinder translating in two ball rings and stopped with
two springs as seen on Fig. 6. It is attached at the extremity of the pendulum.

Fig. 5 Reduced model on the shake table in horizontal and vertical position [8]
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Fig. 6 Non-smooth NES and hinge linkage of the pendulum [8]

5 Test Results

The reduced model is subjected to excitations provided by the shake table. A sine
force is providedwith a frequency sweep. In order to highlight nonlinear phenomena,
we always do ascending and descending sweeps. A control loop enables the shake
table to deliver constant velocity whatever the frequency. The response of the system
is measured with a triaxle accelerometer located at the extremity of the pendulum.

5.1 Pendulum Alone

First, we test the pendulum without NES. Several amplitudes of excitation are
provided in Fig. 7. The decreasing frequency of peaks as a function of the ampli-
tude show a softening effect of the system. The difference between increasing
and decreasing frequency sweep show that several stable states exist for the same
excitation.

5.2 Horizontal Base Excitation

Then we excite the structure horizontally with two orientations of the NES:

– α = 0◦ (Fig. 8)
– α = 45◦ (Fig. 9)

In both cases the NES provide a good control of the system by dividing by two
the amplitudes of oscillation.
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Fig. 7 Nonlinear response of pendulum alone with several velocities of excitation [8]

Fig. 8 Efficiency of the NES with horizontal excitation (α = 0) [8]
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Fig. 9 Amplitude of the system with and without NES (α = 45◦) [8]

Fig. 10 Response of the system of vertical excitation with initial energy [8]

5.3 Vertical Base Excitation

When the system is subjected to vertical excitation, it does not oscillate if no initial
energy is provided. In our test, the initial energy corresponds to an initial angle of
the pendulum. The results of Fig. 10 show that without NES, the system continues
to oscillate with high amplitude. The NES absorbs the energy of the pendulum, the
amplitude of oscillation decreases to reach zero. These results are in agreement with
the analytical calculations of [7].

6 Conclusions

We built a reduced model in order to verify and validate the analytical results of the
control of a two degrees-of-freedom pendulum. A shake table can excite the system
in several configurations. First, we show the nonlinear behavior of the pendulum.
Then we show that the NES can control one mode of the pendulum by dividing by
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two the amplitude of oscillations. If the orientation of the NES α = 45◦, both modes
are controlled. Finally, with vertical excitation, the NES avoid the pendulum to stay
in a state with very high amplitude of oscillation. This experimental study show
that the NES is efficient to control a two degrees-of-freedom pendulum in several
conditions of excitations.

Acknowledgements This research was funded by “La Région Auvergne Rhone Alpes” in the
frame of the CALIPSO project.
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Hybrid Simulation for Seismic Isolation
Effectiveness Assessment of HDR
Bearings at Low Temperature

Yuqing Tan, Ji Dang, Akira Igarashi, Takehiko Himeno, Yuki Hamada,
and Yoshifumi Uno

Abstract Although the detrimental effects of the low temperature condition on the
seismic performance of High Damping Rubber (HDR) bearings are known by the
past studies, influence on the dynamic response of structural systems with HDR
bearing application and evaluation of consequent seismic performance reduction are
yet to be explored. In this research, hybrid simulation for HDR bearings’ seismic
isolation effectiveness assessment in cold regions was conducted. The testing equip-
ment for elastomeric bearing specimens was modified to enable low-temperature
shear loading test under axial load. Shear modulus variation of HDR at different
ambient temperatures is shown to diminish as the cyclic loading to HDR bearing
progresses, presumably due to the self-heating effect caused by the energy dissipa-
tion, as demonstrated by preliminary cyclic loading tests. The effects of low ambient
temperature on the dynamic response of the isolated bridge are observed in terms of
the increased maximum shear strain of the HDR bearing, amplified maximum load
acting on the bridge piers during the seismic excitation, and the consequent increase
of pier top displacement.

Keywords Temperature effects · Hybrid simulation · Low temperature · High
damping rubber bearing · Self-heating
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1 Introduction

It is known that the mechanical characteristics of High Damping Rubber (HDR)
bearing are severely affected by the temperature condition, and the restoring force of
the HDR bearing tends to increase as the temperature decreases. On the other hand,
stiffness of HDR reduces due to the temperature rise caused by self-heating of the
rubber material under cyclic deformation, and this stiffness reduction will further
affect the self-heating of the rubber material. As a result, HDR bearing exhibits
complicated behavior involving thermo-mechanical interaction.

Okui et al. [1] found that the mechanical behavior of the HDR bearing is governed
by the inner temperature of the bearing rather than the ambient temperature. Takaoka
et al. [2] investigated the effects of increased temperature on themechanical behavior
of rubber bearings under large cyclic lateral loading. Cardone et al. [3] conducted
cyclic loading test to investigate the mechanical properties of elastomeric isolators
at seven different air temperatures ranging from 40 °C to −20 °C. These previous
studies focused on the hysteretic shear strain—stress relationship of HDR bearing
under cyclic loading conditions. Since the earthquake ground motion is different
from the cyclic loading inwhich the shear lateral amplitude is progressively increased
or constant, experimental data of the HDR bearing under a more realistic loading
condition that reflects the seismic response of isolated bridges under low ambient
temperature is of great concern, assuming the implementation of HDR bearings
to bridges in earthquake prone cold regions. For this purpose, hybrid simulation is
considered to be an effective method to obtain more trustworthy dynamic response of
the HDR bearings implemented to an isolated bridge subjected to earthquake ground
motion.

In this study, quasi-static loading tests and hybrid simulation of HDR bearing
specimens at room and low ambient temperatures are carried out to investigate the
temperature effect on the seismic response of the HDR bearings used in isolated
bridges.

2 Test Setup

2.1 Test Specimen

A 1/6-scaled HDR bearing was used as the test specimen in this study. The effective
dimensions of the bearing are 240× 240 mm, and the rubber layer is 5 mm, resulting
in a total rubber layer thickness of 30mm. Shear modulus of the high damping rubber
material is 1.2 N/mm2. There were four thermocouples used to measure the bearing
temperature: two within the specimen in the central section (P1 and P2), and the
other two were on the outside surface of the specimen at 1/2 height (S1), and 3/4
height (S2). The HDR bearing specimen and the layout of thermocouples in the plan
and elevation views are shown in Fig. 1.
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Fig. 1 HDR bearing
specimen and layout of
thermocouples

2.2 Test Apparatus

A 200tf hydraulic loading system for elastomeric bearings was used in the test, as
shown in Fig. 2. The capacity of the loading system is: for the horizontal shear
loading, maximum force of ±400 kN, and maximum stroke of ±200 mm; for the
vertical axial loading,maximum force of −2000/+ 1000 kN andmaximum stroke of

Fig. 2 200tf loading system



298 Y. Tan et al.

±150 mm. The horizontal loading was carried out in the displacement control mode
at a constant rate of 10 mm/s (it was actually a sine wave loading, as it is difficult to
control the speed when the loading direction changes), maintaining a constant axial
stress of 6 MPa in the vertical direction.

2.3 Temperature Control

The hydraulic loading system was modified to enable low-temperature shear loading
test. The HDR bearing specimen was placed within a chamber made with heat insu-
lating material, and the ambient temperature of the specimen was controlled to be
a predetermined temperature by the delivered cold air through the cooling system
during the test. The insulating chamber and cooling system are shown in Fig. 3. Three
ambient temperature cases (23 °C, 0 °C and −20 °C) of both the cyclic loading and
hybrid simulation were conducted. Before starting each of the loading test, the spec-
imen was stored in the chamber and cold air was provided into the chamber for at
least one day until the desired temperature of specimen was reached.

Two insulation plates were installed on the upper and lower surfaces of specimen
to prevent the energy loss from theHDRbearing specimen to the loading apparatus, as
shown in Fig. 4. However, there was a small amount of energy loss from the specimen
to the loading apparatus through the shear key which was installed at the center of
upper insulation plate to transmit the shear force to the HDR bearing specimen.

3 Quasi-Static Loading

The shear strain amplitudes in the cyclic shear loading tests were 50, 100, 150, 200
and 250%, in a sequence from the smallest to the largest strain amplitudes, and 5
cycles were repeated for each strain amplitude. The shear strain–stress relationship

Fig. 3 Insulating chamber (left) and cooling system (right)
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Fig. 4 Insulation plate (on the upper surface of specimen)

of HDR bearing at different ambient temperatures is shown in Fig. 5. It is observed
that the loops at higher strain amplitudes and lower ambient temperatures show larger
dissipation and higher stiffness. In addition, the stiffness decreases with increasing

Fig. 5 Shear strain—stress relationship of HDR bearing at different ambient temperatures
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Fig. 6 Results of cyclic loading test

cycle numbers due to the self-heating and drops sharply after the first cycle at each
strain amplitude due to the Mullins effect.

The plot of the equivalent shear modulus and the equivalent damping ratio of the
HDR bearing against strain amplitude for the five cycles at three different ambient
temperatures is shown in Fig. 6. It can be observed that both the equivalent shear
modulus and the equivalent damping ratio decrease at higher ambient temperatures
and larger strain levels, and the equivalent shear modulus variation due to different
ambient temperatures diminishes as the shear strain increases, presumably due to
the self-heating effect caused by energy dissipation. The difference of the equivalent
shear modulus between the two adjacent cycles decreases at larger cyclic numbers,
and consequently the stiffness of HDR decreases by the self-heating of the rubber
material. It can also be found that the equivalent damping ratio is less affected by
the self-heating of HDR bearing as the equivalent damping ratio is almost identical
for different cycles at each ambient temperature.

4 Hybrid Simulation

4.1 Hybrid Simulation Description

The hybrid simulation was conducted on a hypothetical 3-span continuous bridge
isolated with HDR bearings, numerically modeled as a simplified 2-DOF system
shown in Fig. 7.

There were two HDR bearings installed on the top of each pier, with m1 and
m2 represent the mass of super-structure and that of the pier, respectively, and the
springs k1 and k2 represent the stiffness of the rubber bearing and pier, respectively.
All the four piers were considered to be linear-elastic and behave identically in the



Hybrid Simulation for Seismic Isolation Effectiveness Assessment … 301

Fig. 7 Assumed bridge model

longitudinal direction. The natural period of the hypothetical isolated bridge model
is assumed to be 1.498 s, and the characteristic values of the reduced 2-DOF model
are shown in Table 1.

The hybrid simulation system framework is shown in Fig. 8. The test control PC is
used to carry out numerical time integration of the equations of motion and generate
displacement command signals for the loading device, and the calculated numerical
result is sent to the DSP via the LAN cable as command signal, and this signal is
then sent to the loading system controller through the terminal block. The loading
system is controlled by another PC, and the servo-hydraulic loading jack generates
the load following the command signals sent from the control panel. A date logger
is connected to the thermocouples to record the temperature value.

TheNewmark’sβ methodwas applied as the step-by-step time integration scheme
for the 2-DOF system. A value of 1/6 for coefficient β and a time increment �t of
0.01 s were used, and the similitude law was applied in hybrid simulation. At each
time step, the displacement of HDR bearing was calculated and divided by 6, and
this predicted displacement was imposed on the HDR bearing specimen, then the

Table 1 Characteristic
values of the reduced 2-DOF
model

Mass of super-structure, m1 10,156 (ton)

Mass of pier, m2 3385 (ton)

Elastic stiffness of HDR bearing, k1 376 (KN/mm)

Stiffness of pier, k2 400 (KN/mm)

Damping ratio, h 0.05

Natural period 1.498 (s)
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Fig. 8 Hybrid simulation framework

restoring force of the specimen was measured and multiplied by 36 to correct the
displacement, velocity and acceleration of the isolated bridge for the next time step
integration. These steps were repeated until the end of hybrid simulation.

The ground motion Level 2, Type II, ground type-II accelerogram 1, specified in
Design Specification of Highway Bridges (Japan Road Association, 2017) was used
as the input accelerogram and is shown in Fig. 9.

Fig. 9 Earthquake ground motion
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4.2 Responses of the HDR Bearing and Pier

The shear strain–stress relationship of HDR bearing obtained by the hybrid simula-
tion is shown in Fig. 10a. It can be observed that the stiffness, shear stress of HDR
bearing become higher at lower ambient temperatures. The area of the hysteresis
loop significantly increases under lower temperature, indicating increased energy
dissipation capacity. The maximum strain becomes larger at lower temperatures in
the positive direction while the maximum strain is smaller at lower temperatures in
the negative direction.

The maximum absolute shear strain at low ambient temperatures normalized by
themaximumabsolute shear strain at 23 °C is shown in Fig. 10b. Themaximum strain
of bearing is reduced by a factor of 0.886 at 0 °C and 0.955 at−20 °C compared with
the result at 23 °C, showing a quantitative representation of the reduced effectiveness
of the HDR bearing due to low temperature.

The maximum load acting on the bridge piers increases as the restoring force of
the HDR bearing increases at low temperature. The pier top displacement obtained
from the hybrid simulation at different temperatures is shown in Fig. 11a. It can be

a b

Fig. 10 Hysteresis loops and ratio of maximum shear strain of HDR bearing in hybrid simulation

a b

Fig. 11 Pier top displacement obtained from hybrid simulation
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observed that the peak pier top displacement increases as the temperature decreases.
The maximum absolute pier top displacement at each temperature standardized by
the result at 23 °C is shown in Fig. 11b. This result shows that the maximum pier top
displacement is increased by a factor of 2.816 at −20 °C and 2.064 at 0 °C compared
with the result at 23 °C, implying possible increase of seismic demand due to a low
temperature.

4.3 Temperature and Energy Dissipation

Themeasured temperature time history of theHDRbearing at three different ambient
temperatures is shown in Fig. 12, where the loading time domain is marked by solid
lines and arrows. The results indicate that the surface temperature (S1 and S2) of
the HDR bearing remained almost constant, while the inner temperature (P1 and P2)
rose to 27 °C by the end of test for the case of 23 °C and rose to −8 °C for the
case of −20 °C; thus, a lower initial ambient temperature corresponds to a larger
temperature rise.

In the case of−20 °C, the inner temperature suddenly decreased at approximately
80 s due to a brief interruption regarding safety, as the lateral forcewas approximately
equal to the lateral capacity of the test device, then the hybrid simulationwas restarted
after a period of time. Except for the case of 0 °C, the inner temperature progressively
increased during the loading phase and immediately decreased after the loading was
removed. It appears as though the heat was absorbed from the HDR bearing in the
case of 0 °C, although the cause of this heat absorption is unclear.

Fig. 12 Temperature time history of HDR bearing at different ambient temperatures
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Fig. 13 Dissipated energy
of HDR bearing

The dissipated energy at each time step Dn is expressed by Eq. (1), where d is the
shear displacement and f is the shear force of the HDR bearing.

Dn =
n∑

k=1

(dk − dk−1) × ( fk + fk−1)

2
(1)

The dissipated energy calculated by Eq. (1) at each ambient temperature is shown
in Fig. 13. It is observed that the energy dissipation capacity increases due to the
exposure to lower temperatures, which is favorable for earthquake scenarios, as the
energy will be absorbed by the HDR bearing and not transferred to the substructure.

5 Conclusions

In this study, cyclic loading test and hybrid simulation were carried out to investigate
the seismic performance of theHDRbearings at room and low ambient temperatures.
Based on the experimental results, the following main conclusions can be drawn.

In the cyclic loading, the equivalent shear modulus and equivalent damping ratio
of bearings increase as the ambient temperature decreases. On the other hand, the
equivalent shear modulus variation caused by different temperatures diminishes as
the cyclic loading to HDR bearing progresses due to the self-heating effect caused
by the energy dissipation.

In the hybrid simulation, it is observed that the maximum strain of bearing is
reduced by a factor of 0.886 at 0 °C and the maximum pier top displacement is
increased by a factor of 2.816 at −20 °C compared with those at room temperature
23 °C. This result suggests possible decrease of seismic performance of the HDR
bearings at low temperature.
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A Thermo-Mechanical Coupled Model
of Hysteresis Behavior of HDR Bearings

Yuqing Tan, Ji Dang, Akira Igarashi, Takehiko Himeno, and Yuki Hamada

Abstract It has been known that the hysteretic behavior of High Damping Rubber
(HDR) bearings is significantly affected by low ambient temperature, while the
restoring force gradually reduces under repeated cyclic loading due to self-heating
of the rubber material. For seismic response simulation of isolated bridges in cold
regions for earthquake events occurring in winter, a nonlinear hysteresis model of
HDR bearing with consideration of the thermo-mechanical coupling is necessary for
realistic seismic safety assessment of the bridge isolated with HDR bearings. In this
study, a thermo-mechanical coupled hysteretic restoring forcemodel of HDRbearing
is developed based on the bilinear model. Themodel is combined with a procedure to
estimate the instantaneous inner temperature of the bearing using the information of
the hysteretic energy dissipation and heat conduction/radiation, and the mechanical
properties of the bearing are updated according to the inner temperature information.
The model parameters are identified from quasi-static loading tests of HDR bearing
specimens under various ambient temperatures, and the validity of the developed
model is discussed based on a comparison of the result of numerical dynamic simu-
lation of a bridge model using HDR bearings subjected to design ground motion
with the experimental result obtained by hybrid simulation of the same bridge model
using a test system that allows shear loading of HDR bearings under low ambient
temperatures.
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Keywords High damping rubber bearing · Restoring force model · Temperature
effect · Self-heating · Hybrid simulation

1 Introduction

The shear strain—stress hysteresis behavior ofHighDampingRubber (HDR) bearing
is highly dependent on the temperature. Stiffness of HDR is increased as the temper-
ature decreases, and self-heating of HDR caused by energy dissipation will lead to
reduction of stiffness, as shown in the experimental study byOkui et al. [1]. This heat-
mechanical interaction phenomenon is of great concern in modeling of the hysteretic
behavior of theHDRbearing. Therefore, for accurate prediction of the seismic perfor-
mance of isolated bridges with HDR bearing application at low temperature, it is of
great significance to develop a thermo-mechanical coupled hysteretic model of HDR
bearings.

A few temperature-dependent analytical models for HDR bearings have been
proposed in the past researches. For example, Nguyen et al. [2] improved a rheology
model to describe the rate-dependent hysteresis behavior for HDR bearings at
different ambient temperatures. Hwang et al. [3] improved the fractional derivative
Kelvin model and the beginning ambient temperature was considered in the model.
Kikuchi et al. [4] developed a non-linear model for HDR bearings including the
thermo-mechanical coupled effect under long-period, long-duration groundmotions,
and a finite volume method was used in the thermal conductivity analysis.

However, only the ambient temperature was considered in most of the
temperature-dependent models, while incorporating the self-heating effect in some
models makes the calculation of the inner temperature too complicated, which may
reduce the practicality in the seismic response simulation of the isolated struc-
tures. As an alternative approach, a simple model to describe the thermo-mechanical
interaction behavior of HDR bearings is developed in this study.

The thermo-mechanical coupled restoring force model of HDR bearings devel-
oped in this study is based on the simple bilinear model, and a formula to calculate
the inner temperature of HDR adapted from the method proposed by Okui et al.
[1]. Furthermore, accuracy of the developed model is discussed according to the
comparison between the result of the seismic response analysis of an isolated bridge
model and the experimental result of hybrid simulation using controlled temperature
environment.
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2 Inner Temperature of HDR Bearing

2.1 Inner Temperature Evaluation

Okui et al. [1] proposed a simple formula to estimate the inner temperature of HDR
bearing assuming that the temperature is uniformly distributed within the whole
volume of rubber material.

Ṫ = Ėλ (1)

where T (t) is the inner temperature of the HDR bearing at time t, and the dot symbol
denotes the time derivative. On the other hand, the dissipated energy E(t) can be
calculated in a manner such that the increase of the dissipated energy per cycle is
equal to the area of the hysteresis curve under cyclic loading.

E(t) =
t∫

0

F(τ )δ̇(τ )dτ (2)

where F(t) and δ(t) are the restoring force and shear displacement of the bearing in
the cyclic reversals at time t, respectively. The constant λ is defined by

λ = 1

mrCpr + msCps
(3)

in which mr and ms are the mass of rubber layers and steel layers in the bearing,
respectively, Cpr and Cps are the specific heat capacity of rubber and steel, respec-
tively. In this study, the governing equation for the inner temperature is extended to
the form given in Eq. (4) by considering the energy loss due to the heat radiation and
conduction from the bearing contact surfaces.

Ṫ = (
Ė − Q̇

)
λ (4)

where Q(t) is the energy loss expressed by

Q̇ = Ah(T − Ta) (5)

where A is the cross sectional area of the shear key, h is the convective heat transfer
coefficient given by W/(m2·K), in whichW,m, K are the convective heat, length and
temperature, respectively, and Ta is the ambient temperature. In this formulation, the
energy loss is assumed to be equal to the energy of heat transfer from the bearing
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Table 1 Material constants

ρr(kg/m3) ρs(kg/m3) Cpr(J/(kg·K)) Cps(J/(kg·K)) A(m2) h(W/(m2·K)) λ(K/J)

1146 7740 1732 432 0.0064 300 1.536e-4

to outside through the shear key at the temperature controlled in the test [5]. In this
study, the Ta is set to be either 23 °C, 0 °C or −20 °C. The material constants used
for the analysis are presented in Table 1, ρr and ρs are the density of rubber and steel,
respectively.

2.2 Comparison with Temperature Results in Hybrid
Simulation

The numerical inner temperature calculated by Eqs. (1) and (4) is compared with
the experimental temperature measured by thermocouples installed in the central
section of HDR bearing in hybrid simulation at each ambient temperature case, as
shown in Fig. 1. All the ambient temperature cases show a similar tendency between
the numerical and measured inner temperature except for the case of 0 °C, the heat
seemed to be absorbed from theHDRbearing in the case of 0 °C and the reason of this
heat absorption is unknown. The difference between the numerical and experimental
temperature is considered to be caused by the nonuniform distribution of temperature
over the volume of HDR bearing, as the inner temperature is assumed to be uniformly
distributed within the volume of rubber material in Eqs. (1) and (4). Furthermore, the
inner temperature calculated by Eqs. (1) and (4) is almost consistent, indicating that
the area A is small due to the heat insulation measures at each controlled ambient
temperature case in hybrid simulation.

3 Thermo-Mechanical Coupled Bilinear Model

The bilinearmodel,which is a non-linear hysteretic restoring forcemodel for the elas-
tomeric bearings, can be characterized by three parameters: characteristic strength
(force intersect at zero displacement) q, the elastic stiffness K1, and the post-yield
stiffness ratio α, the ratio of the post-yield stiffness K2 to K1.

The restoring force consists of the elastic restoring force Fe and the plastic force
Fp, as expressed by

F = Fe + Fp (6)

Fe and Fp are expressed by Eqs. (7) and (8), respectively, where �δ is the shear
displacement increment of HDR bearing at each time step increment.
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Fig. 1 Comparison between experimental and numerical inner temperature of HDR bearing in
hybrid simulation

Fe = αK1δ (7)

Fp = (1 − α)K1�δ + Fp (8)

The upper and lower bound values of Fp are determined by Eq. (9), Fp is +q or
−q when the absolute value of Fp exceeds q.

|FP | ≤ q (9)

q is defined by Eq. (10), where δ0 is the yield displacement.

q = (1 − α)K1δ0 (10)

In this study, the characteristic strength q and elastic stiffness K1 of the bilinear
model are updated by the inner temperatureT calculated byEq. (4)with the following
equations:
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q = q0e
c× T−23

100 (11)

K1 = K1,0e
d× T−23

100 (12)

where q0 and K1,0 are the initial characteristic strength and elastic stiffness, respec-
tively, c and d are constants to be identified from the cyclic loading test. Hereafter,
the thermo-mechanical coupled bilinear model expressed by Eqs. (11) and (12) is
referred to as the TMC bilinear model. The thermo-mechanical coupled analysis
is conducted in the following procedure: (1) the characteristic strength and elastic
stiffness are updated by the inner temperature T calculated at the previous time step.
(2) seismic response analysis is performed with the updated characteristic strength
and elastic stiffness, and the increase of dissipated energy �E can be obtained by
the displacement and force increment of the HDR bearing after the seismic response
analysis. (3) �E is used to calculate the inner temperature T by Eq. (4) for the next
time step. This procedure is repeated until the end of the analysis.

The variation of characteristic strength and elastic stiffness due to low temperature
according to Eqs. (11) and (12) is shown in Fig. 2. The characteristic strength and
elastic stiffness increase as the inner temperature of HDR bearing decreases, and the
variation rate is higher at lower inner temperature.

The TMC bilinear model at different inner temperatures is shown in Fig. 3, and
the area of hysteresis loop is larger at lower inner temperature of the HDR bearing.

Fig. 2 Variation of
characteristic strength and
elastic stiffness due to low
temperature
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Fig. 3 TMC bilinear model
at different inner
temperatures

4 Parameter Identification by Cyclic Loading Test Data

The cyclic loading tests were carried out to investigate the hysteresis behavior of the
HDR bearing at room and low ambient temperatures of 23 °C, 0 °C and −20 °C, and
the 1/6-scaled HDR bearing specimen with effective dimensions of 240 × 240 mm,
total rubber layer thickness of 30 mm, and shear modulus of the HDR material of
1.2 N/mm2 was used, as shown in Fig. 4. The shear strain were from the smallest
50% to the highest 250%, and 5 cycles were conduced at each shear strain level. The
detailed description of the test can be found in [5].

Fig. 4 HDR bearing
specimen
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Fig. 5 200tf loading system (left) and cooling system (right)

Table 2 Identified parameters

α K1(KN/mm) q c d

0.322 4.321 31.208 −2.457 −1.132

The 200tf hydraulic loading system and the cooling system are shown in Fig. 5.
The displacement controlled loading with a constant rate of 10 mm/s was conducted
in the horizontal direction, and an axial stress of 6MPawasmaintained in the vertical
direction. During the test, the HDR bearing was wrapped in a chamber made with
heat insulating material, and the ambient temperature of the HDR bearing was set to
be a predetermined value by delivering cold air through the cooling system.

The model parameters identified from the cyclic loading test results are shown in
Table 2.

The hysteresis loops of the HDR bearing obtained from the cyclic loading tests
and simulated results using the TMC bilinear model and bilinear model are shown in
Fig. 6. The bilinear model and TMC bilinear model are shown to be only capable of
capturing the feature of steady-state response at low-to-moderate shear strain levels.
Although the TMC bilinear model shows to be superior to the bilinear model in
expressing the hardening behavior of the HDR bearing, the hardening phenomenon
observed in the experimental results in lower temperature and higher strain level are
not well reproduced by the TMC bilinear model. Hence, further improvement of the
thermo-mechanical coupled model is to be pursued in the future study.
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Fig. 6 Hysteresis loops of HDR bearing computed by models and comparison with cyclic loading
test result

5 Comparison with Hybrid Simulation Test Results
and Discussion

The hybrid simulation was carried out to evaluate the seismic response of a HDR
bearing isolated bridge at room and low ambient temperatures of 23 °C, 0 °C and −
20 °C [5]. The hypothesized bridge and the simplified two-degree-of-freedom system
model are shown in Fig. 7. The natural period of the isolated bridge is 1.498 s, and the
design ground motion of Level 2, Type II, ground type-II accelerogram 1, specified
in Design Specification of Highway Bridges (Japan Road Association, 2017) was
input as the seismic wave.

The hysteresis loops of the HDR bearing obtained from the hybrid simulation,
simulated results using the TMC bilinear model and bilinear model are shown in
Fig. 8. It can be seen that the hysteresis loops computed by the bilinear model are
identical for all ambient temperatures, as the temperature effect is not considered
in the conventional bilinear model. In contrast, the TMC bilinear model captures
the stiffening occurring at lower temperatures, especially at −20 °C. However, a
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Fig. 7 Hypothetical isolated bridge model

Fig. 8 Hysteresis loops of HDR bearing obtained by the restoring force models and by hybrid
simulation
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substantial difference between the test result and analytical result using the TMC
bilinear model at lower temperatures indicates that the relevance of the temperature
dependence of the HDR bearing expressed by the TMC bilinear model is limited.

The comparison between hybrid simulation and numerical results by the TMC
bilinear model and bilinear model in terms of the shear strain of the HDR bearing
and pier top displacement at different temperatures is also shown in Fig. 9 and
Fig. 10, respectively. A close agreement between the hybrid simulation and the
analytical results can be seen at 23 °C, while the difference is noticeable for the
lower temperature, especially the maximum shear strain of HDR bearing and pier
top displacement at −20 °C. Hence, the maximum pier top displacement can be
underestimated by the TMCbilinearmodel and bilinearmodel at lower temperatures.

Fig. 9 Shear strain of HDR bearing obtained by the numerical models and by hybrid simulation
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Fig. 10 Pier top displacement obtained by the numerical models and by hybrid simulation

6 Conclusions

In this study, a thermo-mechanical coupled analytical model, referred to as the
TMC bilinear model, to express the temperature dependence of HDR bearing at
different ambient temperatures is developed. In TMC bilinear model, the character-
istic strength and elastic stiffness of bearing are updated based on the instantaneous
inner temperature predicted by the information of the hysteretic energy dissipation
and heat conduction/radiation. It is found that the accuracy of seismic response
analysis of bearing is partially improved by the use of the TMC bilinear model
compared with the conventional bilinear model. However, the maximum pier top
displacement can be underestimated by the TMC bilinear model at lower temper-
atures. Further refinement of the thermo-mechanical coupled analytical model is
required for improved accuracy of seismic response assessment of isolated bridges.
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Research on Seismic Response
of Single-Tower Cable-Stayed Bridge
Across Faults

Feng Jiang, Li-Peng Liu, Feng-Chao Jiang, and Jia-Qi Li

Abstract Near-fault ground motions usually produce irrecoverable permanent
ground displacements and trigger various near-fault groundmotion effects, which are
significantly different from general ground motions and far-field motions. And the
structure may be seriously damaged as a result. In order to study the influence of this
special type of ground motion, the semi-floating system single-tower cable-stayed
bridge is used to cross the fault, and the finite element model is established. Then, the
seismic behavior of the structure is analyzed based on the ground motion database.
Finally, the aseismic design is carried out. The results show that the ground motion
velocity pulse has a significant impact on the seismic response of the structure. The
main tower of the cable-stayed bridge is more affected by the velocity pulse than the
main beam, and the pulse period and the parity of the number of pulses are impor-
tant factors in the seismic response of the structure. The installation of longitudinal
viscous dampers and transverse E-shaped steel dampers can effectively suppress the
seismic response of the structure. The research results of this article can provide
reference for related research.

Keyword Cross fault · Velocity pulse · Single tower cable-stayed bridge ·
Structural seismic response analysis

The Port Hueneme earthquake (1957) in the United States [1] made researchers
realize for the first time that the near-fault ground motion is characterized by short
ground motion duration, high amplitude, and obvious velocity pulses. In the subse-
quent Kocaeli and Duzce earthquakes (1999) in Turkey, there were earthquake
damages such as surface rupture of faults and bridges’ progressive collapse [2, 3]
which resulted to great economic losses and human casualties. And with the devel-
opment of society and economy, it is not feasible for bridge structures to completely
avoid faults; therefore, it is necessary to study the seismic response of cross-fault
bridge structure.
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In recent decades, many scholars have studied the basic characteristics of near-
fault ground motion. Hall et al. [4] (1995) pointed that the directional effect is signif-
icant in many near-fault ground motion effects. Malhotra’s (1999) research [5] has
found that the main characteristics of near-fault ground motion is that the directional
effect produces strong velocity pulses, which is the reason for the high ratio of the
peak ground velocity (PGV) of near-fault ground motions to the peak ground accel-
eration (PGA). Domestic scholars have focused on the effects of near-fault ground
motion on bridge structure in recent years. Shi Yan et al. [6] (2014) adopted the
combination of damping tenons and cable limiters for bridge structures to discuss
the seismic performance of bridge structures under the action of near-fault pulse-type
ground motion with forward directional effect and sliding effect. Wu Wen-peng, Li-
Feng et al. [7] (2015) studied the influence of different bearing layout schemes on
the displacement of the main girder, the deformation of the bearing and pier under
the actions of near-fault ground motion. As a special near-fault ground motion, the
cross-fault ground motion is still at the initial stage in China and abroad. Roussis [8],
Park [9], Ucak and Mavroeidis [10] have analyzed the seismic response of Bolu1
Bridge and pointed out that the primary cause of the damage of the bridge was
that the relative dislocation on both sides of the fault was not fully considered. Hui
Ying-xin et al. [11] (2015) used hybrid simulation to synthesize near-fault ground
motions and used a continuous beam bridge across a strike-slip fault as the research
object, and used non-uniform excitation input to study the effects of variables such
as fault rupture location, crossing angle, and pier height on the seismic response of
the continuous beam bridge across a strike-slip fault.

At present, there are still some problems in the field of the seismic response
of bridge structures across faults, such as the difference in the characteristics of
near-fault pulse-type and pulse-free ground motions, the seismic input mode for
simulating the fault motion and the influence of pulse on the seismic response of
structures. Based on this, this paper will analyze the near-fault ground motion from
the structural point of view, simulate the near-fault groundmotion input, carry out the
seismic reduction design for the single-tower cable-stayed bridge with semi-floating
system across faults, and study the effects of pulse ground motion on the structural
response.

1 Research on Characteristics of Near-Fault Ground
Motion

Considering the characteristics of velocity pulse contained in near-fault ground
motion and the forward directional effect, slip effect, hangingwall effects and vertical
effects caused by different types of fault motion, it is reasonable to use the pulse
parameter PGV/PGA as the basis for determining whether ground motion contains
pulse characteristics [12]. And it is very strongly correlated with the maximum
seismic response of the structure [13].
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Three pulse ground motion records of different fault types are selected by setting
ground motion parameter conditions, and the three near-fault seismic waves without
velocity pulse in the same seismic event are selected as the comparison for the
following research on the effects of velocity pulse on the structure. The parameters
of each ground motion are shown in Table 1, and the comparison of the seismic time
history velocity curve is shown in Fig. 1.

From Fig. 1, it can be seen that there are obvious sudden changes in the velocity
time history curves of near-fault ground motion with velocity pulse characteristics,
and the structure may show more unfavorable structural response under continuous

Table 1 The parameters of near-fault ground motions

Earthquake
name

Fault
type

Earthquake
No

Fault
distance
(km)

Pulse
period
(s)

PGA (g) PGV
(cm/s)

PGV/PGA
(s)

Irpinia Normal RSN292 10.84 3.27 0.3205 71.96 0.229

RSN289 17.64 – 0.1364 18.78 0.141

Northridge Reverse RSN1013 5.92 1.62 0.4263 74.84 0.179

RSN1042 12.51 – 0.2535 30.80 0.124

Landers Strike
Slip

RSN879 2.19 5.12 0.7252 133.4 0.188

RSN864 11.03 – 0.2840 42.59 0.153

a) Irpinia wave b) Northridge wave

c) Landers wave
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Fig. 1 Time history curves of near-fault seismic wave velocity
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unidirectional pulse loading. The period and number of pulses are also completely
different in different ground motions. Therefore, the subsequent research needs to
carry out relevant structural seismic response analysis.

2 Seismic Response Analysis of Single Tower Cable-Stayed
Bridge Across Faults

2.1 Finite Element Model

Based on a crossing fault cable-stayed bridge project, the design load of the main
bridge is highway Class I standard, and the two-way six lanes are adopted with the
design speed of 80 km/h. The basic seismic intensity in the bridge location area
is 8 degrees, and the engineering field category is type II site. The peak design
acceleration of seismic level is 0.30 g corresponding to 10% exceedance probability
of 50 years. The bridge is a symmetrical floating system cable-stayed bridge without
auxiliary piers, and the main bridge adopts 230 m + 230 m two-span single tower
steel box girder cable-stayed bridge, as shown in Fig. 2a. Themain tower is reinforced
concrete structure. The height of the main tower is 151.8 m, and the height of the
lower part of the bridge deck is 34 m. The root section size of the main tower is 14 m
× 9 m (longitudinal × transverse), as shown in Fig. 2b.

The spine model is used as the calculation model of the cable-stayed bridge. The
tower, main girders, cross girders and piers of the cable-stayed bridge are simulated
by 3Delastic beamelement. The stay cable is simulated by tension-only spar element.
In addition, the second phase dead load and 1/2 live load are simulated by centralized
mass element. The main bridge is a semi-floating system, the main beams are not
restrained in the longitudinal direction and can move freely along the longitudinal

a) Main bridge layout (unit : m) b) main tower structure layout (unit : cm)

Fig. 2 Main bridge layout and main tower structure layout
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direction, coupled with the transverse and vertical degrees of freedom at the connec-
tion of the towers, side piers and main girders. The first-order natural frequency of
the structure is 0.2178 Hz, and the corresponding period is 4.59 s, which corresponds
to the longitudinal drift of the main beam. The second-order natural frequency of the
structure is 0.4051 Hz, and the corresponding period is 2.47 s, which corresponds to
vertical bending of the main beam and longitudinal bending of the main tower.

2.2 Effects of Velocity Pulse on the Seismic Response
of the Structure

The characteristics of seismogenic faults play a decisive role in earthquake surface
rupture [14, 15] and different seismic input methods should be adopted for different
fault types. Now the main bridge is all located in the fault footwall and vertical
to the fault, according to the motion characteristics of different fault earthquakes,
the seismic wave input method for dip-slip fault is a combination of longitudinal +
vertical, and that for strike-slip fault is a combination of longitudinal + horizontal.
The seismic wave amplitude is 0.11 g at the E1 level, as shown in Fig. 3a. The
seismic waves were input by uniform excitation, and the dynamic analysis of the
structure was performed to obtain the seismic response of the main tower and the
main beam. The average response envelopes of the key sections of the main bridge
under pulse-type and pulse-free ground motion are shown in Fig. 3b, c.

From the analysis results in Fig. 3b, c, it can be concluded that: comparing the
displacement response of the main beam under pulse-type and pulse-free ground
motion, the maximum displacement response of the main beam due to velocity
pulses increased by 36%. Whether it is pulse-type or pulse-free ground motion, the
longitudinal displacement of the main tower increases with the increase of the height
of the main tower, and the response increases by 2.2 times under the effects of pulse
type ground motion, indicating that velocity pulse has a more significant effect on
the seismic response of the main tower.

The longitudinal displacement time history curves of the beam end are shown in
Fig. 4. The amplitudes of the structural displacement responses under the influence of
velocity pulse are all greater than those without pulse, and the following conclusions
can be drawn.

(1) The maximum longitudinal displacement of beam end caused by Landers
ground motion of strike slip fault is significantly larger than that of other
two ground motions, and the reason is that the period of the first-order vibra-
tion mode (main beam longitudinal drift) is 4.59 s, which is close to the pulse
period 5.12 s of Landers seismic wave itself, and the structural response is
more significant.

(2) From Fig. 4, it can be seen that the larger the product of the pulse period and
PGV of the near-fault earthquake, the larger the value of its seismic response,
i.e., displacement response Landers > Irpinia > Northridge, indicating that the
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Fig. 3 Envelopes of structural seismic response and acceleration response spectrum

product of the pulse period and PGV can reflect the energy magnitude of the
pulse-type ground motion

2.3 Effects of Pulse Period on the Seismic Response
of the Structure

It is known that the pulse period is likely to be an important factor affecting the
seismic response of near-fault pulse ground motion to the structure. Therefore, in
order to study the effects of near-fault pulsed seismic pulse period on the single-
tower cable-stayed bridges, eight seismic waves with different pulse period recorded
by different stations in the same earthquake (shown in Table 2) were selected based
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a) Time history of the beam end 
displacement under Irpinia wave 

b) Time history of the beam end 
displacement under Northridge wave

c) Time history of the beam end 
displacement under Landers wave 

Fig. 4 Longitudinal displacement time history curves of beam end under near-fault ground motion

Table 2 Seismic waves at different pulse periods

Earthquake
name

Fault
type

No Earthquake
No

Fault
distance
(km)

Pulse
period
(s)

PGA
(g)

PGV
(cm/s)

PGV/PGA
(s)

Irpinia Normal I1 RSN285 8.18 1.713 0.1898 34.71 0.187

I2 RSN292 10.84 3.27 0.3205 71.96 0.229

Northridge Reverse N1 RSN1050 7.01 0.588 0.4158 44.29 0.109

N2 RSN1086 5.3 2.436 0.8434 129.4 0.157

N3 RSN983 5.43 3.535 0.5712 76.13 0.136

Landers Strike
slip

L1 RSN879 2.19 5.124 0.7252 133.4 0.188

L2 RSN900 23.62 7.504 0.2445 51.12 0.213

L3 RSN838 34.86 9.128 0.1355 25.04 0.189
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on PEER seismic database from Irpinia (normal fault), Northridge (reverse fault)
and Landers (strike-slip fault) to study the relationship between pulse period and
ground motion response. And the peak acceleration is adjusted to 0.11 g. To exclude
other influencing factors, only longitudinal uniform excitation input is applied to the
structure. The longitudinal displacement time histories of the end of the main bridge
under three groups of ground motions with different pulse periods in Table 2 are
calculated by dynamic time history analysis, as shown in Fig. 5.

The following conclusions can be drawn from Fig. 5.

(1) With the change of pulse period of Irpinia and Northridge seismic excitation,
the displacement response of the structure under near-fault pulse groundmotion
increases significantly. The reason for this is that the pulse period is close to

a) Time history of the beam end 
displacement under Irpinia wave 

b) Time history of the beam end 
displacement under Northridge wave

c) Time history of the beam end 
displacement under Landers wave 

Fig. 5 Longitudinal displacement time history curves of beam end under different pulse periods
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the first-order vibration mode period of the structure (longitudinal drift of
the main beam), and the longitudinal displacement of the beam end increases
significantly.

(2) With the change of pulse period of Landers (strike-slip fault) seismic wave,
the peak values of longitudinal displacement of the main beam decreased by
12% and 13.8% respectively, and the amplitude of the change was significantly
reduced compared with the previous two earthquakes. The main reason is that
with the pulse period gradually away from the main vibration mode period of
the structure, the change of seismic displacement response caused by ground
motion is gradually reduced.

2.4 Effects of the Number of Pulses on the Seismic Response
of the Structure

Near-fault ground motion effects are different in different regions of the fault, and
the components in the vertical direction of the fault may contain multi-directional
velocity pulses affected by the directional effect. While the components along the
sliding direction of the parallel fault are affected by the slip effect and the ground
motion contains one-way velocity pulse. Therefore, to study the effect of velocity
pulse number (n) on seismic response of single-tower cable-stayed bridge, the ground
motionswith n =1, 2 and3 in 1979 ImperialValley earthquake are selected according
to target spectrum. The original parameters of each groundmotion are shown in Table
3. Unified amplitude modulation of velocity pulse peak in finite element analysis is
40 cm/s. Taking the three ground motions in Table 3 as input, the seismic response
time histories and envelopes of the main girder and main tower under the ground
motions with n = 1, 2 and 3 are obtained by using the spatial consistent excitation
dynamic time history analysis, as shown in Fig. 6.

The following conclusions can be drawn from Fig. 6: the maximum longitudinal
displacement response of the beam end and tower top, the vertical displacement and
bending moment response of the main beam when n = 2 are significantly greater
than those when n is odd, indicating that the parity of the peak number of velocity
pulses is the main reason of the seismic response of the main beam and the main
tower, rather than the number of pulses. And effect of even pulse peak groundmotion
on seismic response of main beam is greater than that of main tower.

Table 3 The parameters of ground motions with different number of pulses

Earthquake name Fault type Earthquake No n PGA (g) PGV (cm/s) PGV/PGA (s)

Imperial valley Strike slip RSN161 1 0.2195 40.94 0.19

RSN179 2 0.3704 80.41 0.22

RSN179 3 0.4843 39.64 0.08
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a) Beam bending moment of
the main beam 

b) Vertical displacement of
the main beam 

c) Longitudinal displacement of
the main tower

d) Longitudinal displacement time
history of the beam end 

Fig. 6 Seismic response of main bridge under different pulse peak numbers

3 Aseismic Design of Single-Tower Cable-Stayed Bridges
Across Faults

The aseismic design is composed of the semi-floating system with dampers. The
longitudinal direction reduces the displacement response of the structure by installing
viscous dampers to dissipate the seismic energy and achieve the coordination of the
seismic displacement and the internal force response. In order to meet the require-
ments of wind resistance of the structure, the transverse support system is required
to provide certain stiffness in the normal use stage and play the role of transverse
support, and play the role of dissipation of energy to achieve damping when earth-
quake occurs. To meet the requirements of seismic and wind resistance of the bridge,
E-shaped steel damper is proposed for lateral support. Through trial analysis, a pair
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of nonlinear viscous dampers are paralleled between the crossbeam of the bridge
tower and the main beam, the damping coefficient C is 5500 kN(m/s)−0.3, and the
velocity index α is 0.3. Two E-shaped steel dampers are installed on the main tower
and the transverse bridge of the side piers, and their initial stiffness are 3500 and
1250kN/m, respectively.

The model of a single-tower cable-stayed bridge with two types of dampers was
established. And taking the Landers ground motion in Sect. 1 as the input, the struc-
tural time-history response of the key sections of the main girder and the main tower
is analyzed by using the longitudinal + transverse spatial multi-point excitation.
The seismic response of bridge components before and after installing longitudinal
viscous dampers and transverse E-beam dampers are obtained, as shown in Fig. 7.

From Fig. 7, it can be seen that compared with the floating system without any
damping device, themaximum longitudinal displacement of themain beamend of the
semi-floating single tower cable-stayed bridge with damping measures is reduced by

a) Longitudinal displacement time
history of the beam end 

b) Longitudinal bridge moment time
history of the base of the tower 

c) lateral displacement time
history in midspan

d) transverse bridge bending moment
time history at tower bottom 

Fig. 7 Seismic response time history curves before and after installing dampers
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58%, the maximum bending moment of the tower bottom along the bridge direction
is reduced by 54%, and the longitudinal seismic response is significantly reduced.
The maximum lateral displacement in the middle of the span is reduced by 60%, the
maximum bendingmoment in the transverse direction of the tower bottom is reduced
by 53%, and the seismic response in the transverse direction is significantly reduced.
The above results show that the seismic response of the semi-floating single-tower
cable-stayed bridge with dampers is effectively suppressed.

4 Conclusions

In this paper, the finite element model of a single-tower cable-stayed bridge across a
fault is established based on FEAmethod according to three common fault types. The
effects of velocity pulse, pulse period and pulse number on the seismic response of the
structure is studied by dynamic time history analysis method. The main conclusions
are as follows.

The velocity pulse, pulse period and the number of pulses have obvious effects
on the structural seismic response.

(1) The seismic response of themain beam is significantly increased by the velocity
pulse, and the main tower is more affected by the velocity pulse than the main
beam;

(2) The change of pulse period significantly affects the seismic response of the
structure, and it is especially obvious when the pulse period is close to the
basic vibration mode period of the structure;

(3) The parity of the number of pulses is the main reason affecting the seismic
response of the main beam and main tower rather, not the number of pulses.
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Retrofitting Steel Brace Based
on Acceleration and Strain Response
Measurements
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Abstract Though great care is taken in the design process, little is considered on
verifying that the buildings perform “as designed”. In this paper, the actual structural
performance of steel braced frames installed as seismic reinforcement in a nine-story
RC building is investigated through highly sensitive semi-conductor strain gauges
and MEMS accelerometers under minor earthquakes. The structural performance of
the steel braces are evaluated by comparing the measured axial forces, which can
be directly estimated from the attached strain gauges, to the computed values from
the static analysis of a line element model of the steel braces and surrounding steel
frame through Fourier analysis. The ratio between the computed and measured axial
forces are evaluated for 403 earthquake records (extracted from 36 earthquakes).
The results show that the computed values are more than twice the measured values.
The ratio is dispersed for small interstory drifts and converges to a value close to
2 with increasing interstory drift. The cause of the overestimation is investigated
through MEMS accelerometers placed at the ends of the steel braces for a single
earthquake motion. The Fourier amplitude of the pseudo displacements of the brace
ends at the fundamental frequency are obtained from the acceleration measurements.
These pseudo displacements suggest a rigid body type of motion of the braced frame,
implying a possibility of overestimation of the actual interstory drift. Such an over-
estimation results in an overestimation of the computed axial force, and may be the
reason for the large discrepancy between themeasured and structural analysis results.
The axial forces estimated from the pseudo displacements of the brace ends show
a value approximately 70% of the measured axial force, validating the reliability of
the measurements and supporting the possibility of actual rigid body motion of the
steel braced frame.
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1 Introduction

Though great care is taken in the design process of buildings, little is considered
on verifying that the buildings perform “as designed”. Structural health monitoring
methods involving accelerometers are popular but lack the ability to supply local
information on the actual load carrying behavior of individual structural members. In
this paper, the structural performance of steel braced frames installed as seismic rein-
forcement in a nine-story RC building is investigated through highly sensitive semi-
conductor strain gauges and MEMS accelerometers. The structural performance of
the steel braces are investigated via Fourier analysis, by comparing the brace axial
forces measured from the strain gauges with those evaluated from the acceleration
measurements combined with a structural model.

2 Experimental Setup And Methodology

2.1 Measured Building

The building analyzed in this paper is a 9-story reinforced concrete building (built in
1967), shown in Fig. 1. A seismic retrofit has been conducted in 2005, where steel
braced frames employing epoxy resin adhesives [1] have been installed in the 3rd to
8th stories. In this paper, the behavior of the steel braced frame set in the 6th floor
providing X (East–West) direction resistance is investigated.

Fig. 1 Perspective of the
measured building
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Fig. 2 Location of the strain gauges and accelerometers within the braced frame

2.2 Measurement System

Highly sensitive semi-conductor strain gauges (KSN-2–120-E4-11, Kyowa Elec-
tronic Instruments Co., Ltd.) and three-directional MEMS accelerometers
(ADXL355, Analog Devices, Inc.) [2, 3] are attached to the steel braced frame at the
locations shown in Fig. 2. 4 strain gauges are attached to the flanges of the four braces
(E1, E2, W1, W2) in order to measure the axial and bending behavior. Since the data
obtained from braces W1 andW2 are almost identical to those obtained from E1 and
E2, only the E1, E2 brace data will be further discussed in this paper. Accelerometers
are attached to the 4 locations, AU1 through AL2. (Accelerometers AU2, AL2 have
been installed in January 2021 and only data after this date is obtained).

2.3 Structural Model

The steel braced frame in Fig. 2, can be represented by the line element model shown
in Fig. 3. The size of the columns, beams and braces are H250 × 250x9 × 14. The
interaction between the surrounding RC frame and steel braced frame is represented
by the distributed load along the top beam.

Fig. 3 Structural model of the steel braced frame



338 T. Koyama et al.

2.4 Input Earthquake Measurements

In investigating the relationship between the brace axial force estimations from strain
gauges and column interstory drift, 36 earthquakes measured between April 2020 to
December 2020 are examined. The time duration of each record is 240[s] starting
from the time the earthquake occurred according to the JapanMeteorological Agency
(JMA). Since the amplitude of the response is assumed to affect the vibrational char-
acteristics, forty-seven 10[s] duration records are extracted from each earthquake
record. The ith 10[s] duration record is obtained by extracting the [5(i− 1), 5(i+ 1)]
[s] interval of the original earthquake record. From the 1,692 extracted short earth-
quakes, those with acceleration records with accelerations smaller than a given
threshold and those with data acquisition error are removed, resulting in 403 short
earthquake data that are analyzed.

In the investigation of the relationship between the brace axial force estimations
from the strain gauges and pseudo displacements of the brace ends, the measurement
from the earthquake occurring off the coast of Fukushima at around 23:08 AM,
February 13th, 2021 is used. The length of the measurement is 180[s] starting at
23:08:30 AM. The JMA intensity scale at the location of the building, Bunkyo ward,
Tokyo, was 3.

2.5 Fourier Analysis and Brace Axial Forces

A Fourier analysis is conducted to investigate the structural performance of the steel
braces. The acceleration and strain time history records obtained from the accelerom-
eters and strain gauges are Fourier transformed and the component corresponding to
the 1st fundamental frequency is extracted and further investigated. As an example,
the acceleration time histories and corresponding Fourier amplitude spectrumofAU1
and AL1 are shown in Fig. 4a, b, and the strain time histories and corresponding
Fourier amplitude spectrum of E1 are shown in Fig. 4c, d. From Fig. 4b, d, one can
observe that the acceleration and strain Fourier amplitude spectrums show a peak at
the same frequency. This frequency is referred to as ωpeak , and the acceleration and
strain components corresponding to this frequency is employed in the calculations.

In order to verify the performance of the steel braces, the axial forces obtained
directly from the Fourier amplitude of the strains are compared to those computed
from the structural model presented in Sect. 2.3. To validate the reliability of the
acceleration measurements and to further understand the structural resisting mech-
anism of the steel braces, the axial forces from the strain gauges are also compared
to the axial forces computed from the pseudo displacements of the brace ends.

(a) Column interstory drift

The Fourier amplitude of the interstory drift, δ̂peak , computed from the top (AU1)
and bottom (AL1) acceleration of the column, shown in Fig. 2, is expressed by the
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Fig. 4 Acceleration and strain time histories

following equation.

δ̂
(
ωpeak

) =
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ω2
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Here, âU1x(ωpeak) and âL1x
(
ωpeak

)
are the horizontal direction Fourier ampli-

tude spectrum components of AU1 and AL1 at the frequencyωpeak corresponding
to the peak values in Fig. 4b. To be precise, the Fourier amplitude of the inter-
story drift should be calculated by first taking the difference between âU1x

(
ωpeak

)

and âL1x
(
ωpeak

)
and then taking their absolute value. Under the assumption that

the phase difference of the two acceleration values are negligible when the system
is vibrating near its fundamental frequency, the simplified form in Eq. (1) can be
employed.

(b) Brace axial forces from strain

The Fourier amplitude of the brace axial forces can be estimated directly from the
value of the Fourier amplitudes of the 4 strain gauges attached to the brace by the
following equation.

N̂strain
(
ωpeak

) = E A

∣∣ε̂1
(
ωpeak

)∣∣ + ∣∣ε̂2
(
ωpeak

)∣∣ + ∣∣ε̂3
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(
ωpeak

)∣∣

4
(2)

Here E is the Youngs modulus, A is the cross sectional area, and ε̂i
(
ωpeak

)
is the

Fourier amplitude spectrum component of strain gauge i attached to the beam cross
section at the frequency ωpeak corresponding to the peak values in Fig. 4d. As in
the estimation of the column interstory drift, the phase difference between the strain
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values are assumed negligible and their absolute values are taken before computing
the average.

(c) Brace axial forces from structural analysis and column interstory drift

The Fourier amplitude of the brace axial forces can also be estimated from the column
interstory drift by employing the structural model of Sect. 2.3 as shown in Fig. 5c.
Since a linear structural model is considered, the brace axial force per unit column
interstory drift can be evaluated. Using these values, the Fourier amplitude of the
brace axial forces can be estimated for the model in Fig. 3 from the column interstory
drift, δ̂

(
ωpeak

)
, using the following formulas.
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/
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(
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)
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/
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] × δ̂
(
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(4)

(d) Brace axial forces from end displacements

The third method to estimate the Fourier amplitude of the brace axial forces is from
the pseudo displacements of the brace ends. The pseudo displacements are computed
from the Fourier amplitude spectrum acceleration values at the ends of the braces

from the equation d̂ = â
/

ω2
peak . In the case of brace E1, AL2 and AU2 are utilized,

and in the case of E2, AU2 and AL1. Compared to the evaluation of the column
interstory drift which only involves the horizontal (x direction) acceleration, the
calculation of the brace elongation involves both horizontal and vertical (z direction)
acceleration components.
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Fig. 5 Schematic of the brace elongation configuration assumed in the brace axial force calculation
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Figure 5d illustrates the difference between the brace elongation considered in
this calculation and that considered in the brace axial force calculation involving
column interstory drift. The two brace axial force values coincide, only in the case
where the relative vertical acceleration amplitude is zero.

3 Results and Discussion

3.1 Comparison Between Brace Axial Force Estimations
from Interstory Drift and Strain Gauges

The structural performance of the steel braces are investigated by comparing the
brace axial forces computed from the strain gauges, N̂strain

(
ωpeak

)
, which should

most closely represent the actual axial force, to the axial force computed from the
structural model based on the measured column interstory drift, N̂ mod el

(
ωpeak

)
. The

ratio, N̂ mod el
(
ωpeak

)/
N̂strain

(
ωpeak

)
, computed from the 403 earthquake records

introduced in Sect. 2.4 for braces E1 and E2 are presented in Fig. 6 with respect
to the corresponding column interstory drift δ̂

(
ωpeak

)
. The ratio is larger than 2.0

over the obtained interstory drift range and is larger than 2.0 and dispersed when the
interstory drift is small. For larger interstory drift values, the ratio seems to converge
to a value close to 2.0. The results first imply that the steel braces due indeed support
forces of the samemagnitude as values assumed theoretically froma structuralmodel.
They also imply that the structural model overestimates the brace force for the given
column interstory drift and seem to behave too stiff compared to the actual force
resisting mechanism (Fig. 6).

Fig. 6 Ratio of the axial force estimations between the interstory drift and strain gauges with
respect to the column interstory drift
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3.2 Comparison Between Brace Axial Force Estimations
from Strain Gauges and Brace End Displacements

In order to investigate the cause of the discrepancy observed in the previous section
between the brace axial force computed from the structural model and the values
computed from the strain, the axial force computed from the pseudo brace end
displacements (Eqs. (5) and (6)) are presented for the earthquake occurring off the
coast of Fukushima at around 23:08 AM, February 13th, 2021. The horizontal and
vertical acceleration and strain time histories, as well as their Fourier amplitude spec-
trum are shown in Figs. 7 and 8. Though the acceleration amplitude spectrums in
Fig. 8 do not showone single prominent peak, their shapes are similar and have a peak
at 1.7[Hz]. This value is assumed asωpeak and the Fourier amplitude spectrum values
corresponding to this frequency are employed in the calculations for the brace axial
forces using Eqs. (1)–(6). The pseudo horizontal and vertical displacement ampli-

tudes d̂ = â
/

ω2
peak obtained from the acceleration records of AL1, AU1, AL2, AU2

are shown in Fig. 9. The values fromAL2,AU2,AL1 are inserted into Eqs. (5) and (6)
to obtain the brace axial force estimations from the brace end displacements. Ndisp,
shown in Fig. 9c. The brace axial forces computed from the strain gauges, N strain,
and those from the structural model, Nmodel, are shown in Fig. 9a, b, respectively. A
comparison between the three axial forces is presented in Table 1.

The axial force ratio between the model and the strain obtained values are approx-
imately 2, which coincides with the results presented in the previous section. As for

Fig. 7 Time histories of the acceleration and strain
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Fig. 8 Fourier amplitude spectrums of the acceleration and strain

Fig. 9 Comparison of the brace axial forces estimated from three different methods

Table 1 Comparison between obtained brace axial forces

Brace N̂strain
(
ωpeak

)
[kNs] N̂ mod el

(
ωpeak

)
[kNs] N̂disp

(
ωpeak

)
[kNS]]

E1 573 1062(185%) 443(77%)

E2 521 1025(197%) 350(67%)

Note The values in the parentheses represent the percentage with respect to N strain

the ratio between the pseudo brace end displacement and strain obtained values, they
are 77%(E1) and 67%(E2). Though the brace axial force computed from the end
displacements underestimate the measured strain based values, they better estimate
the actual measured strain based brace force compared to the structural model. One
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reason for the underestimation can be attributed to the lack of accuracy in the vertical
component of the acceleration measurements due to the resolution of the equipment
and measurement noise. A cause for the overestimation of the axial forces from
the structural model may be due to the existence of a rigid body type of motion of
the steel braced frame which is neglected in the structural model. A close inves-
tigation of the pseudo vertical displacement amplitudes in Fig. 9c reveal that the
vertical displacement amplitude increases from AL2, AU2, AL1, implying a rigid
body motion centered near the intersection of the two inverted V steel braces. To
confirm this claim, acceleration measurements at the ends of the W1, W2 braces are
also required. The better estimation of the axial forces from the pseudo brace end
displacements is due to the elimination of the rigid body mode in its evaluation.

4 Conclusions

In order to verify the structural performance of the seismic retrofitting steel truss
frame installed in the RC building, high-precision semi-conductor strain gauges were
attached to the brace cross sections and MEMS accelerometers were attached to the
frame to measure the response during small earthquakes. The Fourier transform was
employed to obtain Fourier spectrum amplitudes of the acceleration and strain at the
fundamental frequency from the time histories. These were then used to obtain the
interstory displacement and brace axial forces.

The brace axial force directly calculated from the Fourier amplitudes of the strains,
which represents the actual axial force acting in the brace, is compared to the axial
force computed from a linear elastic line element structural model combined with the
measured column interstory drift, which should represent the amount of axial force
the brace is expected to carry. The axial force computed from the structural model is
of the samemagnitude as the actual axial force calculated in the brace, suggesting that
the seismic steel brace is indeed resisting seismic forces even for small earthquakes.
The actual ratio between the axial force from the structural model and that from the
actual axial force is largely dispersed with a minimum of approximately 2 for small
interstory drifts, and converges to a value close to 2 for larger interstory drifts. These
results imply that the structural model overestimates the brace force and behaves
stiffer than the actual force resisting mechanism.

To investigate the cause of the discrepancybetween the computedmodel and actual
brace axial forces, aswell as to validate the accelerationmeasurements, the axial force
computed from the pseudo brace end displacements are obtained. The ratio between
the pseudo brace end displacement and actual brace axial forces obtained from the
strain are 77%(E1) and 67%(E2), which gives a better estimation compared to the
structural model. One reason for the underestimation can be attributed to the lack
of accuracy in the vertical component of the acceleration measurements due to the
resolution of the equipment and measurement noise. A cause for the overestimation
of the axial forces from the structural model may be due to the existence of a rigid
body type of motion of the steel braced frame which is neglected in the structural
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model. A close investigation of the pseudo vertical displacement amplitudes reveal
a rigid body motion centered near the intersection of the two inverted V steel braces.
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Probabilistic Time-Variant Linear Finite
Element Model Updating for Nonlinear
Structural Systems

Felipe Mizon, Matías Birrell, José Abell, and Rodrigo Astroza

Abstract This paper presents a method to update linear time-variant finite element
(FE) models of civil structures experiencing nonlinear behavior due to earthquake
excitation. First, the time-varying modal parameters of the structure are identified
using the input–output dynamic data recorded during a damaging seismic event by
employing a short-time windowing approach. Then, the identified modal parameters
are used to update a linear FE model of the structure using a Bayesian approach.
Global sensitivity analysis based on Sobol’ indices is employed to select the most
influential parameters for the model updating stage. The evolution of the equivalent
stiffness of different elements of the FE model are tracked and their estimation
uncertainties are also quantified. The method is verified using numerically simulated
data of a two-dimensional nonlinear FE model of a nine-story steel frame.

Keywords System identification · Model updating · Damage · Modal properties

1 Introduction

Minimizing the impact of natural disasters such as earthquakes, tsunamis and hurri-
canes on civil structures has been one of the main structural engineering challenges
on recent decades. One component of this challenge is the assessment of structural
health after a disaster. Several damage assessment methods based on qualitative
and/or quantitative data have been developed to assess the performance of structures
following such extreme events. In structural engineering, people often use finite
element (FE) models to design, analyze and evaluate civil engineering structures.
For existing structures, FE model updating methods provides tools to calibrate a FE
model based on observed structural response [1]. FE model updating usually uses
modal properties, such as natural frequencies and mode shapes, obtained from vibra-
tion data and is typically applied to the assessment of structural damage, localizing
and quantifying it in a nondestructive way [2]. Localized structural damage leads to a
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loss of effective stiffness. Therefore, the updated model parameters usually represent
the reduction of equivalent stiffness of the substructure. The main objective of FE
model updating is determining the optimal values of a set of the model parameters by
minimizing the difference between the predictions of the FEmodel and the measured
data or quantities derived therefrom.

Deterministic methods of model updating cannot take into account the uncer-
tainties associated to identification errors, measurement noise, and modeling errors.
During the system identification phase, the measured noise in recorded signals and
the assumptions underlying the identification method increases the uncertainty in
the estimation. While during the modeling phase, modeling assumptions are made
to simplify and discretize the model, which also adds uncertainty to the problem. To
consider all the uncertainties associated in FEmodel updating, a probabilistic frame-
work, based on Bayesian inference, is adopted herein. Bayesian model updating
methods are founded on a rigorous stochastic framework, meaning that robust esti-
mation results can be obtained. The computation of different statistics, such as mean
and covariance, is common in the study of the posterior probability density function
(PDF), which is referred to as resolution analysis. The degree of confidence of the
value of an uncertain parameter is expressed by PDFs of the uncertain parameters.
Prior PDF reflects the prior knowledge of the parameter before any data is consid-
ered. Using Bayes’ theorem, the prior PDF is converted into a posterior PDF, taking
into account both the uncertainty of prior information and the uncertainty of the
model and the experimental data. This transformation is performed via the Likeli-
hood function, which reflects the ability of the FE model to explain the observed
data.

Most of the recent research has focused on updating a FE model using the struc-
ture’s modal characteristics identified before and after damage has occurred. In this
paper, the deterministic-stochastic subspace identification (DSI) method is applied
to a moving short-time window of input–output acceleration data to extract the struc-
ture’s “instantaneous” modal characteristics during a seismic test [4–6]. Then, using
Bayesian model updating, the identified time-variant model parameters are utilized
to estimate the evolution ofmaterial parameters of a linear FE of the damage structure
during an earthquake event.

2 Damage Identification Based on Bayesian Time-Variant
FE Model Updating

2.1 Proposed Approach

Most of earlier investigations on Bayesian model updating and modal parameter
identification focused solely on the calibration of the FE model before to and after
seismic excitations, in order to locate and quantify structural damage. In this paper,
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Fig. 1 Proposed probabilistic time-variant linear finite element model updating approach

a novel approach is proposed to identify the damage based on Bayesian time-variant
FE model updating.

The first stage involves using sensors to monitor the behavior of a real structure
while it is subjected to an earthquake excitation (input) and to record the struc-
ture’s response (output). Using the input–output acceleration data, instantaneous
modal properties of the structure are identified by applying the DSI method to a
moving short-time window, obtaining the modal properties of the structure, i.e.,
natural frequencies,mode shapes, and damping ratios.Althoughnonlinear FEmodels
are widely used in a variety of engineering fields due to their ability replicate and
simulate phenomena that occur in the real world, they demand significant computa-
tional power. An equivalent linear FE model of the structure is considered herein to
overcome that problemwhile also obtaining accurate results. The damage in the struc-
ture is considered as a decrease in the equivalent Young’s modulus of the different
elements of the structure.

A sensitivity analysis is performed to determine which are the most relevant
parameters of the model in terms of choosing the set of parameters θ to calibrate.
Then, a linear FE model defined by θ is updated by considering the time-variant
modal parameters identified during the earthquake event and a Bayesian approach.
The evolution of the equivalent elastic modulus of different zones of the FE model
allow modelling the damage in the structure. The initial model parameter values
θini tial are adopted as the most probable point of the model parameters θ in the
preliminary updating stage, while for the next updating steps, the maximum a poste-
riori (MAP) estimate of the model parameters obtained in the previous estimation
step is proposed as the mean prior values of the current time, taking into account a
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correlation between the damaged produced before and the actual damage. Figure 1
summarizes the approach proposed in this paper.

2.2 Linear Time-Varying System Identification

Time-variantmodal properties of a structure during seismic events are identifiedusing
the DSI method with input–output acceleration data recorded from the monitored
structures. This allows to estimate the structure’s instantaneous modal characteristics
using a short-time windowing approach [6] (see Fig. 2).

The purpose of the DSI method is to determine the system’s order (n) and the
system matrices (Ad, Bd, Cd, Dd, Q, R and S) from s measurement samples of the
input (u0, u1,…, us-1) and output (y0, y1,…, ys-1) data. The modal properties of the
system can be determined from the eigenvalues and eigenvectors ofmatrixAd, matrix
Cd, and the relationships between the discrete and the continuous state matrices:

fr =
√

λrλ∗
r

2π
r = 1, . . . , n/2 (1)

ξr = −Re(λr )

|λr | r = 1, . . . , n/2 (2)

�r = Cd� = [
φ1, . . . , φn/2

]
(3)

where fr are the modal frequencies, ξr are the modal damping ratios and �r are
the mode shapes, respectively; λr = eigenvalues of the continuous-time state matrix
Ac (with Ad = eAc�t ) and �t is the sampling time, � = eigenvectors and Ad, and
superscript * and |·| denote complex conjugate and magnitude, respectively. The
instantaneous modal properties are estimated employing input–output acceleration
recorded data divided over short-time windows in order to track the changes of the
structure’s dynamic properties.

Fig. 2 Short-time windowing approach for linear-time variant system identification
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It is noted that the minimum length window, both with and without overlap, was
suggested in [6] to conduct the linear-time varying system identification of model
properties based on input–output seismic data. In addition, stabilization diagrams
[7] are used to distinguish between physical and spurious (mathematical) modes for
each short-window data set.

2.3 Global Sensitivity Analysis

Global sensitivity analysis (GSA) on the model response is conducted as a prelim-
inary step towards parameter estimation, to examine the composition of the model
response and select the parameters to be estimated. In this section, first (S1) and total
order Sobol’s indices (ST ) [8] are computed for the FE model parameters. These
quantify the response variability induced by the variability of each parameter (S1),
and all groups of parameters in which it is contained (ST ).

When dealing with models defined by a high number of parameters, GSA consti-
tutes an important exercise towards identifying those model parameters that have
the most influence on model response. With the hierarchy of parameter influence
established by GSA, the high dimensionality of the inverse problem in model cali-
bration can be reduced by estimating the parameters that define the model response.
In subsequent model calibration, those parameters that do not considerably influ-
ence the model response might not be identifiable from experimental data. For this
reason, this reductionof dimensionality canhelp to achievemore confident estimation
results and translate into more accurate model predictions afterwards. Additionally,
the generation of several thousands of model response samples provides a thorough
exploration of the parameter space that partially informs the selection of prior PDFs
for model calibration in Sect. 3.5.

Due to the high computational cost of sampling large FE models, a PCE-based
computation [9] of Sobol’s indices is presented in Sect. 3.4. To this end, the model
is executed 3000 times and a surrogate PCE-model of order 3 is fitted to obtained
model responses. The computation of Sobol’s indices for the PCE-model is analytical
through the definitions in [8], effectively saving a considerable amount of time over
a simulation-based computation of the indices.

2.4 Bayesian Finite Element Model Updating

Bayesianmodel updating is employed to determine the probability distribution of the
selected model parameters. Below is a brief overview of the methodology applied in
this study. For a thorough description of Bayesian model updating, more information
can be found elsewhere [10]. The Bayes theorem can be written as:

p(θ|d) = cp(d|θ)p(θ) (4)
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In this equation, p(θ |d ) is the posterior PDF of the updating parameters (modulus
of elasticity) based on recorded data, d (time-variant identified modal properties)
and the data evidence is represented in c, which is a normalizing constant which
guarantees that the posterior PDF integrates to one, the likelihood function p(d|θ )

reflects the probability of observing the recorded data given the updating parameters
and can be interpreted as an indicator of howwell a model succeeds in explaining the
measurements d, as well as the contribution of the measured data d in estimating the
updated PDF of the model parameters θ . Finally, p(θ) refers to the prior PDF which
represents the initial understanding of the updating parameters. In most cases, the
prior distributions are determined based on engineering criteria and existing prior
information. Prior PDFs are considered as a lognormal distribution in this work,
assuming independent parameters.

The following error functions are defined, assuming to have zero mean Gaussian
distributions in order to determine the likelihood function [11].

eλi =
∼
λi − λ(θ)

∼
λi

(5)

e�i =
∼
�i

‖∼
�i‖

− ai

�i (θ)

‖
�i (θ)‖ (6)

where eλi is the eigenfrequency error, where λ̃i =
(
2 · π f̃i

)2
is the natural frequency

extracted from the data, λ(θ) is the model generated natural frequency considering
the model parameters θ, e�i is the mode shape error, where �̃i is the mode shape
vector of the ith mode extracted from the data, and �i (θ) is the model generated
mode shape vector considering the model parameters θ of the ith mode. Finally, 
 is
a mapping matrix which matches the modal coordinates of the model and the sensors
utilized to identify the experimental data and ai is defined as:

ai =
∼
�i��i (θ)

‖∼
�i‖‖��i (θ)‖

(7)

The posterior PDF can be expressed as follows, based on the chosen likelihood
function (error functions) and prior PDF:

p(θ|d) ∝ exp

(
−1

2
J (θ, d)

)
(8)

where J (θ, d) is:
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J (θ, d) =
∑m

i=1

(
eλi

)2

σ 2
λi

+
∑m

i=1

eT�i
· e�i

σ 2
�i

(9)

where m is the number of modes considered, the standard deviation of the ith
frequency is denoted by σλi and the standard deviation of mode shape components
for ith mode is σ�i .

Computing the posterior joint and marginal PDFs in most common situa-
tions involving many parameters requires calculating high-dimensional integrals.
In order to solve this problem, asymptotic expressions or sampling methods like
Markov-chain Monte Carlo (MCMC) methods and its variants, such as transi-
tional MCMC and delayed-rejections adaptive Metropolis–Hastings MCMC, are
frequently employed.

In an initial updating stage, the initial values of the model parameters θ ini tial are
considered as the most probable prior point for the set of the updating parameters.
For the next updating steps, it is proposed to consider the MAP estimate values of
the model parameters θ obtained in the previous updating step as the mean of the
prior PDF of θ of the current time. This is consistent with the structure’s progressive
damage pattern: only data gathered in that particular damage state are used to obtain
the posterior PDF of θ in each time tk, but because the structure was already compro-
mised in the previous time tk-1, it is reasonable to use the previous damage state’s
MAP estimate values of the parameters as the mean prior values of the current state.
Over the course of the calibration, the form or shape of the prior PDF is maintained.
This prevents the prior PDF from getting narrower and narrower, which might lead
to skewed results in the updating method.

3 Application Example

3.1 Description of the Structure and Nonlinear FE Model

The structure to be investigated is the SAC-LA9 building, a 9-story special moment
resisting frame (SMRF) building researched under the SAC venture [12]. The
OpenSees [13] software is used to create a nonlinear FE model of the building,
consisting of nine stories, one basement and 5 bays. The story heights, baywidths and
cross section of all the elements are represented inFig. 3.Beams aremade ofA36 steel
while columns are made of A572, and fully constrained beam-to-column connec-
tions and rigid end zones are modeled at the ends. To model beam-column elements,
a displacement-based (DB) formulation is used, considering Gauss–Lobatto quadra-
ture with 5 integration points (IPs) for plastic hinges (PHs) and 3 IPs for non-PH
elements for each member of the building model. The webs of the cross-sections of
the columns acting on their strong axis are discretized into six fibers along the length
and one fiber along the width, with a single fiber utilized for each flange, while the
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Fig. 3 SAC-LA9 building structure [12]

flanges of the cross-sections of the columns acting on their weak axis are discretized
into ten fibers along the length and one fiber across the width, considering the webs
with a single fiber. The cross-sections of the beams are discretized into 10 fibers
along the length and one fiber across the width, with a single fiber representing each
flange.

Modelling the nonlinear response of structural steel using the Giuffre-Menegotto-
Pinto (GMP)material constitutive law [14] has proven to be very effective. The GMP
model considers ten constant material parameters and material history variables that
are modified at every strain reversal. The ten material parameters are divided into
four main variables that control the monotonic stress–strain curve and six secondary
parameters that control the evolution of cyclic stress–strain behavior, specifically the
curvature of the transition from elastic to plastic behavior and isotropic stiffening
for each branch of the hysteresis loops produced by the stress–strain cycles. The
elastic Young’s modulus (E0), initial yield stress

(
σy

)
, strain hardening ratio (b),

and a parameter (R0) characterizing the curvature of the transition curve between the
elastic and plastic branches during the first loading are the four major parameters.
To simulate the uniaxial behavior of steel fibers in columns and beams, the uniaxial
GMP material model with the following parameters is used: Ecol

0 = Ebeam
0 = 200

GPa, σ col
y = 345 MPa, σ beam

y = 250 MPa, bcol = 0.08, bbeam = 0.05, Rcol
0 = 20, and

Rbeam
0 = 18. Also, linear elastic section shear force–deformationmodel is aggregated,

but uncoupled with the inelastic flexure-axial behavior, along the element’s length.
The nodal masses on beams are determined from the design dead and live loads

specified inFEMA-355Cand theP−� approximation is used to account for nonlinear
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geometry. Besides hysteretic energy dissipated by the material inelastic action, mass
and tangent stiffness-proportional Rayleigh damping with a critical damping ratio
of 2% for the first two natural periods (gravity loads applied) is assumed. In this
nonlinear model, T1 = 2.07 s and T2 = 0.70 s are the periods of the first two initial
modes.

3.2 System Identification Results and Earthquake Excitation

Asmentioned before, the DSI method is employed to extract the instantaneous struc-
tural properties from input–output data collected from a real specimen using sensors.
However, in this case, modal properties such as natural frequencies and mode shapes
of the building are simulated analytically using the software OpenSees [13]. Note
that the nonlinear behavior of the FE model implies variation of the stiffness matrix
of the structure, and therefore the modal parameters change along the earthquake
loading.

The natural frequencies and mode shapes of the first three modes are the dynamic
properties simulated from the 9-story buildingmodel. The nodes considered to obtain
themodal shapes are the nodes on each level of the building’s left columnor theA axis
in Fig. 3. The ground-motion measures at Los Gatos station during the Loma Prieta
1989 earthquake is used as seismic base excitation. The total duration of the input
motion is 12 s, and the “identification” process is considered with a sampling time dt
= 0.02 s, with a total of 600 points along the entire duration. Figure 4 shows the input
excitation and the variation of the natural frequencies of the structure (normalized
by their initial value) along the time.

Fig. 4 Normalized input-motion (Los Gatos station) and “identified” natural frequencies
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a) b)

Fig. 5 Element discretization of the linear SAC-LA9 FE model a columns, b beams

3.3 Linear FE Model

The nonlinear FE model of the SAC-LA9 building detailed in Sect. 3.1, is simplified
into an equivalent linear FE model. This linear model is updated using the time-
varying modal parameters “identified” from the input–output data recorded in the
structure.

All the energy dissipated by hysteretic cycles and non-linearity, as well as the
structural damage caused by plastic deformations in some elements produced by
the earthquake excitation, is modeled by a degradation in the modulus of elasticity
of the damaged elements. The discretization of the linear FE model was based on
engineering criteria, which included combining certain elements of the building that
shared physical characteristics such as the same cross-section and type of steel, and
the elements that are more likely to present damage due to the configuration of
the earthquake-resistant design, which is based on a moment resisting frame that is
designed to dissipate energy through plastic deformations at the ends of the beams
and at the base of the first-floor columns. Considering these aspects, the discretization
of the linear FE model of the SAC-LA9 building considers 36 parameters, including
column stiffnesses Es1, Es2,…,Es28 and beam stiffnesses Ev1, Ev2, …, Ev8. The
distribution of these parameters is shown in Fig. 5.

3.4 Sensitivity Analysis

As introduced in Sect. 2.3, GSA was conducted on the equivalent linear FE model
of the SAC-LA9 building, with the purpose of establishing a hierarchy of influence
among the model parameters. The Matlab library UQlab [15] was used to handle the
execution of the analysis presented in this section.
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For simulations, the Young’s modulus of the 36 elements (see Fig. 5) was sampled
with a Lognormal distribution with mean of 200 GPa and standard deviation of 40
GPa. The range of modal responses of the model is spread about the mean parameter
response as expected because of the linear formulation. Total Sobol’s indices obtained
for each parameter for the first three modes (λ and mode shapes) are shown Fig. 6
along with the modal responses simulated for analysis.

It can be observed in Fig. 6 that the beams corresponding to Ev7 and Ev8 have
the most influence in the model variability, with the remaining beams showing this
influence on a lesser extent.Due to the design criteria, column sections are notoriously
stronger than those of beams. Additionally, the grouping of beams across several
stories implies that a potentially larger number of elements was affected by the
variations on beam stiffness parameters. For these two reasons, it could be expected
that a variation in the stiffness of beams would have a greater impact on the overall
stiffness of the linearmodel. Analogously, in the non-linearmodel of the building, the
yield strength of beams’ reinforcing steel is lower than that of columns’, thus inducing
plastic deformations in beams that could notoriously affect the modal properties of
the building.

More in detail regarding beam elements, Ev8 was assigned to all beams on the
upper 3 stories, while Ev7 was assigned to stories 5, 6, and 7. As a result, Ev7 greatly
influenced the first mode shape, while Ev8 controlled the second mode shape which
depends more on the stiffness of upper stories.

The lower stories of the model were divided into Ev1 to Ev6; therefore, a smaller
portion of the beams was associated with each of them than with the upper-story
beams. Nevertheless, the influence of these beams was still relevant to the modal
response -especially to the first and third modes as discussed-, and thus they were
included in model calibration.

Fig. 6 Total Sobol’s indices for the first three modes (λ and mode shapes) of the linear FE model
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With respect to the columns, it can be observed that Es6, Es8, Es24, Es26, and
Es28 have the most notorious influence on the modal responses. It is worth noting
that Es6 and Es8 correspond to the segments of the first story’s interior columns,
so intuitively the change on their stiffness would induce change on the first mode,
which was reflected on their Sobol’s indices. Similarly, while Es14 did not present a
high index, it was still noticeable despite the small section associated with it.

Finally, Es24, Es26, and Es28 comprise the interior columns of stories 5 to 10,
thus making up for most of the column sections in the model. Consequently, the
influence of these parameters could be appreciated for the three modes analyzed,
with Es28 having the least influence on mode 1 because it is linked to the upper
stories, which was consistent with the indices for the beams in those stories.

A total of 14 out of the 36 parameters were selected for estimation including all
beam stiffnesses Ev1-Ev8, as well as column stiffnesses Es6, Es8, Es14, Es24, Es26
and Es28.

3.5 Model Updating Results

The Bayesian updating technique is performed to quantify the uncertainties and
localize the damages in the SAC-LA9model given a set of parameters. To accomplish
so, the modulus of elasticity of steel material of the 14 selected elements of the linear
FE model are used as the updating parameters, which are defined as the ratio of
updated to initial elastic modulus:

θi = EUpdated
i

E Initial
i

with i = 1, . . . , 14 (12)

The calibration of the model is considered at every 0.2 s, from t = 4.6 s to t =
11.0 s of the input ground motion, however, a preliminary calibration is performed
in order to determine the initial values θ ini tial . The priors PDFs are considered as
lognormal distributions, assuming independent parameters and Einitial

i = 200 GPa
for all the parameters. As explained before, for the following updating times, the
mean of prior PDFs of the current time are constructed using the peak values of the
posterior PDFs of the previous updating time, taking into account the degradation
produced before. The standard deviation of the parameters θ is considered as the 15%
of the initial value of the mean, and is maintained throughout the entire calibration,
preventing the use of very narrow PDFs for the prior PDFs. The likelihood data
simulated analytically from the nonlinear FE model of the SAC-LA9 building are
utilized to calibrate linear model parameters θ , which consists of a number of modal
properties, such as natural frequencies and modal shapes of the structure considering
the first three modes. In order to do so, Sequential Monte Carlo (SMC) sampling is
used with a total of 3200 samples per updating time.
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Fig. 7 Model updating results

From the posterior PDFs obtained of the model parameters θ , 1000 responses are
generated each updating time in order to propagate the uncertainty of the parametes
in the model’s response. The results of the natural frequencies obtained can be seen
in Fig. 7, where the “experimental data” (i.e., nonlinear FE model) considered is the
continuous line, while the linear model’s response obtained using themodel updating
results are the values of the percentiles 5, 50, and 95 considering the 1000 responses.

The obtained posterior distributions are less variable than the prior PDFs, indi-
cating that the measured data provides information about the updating parameters.
It is also worth mentioning that the data are limited when it refers to the building’s
columns. The uncertainty in the modulus of elasticity parameters that characterize
this region could not be decreased using the available data. The beam elements, on the
other hand, are well resolved by the data, attributed to higher damage level and larger
modal curvatures in these parts of the structure, having narrower posterior PDFs than
the other parameters. Considering the p50 value obtained versus the experimental
data, the average error considering all the time and the three frequencies is 2.17%,
with a peak of 14.59% for the first mode at 5.8 s.

4 Conclusions

Bayesian linear finite element model updating in a 9-story steel building subjected
to the Los Gatos ground motion is employed to quantify uncertainty and localize
damage. To do so, a short-time windowing technique can be used to identify the
structure’s instantaneous modal properties employing the deterministic-stochastic
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subspace identificationmethod using input–output acceleration data during the earth-
quake. However, in this case, the first three natural frequencies and mode shapes of
the building are simulated analytically using the software OpenSees considering
tangent stiffness-proportional Rayleigh damping and a non-linear FE model. The
difference between the model-predicted and identified modal parameters is specified
as the error function in the Bayesian FE model updating technique and the MAP
estimate at the previous updating time tk is adopted as the mean value of prior PDF
of the current updating time. Themodulus of elasticity of the elements of the building
is chosen as the updating parameter. Finally, the posterior PDF of the parameters is
estimated considering the SMC approach.

Even when updating 14 parameters are considered, the Bayesian method agrees
quite well with the simulated results. For this study, the results are very similar to the
“experimental data” confirming that the approach provides accurate results and is
able to identify and localize the damage in the 9-story buildingwhile also quantifying
the corresponding uncertainties.
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Ambient Vibration Based Modal
Analysis and Cable Tension Estimation
for a Cable-Stayed Bridge with Bayesian
Approaches

W. J. Jiang, Chul-Woo Kim, Xin Zhou, and Yoshinao Goi

Abstract This study aims to investigate ambient vibration based modal analysis
and cable tension estimation with Bayesian approaches, associating with an ambient
vibration testing in a cable-stayed bridge. Firstly, a Bayesian fast Fourier transform
(FFT) is introduced to the target bridge for operational modal analysis using ambient
vibration data. Considering a mixing effect of local modes and global modes in
the vibration measurements of cables, the identification is implemented in three
scenarios: global modal analysis without data of cables, global modal analysis with
data of cables, local modal analysis of each cable. The effects of involving measure-
ments of cables into the global modal analysis of the whole bridge are discussed, and
the identification uncertainty of modal frequencies in each scenario is investigated.
Then, considering the identifiedmodal frequencies ofmultiplemodes in each cable, a
Bayesian cable tension estimation framework including a Bayesian linear regression
(BLR) is proposed, with the ability of simultaneously estimating the cable tension
and flexural rigidity in a probabilistic way. The estimation is conducted with the
identification results by both ambient vibration and hammer test. The results showed
different accuracy and uncertainty in the estimation of cable tension and flexural
rigidity, as well as among different cable conditions.

Keywords Ambient vibration · Cable-stayed bridge · Modal analysis · Bayesian
FFT · Bayesian cable tension estimation

1 Introduction

With excellent performance to realize long-span crossing, cable-stayed bridge is
widely constructed around the world in the past few years. The stayed cable, as
a crucial component connecting bridge deck with tower in cable-stayed bridge, is
always faced with a long-term deterioration caused by traffic, ambient vibration,
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corrosion, fatigue, etc. Therefore, it is well-acknowledged that the monitoring of
cable is of great meaning for the safety and maintenance of cable-stayed bridge.
There have been many researches on the structural health monitoring (SHM) of
cable-stayed bridge [1, 2]. Among those studies, the dynamic characteristics and
cable tension are generally valued as informative features reflecting the condition of
cable and whole bridge.

To get the dynamic characteristics of cable and bridge, field test is required. From
the view of accuracy in structural identification, a hammer test or a weight-drop-off
test may be a choice (despite in some large bridge the artificial excitation may be
deficient). However, from the view of convenience in conducting long-term SHM,
ambient vibration based modal analysis played a more important role due to its
release of artificial excitation and continuity. Various methods have been proposed
for ambient vibration based modal analysis, like frequency domain decomposition
(FDD), stochastic subspace identification (SSI), a series of Bayesian operational
modal analysis (BAYOMA) methods, etc., which make the output-only system iden-
tification (general case in ambient vibration) efficient and flexible. Compare to cable
dynamics, cable tension is a more intuitional mechanical feature for assessing the
cable and bridge state. Thus, based on the relation betweenmodal frequency and cable
tension, there are also some studies on the vibration-based cable tension estimation
[3, 4].

However, in the entire process as above, some issues remained andheavily affected
the reliability of SHM using ambient vibration. Firstly, the cable-stayed bridge is a
complex structure incorporating both globalmodes of bridge and localmodes of cable
under ambient vibration. The interactive influence between the global modes and
local modes will augment the uncertainty in the structural identification, especially
in the cable. Secondly, due to lack of input information, low signal-to-noise ratio
(SNR), model assumptions, etc., the identification uncertainty may increase in the
operational modal analysis and pollute the damage effect. Then, even though the
previous study [5] well demonstrated the feasibility of vibration based cable tension
estimation using hammer test, the increased uncertainty in ambient vibration based
modal analysis may seriously reduce the reliability of cable tension estimation since
the estimate tends to be sensitive to the identification uncertainty. Therefore, with
a concern on these issues of the uncertainty and accuracy in particular, this paper
presents a study on the modal analysis and cable tension estimation in a cable-stayed
bridge under ambient vibration and Bayesian framework.

2 Theoretical Basis

2.1 Fast Bayesian FFT

As one of the Bayesian operational modal analysis methods possessing the ability
of uncertainty measurement, a fast Bayesian FFT approach [6, 7] is introduced here.
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By associating Bayesian inference with the FFTs of vibration response, Bayesian
FFT gives a basic form as
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where θ denotes the system parameters of the structure to be identified, and F
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the estimated FFTs data at different frequencies fk .

Then, given that the FFTs are Gaussian and independent at different frequencies,
it can be written as
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is the theoretical power spectral density (PSD)matrix of data at the kth FFT for given
θ . And

L(θ)=nN f ln π +
∑
k

ln|Ek(θ)| +
∑
k

F̂∗
k Ek(θ)−1 F̂k (4)

is the ‘negative log-likelihood function’ (NLLF), and themost probable value (MPV)
θ
∧

= arg minθ L(θ).
Here, the system parameter θ comprises modal frequencies fi ri=1 and modal

damping ratios ζi
r
i=1 denoted in transfer functions hik

r
i=1 corresponding to eachmode,

partial mode shapes ϕi
r
i=1 , PSD matrix of modal forces S = [

Si j
]
r×r , and the PSD

matrix of prediction errors Se In . In addition, r represents the number of dominant
modes in a specified frequency band where the estimation is conducted. n is the
number of sensors to collect the ambient vibration response. Nf is the number of
FFT points in the specified frequency band.

It has been demonstrated that the posterior PDF can be well approximated as
a Gaussian form for typical data size. Au [7] showed that a second-order Taylor
approximation of the NLLF at the MPV engenders a Gaussian approximation of the
posterior PDF as
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where θ
∧

is the MPV, and C
∧

denotes the posterior covariance matrix which is the
inverse of the Hessian of NLLF at the MPV. Also, nθ represents the number of
parameters in θ . The posterior covariance matrix C

∧

can provide useful information
reflecting the identification uncertainty.

2.2 Modal Frequency Versus Cable Tension

Given some assumptions, the relation between modal frequency of cable and cable
tension can be derived from the free vibration differential equation of cable as below.

m
∂2ν(x, t)

∂t2
+ E I

∂4ν(x, t)

∂x4
− T

∂2ν(x, t)

∂x2
− h(t)

∂2ν(x, t)

∂x2
= 0 (6)

where ν(x, t) denotes the vertical vibration deflection, x is the cable longitudinal
coordinate and t denotes time. The symbol m is the mass of cable per unit length, EI
denotes the flexural rigidity of cable and T is the cable tension force. The notation
h(t) is the derivative cable tension force caused by vibration.

According to [3], the influence of vibration-induced derivative cable tension h(t)
and the cable sag is generally small and ignorable for simplicity. Then, given that
the boundary condition is hinged support, the solution of Eq. (6) can be presented as
follows.

(
fi
i

)2

= π2i2

4ml4
E I + 1

4ml2
T (7)

where i is mode order and f i denotes the ith modal frequency of cable; l is the length
of cable.

Then, when the cable vibration is more similar to a string (the contribution of EI
on modal frequency is rather small), the equation can be further simplified as

(
fi
i

)2

= 1

4ml2
T (8)

Generally, Eqs. (7) and (8) can be regarded as hinged beam model and string
model, respectively, depending on the feature of cable vibration. To see whether the
cable performs like a beam or a string, a parameter can be referred as below.
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ξ=
√

T

E I
· l (9)

where, the larger the value of ξ is, the more similar to a string the cable performs.

2.3 Bayesian Cable Tension Estimation

With multiple modal frequencies of cable identified, the estimation of cable tension
from Eqs. (7) and (8) can be treated as a regression issue.

Given that a basic form of Bayesian linear regression (BLR)model can be denoted
as below.

y = Xβ + ε, ε ∼ N
(
0, σ 2

)
(10)

where y is a n × 1 vector of response variable; X is a n × d matrix of predictor
variables; β is a d×1 vector of coefficients; ε denotes the iid error term which obeys
a normal distribution with zero mean and variance σ 2 for each observation; n is the
number of observations, and d is the number of predictor variables.

Then, the posterior distribution of
(
β, σ 2

)
can be obtained by Bayesian reference

like

p
(
β, σ 2|y, X ) = p
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y
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)
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(11)

Further, the marginal posterior of β can be given as

p(β|y, X ) =
∫

p
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dσ 2 (12)

Given a Jeffreys non-informative prior

p
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the marginal posterior of β is analytically tractable and follows a d dimensional
t-location-scale distribution as
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where the three parts in the right hand are the location parameter, scale parameter,
degree of freedom, in sequence. The notations (y, X, β, n, d) are the same as before,
while β̂ is the least-squares estimate of β with a form as follows.

β̂=
(
X

′
X

)−1
X

′
y (15)

Without loss of generality, taking Eq. (7) into the form as Eq. (10), a Bayesian
cable tension estimation framework can be established with

y =
{(

fi
i

)2
}
n×1

, X=
[

π2i2

4ml4
1

4ml2

]
n×2

, β =
{
E I
T

}
2×1

(16)

and the posterior distribution of β contributes to a simultaneous estimation of cable
tension and flexural rigidity, along with a depiction of the estimation uncertainty.

3 Vibration Test on Cable-Stayed Bridge

3.1 Field Experiment

The target bridge is a single-tower cable-stayed bridge shown in Fig. 1. The span
length of the bridge is about 124 m and tower height is about 48 m (see Fig. 2).
A short-term field test including forced excitation test and ambient vibration test
was carried out in November, 2020. The corresponding sensor setup and structural
layout are shown in Fig. 2. Vibration signals from cables at anchor, cables at bridge
deck, bridge deck nodes and a tower node were collected during the test. The forced
excitation test was conducted just on the cables, while the ambient vibration test was
implemented on the whole bridge involving cables, bridge deck and tower.

Fig. 1 A side view of
investigated bridge
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Fig. 2 Bridge layout and sensor deploying map

3.2 Operational Modal Analysis of Bridge

As discussed before, there is an interactive influence between global modes of bridge
and local modes of cables. Thus, operational modal analysis (OMA) of the bridge is
conducted in two signal scenarios: bridge with cable channels, and bridge without
cable channels. To specify a prior set including initial value and frequency band for
the optimization algorithm of the fast Bayesian FFT, a singular value spectrum (SVS)
as shown in Fig. 3 is used. A peak in the highest spectral line of SVS indicates a
possible modal frequency. More information about use of SVS in the fast Bayesian
FFT can be found in [7].

Figure 4 showed a comparison of the identified modal frequencies of the whole
bridge with and without signals from cable channels. It can be noted that the identi-
fication uncertainty is low, and the error between two signal scenarios is also small
in lower modes while increasing in some higher modes. This phenomenon indicated

Fig. 3 Singular value
spectrum of signal set from
bridge deck nodes
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Fig. 4 Comparison of OMA
results for bridge with and
without signal from cables

that the OMA of the whole bridge under ambient vibration is of efficacy, and the
interference from the local modes of cables only makes a clear difference in some
higher global modes of bridge under ambient vibration.

3.3 Modal Analysis of Cables

Three cables with sensors are considered in this paper to simplify the discussion even
though vibrations of all the cables were examined. A cable at the anchor, the shortest
cable at bridge deck and the longest cable at bridge deck are selected, and each cable
is named as cable 001, cable 011, cable 015 respectively as shown in Fig. 2.

To specify a prior set about the initial value and frequency band for the fast
Bayesian FFT, a power spectral density (PSD) plot along with the highest spectral
line in SVS of bridge to help eliminate some fake peaks caused by the global modes
of bridge is given as shown in Fig. 5. Comparing with the SVS, it can be noted that
some global modes in SVS also appear in the PSD of cables, which will affect the
identification about local modal frequency of cables and further affect the accuracy
of vibration-based cable tension estimation. In addition, observations on the PSDs
of three cables show different SNRs in three groups of cables, and further different
accuracy of OMA. The PSD curve of the cable at anchor indicated a low SNR due to
weak ambient excitation comparing to the cables at the bridge deck. The short cable
at bridge deck performs better since the higher ambient excitation comparing to the
cable at the anchor. The long cable at bridge deck shows clear PSD peaks as a result
of higher ambient excitation.

As mentioned previously, the forced excitation test was also conducted in the
cables. Generally, the forced excitation test is believed to offer a modal identification
with higher accuracy and lower uncertainty compared to the ambient vibration test,
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(a) Cable 001 at anchor (b) Cable 011 at bridge deck

(c) Cable 015 at bridge deck

Fig. 5 PSDs of three cables under ambient vibration

since the strength and frequency domain feature of the forced excitation is more
ideal than the ambient vibration test. Another reason is that, the forced excitation
test just excites local vibration of cable, while ambient vibration of cable is mixed
with interference from global vibration for the bridge. Therefore, taking the forced
excitation test results as a reference, the fast Bayesian FFT results of cables under
ambient vibration are summarized in Fig. 6.

As shown in Fig. 6, the identification performances of each cable by means of the
fast Bayesian FFT were different in comparison to the forced excitation test results.
Generally, the identification uncertainty from the ambient vibration was rather small,
but clear difference between the fast Bayesian FFT (denoted as BAYOMA in Fig. 6)
and the forced excitation test was in some highermodes: 8, 9 and 10thmodes of Cable
001 at the anchor and Cable 011 at the bridge deck. Good consistency was observed
in lower modes of the cables at bridge deck, except for the identified 1st modal
frequency by the fast Bayesian FFT which is close to the global modal frequency of
the bridge deck. This phenomenon indicated the 1st modal frequency in the cable
at the bridge deck is apt to be polluted by the global vibration of the bridge under
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(a) Cable 001 at anchor 

(b) Cable 011 at bridge deck                                            (c) Cable 015 at bridge deck 

Fig. 6 Identified modal frequency w.r.t. mode order for three cables

ambient vibration. In further research of cable tension estimation, these polluted
results need to be removed. Hence, modal frequencies from 2nd to the 6th modes
are considered in the cable tension identification. On the other hand, it is noted that
while the interference of global vibration of the bridge deck is small in the cable at the
anchor, the inconsistency in lower modes indicated a lower accuracy of identification
in this cable.

3.4 Estimation of Cable Tension

With the identified modal frequencies of cables, Bayesian cable tension estimation
is carried out. Because there is no direct and real-time cable tension measurement of
the target bridge, the original design value of cable tension and calculated flexural
rigidity with approximate cross-section are taken as a reference value. In addition,
since the good performance of the forced excitation test in the modal analysis, the
estimation from data of the forced excitation test is taken as another reference values.
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Those two reference values from design and the forced vibration test are named as
“R1” and “R2” respectively.

According to Eq. (7), there is a linear relation between ( fi/ i)
2 and i2 for the

hinged beam model. Then, with the BLR model, cable tension and flexural rigidity
can be simultaneously estimated. Figure 7 showed the observations and fitted line by
BLR in three cables. It can be noted that generally a linear relation can be observed
in both the Bayesian FFT results and the forced excitation test results, except for the
Bayesian FFT results in the cable at the anchor which indicated a high identification
uncertainty.

The posterior estimate of flexural rigidity EI and cable tension T is summarized
in Tables 1 and 2, respectively. It can be noted that generally the MPV of posterior
estimate of EI showed a large deviation to the value of both R1 and R2, while the
posterior estimate of T performed much better. This observation indicated that the
estimate of EI is more sensitive to the uncertainty in the ambient vibration based
modal analysis than T, which indicates the cable vibration of the bridge is more
similar to a string model than to the hinged beam model when we consider the
frequencies up to 10th modes.

(a) Cable 001 at anchor. 

(b) Cable 011 at bridge deck                                             (c) Cable 015 at bridge deck 

Fig. 7 Observations and BLR fitted line with a hinged beam model in three cables
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Table 1 Posterior estimate of flexural rigidity in three cables using hinged beam model

Cable Bayoma Forced excitation test
(R2)

Design
(R1)

Relative
error R2
(%)

Relative
error R1
(%)EI

(kN·m2)
std
(kN·m2)

EI
(kN·m2)

std
(kN·m2)

EI
(kN·m2)

001 −1702 13,947 2655 933 10,048 −164.1 −116.9

011 520 70 347 102 2337 49.9 −77.8

015 1174 486 697 1999 6273 68.5 −81.3

Table 2 Posterior estimate of cable tension in three cables using hinged beam model

Cable Bayoma Forced excitation
test (R2)

Design (R1) Relative error
R2 (%)

Relative error
R1 (%)

T (kN) std (kN) T (kN) std (kN) T (kN)

001 4605 673 4206 45 4312 9.5 6.8

011 978 9 997 13 1332 −1.9 −26.5

015 2465 12 2490 49 3057 −1.0 −19.4

The MPV of posterior estimate of T of the cables at the bridge deck resulted in
differences of 20–26% comparing to the design values (R1), and that of the cable
at the anchor showed 7% difference comparing to the design value (R1). However,
those estimated tensions were highly comparable to the estimate from vibrations of
the forced excitation test (R2). Meanwhile, a difference between the cable tensions
at the anchor and at the bridge deck was observed. For the Cable 011 and Cable
015 at bridge deck, the estimated T showed low posterior uncertainty and was very
consistent to those from vibrations of the forced excitation test (R2). But on the
other hand, for Cable 001 at the anchor, the estimated of both EI and T showed large
posterior uncertainty. Therefore, for the target bridge, it can be concluded that the
ambient vibration-based cable tension estimation in the cable at the bridge deck may
be more feasible due to higher SNR and accuracy in OMA.

Table 3 showed the posterior estimate of cable tension T using string model
(Eq. (8)). It is noted there is no obvious difference compared to the estimate using
hingedbeammodel (seeTable 2),which implied a lowcontribution of flexural rigidity

Table 3 Posterior estimate of cable tension in three cables using string model

Cable Bayoma Forced excitation
test (R2)

Design (R1) Relative error R2
(%)

Relative error R1
(%)

T (kN) T (kN) T (kN)

001 4536 4315 4312 5.1 5.2

011 1034 1035 1332 0.0 −22.3

015 2489 2504 3057 −0.6 −18.6
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EI to themodal frequencies of these cables. Besides, theMPVofT using stringmodel
resulted in a lower error to both design value R1 and forced excitation test result R2.
Actually, unsatisfactory estimate of EI may further decrease the accuracy in estimate
of T using hinged beam model. Therefore, string model may be more suitable for
the ambient vibration-based Bayesian cable tension estimation in these cables.

4 Conclusions

This paper investigated the performance and uncertainty quantification of ambient
vibration based modal analysis and cable tension estimation in a cable-stayed
bridge under a Bayesian framework. The uncertainty sources and propagation in
this process from original vibration response to operational modal analysis, and
further to vibration-based cable tension estimationwas discussed. Based on the above
investigation, it can be concluded as follows.

(1) An interactive interference exists between the global modal analysis of bridge
and the local modal analysis of cable under ambient vibration, which should
be considered in the long-term SHM study using ambient vibration. In partic-
ular, the global vibration of bridge affects the accuracy of OMA in 1st modal
frequency of cables at the bridge deck.

(2) Under ambient vibration, the performance of OMA and further cable tension
estimation also differs with the cable conditions in cable-stayed bridge. Gener-
ally, cable at the bridge deck shows higher accuracy and lower uncertainty in
OMA and cable tension estimation than cable at anchor except for a situation
that cable at the bridge deck is easy to be perturbed by the global vibration of
bridge.

(3) Under ambient vibrations, the proposed Bayesian cable tension estimation
approach shows different accuracy and uncertainty between the posterior esti-
mate of flexural rigidity and cable tension. Generally, the posterior estimate of
flexural rigidity presents high uncertainty and low accuracy, while the estimate
of cable tension performs better and almost consistent with the estimate by the
forced excited vibration. It is noted that when the string model was applied, the
difference between design and estimate values were reduced to around 20%
for cables at the bridge deck and around 5% for cables at the anchor, which
indicates that the cable vibration in target bridge is more similar to a string
model than to the hinged beam model.

To sum up, ambient vibration-based SHM in cable-stayed bridge is a complicated
issue encounteredwith various sources affecting the accuracy and uncertainty such as
lowSNR, deviationwith the idealized frequencydomain feature of ambient excitation
in the fast Bayesian FFT, interference from global vibration of bridge, simplification
in the model of cable tension estimation, and so on. It is noted that the environmental
variation should be considered as a source of uncertainty in the long-term SHM
campaign, which will be discussed in further study.
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Tension Estimation Method for Cable
with Damper and Its Application to Real
Cable-Stayed Bridge

Aiko Furukawa, Katsuya Hirose, and Ryosuke Kobayashi

Abstract In the maintenance of cable structures, such as cable-stayed bridges and
extra-dosed bridges, it is necessary to estimate the tension acting on the cables.
The safety of a cable is assessed by comparing the tension acting on the cable and
the allowable value. In current Japanese practice, the tension of a cable is estimated
using the vibrationmethod or the higher-order vibrationmethod, which considers the
natural frequencies of the cable. However, in recent years, the aerodynamic vibration
of cables caused by wind has become a problem owing to the recent increase in the
cable length and low damping performance of the cable itself. In such a case, dampers
are installed onto the cables to suppress the aerodynamic vibration of cables. Because
the damper changes the cable’s natural frequencies, the vibration and higher-order
vibration methods are inappropriate for estimating the tension of a cable with a
damper. With this background, the authors developed a tension estimation method
for a cable with a damper where a cable is modeled with a tensioned Bernoulli–
Euler beam. The theoretical equation is derived, which relates the natural frequencies
with the tension and bending stiffness of the cable and damper parameters. The
method inversely estimates the tension and bending stiffness of the cable and damper
parameters simultaneously from the natural frequencies. In this paper, the authors’
tension estimationmethod is first introduced.Then the validity of themethod is shown
through numerical simulations. Then the method is verified through a laboratory
experiment. Moreover, the field measurements of a cable-stayed bridge in Japan
were conducted to verify the method. It was found that the method could estimate
the tension of a cable with the damper with high accuracy. In this way, the validity
of the method was confirmed.
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verification
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1 Introduction

A cable is known as an efficient structural member to support structures. In civil
engineering structures, cables are used for long-span bridges such as cable-stayed
bridges and suspension bridges. Since each cable has its strength, the load-bearing
capacity of the cable is assessed by comparing the cable’s tension with its strength.
Therefore, it is necessary to estimate the cable’s tension to assess the structural
safety in the maintenance. There are two methods to measure cable’s tension: a
direct measuring method using a load cell or hydraulic jack and a vibration-based
estimating method using cable’s natural frequencies. Currently, the latter method is
used because it is easy to implement, and estimation accuracy is high.

In recent years, since the length of the bridge has increased, the aerodynamic
vibration has become a problem owing to the low damping nature of cables. In order
to suppress the aerodynamic vibrations, a dampingdevice called a damper is installed.
However, since the vibration characteristics of the cable change due to the presence
of the damping device, the natural frequencies required for tension estimation also
change. Therefore, the damper is detached, the cable’s natural frequencies are esti-
mated, and the cable’s tension is estimated by the vibration method. The damper
has to be attached again to the cable after the measurements. This detachment and
attachment of dampers are time and labor-consuming.

As a cable’s tension estimation method, Shinke et al. [1] proposed a vibration-
based practical formula. They derived the equation to estimate the cable’s tension
using the natural frequency of the cable from the string theory. However, this method
needs to know the value of bending stiffness in advance, which is difficult as a prac-
tical problem. So, a higher-order vibration method was then proposed by Yamagiwa
et al. [2]. They proposed an estimation method of cable’s tension and bending stiff-
ness simultaneously by using natural frequencies of multiple modes based on the
tensioned Bernoulli–Euler beam theory. In their proposed estimation equation, the
natural frequency was expressed by a polynomial of mode order with bending stiff-
ness and tension as coefficients.When this method is used, the bending stiffness need
not be known prior. Currently, this method is often used for tension estimation.

Previous studies on cables with dampers have mostly focused on optimal design
methods for dampers to suppress the cable amplitude [3, 4, 5, 6] and have not dealt
with the tension estimationmethod. Krenk [7] derived a theoretical equation to obtain
the complex eigenfrequencies, from which the natural frequencies and the damping
ratios were obtained. However, the cable was modeled as a string, and the cable’s
bending stiffness was ignored. Therefore, these equations cannot be used to estimate
the tension of a cable with bending stiffness.

With this background, the authors developed a tension estimation method for
a cable with a damper [8]. Using the higher-order vibration method based on the
tensioned Bernoulli–Euler beam theory, the authors derived a theoretical equation
for estimating the natural frequencies with a damper. Themethod’s validity should be
checked by variousmeasures, such as numerical simulations, laboratory experiments,
and field measurements of real cable-stayed bridges. Especially, it is desirable to
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verify the method through the field measurement of real existing bridges. However,
the authors’ method has not been verified by the field measurement.

In this paper, the authors’ tension estimation method is first introduced. Then the
validity of the method is shown through numerical simulations. Then the method
is verified through a laboratory experiment. Moreover, the field measurements of a
cable-stayed bridge in Japan were conducted to verify the method. It was found that
the authors’ method can estimate cable’s tensionwith the damper with high accuracy.
In this way, the validity of the method was confirmed.

2 Tension Estimation Method

2.1 Higher-Order Vibration Method for a Cable Without
a Damper

This section introduces the higher-order vibration method currently used in prac-
tice. If the cable is regarded as a tensioned Bernoulli–Euler beam, the following
differential equation is established.

E I
∂4y

∂x4
+ ρA

∂2y

∂t2
− T

∂2y

∂x2
= 0 (1)

where T is tension, E I is bending stiffness, A is cross-section area, and ρ is density.
Solving Eq. (1) under the boundary condition of simple support at both ends, the
following equation is derived.

f 2i = π2E I

4ρAL4
i4 + T

4ρAL2
i2 (2)

where L is cable length, i is mode number and fi is a natural frequency of mode
i . Equation (2) is called the tension estimation formula of the higher-order vibra-
tion method. In this method, the tension is estimated as follows. Accelerometers are
attached to the cable. The cable with the accelerometer is vibrated by hitting the
cable with a hammer, for example. The acceleration response of the free vibration is
measured, the acceleration time history is Fourier transformed, and natural frequen-
cies of cables are obtained. Substituting two or more natural frequencies into Eq. (2),
two unknowns, T and E I , can be estimated by the least-squares method.
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2.2 Authors’ Method for a Cable with a Damper

This section explains the tension estimation method proposed by the authors. The
model of a cable with a damper is shown in Fig. 1. Let us assume that the cable length
isL, the length between the left end and the damper position is L1, the damper’s spring
constant is k, and the damper’s damping constant is c. Similar to the higher-order
vibrationmethod, the cable is regarded as a tensionedBernoulli–Euler beam. Solving
Eq. (2) under the boundary condition of simple support at both ends and continuity
equations at the damper position, Eqs. (3) and (4) are derived. Equation (3) is the
equation to estimate the theoretical natural frequencies of the cable with a damper.
f ti is a theoretical natural frequency of mode i . Comparing Eq. (3) with Eq. (2), the
natural frequency with a damper is larger than that without a damper owing to θi
satisfying Eq. (4). αi , βi , and k∗

i in Eq. (4) are obtained by Eqs. (5), (6), and (7).

f ti =
√

π2E I

4ρAL4

(
i + θi

π

)4

+ T

4ρAL2

(
i + θi

π

)2

i = 1, 2, . . . (3)

θi = tan−1

k∗
i

E I
sin2αi L1

αi(
αi

2 + βi
2
) + k∗

i
E I

{
sinαi L1cosαi L1

αi
− sinhβi L1sinhβi (L−L1)

βi sinhβi L

} (4)

αi =

√√√√√(
T

2E I

)2

+ ρA(2π f ti )
2

E I
− T

2E I
(5)

βi =

√√√√√(
T

2E I

)2

+ ρA(2π f ti )
2

E I
+ T

2E I
(6)

k∗
i =

{
k + j (2π f ti )c (viscoussheardamper)
ku + jkv (high − dampingrubberdamper)

(7)

k∗ is the complex stiffness of a damper. Different models are available for different
types of dampers. In this study, a viscous shear damper and a high-damping rubber

Fig. 1 Analytical model of a
cable with a damper

L

k c

L1
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damper are assumed. The viscous shear damper is modeled by Eq. (7), where k is the
spring constant, and c is the damping coefficient of the damper. The high-damping
rubber damper is modeled by Eq. (7b), where ku and kv are the real and imaginary
parts of the complex stiffness of the damper. j is the imaginary unit. If k∗ is 0, θi is
0. Therefore, Eq. (3) matches Eq. (2).

Using Eqs. (3)–(7), the theoretical natural frequencies of each mode f ti can be
calculated using the following parameters: the mass per unit length of the cable ρA,
the cable length L , the length from one end of the cable to the damper position L1,
the cable’s tension T , the cable’s bending stiffness E I , and the two parameters of
damper’s stiffness k and c, or ku and kv.

By using this theoretical equation as an inverse problem, the four parameters,
such as cable’s tension, cable’s bending stiffness, and two parameters of damper’s
stiffness, can be inversely estimated from the mass per unit length of the cable, the
cable length, the length from one end of the cable to the damper position, and the
natural frequencies for eachmode. The bending stiffness of the cable and two damper
parameters are simultaneously estimated with the cable’s tension, so they need not
be known prior. It is noted that f ti is the complex value, and the real part of f ti
is the natural frequencies obtained by the experiment. Therefore, tension and other
three parameters are estimated assuming that the natural frequencies obtained by the
measurement match the real part of f ti .

3 Numerical Simulations

First, the validity of the authors’ method is shown using the numerical simulation
results. Table 1 shows the cable parameters, and Table 2 shows the damper parame-
ters. The high-damping rubber damper is assumed. The values of u and v are obtained
by u = 1/

√
1 + γ 2 and v = γ /

√
1 + γ 2, where γ is the loss factor shown in Table

2. Fifty numerical models with the combinations of five cables and ten dampers are
considered. The model number will be defined as the sum of the cable number and
the damper number. The real part of the theoretical natural frequencies, namely, the
measured natural frequencies, are computed by the finite element analysis.

Table 1 Cable parameters

Cable No Mass per unit length ρA
(kg/m)

Length L (m) Tension (kN) Bending stiffness (kN·m2)

10 30.1 25 1650 106.4

20 30.1 25 3300 106.4

30 30.1 200 1650 106.4

40 30.1 200 3300 106.4

50 30.1 200 5340 1111
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Table 2 Damper parameters Damper No Spring
constant k
(kN/m)

Loss factor γ

(−)
Damper position
L1(m)

0 0 0 0

1 0 0.63 7

2 280 0.63 7

3 560 0.63 2

4 560 0.63 4.5

5 560 0.63 7

6 1120 0.63 7

7 560 0 7

8 560 0.33 7

9 560 1.3 7

Then the four unknown parameters, T , E I , ku, and kv are estimated so that the
real part of the theoretical natural frequency in Eq. (3) matches the measured natural
frequencies by using the least-squares method. Since there are four unknowns, four
or more natural frequencies are required. The natural frequencies of the first seven
modes are computed and used for estimation.

The tension estimation result is shown in Fig. 2. The vertical axis is the ratio
between the estimated tension value and the assumed tension value. If the vertical
axis value is close to 1, the accuracy is high. For comparison, the result by the
higher-order vibration method is shown. It is confirmed that the accuracy of tension
estimation by the authors’ proposed method is higher than that of the higher-order
vibration method, and the tension estimation error is within ± 5%. The bending
stiffness and two damper parameters could not be estimated with good accuracy due
to their low sensitivity.

Fig. 2 Tension
estimation result of
numerical simulations
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4 Laboratory Experiment

Next, the validity of the authors’ method is checked by the laboratory experiment
results. An experimental setting is shown in Fig. 3. A load cell is installed at the
lower end, and the tension was measured. The tension measured by the load cell
was regarded as the true tension value. Cable parameters are shown in Table 3. First,
the cable without a damper was hit by a hammer, and the acceleration histories are
measured. Natural frequencies are measured by reading the predominant frequencies
of the acceleration Fourier spectra. Then the viscous shear-type damperwas installed,
and the natural frequencies of a cable with a damper were estimated twice. The
measured natural frequencies are shown in Table 4. As for case No.1 without a
damper, the natural frequencies of the first seven modes could be read, and they
are used for tension estimation. However, as for cases No.2 and 3 with damper, the
seventh mode could not be estimated. Therefore, the natural frequencies of the first
six modes are used for tension estimation.

Figure 4 shows the tension estimation results by the authors’ proposed method
and the higher-order vibration method. First, the damper was modeled with Eq. (7a),
but the result was not good. Considering that the cable length is short and the mass of
the damper is not negligible, the effect of damper mass was introduced. The damper
was modeled by k∗

i = k + j
(
2π f ti

)
c− (2π f ti )

2m instead of Eq. (7a). In this damper
model, the unknown parameters are T , E I , k, c, and m.

Fig. 3 Experimental setting

Table 3 Cable dimensions Mass per unit
length ρA
(kg/m)

Length L (m) Damper
position L1(m)

Tension T (kN)

0.3 3.518 0.3518 19.004
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Table 4 Measured natural frequencies of laboratory experiment

Case
No

Damper Natural frequencies (Hz)

1st 2nd 3rd 4th 5th 6th 7th

1 Without
damper

37.188 74.500 112.063 150.00 188.250 227.188 266.500

2 With damper
(1st)

43.875 88.188 132.937 177.875 224.125 270.563 –

3 With damper
(2nd)

43.875 88.063 132.688 177.813 224.125 270.375 –

(–indicates that the corresponding natural frequency could not be measured)

Fig. 4 Tension
estimation result of
laboratory experiment
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In caseNo.1without a damper, the results of the threemethods are almost the same,
and the estimation error is about 10%. The method assumes both ends are pinned
support. The actual boundary condition may be close to a fixed support. Therefore,
the tension was overestimated with an error of 10%. In the cases with a damper,
the tension estimated by the authors’ proposed method has the highest accuracy and
close to the tension of case No.1. The tension was overestimated with an error of
10% because both ends are modeled as pinned support. Since the cable is short, the
effect of the boundary condition became large. In the future study, we would like to
develop a modified method considering the arbitrary boundary condition.

5 Field Measurements

5.1 Overview

Next, the authors’ method is verified using the field measurement results. A target
bridge is a cable-stayed bridge in Japan. A diagram of the bridge is shown in Fig. 5.
The cables from C1 to C5 on the downstream side and cable C3 on the upstream
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Fig. 5 Diagram of a real cable-stayed bridge

Table 5 Cable dimensions of
a real cable-stayed bridge

Cable No Mass per unit
length ρA (kg/m)

Length L (m) Damper position
L1(m)

1 70.8 113.902 6.024

2 143 99.258 5.578

3 143 84.476 5.273

4 143 84.476 5.273

5 70.8 69.612 4.954

6 56.7 54.859 4.443

side were measured. The cable dimension is shown in Table 5. The high-damping
rubber-type dampers are installed.

The natural frequencies of these cables with a damper were measured as follows.
The nylon sling was hooked to the cable, and the cable’s vibration was excited by
pulling the nylon sling. The acceleration histories aremeasured, Fourier transformed,
and the natural frequencies are estimated by reading the predominant frequencies.
Since the actual tension is unknown, the damper was removed from the cable, and
the natural frequencies without a damper were measured. Then the tension of the
cables without a damper was estimated by the higher-order vibration method and
regarded as the true values.

5.2 Tension Estimation Results

Table 6 shows the measured natural frequencies of cables with and without a damper.
The first natural frequencies of cable No.1 without the damper and the sixth natural
frequency of cable No.3 without the damper could not be measured since the clear
peak could not be seen. Tensionwas estimated using themeasured natural frequencies
shown in Table 6.
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Table 6 Measured natural frequencies of a real cable-stayed bridge

Cable No Damper Natural frequencies (Hz)

1st 2nd 3rd 4th 5th 6th 7th

1 Without damper – 1.133 1.68 2.227 2.813 3.359 3.867

With damper 0.664 1.172 1.758 2.344 2.93 3.516 4.063

2 Without damper 0.781 1.563 2.305 3.086 3.867 4.688 5.313

With damper 0.859 1.68 2.5 3.32 4.141 4.922 5.859

3 Without damper 1.016 1.953 3.086 3.828 4.805 – 6.758

With damper 1.016 2.031 3.047 4.219 5.156 6.172 7.109

4 Without damper 1.094 2.109 3.203 4.219 5.234 6.328 7.383

With damper 1.133 2.227 3.32 4.453 5.664 6.641 7.852

5 Without damper 0.977 1.836 2.813 3.633 4.492 5.273 6.25

With damper 1.211 1.953 2.891 3.867 4.844 5.82 6.875

6 Without damper 1.367 2.695 4.023 5.391 6.602 7.969 9.336

With damper 1.445 2.852 4.18 5.703 7.227 8.516 9.883

(–indicates that the corresponding natural frequency could not be measured)

The tension estimation result is shown in Fig. 6. The cable’s tension with a
damper was estimated by the authors’ proposed method and the higher-order vibra-
tion method, and the results were compared. The estimation error of the proposed
method is quite small and within 4%. On the other hand, the estimation error of
the higher-order vibration method is between 7 to 18%. The increase of natural
frequencies due to damper installation is evaluated as the overestimation of tension.

However, the real tension could not be measured using the load cell, and the
tension without a damper estimated by the higher-order vibration method was used
as the true value. Therefore, it can be said that the proposed method for a cable with a
damper provides estimation results comparable to the higher-order vibration method
for a cable without a damper without removing the damper.

Fig. 6 Tension
estimation result of a real
cable-stayed bridge
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It was shown that the authors’ method enables estimating the tension of a cable
with a damper with high accuracy without removing the damper from the cable.
Therefore, the reinstallation of the damper after the measurement is unnecessary.
The proposed method contributes to the efficiency of the inspection work.

6 Conclusions

The authors have been studying a tension estimationmethod for a cablewith a damper
without removing the damper. The authors have derived a theoretical equation for the
natural frequency of a simply-supported cable with a damper. By using this equation,
the natural frequencies of each mode order can be calculated using the following
parameters: the mass per unit length of the cable, the cable length, the length from
one end of the cable to the damper position, the tension, the bending stiffness, and
the two parameters of damper’s stiffness. By using this theoretical equation as an
inverse problem, the four parameters, such as tension, bending stiffness, and two
parameters of damper’s stiffness, can be inversely estimated from the mass per unit
length of the cable, the cable length, the length from one end of the cable to the
damper position, and the natural frequencies for each mode. Since the sensitivity
of the bending stiffness and two parameters of damper’s stiffness is smaller than
the cable’s tension, estimation of cable’s tension only is considered. The purpose
of this paper is to verify the validity of the authors’ proposed method by laboratory
experiment and field measurement of a real cable-stayed bridge.

In this paper, the authors’ tension estimation method is first introduced in Sect. 2.
Then the validity of the method is shown through numerical simulations in Sect. 3.
Then the method is verified through a laboratory experiment in Sect. 4. Finally, the
field measurements of a cable-stayed bridge in Japan were conducted to verify the
method in Sect. 5. It was found that the authors’ method could estimate the cable’s
tension with the damper with high accuracy.

In the current practice in Japan, the damper is detached from the cable; then, the
natural frequencies of the cable without a damper are measured, and the damper
is attached to the cable again. However, the process of detaching and attaching the
damper is time-consuming and labor-intensive. The authors’ proposed method is
useful since it can estimate the tension of a cable with a damper without detaching
the damper from the cable. The fact that the damper does not have to be detached is
a great advantage in terms of work efficiency.
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Evaluation of Damping Ratio
of Buildings Using Seismic
Interferometry Method

Zheng Zhang, Xin Wang, and Masayuki Nagano

Abstract Seismic interferometry method is applied to evaluate the internal attenua-
tion of buildings regarding the building as the sedimentary layers of one-dimensional
layered medium. The original wave field is reconstructed to be a new wave field
expressed by deconvolved waves with virtual source at the top, consisting single
up-going wave and single down-going wave reflected at the top. The damping ratio
is evaluated from the transfer functions of up-going and down-going waves of the
deconvolved wave at the 1st-floor of a building. The feasibility of this method is
investigated using a homogeneous model, a 2-layer model, and a heterogeneous
model, imaging 10 story buildings.We found that the damping ratios of those models
extracted from the transfer functions were consistent with the preset values.

Keywords Damping ratio · Seismic interferometry method · Wave propagation ·
Transfer function · Deconvolution

1 Introduction

In order to evaluate the seismic responses of buildings with high accuracy, it is
very important to properly identify the dynamic response characteristics, i.e., natural
periods and damping ratios. Natural periods can be estimated from the transfer
function between the top and the base of a building or can be simply detected
from the Fourier spectra of response records at top including the soil-structure
interaction effect. However, it is difficult to evaluate damping property accurately,
because various kinds of damping are included in a building system, e.g., the friction
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damping, scattering damping, dissipation damping due to the dynamic soil-structure
interaction.

In general, the building response is considered as the superposition of plural
shaking modes with different frequencies. On the other hand, the building response
can be regarded as consequence of the wave propagation within the building. There-
fore, by applying seismic interferometry to the response of buildings, single wave
propagating in the vertical direction in the building can be extracted. Seismic inter-
ferometry is a method to obtain the Green’s function regarded as impulse responses
between two observation points, which enable us to construct a newwave field. If the
virtual source is assumed at the top of a building, the impulse response at each floor
only consists with single up-going wave and single down-going wave, which make
it easy to separate the up-going wave and down-going wave and then to obtain the
transfer function between them. Fukushima et al. [1, 2] have examined the validity of
the transfer function between the down-going wave and up-going wave to estimate
the S-wave attenuation characteristics (QS

−1 values) of sedimentary layers, and esti-
mated the QS

−1 between the borehole and surface observation points at some stations
of KiK-net of Japan.

Moreover, for a building system, there are cases that the soil-structure interaction
is attributed as additional damping due to radiated energy to unboundedmedia, which
will contaminate the pure damping evaluation of the upper structure [3]. In the new
wave field obtained from seismic interferometry, the boundary condition will be
changed and the effect of soil-structure interaction can be excluded [4]. Therefore,
it is possible to investigate the internal attenuation of the upper structure without the
effect of soil-structure interaction. Recently, wave interferometry has been applied
to evaluate the shear wave velocity Vs of each story of buildings [5].

In this study, we applied the principle of the seismic wave interferometry to
deconvolution analysis of the calculated waveforms in buildings. For simplicity,
buildings are regarded to be the one-dimensional layeredmedium by convertingmass
and shear stiffness into mass density and S-wave velocity. By extracting the waves
propagating up and down in the building, we could calculate the propagation time
and attenuation of the waves from the incident and reflection inside the building. The
specific attenuation inside the building is estimated from transfer function between
up-going and down-going waves.

2 Methodology and Fundamental Study Using
a Homogeneous Model

2.1 Reconstruction of Wave Field

The vibration of upper structure can be regarded as the wave propagation within the
building traveling in the vertical direction. However, it is difficult to separate the up-
going and down-going waves from the original waveforms. Alternatively, from the
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impulse response functions, which is a new wave field generated by a virtual pulse
source at the base or at the top, it is easier to distinguish the up-going waves and the
down-going waves. Snieder and Şafak [4] have proved that for the impulse response
to the virtual source at the top of a building is the new wave field only consisting
of one up-going wave and one down-going wave and that the effect of soil-structure
interaction can be excluded.

We try to apply the impulse response to the virtual source at the top of a building
to evaluate the internal attenuation of buildings from the transfer function between
the up-going wave and the down-going wave. Specifically, the feasibility of the
seismic interferometry method to extract the internal damping ratio of buildings will
be verified in this study. The deconvolution method in Eq. (1) is used to obtain the
impulse response, which is also called the deconvolved wave.

D(ω) = ui (ω)u∗
t (ω)

|ut (ω)|2+ε
(1)

where D(ω) is the deconvolved wave in frequency domain. ui (ω),ut (ω) are the
Fourier transform of the middle and the top of the building, respectively. Parameter
ε was initially set to 10% of the average power spectrum by referring [4].

2.2 Fundamental Study Using a Homogeneous Model

As a fundamental study using seismic interferometry method, we used a homoge-
neous soil model of 30 m height with fixed base in Fig. 1a. The S-wave velocity VS

was set to 480 m/s in order to keep the natural frequency at 4 Hz, which is roughly
equivalent to the natural frequency of a 10-story RC building. The damping ratio was
set to 0.01 with frequency-independent hysteretic damping. Observed points were
set at 3 m depth intervals. White noise was input as acceleration time history at the
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(a)  Overview of homogeneous 
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(b)  White noise input and floor response 
accelerations at top and 1st floor. 

(c)  Deconvolved waves 

Fig. 1 a Overview of homogeneous model. b White noise was input to bottom of the model. c
Floor response accelerations are plotted along with deconvolved waves at ten floors
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bottom. Time interval was set to 0.001 s with time steps N= 65,536. Floor responses
at top and 1st floor were obtained as presented in Fig. 1b.

Deconvolved waves in Fig. 1c were calculated by Eq. (1), the ε was set to be 0.01.
Amplitude for each floor was normalized so that maximum value at the top floor was
set to 1. In the deconvolved waves in Fig. 1c, the up-going wave can be recognized
as the incident wave. The up-going wave was reflected at the top of the building and
travelling as the down-going wave.

2.3 Extraction of Internal Attenuation from Transfer
Function

Amplitude of the down-going wave in Fig. 1c was smaller than the up-going wave,
implying that the interval attenuation played an important role in the middle stories
during wave propagation. The time difference between the up-going and the down-
going wave (τ ′) is the travel time of a pulse taken to start from a point and then return
to that point, which depends on the wave velocity and the travel distance. Travel
distance here is the twice of the height from the start floor to the top of the building.

Transfer function between the down-going wave and the up-going wave can be
expressed as the Eq. (2),

H( f ) = Sxy( f )
Sxx ( f )

(2)

In which Sxy( f )means the cross spectrum between the up-going wave and down-
going wave, and Sxx ( f ) is the power spectrum of the up-going wave, f means
frequency. For homogeneous medium, the frequency-dependent S-wave attenuation
Qs( f ) and h( f ) can be estimated using the transfer function H( f ) by the Eq. (3).

Qs( f ) = − π f τ
′

ln[H( f )] = 1
2h( f )

(3)

In Eq. (3), the τ
′
presents the two-way travel time between the bottom and the

top of a building. Usually, because the τ
′
of the deconvolved wave at the base is the

largest, it is easier to separate the incident wave and the reflected wave. Therefore,
usually the deconvolved wave at the base is commonly used to detect the damping
ratio h( f ).

Fukushima et al. [2] analyzed seismic waveforms recorded at the bottom and
seismic waveforms recorded at the surface of the borehole to examine the S-wave
attenuation of ground. In [2], incident and reflectedwaveswere considered to be equal
and were initially selected based on a coefficient factor C related to the coherence
between the incident and reflected waves as shown in Eq. (4).

C =
10.0∫

1.0
Sxx ( f )coh

2( f )d f (4)
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Fig. 2 a Deconvolved wave at 1st floor and b damping ratio inferred from incident and reflected
waves

Evi et al. [6] presented a different time-based time-window of the up-going and
down-goingwave. Inwhich coherence-based and travel time-based time-windowwas
compared in a homogeneous soil model. And in this research, since travel time-based
selection of upgoing and down going wave windows has a remarkable improvement
in accuracy, we investigated the range of time-window’s influences in a similar way
with Evi et al. [6] of various models.

In this study, we used a homogeneous model shown in Fig. 1a to test the validity
of the results extracted from the damping ratio using wave interferometry initially.
Travel time-based deconvolution waves was used same as Evi et al. [6] to calculate
the damping ratio in this study. The length of incident and reflected waves we used
was set in 8.192 s and ε was set to be 0.01. The results shown in Fig. 2b which is
calculated by using deconvolved wave in the bottom of the homogeneous soil model
shown in Fig. 2a are corresponds to the set value with high accuracy as planned. The
damping ratio in the low frequency range is distinctly overestimated, within the range
of 2–100 Hz, and within a range close to the natural frequency of the building, the
accuracy of the calculated damping ratio is very precise. As the frequency increases,
the tendency to converge to a set value (h = 0.01) is distinctly.

2.4 Analysis of Influences to Internal Attenuation

At the same time, we found that modification in the range of bottom deconvolution
wave used and the ε can also cause drastic fluctuation in accuracy of damping ratio.
So initially we have added an investigation of the used range of bottom deconvolution
wave with ε set to be 0.01. An integer power of 2 for the length of time was used to
ensure that the FFT is computed. And thenwe found that as the data length of incident
and reflected waves used for calculating damping ratio become larger, the effect on
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Fig. 3 aDamping ratio h(f ) extracted from data with different data length; b damping ratio h(f ) by
different ε

accuracy of the damping ratio becomes more pronounced. Since the accuracy of the
results (Fig. 3a) for a quarter of the length of the upward wave is the best, both the
upward and downward waves in this study are evaluated for the damping ratio using
data with a length of 8.192 s.

Secondly, the accuracy of the damping evaluation was evaluated for different
settings of ε. We set ε to 0.1 and 0.01 for comparison with used data length in
8.192 s. As shown in Fig. 3b, the results calculated with ε set to 0.01 showed a small
difference from the result with 0.1 in the range of 3 Hz and below, and the results
with ε set to 0.01 were in better agreement with the set value in comparison. All the
subsequent studies in this research will be investigated with ε set to be 0.01.

3 Analysis Using a Two-Layer Model

The feasibility of internal damping ratio’s calculation in a two layers model was
investigated. Model overview is shown in Fig. 4a. The additional layer, which is
different from the top and to assume a natural frequency close to 4 Hz, the S-wave
velocity VS was set to a different value in 400 and 500 m/s and the damping ratio
was same in 0.01. Same as the investigation of homogeneous model, White noise
was input at the bottom, and the damping ratio was calculated by the amplitude ratio
of the deconvolution wave at the top and bottom. Measurement points were set at
3 m depth intervals.

As the result of simulation in two-layer model, it is obviously to find the reflected
peeks of two-layers’ interfaces, which is shown in Fig. 4b. Even for a two-layermodel
with different VS velocities, the damping ratio of the model can be extracted using
wave interferometry with the same accuracy as homogeneous soil model’s result,
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Fig. 4 a Two-layer model, b deconvolved wave at 1st floor, and c damping function

and especially the calculated damping ratio is highly accurate matched with the set
value in 2–100 Hz, which is shown in Fig. 4c.

4 Analysis Using a Heterogeneous Model

After validating the results with homogeneous and two-layer soil models, we exam-
ined the feasibility and accuracy of calculating damping ratio in a heterogeneous
building model. To validate on a real building model, 10-story building model is
used. The natural period is set to T = 0.025 N assuming a walled RC structure, N is
the number of floors here (Fig. 5).

Details of the 10-story building model are shown in Table 1. The table shows the
shear stiffness K, the equivalent density ρ and the equivalent shear wave velocity VS

(=
√
G/ρ) of each layer for a 10-story walled RC building. We set the primary mode

as an inverted triangle distribution and set the stiffness of each layer. Figure 6a, b

Fig. 5 Overview of heterogeneous model
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Table 1 Profile of the
heterogeneous model

Story K (kN/m) ρ (t/m3) Vs (m/s)

10 3.98 × 106 0.467 238

9 7.56 × 106 0.467 329

8 1.07 × 107 0.467 392

7 1.35 × 107 0.467 440

6 1.59 × 107 0.467 477

5 1.79 × 107 0.467 506

4 1.95 × 107 0.467 528

3 2.07 × 107 0.467 544

2 2.15 × 107 0.467 554

1 2.19 × 107 0.467 559
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Fig. 6 a Deconvolved waves at all floors, b incident and reflected waves of the deconvolved wave
at the 1st-floor, and c damping ratio

shows all and 1st story’s deconvolved waveform of acceleration data that used for
calculating damping ratio h(f).

Even the calculation is using a 10-story heterogeneous model to simulate a
building model, the results shown in Fig. 6c are still converging in 20% above and
below the set value, reached a satisfactory accuracy. But same to the homogeneous
model, h(f) in the low frequency range is obviously overestimated in the 0–3Hz range
and reaches a set value as the frequency increases. Within the frequency region of
0-2 Hz and the high frequency range in 50–100 Hz, the accuracy of h(f) is not good
as h(f) in 2–50 Hz, but generally, the validity of the wave interferometry was verified
in the case of using a similar building model.
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5 Conclusions

In this study, we applied the seismic interferometry method to extract the internal
attenuation of buildings by regarding buildings as one-dimensional layered medium.
Firstly, we have verified the feasibility of extracting the damping ratio of a homoge-
neous soil model using seismic interferometrymethod, which used the deconvolution
wave at the 1st-floor and top of model. As a result, it is able to calculate the damping
ratio h(f) for both the homogeneous soil model and the two-layer soil model. Within
the frequency region of 0–2 Hz, the accuracy of h(f) is not satisfactory compared to
the set value, however with good agreement with the set value for the frequency range
of 2–100 Hz. This trend was also reported by Evi et al. [6]. The natural frequency
of each model was set to around 4 Hz, and all the damping ratio at 4 Hz reached a
satisfactory accuracy to the set value. There are still several factors that can affect
this result, such as the ε setting when deconvoluting, and the accuracy of the accel-
eration data. The causes of influence in accuracy of h(f) will be the subject of future
research. Furthermore, for the 10-layer heterogeneous building model, the results of
using the data of the first layer and the top of building model corresponded well with
the expected values.

In future research, it is necessary to examine the effect of soil-structure interaction
to the evaluation of internal damping ratio of the upper structure using the building
model including the rocking and sway components. Also, we are going to summa-
rize the results of the calculation of building attenuation using wave propagation
characteristics, verify the wave interferometry using a multi-modal general-purpose
building model, and finally calculate and verify the accuracy of building damping
ratio using actual seismic motion data of the building.
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Structural Parameter Identification
of a Reinforced Concrete Frame Using
Constrained Unscented Kalman Filter

Dan Li

Abstract Field dynamic test on an as-built structure usually provides responses
which are different from those generated by a corresponding finite element (FE)
model. To update parameters in the FE model according to measured data, nonlinear
Kalman filters, especially the unscented Kalman filter (UKF), can be applied by
treating the model parameters as augmented system states. The UKF propagates the
first two moments of the system states based on unscented transform, in which a set
of sigma points approximating the state distribution are generated and transferred
through the system equation. Although the UKF is a powerful tool for parameter
identification, ignoring parameter constraints during the identification process may
result in unreliable estimates. To address this challenge, this research investigates
the application of constrained UKF (CUKF) on structural parameter identification.
Different from the UKF, the proposed CUKF suitably generates sigma points in each
iteration and make sure that all the sigma points locate within feasible region. As
the weighted average of the constrained sigma points, the state estimates are guar-
anteed to follow the applied constraints. This paper also discusses the importance of
weighting factors for sigmapoints for achieving second-order accuracy.Effectiveness
and robustness of the proposed method are validated using experimentally measured
data from a full-scale reinforced concrete frame structure. The identification results
demonstrate that with properly applying parameter constraints, the proposed CUKF
provides more reasonable estimation than the UKF. Finally, the updated FE model
with identified model parameters is shown to achieve closer dynamic responses to
experimental measurements than the initial model.

Keywords Parameter identification · Unscented Kalman filter · Constraints ·
Dynamic analysis · Full-scale experiment

D. Li (B)
School of Civil Engineering, Southeast University, Nanjing, China
e-mail: danli@seu.edu.cn

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Z. Wu et al. (eds.), Experimental Vibration Analysis for Civil Engineering Structures,
Lecture Notes in Civil Engineering 224,
https://doi.org/10.1007/978-3-030-93236-7_34

401

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93236-7_34&domain=pdf
mailto:danli@seu.edu.cn
https://doi.org/10.1007/978-3-030-93236-7_34


402 D. Li

1 Introduction

The finite element method (FEM) has been widely used for numerically solving
problems arising from structural analysis. Based on design data and engineering
judgement, a carefully developed FE model can capture static and dynamic charac-
teristics of the corresponding structure and predict its responses to a certain degree
of accuracy. In practice, however, there are always uncertain material properties and
boundary conditions which are some of the main contributors to mismatch between
the structure and FE model [1]. To improve the reliability of the FE model, critical
parameters need to be identified based on measurement data.

Model updating is the process of tuning parameter values in an FE model to
match with experimentally measured structural responses. Updating model parame-
ters according tomeasured data is of practical importance to verifyingmodeling tech-
niques and improving the predictive performance of models [2]. Various approaches
have been proposed and developed for model updating, among which recursive
filtering techniques, such as extended Kalman filter (EKF), unscented Kalman filter
(UKF), and particle filter (PF), have found applications on identifying structural
parameters from noisy measurements [3–5]. It is noted that the inherent flaws of
the EKF due to linearization could result in large estimation errors, especially for
highly nonlinear systems [6]. On the other hand, the PF suffers from high computa-
tional cost and sample impoverishment issuewhich limit the applicability in updating
large-scale structures [5].

As a powerful alternative to the EKF and the PF, the UKF utilizes a deterministic
sampling approach to calculate mean and covariance of system states which undergo
a nonlinear transformation. In this way, the UKF can achieve accuracy to the third
order for Gaussian inputs, while maintaining computational complexity comparable
to the EKF [7, 8]. Despite that the UKF has shown promising results for structural
parameter identification, the deficiency of not considering bounds or other constraints
on state variables may cause inaccurate estimation results and even divergence of
identification process [9, 10]. To address this issue, this paper proposes a constrained
UKF (CUKF) method which confines the state estimates within feasible domain
by adjusting the generated sigma points. In addition, the weighting factors are re-
evaluated to maintain second order accuracy of the probability distribution of the
states.

The rest of paper is organized as follows. Section 2 briefly reviews the UKF for
parameter identification and presents details of the CUKF algorithm. Section 3 shows
structural parameter identification of a full-scale reinforced concrete frame using the
proposed approach. In the end, Sect. 4 provides a summary.
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2 UKF for Parameter Identification

2.1 Standard UKF

As an extension of the Kalman filter, the UKF relies on a set of sigma points to
calculate the mean and covariance of system states which undergo nonlinear trans-
formation. In order to estimate structural parameters θ, an augmented state vector
x = [

q; q̇; θ
]
is formed. Here, q and q̇ are displacement and velocity vectors, respec-

tively; the semicolons denote the concatenation of vectors to lighten notations. In
this way, parameters θ can be estimated together with system states q and q̇ from the
measurement results.

Consider a general dynamic system governed by a nonlinear process equation:

ẋ = f (x,u,w) (1)

where u is known excitation andw is a zero-mean white Gaussian process noise with
E

[
w(t)wT(t + τ)

] = �wδ(τ ). At time t = k�t , the measurement yk is given by the
equation:

yk = h(xk,uk, vk) (2)

where vk is the zero-mean white Gaussian measurement noise with E
[
vkvTk+l

] =
�vδl .

In order to deal with the noises w ∈ R
nw and vk ∈ R

nv , the state vector xa is
redefined as concatenation of the original state vector x ∈ R

nx and noises variables:

xa = [x;w; v] ∈ R
N (3)

where N = nx + nw + nv is the dimension of xa .
At time t = k�t , the a posteriori estimate x

∧T
k|k and its covariance matrix �xk|k

are known by induction. As a result, the estimate of the augmented state vector is
formed as:

x
∧a
k|k =

[
x
∧T
k|k; 0; 0

]
(4)

with covariance matrix:

�xak|k =
⎡

⎣
�xk|k 0 0
0 �w 0
0 0 �v

⎤

⎦ (5)
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To propagate themean and covariance through the process equation, 2N+1 sigma
points 𝓍a

k|k,i , i = 0, 1, . . . , 2N + 1, are generated first:

𝓍a
k|k,0 =Oxak|k

𝓍a
k|k,i =Oxak|k +

(√
(N + κ)�xak|k

)

i
i = 1, 2, . . . , N

𝓍a
k|k,N+i =Oxak|k −

(√
(N + κ)�xak|k

)

i
i = 1, 2, . . . , N (6)

where (·)i refers to the ith column of the matrix and
√· is the matrix square root.

The scaling parameter κ can be any number as long as N + κ > 0 [8].
Theweighting factors associatedwith sigma points are calculated by the following

equation:

W0 = κ

N + κ

Wi = 1

2(N + κ)
i = 1, 2, . . . , 2N (7)

Each sigma point is propagated through the nonlinear process equation to yield
sigma point for the next time step:

𝓍x
k+1|k,i = 𝓍x

k|k,i +
(k+1)�t∫

k�t

f
(
𝓍x

k|k,i ,u,𝓍w
k|k,i

)
dt i = 0, 1, . . . , 2N (8)

Using the calculated sigma points, the a priori estimate x
∧

k+1|k and its covariance
matrix �xk+1|k can be evaluated as:

Oxk+1|k =
2N∑

i=0

Wi𝓍x
k+1|k,i

�xk+1|k =
2N∑

i=0

Wi
(
𝓍x

k+1|k,i −Oxk+1|k
)(
𝓍x

k+1|k,i −Oxk+1|k
)T

(9)

Similarly, the predicted measurement 𝓎k+1|k,i of each sigma point are obtained
according to the measurement equation:

𝓎k+1|k,i = h
(
𝓍x

k|k,i ,uk,𝓍
v
k|k,i

)
i = 0, 1, . . . , 2N (10)

The predicted measurement y
∧

k+1|k of state xk+1, the innovation covariance matrix
�yk+1|k , and the cross-covariance matrix �xyk+1|k can be calculated as:
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Oyk+1|k =
2N∑

i=0

Wi𝓎k+1|k,i

�yk+1|k =
2N∑

i=0

Wi
(
𝓍k+1|k,i −Oyk+1|k

)(
𝓎k+1|k,i −Oyk+1|k

)T
(11)

The Kalman gain Kk+1 can then be obtained by:

Kk+1 = �xyk+1|k
(
�yk+1|k

)−1
(12)

Upon measurement yk+1 being available, the a posteriori estimate x
∧

k+1|k+1 can be
calculated according to the measurement residual rk+1 = yk+1 − y

∧

k+1|k :

x
∧

k+1|k+1 = x
∧

k+1|k + Kk+1rk+1 (13)

Along with the measurement update of the state, the covariance matrix �xk+1|k+1

for the a posteriori estimate can be evaluated as:

�xk+1|k+1 = �xk+1|k − Kk+1�yk+1|kK
T
k+1 (14)

In this way, the UKF recursively update system states based on measurement
results.

2.2 Constrained UKF

Constraints on states serve as a remediation for inaccurate systemmodeling and thus
play an important role in reliable parameter identification using the UKF. The basic
strategy of implementing constraints is to adjust the sigma point 𝓍i outside of the
feasible domain back within the boundary along its direction

(√
�x

)
i to the state

estimate. In this research, a backtracking line search method is utilized to adjust
the sigma point which fails to satisfy general constraints g(x) ≥ 0 implemented
on the system. Staring with di = √

N + κ , the method keeps reducing di by a
scaling factor α ∈ (0, 1) until 𝓍i = x

∧ + di
(√

�x
)
i and 𝓍i+N = x

∧ − di
(√

�x
)
i

satisfy constraints g(x) ≥ 0. Here, 𝓍i+N in the pair is also adjusted to preserve
the symmetric distribution of the set of sigma points. The scaling factor α controls
speed of the adjusting procedure, with a lower value corresponding to a fast but crude
search and a higher value corresponding to a slow but fine search.

In order to achieve second-order accuracy of approximation of the probability
distribution by the sigma points, the weighting factors need to be updated according
to the new set of sigma points:
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Wi = 1

2d2
i

i = 1, 2, . . . , 2N

W0 =1 −
2N∑

i=1

Wi (15)

It can be proved that the weighted mean and covariance of the sigma points
match with the those of the state distribution. The proposed constraint implementing
algorithm is summarized below:

Algorithm Implement constraint during UKF iteration

Given constraints g(x) ≥ 0, state estimate x
∧

, direction
(√

�x
)
i , dimension N , and scalar factors

κ , α ∈ (0, 1)

Initialize di = √
N + κ

1. while g
(
x
∧ + di

(√
�x

)
i

)
< 0 or g

(
x
∧ − di

(√
�x

)
i

)
< 0, di := αdi

2. output 𝓍i = x
∧ + di

(√
�x

)
i , 𝓍i+N = x

∧ − di
(√

�x
)
i , Wi = 1/2d2i ,W0 = 1 − ∑2N

i=1 Wi

3 Application

The proposed CUKF algorithm is applied to parameter identification of a reinforced
concrete frame. A set of four full-scale two-story two-bay concrete frames were
constructed and tested to investigate performance of different seismic retrofitting
methods [11]. As shown in Fig. 1a, each frame was built independently with a gap
from its neighboring frames. A 75-kip hydraulic linear inertial shaker was installed
on the frame and provided excitation for testing. The frame is of 24 ft in height and
36 ft in length. During construction, concrete pouring was conducted in five stages,
indicated by five different colors shown in Fig. 1b.

To provide excitation, the hydraulic linear inertia shaker generated a scaled El
Centro earthquake signal on the frame inducing in-plane vibration of the structure.

(a) Reinforced concrete frame (b) Sequence of construction

18 ft 18 ft

12 ft

12 ft

Pour 1

Pour 2

Pour 3

Pour 4

Pour 5
#1#2#3#4

Linear inertia shaker

Test frames 

Fig. 1 Full-scale test frame and pour sequence
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Fig. 2 FE model for the reinforced concrete frame

An accelerometer was installed on the moving mass of the shaker for calculating the
exact shaker force during the test. In addition, a total of 44 acceleration channels were
instrumented on the structure to measure the dynamic response of the frame. There
were 27 channels along longitudinal direction, and 17 channels along vertical direc-
tion. Specifically, the accelerometers were instrumented at mid-length and quarter
length locations of each component of the frame. Structural acceleration responses
were sampled at 200 Hz and were filtered by a Butterworth filter to remove phase
distortion. Experimental data from frame #1 is used for the parameter identification.

To simulate the dynamic behaviors of the reinforced concrete frame, a 2D FE
model is built based Euler–Bernoulli beam theory as shown in Fig. 2. There are 23
nodes and 24 elements in themodel which neglects axial deformation of elements. As
illustrated in the figure, composite sections consisting concrete and steel rebars are
adopted for each element. The base nodes are fixed according to the design drawing.
Considering both the sensor instrumentation and node locations of the FE model, it
is assumed that 15 DOFs are measured by sensors, as annotated by red arrows in the
figure.

In the initial model, nominal values of Young’s moduli of the concrete and steel
rebars are adopted, as listed in Table 1.

The FE model is divided into five parts according to the construction phases
which may influence their mechanical characteristics. Five stiffness variables θ ∈ R

5

representing the relative change from the nominal values are selected for updating.
Besides stiffness variables, two damping ratios ζ ∈ R

2 are also updated to construct
a Rayleigh damping matrix. The FE model is further condensed to the 15 measured
DOFs based onGuyanmodel reduction technique. Newmark-beta method is adopted
to solve the dynamic responses of the frame structure. The initial values of model
parameters are set as θi,0|−1 = 0 and ζi,0|−1 = 0.02. To confine parameter estimates

Table 1 Nominal values of
Young’s moduli of concrete
and steel (Unit: kips/in2)

Material Young’s moduli

Concrete 3,800

Steel 28,000
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Fig. 3 Identified stiffness variables and damping ratios from UKF and CUKF

within reasonable range, bound constraints are applied during identification process:

−0.3 ≤ θi ≤ 0.3, 0.001 ≤ ζi ≤ 0.2 (16)

Both the standardUKF and the proposed CUKF are utilized to identify parameters
of the frame structure. Figure 3 plots the time histories of the a posteriori parameter
estimates updated from experimental measurements. The figure shows that model
parameters undergo strong fluctuations during the beginning 5 s of identification
process, and gradually converge to constant values. It should be noted that the esti-
mates of the CUKF always stay within the pre-set feasible domain, but some of the
UKF estimates violate the constraints. For example, the UKF estimate of θ1 drops
below −0.3 and reaches a value about −0.4 at the end of identification process,
indicating a quite large decrease of member stiffness. In addition, the UKF estimate
of ζ1 rises up to about 0.5, which is far beyond reasonable range of damping ratios
of concrete structures.

Table 2 summarizes final identification results provided by theUKFand theCUKF
for the reinforced concrete frame structure. Both UKF and CUKF results show that
the stiffness values of members constructed by the 1st and 4th pouring decrease from
the nominal value. On the other hand, the two identification methods give opposite
trends for the other stiffness parameters. The decrease in stiffness values of column
members (θ1, θ2 and θ4)maybe caused by theP−� effect. In termsof damping ratios,
the values provided by the CUKF are reasonable for reinforced concrete structures,
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Table 2 Identification results
using the UKF and the CUKF
of the reinforced concrete
frame structure

Parameter UKF CUKF

θ1 −0.4045 −0.2895

θ2 0.0542 −0.0358

θ3 −0.2127 0.2094

θ4 −0.0913 −0.2247

θ5 −0.1236 0.0585

ζ1 0.0696 0.0720

ζ2 0.1122 0.0982

whose damping ratios typically range from 0.05 to 0.10 [12]. However, the value of
ζ2 identified by the UKF is slightly higher than the typical range.

To further investigate performance of the UKF and the CUKF, updated FEmodels
using identified parameters are built to simulate the dynamic response of the structure.
Using the same excitation signal, dynamic responses of the structure are calculated
and compared with measured data. Acceleration responses of the frame structure at
Node 7 and 10 simulated by models using initial parameters and the updated param-
eters are given in Fig. 4. It is clear that the initial model could not generate accurate
simulation results of structural behaviors. Using parameters identified by the UKF
and the CUKF, FE models could predict structural behaviors close to the experi-
mental measurements. It should be emphasized that although FE models updated by
the UKF and the CUKF provide similar dynamic responses, the parameters identified
by the CUKF are more reasonable in the engineering sense.

Fig. 4 Simulated acceleration using different model parameters
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4 Conclusions

In this paper, a CUKF method is proposed and developed for identifying structural
parameters from noisy measurements of dynamic responses. In this method, the
parameter constraints are implemented by adjusting the sigma points generated in
each iteration. A simple but effective backtracking line search method is adopted
to ensure that the sigma points satisfy bounds or other types of constraints. The
weighting factors of the new set of sigma points are recalculated to achieve a second
order accuracy of the state probability distribution. To verify the effectiveness of the
proposedmethod, parameter identification of a full-scale reinforced concrete frame is
conducted. Stiffness parameters of different structural members and damping ratios
are identified from themeasured acceleration responses using theUKFand theCUKF.
The identification results demonstrate that the CUKF can effectively confine state
estimate within pre-set feasible domain, and provide reasonable parameter estimates.
Compared to initial model, the updated FE model can better capture characteristics
of the structure and give response predictions closer to experimental measurements.
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Dynamic Response Evaluation
of an Existing Bridge Structure Based
on Finite Element Modeling

Muhammad Rashid and Mayuko Nishio

Abstract Seismic excitation poses a serious risk to the road infrastructure network,
particularly when it comes to the dynamic behavior of bridge structures. In order
to assess the safety and serviceability of these structures, the dynamic response
must be evaluated. In this regard, the finite element modeling is one of the widely
used accepted methods which is equally applicable for the response evaluation of
existing bridge structures. This paper focuses on the dynamic response evaluation of
an existing highway bridge structure. The target system is a curved, box girder steel
bridge, resting on soil type-II. For this purpose, a detailed 3D analytical modeling
was carried out based on the recommended design guidelines, while considering
the nonlinearities in the material and structural properties. The high intensity and
low probability occurring, level-II type, accelerograms were retrieved and applied
for dynamic response simulations. The parameters of interest analyzed were modal
shapes, resonant frequencies, the response of substructure, and the laminated rubber
bearings (LRBs). The resonant frequency associated with the fundamental mode
observed was 0.978 Hz in the transverse direction. The displacement time histories
were plotted at the selected node for the super and substructure. The reduction in
relative displacement observed was ranging from 50.64% to 96.90%, which shows
the effectiveness of LRBs in reducing the displacement demand on piers. It is worth
mentioning, that despite a higher reduction rate in displacement, the bearings did not
exceed the ultimate capacity limit state. Finally, the relative degree of vulnerability
was described by developing the fragility functions for the pier and bearings, based
on nonlinear time history analysis. The results showed that, for the given intensity
demand, the reinforced concrete (RC) pier is highly sensitive to failure as compared
to the rubber bearings.
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1 Introduction

Bridges in the road network behave like fuse elements during high-intensity dynamic
excitations. The performance of bridges during previous earthquakes has proven that
bridges are extremely sensitive to damages during earthquakes [1]. A considerable
contribution has been made in the past few decades to assess the safety-based perfor-
mance of these structures. For the most accurate response simulation, the analytical
modeling approach is widely recognized. This method enables the practitioners and
researchers to reproduce the inherent dynamic response of any structural system.
After the disastrous major seismic events like Northridge 1994, and Kobe 1995,
most of the existing bridges were damaged due to large deformation or displacement
of the columns and bearings, resulting in collapse and unseating of the superstructure.
Following that, the need for seismic evaluation and design methods that explicitly
take into consideration the material and geometrical nonlinearities became the topic
of interest to many researchers. In the more recent seismic regulation and guide-
lines, the dynamic response evaluation of the three-dimensional bridge model is
recommended for the structures located in high-intensity seismic regions, extended
to the planning and selection of appropriate strengthening approaches. The finite
element (FE) analysis allows for a more systematic analytical approach to be imple-
mented for the design and assessment of bridge infrastructure for safety and reliability
evaluation. The wide applications include, structural health monitoring, repair and
strengthening design, up-gradation and maintenance are among some of them [2].
The underlying principles can be used to model analytically the intrinsic non-linear
characteristics of a particular structural system subjected to dynamic excitation. A
real-time experimental investigation based on large-scale testing is still needed to
ensure enough credibility of these models for assessment purposes. However, some-
times due to unavailability or capacity limitations of the available testing facilities
and equipment, the problem is tackled by analytical modeling with some numerical
approximation and physical assumptions. The accuracy of these models can further
be upgraded by incorporating field data for the subsequent structural analysis or
health monitoring.

The seismic performance of bridge structures is usually expressed in terms of
fragility functions, which expresses the probability of reaching or exceeding a certain
damage state level during any seismic event. Usually, for the simplest type of system,
the system fragility is described based on the most vulnerable component. This
approach may be appropriate for the system where the seismic response is largely
governed by the most fragile component. The study by Nielson and DesRoches [3],
showed that a bridge as a system is more fragile than any one of the individual
components. It was reported that the results alter approximately by 50% when the
column fragility is considered as the representative of the system fragility. When
the most fragile component reaches its capacity level, there is a probability that
the rest of the components will be at some fraction of the damage state for the same
input seismic demand. This provides enough support to the consideration of multiple
components for the derivation of the system fragility.Moreover, response in complex
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bridge systems is affected by the change in input loading direction in conjunction
with the change in the direction of the bridge system. To develop a representative
system’s fragility functions, all these complexities and the individual component
response should be considered.

This study is divided into several steps, which include the development of finite
element representative model, dynamic response evaluation, component, and system
fragility evaluation, consideration to uncertainty quantification in structural, mate-
rial, and loading properties, and their resultant effect on the global system fragility.
This paper primarily focuses on the development of the FE model and dynamic
response evaluation of a testbed seismically isolated steel box girder bridge structure,
subjected to level-II type lateral loading. Dynamic response of structural components
is evaluated both in the longitudinal and transverse direction with laminated rubber
bearings as isolation devices. A detailed finite element modeling was carried out and
dynamic simulations were performed using the incremental dynamic analysis (IDA)
approach. The displacement response histories of the pier and bearings are compared
for evaluation purposes. The bearing hysteresis response history shows that they are
highly effective in reducing the displacement demand on the pier while remaining
within the safe limit of the ultimate capacity. For different damage state values, the
fragility curves are developed for the pier and bearing components, which later on,
in the next phase of this study, will be combined to estimate the global fragility of
the bridge system.

2 Description of the Target Bridge System

2.1 Structural and Geometric Configuration

The target bridge in this study is a highway bridge, located in Yokohama city Japan,
shown in Fig. 1. The total span of the bridge is 327.9 m, the width is 16.95 m to 13 m
for the mainline, and 5.4 m to 5.2 m for the ramps. Structurally it is a composite
type of system, consisting of steel and RC sections. The geometric complexities are
due to the presence of the on–off ramps and horizontal curvature in the mainline.
The total length is divided into six unequal spans and is supported by five steel and

Fig. 1 Panoramic view of the study bridge structure
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Table 1 Structural details of the target bridge

Description Superstructure Substructure

Geometry 6 span continuous
steel box girders

Piers Steel pier P7, P8, P9, P10, P11

Reinforced Concrete
(RC) pier

P6

Foundation Shallow foundation P8, P9, P10, P11

Pile foundation A2, A3, A4

Concrete σck = 30 N/mm2 σck = 24 N/mm2

Structural steel SM 490Y, SM400, SS400

Steel bar SD 345

one RC piers and abutments at the end. Gate shape piers, consisting of twin piers,
are provided at the wider zones, where the ramps are joining the main structure. The
bridge is standing on soil type-II, which is hard soil with a predominant period of
0.2 ≤ TG < 0.4 s. The characteristic strength of the concrete used in superstructure
and substructure are 30 and 24 N/mm2, respectively. Throughout the structure, the
SM 490Y, 400, and SS 400 steel framing sections are employed, which are super
heavy steel plates used for welded structure of bridges in highway construction. For
the seismic isolation, the LRBs are provided at the top of the piers. The structural
details are summarized in Table 1.

2.2 Numerical Modeling

For understanding the dynamic response of the bridge system, the analytical 3D
modeling of the structure was carried out using a finite element software Engi-
neer’s Studio Forum-8 [4]. The superstructure was modeled as a linear beam element
because of the relatively higher stiffness value and without changing the geometrical
properties to alter the mass. Similarly, the abutments were represented by elastic
beam elements. For the non-linear response of the piers, the piers are modeled as
Fiber-elements. Two basic types of fibers were used for the composite sections, the
confined concrete, and the unconfined steel sections. Each single fiber unit is associ-
atedwith a unique non-linear constitutivematerialmodel for confined and unconfined
regions, as shown in Fig. 2c. The bent-top beams are modeled as linear elastic beam
elements. The plastic hinge element is employed for RC pier-6 and represented by
Takeda nonlinear model. Figure 2b. Subsequently, the material constitutive models
are defined, and the section’s discretization was carried out.

The link between the superstructure and bents are LRBs, which are primarily
responsible for resisting the shear forces during lateral loading. Bi-linear shear spring
elements are used to simulate the mechanical characteristics of the LRB. Addition-
ally, since the direction of the bridge is continuously changing in the horizontal
plane, the bearings are represented by multi shear springs (MSS) elements, such that



Dynamic Response Evaluation of an Existing Bridge Structure … 417

Fig. 2 Analytical model of the bridge a Bi-linear shear spring with MSS characteristics b Takeda
model for the concrete pier c Pier’s fiber section with material constitutive model d Bridge model

it shows the same non-linear characteristics throughout the horizontal plane. In this
model, a total of 12 springs are combined in theMSS element at a 15-degree interval,
as shown in Fig. 2a.

To account for the soil-structure interaction, equivalent linear translational and
rotational springs were defined to model the piers and abutment foundations. The
stiffness values were calculated based on the foundation type and soil characteristics
based on the Japanese highway design documentation. The 3D finite model of the
bridge is shown in Fig. 2.

2.3 Modal Characteristics

Generally, the natural vibration modes characterize the dynamic response of the
structure. For the current case, the resonant frequencies and the associated modal
shapes are retrieved and presented in Fig. 3. The fundamental mode was a transverse
vibration-based mode having a frequency of 0.97 Hz. The first four modes showed
that the structure undergoes larger displacement in the horizontal plane, which is the
sameas described in the reference designdocument. Table 2 describes the comparison
of the resonant frequencies with the reference design document values. The relative
difference is due to the approximations made in analytical modeling.
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Fig. 3 First six modal shapes

Table 2 Comparison of the analytical and the design reference resonant frequencies

Mode # 1 2 3 4 5 6

Analysis result (Hz) 0.97 1.06 1.10 1.26 1.54 1.71

Reference value (Hz) 0.65 0.67 0.72 0.88 1.16 1.24
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2.4 Non-Linear Time History Analysis

The non-linear time history analysis was performed using the Newmark-β method
with an integration time step of 0.01 s. Using the design standards, the damping
coefficient of 3% and 5% are used for the steel and concrete elements, respectively.
Following the 1995 Kobe earthquake, the design guidelines were revised for the
bridge infrastructures. According to this, the high intensity and lowprobability occur-
ring (level-II) design earthquakes must be taken into considerations. These types of
earthquakes are rarely occurring with high intensity at tectonic boundaries, which
have excessive acceleration vibrations, and hence are more destructive in nature.
Since, the bridge is resting on the ground with soil type-II characteristics, for which
the level-II type acceleration waveforms on soil type-II were retrieved from Strong
Ground Motion Network database (K-Net and KiK-net) Japan [5]. The selected
accelerograms and the associated response spectra are presented in Fig. 4, for which
the PGA ranges from 0.69 g to 0.75 g.

3 Dynamic Response Evaluation

3.1 Structural Components Response

Due to geometrical irregularities and variation in the loading direction, the basic
elements and their propertieswere defined in local coordinates, therefore for response
evaluation, initially the global responses are transformed into the local coordinate
system by employing the coordinate transformation relationship presented in Eq. (1).

[
x
y

]
=

[
cos(θ) −sin(θ)

sin(θ) cos(θ)

][
X
Y

]
(1)

where θ is the relative measure of the angle between the two coordinates system,
x,y and X, Y represents the response in the local and global coordinate system,
respectively.

Since the structure is designed as seismically isolated, the response of the piers and
superstructure are considerably varying for the same input excitation. For instance,
the peak displacement responses at the selected nodes are compared for the longi-
tudinal and transverse input loading direction in Table 3. The relative reduction in
displacement ranges from 50.64% to 96.90%, which shows that the bearings are
highly effective in reducing the displacement demand on the piers. The response
variation of the pier 6 and the associated rubber bearing shows that for the longi-
tudinal direction of loading, the relative peak displacement for the pier is reduced
by 76.66% and 75.64% in longitudinal and transverse directions, respectively. For
the transverse direction, the relative difference in displacement was 80.64% and
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Fig. 4 Level-II type accelerograms and their response spectra
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72.39% in longitudinal and transverse directions, respectively. The % difference in
displacement responses of the piers and the associated bearings, subjected to the same
loading direction, are almost the same in the longitudinal and transverse direction.
For different loading directions, the relative %- difference in response is attributed
due to the change in the relative stiffnesses of the pier and the associated bearing
in each direction. The effect of loading direction is also evident from the relative
response values. The displacement time histories for the pier (P6) top and the asso-
ciated bearings in the longitudinal and transverse directions are presented in Fig. 5
for the longitudinal and transverse loading direction, which demonstrates that the
columns and bearings undergo permanent relative residual deformation.

Figure 6a shows the orbit displacement of the rubber bearing at P6, which
describes the relative displacement profile of the pier top and the superstructure.
The maximum relative displacement of about 370 mm is observed in the longitu-
dinal direction which is almost three-fold of the maximum relative displacement in
the transverse direction for the 0° loading. With the change in loading direction, the
dominating response direction also changes, like for the same bearing subjected to
90° loading direction, the transverse displacement is dominating, which is almost
double of the longitudinal displacement. The relative comparison of the hysteresis
profile, in Fig. 6b for two different loading directions, shows that higher energy
dissipation demand is associated with the 0° loading direction because of relative
larger displacement in the longitudinal direction. For any time range, connecting
the maximum and minimum loads by a straight line shows the approximate effective
stiffness of the LRB.As the time duration increases, the decrease in effective stiffness
can be observed from the hysteresis profile. The shear strain results are summarized
in Table 4 for all the bearings at the pier’s top, which shows the effect of change
in direction on the shear strain demand. The maximum shear strain of 248.83% is
observed for B9, which is lower than the failure limit of 250%.

4 Seismic Vulnerability Assessment of Bridge Components

Seismic fragility assessment is a widely accepted useful technique for the safety eval-
uation of critical infrastructure. The main applications include emergency response
planning in disasters, functionality loss evaluation, seismic design, retrofit design and
prioritization, and economic loss assessment for a particular seismic event. Usually,
the seismic vulnerability is expressed in terms of fragility functions, which describe
the conditional probability of exceeding a seismic demand for a specific damage
level [6, 7]. Different methodologies have been devised for fragility development,
where some of them are based on expert opinions like ATC [8], others are empirically
derived based on the actual damage field data from past earthquakes [9, 10], while
some are derived based on the analytical modeling [7, 11, 12]. Among them, the
analytical method is widely adopted since they are more rapidly applicable to all the
bridge types and regions where there is no sufficient damage record available.
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Fig. 5 Displacement response histories for the pier and bearing in longitudinal and transverse
directions a 0° loading, b 90° loading

In probabilistic terms, the fragility can be described by Eq. (2), which expresses
the condition of reaching or exceeding the damage stateDS for the intensity demand
value of x. using the nonlinear time history analysis, the probabilistic seismic demand
model (PSDM) is developed, which relate the engineering demand parameter (EDP)
and the intensity demand. The PSDM approach adopted here is based on the cloud
method [3, 7, 11]. Ductility demand and shear strain parameters are considered as
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Fig. 6 Response of the bearing at P6 (a) Orbit motion of the LRB showing relative displacement
between the pier and the bearing top (b) Hysteresis characteristics of the LRB

Table 4 Maximum shear strain values for the bearings in the longitudinal and transverse loading
direction

Bearing ID B6 B7 B8 B9 B10 B11

0° load (%) 179.80 171.49 144.67 165.45 147.29 173.24

90° load (%) 137.19 162.79 170.01 248.83 175.30 162.11
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the EDPs for fragility development for the RC pier and bearings, respectively. Using
the power law in Eq. (3), the mean and standard deviation for each limit state are
calculated through regression analysis.

Fragili t y = P(DS|I M = x) (2)

EDP = a(I M)b (3)

where a and b are regression coefficients. The IDAwas carried out to obtain sufficient
data points for the regression analysis,where the selected groundmotionswere scaled
up to double of the actual PGA values. The fragility curves are derived based on
Eq. (4) [13].

P[LS|I M = x] = �

⎡
⎣ ln

(
x
λc

)
√

β2
d + β2

c

⎤
⎦ (4)

where �[] represents the standard normal cumulative distribution function, λc is the
median value of the intensity measure IM and the term in denominator represents
the cumulative dispersion for a particular damage state. For the damage state char-
acterization, the HAZUS-MH (FEMA, 2003) criteria are employed, where a total of
four damages states are defined for each component as described in Table 5 [14].

The seismic vulnerability of the bridge components is described in terms of
fragility functions, which are based on the nonlinear response history analysis. Using
pre-determined damage indices, a damaged state is assigned to each component. The
probabilistic seismic demand models are developed using the peak response of the
components obtained from IDA. Figure 7a, b shows the PSDMs developed for P6 in
term of ductility and B9 in term of shear strain, respectively. The regression coeffi-
cients and demand dispersion parameters are obtained from the regression analysis.
The fragility curves for the RC pier and bearing are developed using Eq. (4) and
presented in Fig. 7c, d.

The fragilities are developed for transverse loading direction, which provides
enough evidence about the higher damage probability of pier than the bearings. The
seismic vulnerability of the pier in a slight, moderate and extensive damage state

Table 5 Damage state definition for the bridge components

Component Damage state Slight Moderate Extensive Complete collapse

Failure mode Spalling Moderate
cracking

Moderate
crushing

Severe crushing
and collapse

Pier Displacement
ductility

μd > 1 μd > 1.2 μd > 1.76 μd > 4.76

LRB Shear strain (%) γ > 100 γ > 150 γ > 200 γ > 250
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Fig. 7 PSDM and Fragility curves for loading in the transverse direction (a–c) Pier_6 (b–
d) Bearing_9

is higher than the complete collapse state, which indicates the higher probability of
minor cracking and spalling, even during low-intensity earthquake events. In contrast,
the bearing response shows less vulnerability for the same demand associated with
ground motion.

5 Conclusions

The dynamic response of an existing highway steel bridge was presented in the
previous sections. For this purpose, a detailed nonlinear finite element modeling
was carried out. The dynamic response of the bearings showed enough reduction
in the displacement demand on the piers. The hysteresis behavior demonstrates that
bearings are highly effective in dissipating the energy demandwhile remainingwithin
the ultimate capacity limits for the given intensity of ground motion. The analytical
fragility curves are developed for the pier and bearings using incremental dynamic
analysis while considering level-II type earthquakes. The results showed that the
bridgepiers are highly vulnerable to possible damage for themedium to strongground
motions compared to the laminated rubber bearings. The response results can be used
in assessing the structural vulnerability to estimate the potential loss associated with
the high-intensity seismic events, retrofit design, retrofit prioritization, and seismic
up-gradation.
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In the next phase of this study, the components level fragility will be used in
developing the global system fragility. Special attention will be made to consider the
most fragile response based on the critical loading direction. Finally, the effect on
system-level fragility will be quantified while considering the material, geometrical,
and input loading uncertainties.
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A New Attempt at Estimating Natural
Vibration and Bending Deformation
Characteristics of Super High-Rise
Buildings Using Wave Interferometry

Xin Wang, Testushi Watanabe, and Masayuki Nagano

Abstract In this paper, we attempt to estimate the bending-shear ratio of super
high-rise buildings using the wave interferometry method. Firstly, some basic exam-
inations on the relationship between the fundamental period and shear-wave travel
time from the base to the top of buildings was performed. Then the bending-shear
ratios of super high-rise buildings were estimated based on the ratios of the period
of bending-shear vibration and the period of vibration only in shear mode. We found
that, in the heterogeneous shear model, four times of the travel time from the base
to the top is about 1.33 times of the fundamental period regardless of the number
of stories. In the bending-shear models, the difference between four times of the
travel time and the fundamental period becomes larger with the increasing number
of stories. The bending-shear ratio of super high-rise buildings over 120 m can be
estimated accurately.

Keywords Bending-shear ratio · Super high-rise building · Wave propagation ·
Shear-wave travel time · Natural period

1 Introduction

In response analysis of super high-rise buildings, it is necessary to consider the change
in eigen periods of higher-order modes due to the growing overall bending deforma-
tion with the increase of overturning moment. However, it is difficult to evaluate the
effect directly by strong-motion observation or microtremor measurement [1]. In the
previous studies, the seismic interferometry was applied to super high-rise buildings
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to evaluate the propagation time and shear-wave velocity Vs from the waves propa-
gating vertically between the layers of the building [2]. If the wave propagation time
obtained by the seismic interferometry is attributed only to the shear component of
the whole building, it may be possible to extract the bending component generated
by the overturning moment.

In this study, firstly, the relationship between wave travel time obtained from the
reconstructed wave field by the deconvolution method and the fundamental natural
period was reviewed. Also, the effect of the frequency characteristics of the input
wave on the accuracy of the travel time and the velocity are investigated using a 10-
story building model. Then, the relationships between travel time and natural periods
are investigated using a generic shear multi-degree-of-freedom model (generic S
model) and a generic bending-shear multi-degree-of-freedom model (generic BS
model) that reflect the average structural characteristics of existing super high-rise
RC buildings in Japan. In addition, the effect of the bending component in the seismic
interferometry is investigated, and the evaluation accuracy of the bending-shear ratio
calculated is examined using a vibration analysis model.

2 Relationship Between Propagation Time
and Fundamental Period

2.1 Examination Using Homogeneous Building Model

As a basic study, a ten-story building model with uniform stiffness of each story
is used to examine the commonly accepted relationship between shear-wave travel
time (τ)and the fundamental period (T1), i.e., T1 = 4τ. Also, shear-wave travel times
extracted from deconvolved waves are compared with the theoretical values and the
values from the pulse travel time. The building plane area is A = 15 m × 30 m, the
floor height is 3 m, and the mass is calculated by 1.4 × A = 630t. The shear-wave
velocity traveling within each story is set to be Vs = 500 m/s. The attenuation is
Rayleigh attenuation, and the first- and second-order attenuation factors are both
3%. Figure 1a shows the acceleration response waveforms of each floor under a
incent Ricker wavelet (central frequency 10 Hz, sampling rate 1000 Hz) from the
foundation. Figure 1b shows the transfer function between the top and the foundation,
where the first order eigen period is 0.24 s. Figure 1c shows the deconvolved wave
at the top and inter floors with respect the wave at the top [3], which include one
up-going wave (pulse) and down going wave (pulse). It can be seen that the travel
time from the foundation to the top is 0.6 s, which is 1/4 of the fundamental period
of the building model. In Fig. 1d, the shear wave travel times from foundation to the
inter floors and the top are compared among the values extracted from deconvolved
waves (red closed circles), the impulse travel time (black closed circles), and the
theoretical values (gray closed circles). Because the superposition of up-going and
down-going waves of deconvolved waves at the 8F and 9F, the travel time cannot
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Fig. 1 a Acceleration response at each floor; b transfer function between top and the base; c
deconvolvedwaves;d comparison among the travel time extracted fromdeconvolvedwaves, impulse
response, and the theoretical values

be read. However, the travel times are almost identical on other floors. Therefore,
it can be confirmed that the shear-wave travel time can be accurately extracted by
deconvolution, and the relationship T1 = 4τ is corroborate when the stiffness of each
story is uniform.

2.2 Examination Using Heterogeneous Building Model

A building model of ten-story wall-mounted RC building with story stiffness in
inverted triangular distribution is used. The natural period is T = 0.025 N (N is the
number of stories). Table 1 shows the shear stiffness K, equivalent density ρ, and
equivalent shear wave velocity Vs (=

√
G/ρ) for each story. In order to examine the

effect of precision of extraction of travel time and the accuracy of shear wave velocity
extraction, the center frequency of input Ricker wavelet the is set to 10Hz, 50Hz, and
sampling rates of 1000 Hz and 10,000 Hz. The deconvolved waves corresponding
to different center frequency and sampling rates are shown in Fig. 2a. Shear-wave

Table 1 Overview of the
heterogeneous building model

Story K(kN/m) ρ(t/m3) Vs(m/s)

10 3.98 × 106 0.467 238

9 7.56 × 106 0.467 329

8 1.07 × 107 0.467 392

7 1.35 × 107 0.467 440

6 1.59 × 107 0.467 477

5 1.79 × 107 0.467 506

4 1.95 × 107 0.467 528

3 2.07 × 107 0.467 544

2 2.15 × 107 0.467 554

1 2.19 × 107 0.467 559
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Fig. 2 a Deconvolved waves corresponding to different center frequency (fc) of Ricker Wavelet
and different sampling rate; b trave time from base to top; c shear-wave velocity within each story

travel time from base to top and the shear-wave velocity of each story are shown in
Fig. 2b. Figure 2c, respectively. Regardless of the frequency characteristics of the
input wave, the propagation time from the foundation to each layer calculated from
the inverse superimposed wave is almost the same, and the accuracy of Vs is almost
the same as the set value when the center frequency is 50 Hz and the sampling rate
is 10000 Hz. The accuracy of Vs is almost equal to the set value when the central
frequency is 50 Hz and the sampling rate is 10000 Hz. The response analysis will
be conducted at the central frequency of 50 Hz and the sampling rate of 10,000 Hz
in the following examination. The first-order eigenperiod of the building model is
0.25 s, and the four times of the propagation time from the base to the top is 0.33 s.
Therefore, in the case of heterogeneous building models where the shear stiffness of
each story is not uniform, the fundamental natural period of the building and four
times of the propagation time from base to top are not consistent.

2.3 Examination Using Generic Models of Super High-Rise
Buildings

A shear generic multi-degree-of-freedom (MDOF) model [4] (generic S model) and
a generic bending-shear MDOF model [5] (generic BS model), which reflect the
average of the structural properties of 39 existing super high-rise RC residential
buildings in Japan, are used to investigate the relationship between shear-wave prop-
agation time and natural periods. The number of floors is in the range of 20F ~ 50F.
The outlines of the generic building models are shown in Table 2. Figures 3a, b show
the comparison between the natural period (Tdeconv) calculated from the four times
of the shear-wave travel time from the base to the top and the first order natural
period (Teigen) calculated from the eigenvalue analysis. Figure 3c shows the ratio
between Tdeconv and Teigen for both the generic S model and the generic BS model.
In the generic S model, Tdeconv is about 1.33 times larger than Teigen, regardless
of the number of floors. On the other hand, in the generic BS model, the difference
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Table 2 Overview of generic
models

Generic shear model

Plane shape 30 m*30 m

Story height 3 m

Natural frequency T = 0.02H

Generic bending-shear model

Plane shape Calculated by aspect ratio

Story height 5 m(1F),4 m(2F)

3 m(3 m~)

Natural frequency T = 0.02H

Fig. 3 Relationship between story number and the periods (Tdeconv and Teigen) for (a) the generic
S model and (b) the generic BS model; (c) shows the ratio of period Tdeconv and Teigen

between Tdeconv and Teigen becomes larger at higher elevations because of the bending
component.

3 Effect of Bending Component in Wave Interferometry

To investigate the effect of the bending component in the shear-wave interferometry,
we compare the propagation time of the generic BS model and a pure S model by
setting the bending stiffness EI multiplied by 1000. Figure 4 shows the comparison
of the Tdeconv and Teigen in the generic BS model and the pure S model. There is a
big difference between the Teigen calculated from BS model and the pure S model.
However, the Tdeconv in the generic BS model and the pure S model are almost the
same. That is to say that there is no effect of bending component to the extraction of
shear-wave travel time from the deconvolved waves.

Inter-story shear velocity (Vs) calculated from the story height and the travel time
in the generic S model, generic BS model, and pure S model with 20 stories and 50
stories are shown in Fig. 5. The inter-story Vs calculated from the shear stiffness of



434 X. Wang et al.

Fig. 4 Relationship between story number and the periods calculated from generic BS model and
the pure S model

Fig. 5 Inter-story shear-wave velocity (Vs) calculated from the S model with (a) 20 stories(20F)
and (b) 50 stories(50F); and from BS models and pure S model with (c) 20F and (d) 50F. the black
closed circle present the Vs directedly calculated from the parameters of the models

the building model are also shown in Fig. 5 with black closed circles. In the generic
S model, where only the shear stiffness is set, Vs can be calculated more accurately
than the propagation time. On the other hand, in the generic BS model and the pure S
model, the shear stiffness becomes apparently larger due to the inverse shear caused
by the bending deformation near the top. Moreover, the variation of Vs becomes
larger due to the inability to extract the propagation time accurately, but it generally
agrees with the set value. In addition, the distribution of Vs in the BS model and the
pure S model is almost the same, which indicates that the wave interferometry can
exclude the effect of bending component.
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4 Calculation of Bending Shear Ratio Based
on Propagation Time

From the previous section, it was confirmed that the wave interferometry can exclude
the effect of the bending component. Therefore, it is possible to estimate the flexural
shear ratio of the building from the propagation time. Let the natural period of the
bending-shear model be TBS and that of the pure shear model be TS, according
to the relationship between the natural period and the shear stiffness, the bending-
shear ratio can be expressed as α2 = T

2
BS/T

2
S . In this study, we use the bending-shear

models for seismic design of 24 existing high-rise buildings to study the relationships
between the building height and bending-shear ratios. For the generic model, the
ratio α is presented as αgeneric,and for the design model it is presented as αdesgin . The
relationships between building height and αgeneric and αdesign are shown in Fig. 6. In
the case of building height less than 100 m, αgeneric and αdesign are almost the same,
while the difference becomes larger for buildings over 100 m.

Using αgeneric and αdesign shown in Fig. 6, we estimate the natural period TS

of the pure S model. Bending-shear ratios are calculated using the estimated TS

and the period TBS of the BS model calculated from the eigenvalue analysis. The
estimated bending-shear ratios based on the αgeneric and αdesign are shown in Fig. 7a,
b, respectively, with the blue circles. In these figures, the black and red circles present
the bending-shear ratios of the generic models and the design models, respectively,
which were calculated from the eigenvalue analysis. The ratios of the bending-shear
ratios of design models between the values from eigenvalue analysis (red circles)
and the values from the αgeneric and αdesign(blue circles) are shown in Fig. 7c, d,

Fig. 6 Relationship between
building height and ratioα
for the generic building
models and design models
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Fig. 7 Bending-shear ratios calculated by the eigenvalue analysis of generic models (black circles)
and designmodels (red circles), and those from (a) ratioαgeneric and (b)αdesign (blue circles); (c) and
(d) presents the ratio of bending-shear ratios of design models between the values from eigenvalue
analysis (red circles) and those (blue circles) from ratio αgeneric and αdesign, respectively

respectively. It can be seen that the bending-shear ratios estimated from αgeneric is
more variable than those estimated from αdesign . This is because the generic model
reflects the general structural characteristics of existing buildings, and it is difficult
to reproduce the structural characteristics of actual buildings individually. In Fig. 7d,
if we focus on the high-rise buildings with height more than 120 m, the variation in
the evaluation accuracy of the bending-shear ratio is relatively small.

In Fig. 8a, the new regression of αdesign suing only the values of buildings with
height more than 120m (αover120) are shown in the black broken line, which is higher
than the values from the red line which is regressed using the αgeneric models. The
bending-shear ratios of design models estimated using the αover120 are shown in
Fig. 8b with blue circles. In this figure, the red circles and black circles are the same
with those in the Fig. 7b for the values of buildings with height more than 120 m.
In order to compare the variations of the shear-bending ratios between the values
estimated from αdesign and those from the αover120, the ratios of bending-shear ratios

Fig. 8 a Ratio αgeneric, αdesign and the regression of the height and the αdesign for buildings over
120 m (αover120); b bending shear ratios from eigenvalue analysis of generic models (black circles)
and design model (red circles), and the values estimated from αover120(blue circles); c the ratios
of the bending-shear ratios estimated from the αdesign (black circles) and those from αover120(red
circles)
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calculated from eigenvalue analysis and the regressed α are shown in Fig. 8c. the
black circles are the same as the ones in Fig. 7d for buildings with height more than
120 m. It can be seen that for super high-rise buildings over 120 m the bending-shear
ratios can be estimated with higher precision. In conclusion, it is possible that the
bending-shear ratio can be estimated accurately for high-rise buildings above 120 m.

5 Conclusions

In this study, we attempt to evaluate the bending deformation characteristics using
the wave interferometry method. Firstly, some basic examinations on the shear-wave
travel time and fundamental periods of buildings were performed. The shear-wave
travel time from the base to the top of buildings can be extracted regardless of
the frequency characteristics of the input motions. However, if a higher sampling
frequency of response data and wider frequency range of input motions is used, a
more accurate inter-story shear-wave velocity can be obtained. In the homogeneous
shear model that the inter-story shear stiffnesses are unify, fundamental period is
consistent with the four times of the shear-wave travel time from the base to the
top. On the other hand, in the heterogeneous shear model that the inter-story shear-
stiffnesses are varying vertically, four times of the travel time from the base to the
top is about 1.33 times of the fundamental period. Moreover, in the heterogeneous
bending-shear models, because of the effect of bending deformation, the difference
between four times of the travel time and the fundamental period is not constant,
which becomes larger with the increasing number of stories. Secondly, the bending-
shear ratio which is defined as the ratio of the fundamental period of bending-shear
coupled vibration and the fundamental period of the pure shear vibration. The period
of the pure shear vibration can be estimated based on the empirical ratio α. The
variation of α obtained from the generic model of super high-rise building is wider
than those obtained from the design models. Moreover, the bending-shear ratio of
buildings with height over 120 m can be estimated with relatively higher accurate.
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Structural Damage Identification Using
Spectral Finite Element Modeling
for Extended Timoshenko Beams

Krishna Modak, T. Jothi Saravanan, and Shanthanu Rajasekharan

Abstract This paper introduces a finite spectral element method for a single edge
notch cracked extendedTimoshenkobeam forwave propagation analysis and damage
detection. The crack introduced is a transverse open and non-propagating crack. The
cracked region is discretized in a mass-less and dimension-less spring element. The
quantity of damage implemented is expressed in terms of crack flexibility based on
fracture mechanics. In the damage region, the compatibility conditions are satisfied.
This procedure is approached by the spectral element method to solve the wave prop-
agation difficulties in structures. Thismethod is the best fit forwave propagation anal-
ysis and computing modal parameters. Periodic large lattice structures like frames,
truss, etc., may experience extension-transverse shear-bending couple vibrations,
which the extended Timoshenko beam theory can well describe. This paper devel-
oped a spectral element model for the classical extended Timoshenko beam element
and cracked extended Timoshenko beam element. The change in wave propagation
process is studied in the presence of crack by comparing responses from damaged
and undamaged extended Timoshenko beams. In this paper, the effect of crack depth
and crack location for wave propagation is examined. The responses collected from
different points are presented. The extended Timoshenko beam element was excited
with different signals to observe the effects of signals in thewavepropagation process.
The differences in wave propagation and proper analysis of these responses point to
the damage location very accurately.

Keywords Spectral element method · Wave propagation · Non-propagation
crack · Damage detection · SHM
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1 Introduction

There is an urgent need to monitor the integrity of structural systems to improve
safety, reliability, and service life. Over the last few decades, there has been a great
deal of interest in infrastructure monitoring and damage detection [1–3]. Many
analytical methods have been developed to solve wave propagation problems [4–
6]. This includes Fourier synthesis (or spectrum analysis). Spectral analysis is a way
to represent a dynamic solution as a series of solutions at different frequencies [7–9].
The structure of a spectral element scheme is very similar to that of a common finite
element program until assembly and solution are considered. First, excitation activity
using Fast Fourier Transform (FFT) is divided into several frequency components.
The dynamic stiffness matrix is then generated and converted to all frequencies as
part of the larger frequency two-loop (instead of the two-loop in the time steps of
traditional FEM formation). This will be resolved. It directly provides the frequency
response function (FRF) of the analyzed problem. The frequency domain is converted
to response time using the inverse Fourier Transform (IFFT).

Various elements have been developed for finite and quasi-infinite domain struc-
tural components. Inertia properties are modeled accurately, so limited elements are
required to model a large area. Generalized nodes should only be placed in a struc-
tural inconsistency. Multiple spectral elements can simultaneously model structures
containing segments with different widths or physical properties. The solution is
obtained as a normalized displacement, and subsequent velocity calculations, accel-
eration, strain, and strain per applied load can be calculated in inexpensive post-
processing calculations. The spectral element method (SEM) straight calculates the
frequency response of the structure and delivers extra info to bridge the gap between
the modal method based on free vibration and the time reconstruction based on direct
integration [10]. Several spectral models of the structure are currently available in
the literature. Spectral models of rods, beams, and plates can be found without loss.
Cracked rod elements are shown in reference [11], while cracked Timoshenko beam
can be found in reference [12]. The model described provides satisfactory results for
determining crack parameters by propagating wave analysis.

This article introduces a new ETB SEMwith an open non-propagating transverse
single edge crack opening. This element can be used for modal analysis and study
of wave propagation processes. Some numerical examples show the effect of crack
formation onmodal parameter changes andwave propagation analysis. The proposed
elements have been shown to analyze damaged structures and identify and evaluate
crack’s location.
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2 Spectral Element Formulation

2.1 Finite Length Element

Based on the discrete Fourier transform (DFT) theory to construct the spectral
elements of the ETB [13], we convert the governing equations in the frequency
domain:

⎡
⎣
E A C1 C2

C1 ρA C3

C2 C3 E I

⎤
⎦

⎡
⎣
ū′′

w̄′′

θ̄ ′′

⎤
⎦ +

⎡
⎣

0 0 −C1

0 0 −GA
C1 GA 0

⎤
⎦

⎡
⎣
ū′

w̄′

θ̄ ′

⎤
⎦ −

⎡
⎣
0 0 0
0 0 0
0 0 GA

⎤
⎦

⎡
⎣
ū
w̄

θ̄

⎤
⎦

+ω2

⎡
⎣

ρA 0 ρR
0 ρA 0

ρR 0 ρ I

⎤
⎦

⎡
⎣
ū
w̄

θ̄

⎤
⎦ =

⎡
⎣
0
0
0

⎤
⎦

(1)

ρA, ρR, and ρ I are the effective mass per length, the first-order moment of inertia,
and the second-order moment of inertia.

ρA =
∫

ρd A, ρR =
∫

ρzd A, ρ I =
∫

ρz2d A, (2)

Assuming general solution of Eq. (1) as

u(x) = αWe−ikx , w(x) = We−ikx , θ(x) = βWe−ikx (3)

where k is the wavenumber. Substitution of Eq. (3) into Eq. (1) we get

X(k)W

⎡
⎣

α

1
β

⎤
⎦ =

⎡
⎣
0
0
0

⎤
⎦ (4)

where,

X(k) =
⎡
⎣

−k2E A + ω2ρA −k2C1 ikC1−k2C2 + ω2ρR
−k2C1 −k2GA + ω2ρA ikGA−k2C3

−ikC1−k2C2 + ω2ρR −ikGA−k2C3 −k2E I + ω2ρ I − GA

⎤
⎦ (5)

From Eq. (5), we get the dispersion equation as

X(k) = a1k
6 + a2k

4 + a3k
2 + a4 = 0 (6)
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where,

a1 =E IC2
1 − 2C1C2C3 + GAC2

2 + E AC2
3 − E AE IGA

a2 =2C1C3ρRω2 − C2
3ρAω2 − C2

1ρ Iω
2 − 2C2GAρRω2

+E AE IρAω2 + E AGAρ Iω2 + E IGAρAω2

a3 =GAρR2ω2 − E IρA2ω4 − C2
1ρAω2

+E AGAρAρRω4 − E AρAρ Iω4 + E IGAρAω2

a4 =ρ IρA2ω6 − GAρA2ω4 − ρAρR2ω6 (7)

We can obtain the six roots of Eq. (6) as

k1 = −k4k2 = −k5k3 = −k6 (8)

From Eq. (4), αn and βn are determined as

αn =
(

ρAρRω4 − C1C3k
4 + C2GAk4 − C2k

2ρAω2

−GAk2ρRω2 + iC1kρAω2

)
/�

βn =(
C2
1k

4 − ρA2ω4 − E AGAk4 + E Ak2ρAω2 + GAk2ρAω2
)
/�

� =
(
k

(
iC2

1k
2 − C2C1k

3 + ρRC1kω
2 + C3E Ak3

−i E AGAk2 − C3ρAkω
2 + iGAρAω2

))
(9)

By using the six wavenumbers, we can express the general solution for an element
in the form of:

ū(x) =α1W1e
−ik1x + α2W2e

−ik2x + α3W3e
−ik3x + α4W4e

−ik1(L−x)

+α5W5e
−ik2(L−x) + α6W6e

−ik3(L−x)

w̄(x) =W1e
−ik1x + W2e

−ik2x + W3e
−ik3x + W4e

−ik1(L−x)

+W5e
−ik2(L−x) + W6e

−ik3(L−x)

θ̄ (x) =β1W1e
−ik1x + β2W2e

−ik2x + β3W3e
−ik3x + β4W4e

−ik1(L−x)

+β5W5e
−ik2(L−x) + β6W6e

−ik3(L−x) (10)

Substituting the boundary conditions of nodal displacements shown in Fig. 1, we
get

Fig. 1 Sign conventions defined for a Nodal forces, b Nodal displacements
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⎡
⎢⎢⎢⎢⎢⎢⎢⎣

u1
w1

θ1

u2
w2

θ2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

u(0)
w(0)
θ(0)
u(L)

w(L)

θ(L)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= [T 1]

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

W1

W2

W3

W4

W5

W6

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(11)

Substituting the Eq. (10) into Eq. (1), balancing nodal forces for an element we
get

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

T 1

Q1

M1

T 2

Q2

M2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

−T (0)
−Q(0)
−M(0)
T (L)

Q(L)

M(L)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

= [T 2]

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

W1

W2

W3

W4

W5

W6

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

(12)

From Eqs. (11) to (12), we get a frequency-dependent dynamic stiffness matrix
for a finite element

S(ω) = [T 2][T 1]
−1 (13)

2.2 Throw-Off (Semi-Infinite) Element

Similarly, we can derive a frequency-dependent dynamic stiffness matrix for the
throw-off element. From Eq. (10), the general solution reduces to: (as L = ∞)

ut (x) = α1W1e−ik1x + α2W2e−ik2x + α3W3e−ik3x

wt (x) = W1e−ik1x + W2e−ik2x + W3e−ik3x

θ t (x) = β1W1e−ik1x + β2W2e−ik2x + β3W3e−ik3x

(14)

Following the sameprocedure fromabove,weget a frequency-dependent dynamic
stiffness matrix:

⎡
⎣

T t

Qt

Mt

⎤
⎦ = [T t2][T t1]

−1

⎡
⎣
ut
wt

θ t

⎤
⎦ (15)
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3 Cracked Extended Timoshenko Beam

Figure 2 shows a finite element of a spectral extended Timoshenko beam with an
open transverse crack that does not propagate. The length of the element is L, and its
cross-sectional area is A. The crack is replaced by a dimensionless-massless spring,
the flexibility of which is calculated using Castigliano Theorem and laws of fracture
mechanics; This is briefly presented in the next section.

The spectral nodal displacements are presumed for the left and right parts of the
beam as follows:

.

u1 = A1α1e
(−ik1x) + B1α2e

(−ik2x) + C1α3e
(−ik3x) + D1α4e

(−ik1(L1−x))

+E1α5e
(−ik2(L1−x)) + F1α6e

(−ik3(L1−x))for x ∈ (0, L1)

w1 = A1e
(−ik1x) + B1e

(−ik2x) + C1e
(−ik3x) + D1e

(−ik1(L1−x))

+E1e
(−ik2(L1−x)) + F1e

(−ik3(L1−x)) for x ∈ (0, L1)

θ1 = A1β1e
(−ik1x) + B1β2e

(−ik2x) + C1β3e
(−ik3x) + D1β4e

(−ik1(L1−x))

+E1β5e
(−ik2(L1−x)) + F1β6e

(−ik3(L1−x)) for x ∈ (0, L1)

u2 = A2α1e
(−ik1(L1+x)) + B2α2e

(−ik2(L1+x)) + C2α3e
(−ik3(L1+x)) + D2α4e

(ik1(L1−L+x))

+E2α5e
(ik2(L1−L+x)) + F2α6e

(ik3(L1−L+x)) for x ∈ (0, L − L1)

w2 = A2e
(−ik1(L1+x)) + B2e

(−ik2(L1+x)) + C2e
(−ik3(L1+x)) + D2e

(ik1(L1−L+x))

+E2e
(ik2(L1−L+x)) + F2e

(ik3(L1−L+x)) for x ∈ (0, L − L1)

θ2 = A2β1e
(−ik1(L1+x)) + B2β2e

(−ik2(L1+x)) + C2β3e
(−ik3(L1+x)) + D2β4e

(ik1(L1−L+x))

+E2β5e
(ik2(L1−L+x)) + F2β6e

(ik3(L1−L+x)) for x ∈ (0, L − L1)

(16)

Fig. 2 Numericalmodel of extendedTimoshenkobeamwith a transverse open andnon-propagating
crack represented by an elastic hinge
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where L1 is the location of the crack from the left.
A1, B1,C1, D1, E1, F1, A2, B2,C2, D2, E2, F2 can be calculated from the boundary
conditions:

• At the left end of the element (x = 0)

u1(x) = q1
w1(x) = q2
θ1(x) = q3

(17a)

• At the right end of the element (x = L)

u2(x) = q4
w2(x) = q5
θ2(x) = q6

(17b)

• At crack location (x = L1 for u1(x), w1(x), θ1(x) and x =
0 for u2(x), w2(x), θ2(x))

u2(x)−u1(x) − φ
∂u1(x)

∂x
= 0

E A
∂u1(x)

∂x
+C1

(
∂w1(x)

∂x
− θ1(x)

)
+ C2

∂θ1(x)

∂x

−
(
E A

∂u2(x)

∂x
+ C1

(
∂w2(x)

∂x
− θ2(x)

)
+ C2

∂θ2(x)

∂x

)
= 0

w2(x)−w1(x) − ξ

(
∂w1(x)

∂x
− θ1(x)

)
= 0

C1
∂u1(x)

∂x
+GA

(
∂w1(x)

∂x
− θ1(x)

)
+ C3

∂θ1(x)

∂x

−
(
C1

∂u2(x)

∂x
+ GA

(
∂w2(x)

∂x
− θ2(x)

)
+ C3

∂θ2(x)

∂x

)
= 0

θ2(x)−θ1(x) − �
∂θ1(x)

∂x
= 0

C2
∂u1(x)

∂x
+C3

(
∂w1(x)

∂x
− θ1(x)

)
+ E I

∂θ1(x)

∂x

−
(
C2

∂u2(x)

∂x
+ C3

(
∂w2(x)

∂x
− θ2(x)

)
+ E I

∂θ2(x)

∂x

)
= 0 (17c)

From Eq. (23), we can write the boundary conditions in the form of a matrix as
follows:
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[cT 1]12×12

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1

B1

C1

D1

·
·
C2

D2

E2

F2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

12×1

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

q1
q2
q3
q4
q5
q6
0
.

.

0

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

12×1

(18)

The nodal spectral forces (P axial force, T shear force, M bending moment)
can be obtained by differentiating the spectral displacements; and formerly can be
written in the matrix system as

[cT 2]6×12

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

A1

B1

C1

D1

·
·
C2

D2

E2

F2

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

12×1

=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

P1
V1

M1

P2
V2

M2

⎤
⎥⎥⎥⎥⎥⎥⎥⎦

6×1

(19)

From [cT1] and [cT2], the square matrix (6 × 6), representing the frequency-
dependent dynamic stiffness for the extended Timoshenko beam spectral element
with transverse open and non-propagating crack, can be obtained.

3.1 Flexibilities at the Crack Region

Flexibilities at the crack region can be obtained from Castigliano’s theorem:

Ci j = ∂2U

∂Pi∂Pj
i = 1, 2, ..6, j = 1, 2, ..6 (20)

where U represents the elastic strain energy and P represents nodal forces.
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U = 1

E

∫

A

(
K 2

I + K 2
I I

)
d A (21)

where KI and KI I denotes stress intensity factors corresponding to the first and
second mode of crack growth [14] and A denotes crack area (refer to Figs. 3 and 4).

Axial flexibility: ca = 2

Eb

ā∫

0

ᾱF2
I (ᾱ)dā

φ =E Aca (22)

where ca is the axial flexibility due to the presence of a crack.

Fig. 3 I and II crack propagation modes

Fig. 4 Cross-section of
beam element at the crack
site
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Bending flexibility: cb = 72π

BH 2

ā∫

0

ᾱF2
I (ᾱ)dā, cs = 2βπ

B

ā∫

0

ᾱF2
II(ᾱ)dā

� = E Icb
L

, ξ = GAcs
L

(23)

where cb denotes bending flexibility and cs denotes shear flexibility. β is the shear
factor [15]. FI and FII are correction function expressed as:

FI
(

α
H

) =
√

tan(πα/2H)

πα/2H
0.752+2.02(α/H)+0.37[1−sin(πα/2H)]3

cos(πα/2H)

FII
(

α
H

) = 1.30−0.65(α/H)+0.37(α/H)2+0.28(α/H)3√
1−(α/H)

(24)

4 Numerical Investigations

The first numerical test was done to show if the proposed model would help capture
forward and backward moving waves. To make the numerical simple and easier to
understand, in numerical test, all the coupling coefficientswere zero (C1,C2,C3 = 0)
and the first moment of inertial is zero (ρR = 0). The numerical test model consists
of two elements, one classical ETB element, and a throw-off element. Themodel was
excited at one end of the beam. Figure 5 shows the wave propagation for the model
in the bending part of the ETB beam. The next numerical test shows the influence of
a crack in the wave propagation, as shown in Fig. 6. The crack is located at 25% of
the beam length, and the crack depth is 15% of the depth of the beam. The model is
excited at one end of the beam. The results have been compared with a cracked rod
[11] for the axial part, and a cracked Timoshenko beam [12] for the bending part.

Fig. 5 Wave propagation in the first numerical test for bending part
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Fig. 6 Model for second
numerical test

Figure 7 shows the response of the beam. Here, again to make the numerical
investigation simple and easier to understand, in numerical test, all the coupling
coefficients were zero (C1,C2,C3 = 0) and the first moment of inertial is zero
(ρR = 0). The model consists of three elements: one cracked extended Timoshenko
beam element at the middle and two throw-off elements at both ends. Figure 7b also
shows the presence of a second propagating mode [16], which is faster than the first
mode.

Fig. 7 Wave propagation in a axial, b bending part of second numerical test
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5 Conclusions

This paper presents a new model of the extended Timoshenko Spectral finite
beam element with single and non-propagating cracks. The fundamental difference
between the classical approach and the spectral method is clearly shown. It is easy to
see that the spectral approach provides more information and is more appropriate for
detecting damage. Spectral elements can be used not only for simple modal analysis
but also for wave analysis. The results obtained show that the current approach can
calculate higher natural frequencies without additional time-consuming numerical
calculations. It can provide information about the crack location and the effect of
various locations on the crack on the wave propagation of the damaged structure.
We can conclude that it is better to use a packet signal with a short time and excite
as wide a frequency as possible. One can use the difference in the answers to accu-
rately estimate the location of the crack. Future research will focus on extending
the spectral element system to damaged structures of more complex shapes, such as
structures constructed from structures such as plates and beams.
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Experimental Study on Identification
of Structural Changes Using Wavelet
Energy Features

Xiaobang Zhang, Yong Lu, Zachariah Wynne, and Thomas P. S. Reynolds

Abstract Wavelet packet transformation has been used widely in the damage iden-
tification and structural health monitoring communities. In particular, the use of
wavelet packet node energy (WPNE) as damage sensitive features has attractedmuch
research interest in more recent years. WPNE features tend to contain detailed infor-
mation which can be highly sensitive to local damage or other forms of structural
changes. However, most of the existing studies in the literature on using wavelet
energy based features have been numerical and involved idealised assumptions such
as perfect and identical excitations among different tests. This paper presents an
experimental investigation into the viability of WPNE based techniques for detec-
tion and localisation of the structural changes in a real measurement environment.
Vibration signals are acquired firstly from the test structures with different alter-
ations to the structural states, realized mainly through the use of additional masses,
and WPNE features are extracted. These features and the corresponding structural
states form a dataset, fromwhich supervisedmachine learningwith neural network is
carried out. The trained neural network is subsequently tested for its prediction capa-
bility. The experimental structures include a free-ended steel I beam, a flat beamwith
fixed ends and MX3D Bridge, the world’s first 3D-printed metal bridge. Different
forms of excitation are involved for different test structures, including hammer impact
and controlled heel drops and impacts from pedestrian footfall. Results indicate that
the WPNE based neural network approach is capable of detecting and localising
the structural changes in all tested structures. The accuracy is generally higher in a
better controlled excitation situation, where structural changes at a level equivalent
to incipient damage is detectable.

Keywords Vibration testing · Damage identification · Wavelet packet transform
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1 Introduction

In vibration based structural damage identification, wavelet energy based features
are deemed to contain detailed information which can be highly sensitive to local
damages. Yen and Lin [1] introduced wavelet packet transform (WPT) energy as an
alternative means of extracting time-frequency information from vibration signals
and integrated it with neural network in classification. Statistical-based feature selec-
tion criteria were employed to yield a reduced dimensional feature. The feasibility
of the classification technique was examined through numerical simulations of a
helicopter gearbox. The results demonstrated that WPT features outperformed FFT
features and excellent classification was achieved with eight sensors. Since then,
WPT features have been widely studied in damage identification and classification
for civil engineering structures as well. Many numerical and experimental studies
have demonstrated the strong ability of wavelet transform based features in detecting,
localising and quantifying damages. Han et al. [2] proposedwavelet energy rate index
as ameasure of damage based onWPT energy extracted from 29 acceleration signals,
and illustrated the method with a numerical simulated simply supported beam and
an experimental steel beam to detect damage locations. Both simulated and exper-
imental investigations demonstrated that the index was sensitive to structural local
damage. Two assumptionswere adopted in their study, namely a) reliable undamaged
and damaged structural models are available, and b) all excitation are identical and
repeatable. Mikami et al. [3] used the power spectrum density of WPT components
as a damage detection index and verified the identification method using numerical
and experimental data extracted from a steel beam. It was shown that the proposed
index was sensitive to damages.

Damage identification based on merely the feature proxy usually requires a large
number of sensors with spatial information. With the assistance of machine learning
tools in classification and identification, some studies have looked into the improved
mapping of the relationships between feature proxy and structural state with a limited
number of signal sources. For example, Sun and Chang [4] investigated the use of
WPT and the neural networkmodel for damage assessment by numerical simulations
of a three-span continuous bridge under impact excitation. The results showed that
WPT energies extracted from one signal source could be used for various levels of
damage assessment including identifying damage occurrence, location and severity.

However, most of the studies so far on using wavelet energy based features have
been numerical and involved idealized assumptions such as perfect and identical
excitations among different tests. This paper presents an experimental investigation
into the viability of WPNE based techniques for detection and quantification of
the structural changes in a real measurement environment. Vibration signals are
acquired firstly from the test structures with different alterations to the structural
states, realized mainly through the use of additional masses, and WPNE features are
extracted. These features and the corresponding structural states form a dataset, from
which supervised machine learning with neural network is carried out. The trained
neural network is subsequently tested for its prediction capability. The experimental
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structures include a free-ended steel I beam, a flat beam with fixed ends and MX3D
Bridge, the world’s first 3D-printed metal bridge. Different forms of excitation are
involved for different test structures, including hammer impact and controlled heel
drops and impacts from pedestrian footfall.

2 Background Theories and Methodology

2.1 WPT Energy-Based Damage Sensitive Feature

Wavelet transform (WT) is a signal processing technique which has been commonly
used in various areas of engineering. It overcomes the limitations of Fourier trans-
form and reveals signal properties in both time and frequency domains. By shifting
and dilating a basis function, which is called ‘mother wavelet’, wavelet transform
describes a signal with coefficients which represent the direct proportions between
mother wavelet and the original signal [5]. WPT has a tree structure where the orig-
inal signal is decomposed into approximations and details at every level. Hence a
higher resolution in the frequency domain is achieved. An example tree structure of
wavelet packet transform is shown in Fig. 1.

The signal is decomposed by the following standard expressions:
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where u(0)
0 (t) = ϕ(t) is the scaling function, u(0)

1 (t) = ϕ(t) is the wavelet function,
j is the decomposition level, k is the translation parameter and n is the modulation
parameter. The terms h(k) and g(k) are quadrature mirror filters and the corre-
sponding function sets H = {h(k)}k=z and G = {g(k)}k=z denote the low pass
filter and the high pass filter, respectively. After being decomposed for j times, 2 j

Fig. 1 Three-level wavelet packet transform
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signal components are obtained. The sum of the component signals can represent the
original signal f (t) as:

f (t) =
2j∑

i=1

f ij (t) (2)

f ij (t) =
2 j

∑

i=1

Ci
j (t)ψ

i
j,k(t) (3)

where f ij (t) denotes the ith componentsignal at the j th decomposition level, Ci
j (t)

denotes the wavelet packet coefficients andψ i
j,k(t) denotes wavelet packet functions.

Then, wavelet packet node energies (WPNEs) can be calculated as:

Ei
j =

∞∫

−∞
f ij (t)

2dt (4)

TheWPNEdenotes the energy content in a specific frequency bandwithout taking
into account the time-variant characteristic. Normalised wavelet packet node energy
(NWPNE)Ei in i-frequency band is expressed as:

Ei = Ei
j

E f
(5)

where E f denotes the sum of all terminal WPNEs, and it represents the total signal
energy. The normalization can largely eliminate the effects of gross variation espe-
cially in the magnitudes of the excitations. The NWPNE is therefore chosen as the
damage sensitive feature and integrated with neural networks as inputs. In this study,
WPT level is determined with entropy-based selection method [6].

2.2 Backpropagation (BP) Neural Network

The relation between NWPNE and the dynamic properties of a structure cannot be
directly interpreted due to its high nonlinearity. Existing studies have demonstrated
that Back-Propagation (BP) neural networks can generally be applied to implement
pattern recognition in damage identification for civil engineering structures. Thus,
feedforward BP neural networks are used in this study which include an input layer
for receiving input data, a hidden layer for processing data and an output layer for
decision making and indicating the results. In this study, the extracted NPWNEs
are used as inputs. The training algorithm of BP neural network consists of forward
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and back propagation. In the forward propagation, the inputs are transmitted through
layers and the error is resulted. In the back propagation, the weights and biases
are iteratively adjusted based on the error feedback. The training process will be
terminatedwhen the lossmeasured by validation data stops improving. Cross entropy
loss is used in this case which is defined as:

H(p, q) = −
∑

u

p(u)logq(u) (6)

where p(u) denotes one-hot encoding vector of the true label and q(u) denotes the
corresponding output. A BP neural network is trained by scaled conjugate gradient
algorithm to perform classification where each structural state is regarded as a class.
The structural states include intact and damage at various locations. Therefore the
output indicates the existence and the location of the addedmass. In this study, logistic
sigmoid functions and softmax functions are used in the hidden layers and output
layer respectively. Cross entropy function is used on top of the softmax output as
the loss function. One-hot encoded vector is used as the label. For example, a vector
of [0,1,0,0,0,0,0,0,0,0] represents the class of damage at segment 2. The number of
hidden neurons is estimated by the empirical formula as follows:

L = √
m + n + k (7)

where L is the number of hidden layer nodes, m is the number of input nodes, n is
the number of output nodes, and k is a constant, k ∈ [1,10].

2.3 WPT Energy and Neural Network Integrated
(WPNE-NN) Approach

The key procedures of WPNE-NN approach are explained as follows. Firstly, the
vibration response signals from the structure under an excitation are obtained. As is
commonly the case, herein the signals are taken in the formof acceleration time histo-
ries. Secondly, WPNE features are constructed by wavelet packet transform of the
vibration measurements. It has been demonstrated that Daubechies mother wavelets
are the best choices to analyse acceleration signals [7]. Thus herein ‘Daubechies 4’
is selected as the mother wavelet in wavelet packet analysis. Through the feature
extraction process, the vibration signals are transformed into feature vectors formed
byWPNEs. Thirdly, supervised training of neural network is conducted. Fourthly, to
identify the structural state, a new measurement is transformed into WPNE feature
and input into the trained neural networks. The output of the neural networks will
indicate the occurrence and location of the structural change.

The collected samples are randomly split into training, validation and test sets.
Training set is used to train the neural networks and the validation set is used to
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provide an unbiased evaluation of a model fit on the training set while tuning model
hyperparameters. The ratios of training, validation and test data sizes are set as 70%,
15% and 15%. For simplicity in the demonstration of the procedure, it is assumed that
damage occurs only in a single segment of the structure, and this may be regarded as
consistent with the stated aim of the current approach in detecting incipient damage.

3 Experimental Investigations

The viability of the WPNE-NN approach towards real-life applications is looked
into through experimental investigations. Experiments have been conducted on two
laboratory structures and a real-life sized steel bridge.

3.1 Laboratory Set up

An instrumented impact hammer (B&K type 8206-002) was used to induce and
measure the impact excitations. An aluminium impactor head was selected which
had a capacity of generating a flat force spectrum in the range of 0–2000 Hz. Modal
testing accelerometers (B&K Delta Tron® 4508 B 003 type) were used to measure
the vibration response of the beam. The accelerometers have a measuring range of
±700 m/s2 and 0.3–8000 Hz. The weight of the accelerometers (4.9 g) is small
enough compared to the unit weight of the beam (per segment of interest), therefore
the influence of transducer mass on modal testing results is negligible. The impact
force and acceleration response signals were acquired with a data acquisition module
via a lab view control interface. During the test, the maximum acceleration and the
frequency spectrum of the impact were monitored to ensure the beam was properly
excited.

3.2 Free Ended I Beam

The test specimen was a 3 m long standard IPE 80 steel beam which has a parallel
internal surface of the flanges and dimensions according to EN 10,365. The beam
was hung on two springs located at 300 mm from each end of the beam as shown in
Fig. 2. As is common in similar laboratory studies [8], the structural changes were
simulated by placing additional mass at varying locations. Two accelerometers were
mounted on the top surface of the beam at 1300 and 1000 mm (or about 1/2.3 and
1/3 of the beam length) from the left end and labelled as accelerometer A1 and A2,
respectively. The impact excitationwas applied at the location of 1450mmmeasuring
from left end.
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Fig. 2 Spring-hung IPE 80 steel beam

A measurement array was arranged by dividing the beam into 10 segments with
equal length, giving 10 segmental midpoints which were labelled as points 1 to
10. 10 ‘damaged’ states were created by attaching a mass of 200 g at points 1–10
sequentially. Themass was approximately equal to 1% of the beamweight. Including
the original state of the beamwith nomass attached, there were totally 11 states being
studied in the damage detection and localisation process. In each of the states, the
beam was excited 20 times and in total 220 samples are recorded.

The vibration response was recorded for a duration of 9 s counting from the start
of the impact action until it fully dies out, and the sampling rate was 2560 Hz. A
time-series signal collected from sensor A1 at intact state is shown in Fig. 3a as an
example. The magnitudes and durations of the recorded impact forces vary within
ranges of 3–7N and 0.8–1.2ms, respectively. Based on the entropy analysis, the level
of WPT decomposition is determined as 7. Therefore, from each recorded signal, a
feature vector consisting of 128 NWPNEs was extracted at the 7th level of WPT.
The NWPNE feature extracted from the signal in Fig. 3a is shown in Fig. 3b as an
example.

Hence, the 220 samples were transformed from time-series signals into 128-
dimensional feature vectors, which were used as inputs of the neural network for
training, validation and testing. A BP neural network was established and the number
of neurons in hidden layer was set as 20 based on Eq. (7). The labels of the 220
samples are 11-dimensional one-hot encoded vectors indicating the structural state
from the 11 scenarios of interest. In this case, class 1 represents intact state and
class 2–11 represent states of added mass at segments 1–10, respectively. Thus, the
numbers of neurons in the input layer, hidden layer and output layer are 128, 20 and
11 respectively.

The training, validation and test datasets were formed whose sizes were 154, 33
and 33 respectively based on the ratio stated in Sect. 2. The neural network was
trained by scaled conjugate gradient algorithm. The training process terminates after
41 iterations when generalization stops improving, resulting in a cross-entropy error
of 1.28 × 10–7. The loss in training is nearly 0 which indicates the parameters in the
neural network have been tuned to a state that the relationship between input and
target of the training samples can be very accurately mapped.

To examine the performance in the real measurement environment, in fact only
one response source is needed in the present scheme. Therefore, the datasets collected
by A1 and A2 are tested independently. It has been found that the results from using
either of the two datasets are comparable, so only the results using the dataset from
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Fig. 3 a Time series of a signal collected from sensor A1 at intact state (left); b NWPNE feature
of the signal (right)

one sensor is presented. Figure 4 shows the identification result using the dataset from
A1, where the output class of 33 test samples are marked as red dots. It can be seen
that only 3 of them fall out of the target classes which are indicated as blue squares.
This means 30 out of 33 tests are correct in the structural state identification and the
accuracy is 90.9%. In conjunction with additional tests on the same beam which are
not included here, the WPNE-NN approach has demonstrated good sensitivity and
robustness on a physical structure in real excitation and measurement environment.

3.3 Flat Beam with Fixed Ends

In order to further examine the performance of the approach on a laboratory structure
with more realistic support conditions, an experiment was conducted on a flat steel
beam under a fixed-end condition. Steel clamping plates and bolts were used to fix
two ends of the beam on strong steel supports. The stiffness of the supports is deemed
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Fig. 4 Added mass
identification result using
the dataset from A1

considerably larger than the testing specimen so that it can be regarded as a fixed
support. The beam had a length of 1020 mm and a cross-section of width 50 mm
and depth 6 mm. A sketch and a photo of the set-up are shown in Fig. 5.

A measurement array was arranged by dividing the beam into 10 segments along
its length, giving 9 joints in between the two supports which were labelled as points
1–9. To avoid nodal points in any of the first few mode shapes the beam was excited
by vertical impacts between points 4 and 5 and an accelerometer is located at point
6. The record duration was set at 6 s, which is adequate to cover the useful signal
and maintain a manageable data size. The sampling rate was set at 1651 Hz. All
hammer impact points were within a 2 cm by 2 cm square area at the middle point
between node 4 and 5. All excitation forces were within a range of 10–20 N. A
mass of 12 g which approximately equals 0.5% of the beam weight was used as the

Fig. 5 a Sketch of the flat beam with fixed ends (top). b Flat steel beam (bottom)
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Fig. 6 Added mass
identification result

additional mass in the structure. 9 structure states were created by attaching the mass
at points 1–9. Including the case of no mass attached, there were totally 10 states
studied. Similar to the I beam test, in each state the beam was excited 20 times and
200 samples were recorded in total.

Based on entropy analysis, the level of WPT decomposition is determined at
7. From the measured signals, the 128-dimensional feature vectors consisting of
NWPNEs at the 7th level of WPT are extracted and used as the inputs of the neural
network.

Similar to the I beam case, the number of neurons in hidden layer is set as 20.
The outputs are 10-dimensional one-hot encoded vectors. Thus, the structure of the
neural network in terms of neuron numbers in each layer is 128–20-10, The sizes
of training, validation and test datasets in this case are 140, 30 and 30 respectively
based on the same division ratio mentioned above. The training of the neural network
completes with 36 iterations and a cross-entropy error is 8.34 × 10–5.

The test (prediction) result is illustrated in Fig. 6 showing a satisfactory accuracy
of 93.3% in structural state identification for this fixed-end beam case.

3.4 MX3D Bridge

To extend the experimental investigation into more realistic structural settings, a
similar structural state identification is performed on data collected from testing of
a 3D steel footbridge. This steel bridge is the world’s first metal 3D printed bridge
manufactured by Dutch company MX3D in 2018. The bridge has an overall span of
10.5 m and a mass of 7.8 t with steel main structure and a non-slip deck coating.
Figure 7a shows an overall view of the bridge.

During the vibration test, the bridge was fully instrumented with various sensors.
Seven tri-axial accelerometers (model MX1601B-R) labelled A01 to A07 were
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Fig. 7 a Overall view of MX3D Bridge (left); b locations of loading and accelerometers (right)

mounted on the bottom surface of the main beams. Added mass, which consisted
of eight pieces of slabs with a total weight of 95 kg, was applied at one of the four
specified locations each time, creating 4 different loading scenarios. Including the
no added mass scenario, 5 structural states are to be identified. It is worth noting that
the added mass was approximately 1.2% of the total weight of the structure. Hence
the extent of structural change is commensurate with that in the previous laboratory
tests. The locations of mass and accelerometers are shown in Fig. 7b.

In each structural state, the bridgewas excited by a personwalking and performing
heel drops on the structure. The procedures were as follows: a person weighing
84.2 kg wearing running sneakers walked across the bridge 10 times at a pace of
100 steps per minute. After that, the same person performed heel drops 5 times at
location 1 with 30 s rest between each heel drop. The whole test was repeated another
3 times on the second day allowing exposures to various ambient influence in the
measurements. The time of tests included early morning, mid-day and evening with
readings of thermistors varying from 15 to 47 °C. Therefore, in each structural state,
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40 sets of walking signals and 20 sets of heel-dropping signals are sampled at a
rate of 100 Hz. Each walking signal and heel-dropping signal lasted for 20 and 8 s
respectively. The recorded time series of a walking signal and a heel-dropping signal
are shown in Fig. 8a. In this study, only vertical acceleration signals are utilised since
walking and heel-dropping excitations are considered as vertical loads. The power
spectral density of a walking signal and a heel-dropping signal are shown in Fig. 8b
as an example. WPNEs are extracted at the 8th level of the WPT decomposition.
Examples of NWPNE features extracted are shown in Fig. 9. In order to allow a
larger testing dataset, the data are split with an adjusted ratio of 60%, 10% and 30%
to form training, validation and testing dataset, respectively.

From the frequency spectrums it can be seen that high frequency components
have been significantly interfered in the measurements and clear peaks can only
be observed in the first few modes. Responses of walking excitations appear even
vaguer. To investigate the effects of the two types of excitations, the walking and
heel-dropping signals sets are tested separately with the WPNE-NN approach.

Besides, signal sets from 7 accelerometers are tested individually to examine
the performance of the approach with single data source, following which a few
combination cases of multiple data sources are tested to examine the effect of data
fusion. The fusion of the features from multiple sources is achieved by combining
them into a higher dimensional vector. The combination cases include (1) A04 +
A05 (2) A04 + A05 + A02 (3) A02 + A05 + A07 (4) all 7 sensors. Since the input
and output vectors of the neural network are 256 and 5 in dimension, the number of
neurons in the hidden layer is determined as 20, resulting in a network structure of
256-20-5 in terms of the number of neurons in each layer.

The identification results based on various data sources and signals types are
compared in Table 1. Cases 1–13 represent tests with different data sources involved.
Results from signals collected under two types of excitations (heel-dropping and
walking) are compared in these 13 cases. It can be seen that with any single data
source, the approach can hardly identify the structural state with most of the accura-
cies under 50%. When more data sources are involved, apparent improvements can
be observed in both results based on data from heel-dropping and walking. Partic-
ularly, the identification based on heel-dropping data appears to be highly accurate
although variation in accuracy exists with different combinations of data sources. On
the other hand, the results based on walking data cannot be improved to a satisfying
extent even with a combination of more data sources.

4 Conclusions

Through an experimental investigation on two laboratory structures and a real-
life steel bridge, the viability of the WPNE-NN approach in detecting and local-
ising incipient structural changes under realistic structural and measurement condi-
tions is examined. In the test on free-ended I beam, the WPNE-NN approach has
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Fig. 8 Left: time histories of a signal excited by a walking, b a heel drop; right: The corresponding
power spectral density plots
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Fig. 9 Examples of
NWPNE features from a a
signal collected from A04
excited by walking, b a
signal collected from A04
excited by a heel drop

Table 1 Detection and localization results of test on MX3D Bridge

Case Heel dropping Walking

Data source Accuracy (%) Data source Accuracy (%)

1–8 A01, …, A08 13.3–66.7 A01, …, A08 13.3–33.3

9 A04 + A05 86.70 A04 + A05 46.70

10 A04 + A05 + A02 100 A04 + A05 + A02 53.30

11 A02 + A05 + A07 73.30 A02 + A05 + A07 50.00

12 A02 + A03 + A07 100 A02 + A03 + A07 50.00

13 A01 to A07 100 A01 to A07 56.70

demonstrated satisfactory sensitivity and robustness in identifying incipient struc-
tural changes with just a single data source. The results from testing a beam with
fixed ends further confirm the applicability of the approachunder a practical boundary
condition. Further application of the approach on data collected from testing of the
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MX3D Bridge indicates that, as the complexity of the structure and the measure-
ment increases, using a single data source may no longer be sufficient, and data
fusion from multiple sources becomes essential. The results from using a combina-
tion of data from multiple sensors have yielded satisfactory classification accuracy
even with the complex 3D bridge. In general, the identification accuracy is higher in
a better controlled excitation situation, where structural changes at a level equivalent
to incipient damage are detectable.
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Identification of the Dynamic Properties
of the Residential Tower New Orleans

A. J. Bronkhorst, D. Moretti, and C. P. W. Geurts

Abstract This paper describes the application of the Frequency Domain Decom-
position (FDD) technique on measured acceleration data on the residential tower
New Orleans in Rotterdam, the Netherlands. The goal of this study is to determine
and analyse multiple natural frequencies and mode shapes of this tower. A measure-
ment campaign was setup on the 158 m highNew Orleans tower. Accelerations were
measured at the 15th, 34th and 44th floor. Modal properties are obtained using the
FDD method. A total of 11 modes are identified, of which 7 modes have a clear
dominant direction. The first mode, with the lowest natural frequency, is observed in
X-direction, which corresponds with the lower bending stiffness of the New Orleans
tower in this direction compared to the Y-direction. The second mode in X-direction
has a higher natural frequency than the second mode in Y-direction. This suggests
that the foundation stiffnesses in X-direction are larger than those in Y-direction.
The obtained modal properties provide a good basis for further work, in which the
properties of an Euler-Bernoulli beam with rotational and translational springs at the
base can be determined by matching the measured modal properties.

Keywords High-rise building · Acceleration measurements · Frequency domain
decomposition · Natural frequencies · Mode shapes

1 Introduction

Reliable prediction of the dynamic characteristics of high-rise buildings requires
accurate estimation of the structural building properties (i.e. stiffness and mass).
Accurate estimation of these properties in the design phase is difficult. Bronkhorst
and Geurts [1] showed that the predicted natural frequency of several Dutch high-
rise buildings deviates significantly from the estimated value. This is attributed to
an inaccurate estimation of the building and foundation properties during the design
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phase. It is unclear which properties (i.e. building mass, building stiffness and/or
foundation stiffness) are incorrectly estimated and by how much. To determine to
what extent the estimated building properties are responsible for the inaccurate esti-
mation of the natural frequency, these properties need to be determined via in-situ
measurements. One approach to determine structural properties via measurements is
to measure several modes (i.e. natural frequencies and mode shapes) of the building
and match these with the modes of a model by tuning its structural properties. In
previous measurement studies on Dutch high-rise buildings [1–3], the first three
natural frequencies were determined through picking of peaks in themeasured output
spectra of measurements on one floor. This measurement setup does not allow to
obtain information on the mode shapes. According to van den Berg en Steenbergen
[2], information on both natural frequencies and mode shapes for more modes is
needed for accurate estimation of the building properties. The Frequency Domain
Decomposition (FDD) technique is a well-established method, see for example [4–
6], to determine natural frequencies and mode shapes from output-only accelera-
tion measurements, also known as Operational Modal Analysis (OMA). This paper
describes the application of the FDD technique on measured acceleration data on the
New Orleans residential tower. The goal of this study is to determine and analyse
multiple natural frequencies and mode shapes of this tower. Section 2 describes the
measurement setup on the New Orleans tower. Section 3 explains the methods used
to analyse the data, and to assess the obtained modal properties. The results of this
study are presented in Sect. 4. Section 5 gives the conclusions of this study. The
obtained modal properties provide the basis for ensuing work, in which the struc-
tural properties of an analytical model (i.e. an Euler–Bernoulli beam with rotational
and translational spring at the base) are estimated by matching the measured modal
properties.

2 Measurement Setup

Measurements were performed on the residential tower New Orleans in Rotterdam,
shown in Fig. 1a. This building is equipped with a permanent monitoring system.
The original reason for setting up this monitoring system was a research project on
local wind loads on façade elements, and the influence of pressure equalization on
these loads. Details about the setup of the permanent monitoring system can be found
in [1, 7, 8].

The permanent monitoring system on the 34th floor was supplemented with addi-
tional acceleration sensors (Sundstrand, type QA-700) on the 15th and 44th floor.
Figure 1b–d shows the position of the 8 accelerometers of the permanent monitoring
setup on the 34th floor, and the additional accelerometers placed on the 15th and
44th floor. The data applied in this study was recorded on 29/03/2020. A total of 129
10-min records were used, which were sampled with 20 Hz. The mean wind velocity
ranged between 5 and 16 m/s and the average wind direction varied between 0 and
40°.
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Fig. 1 a, b Picture and schematic of the New Orleans tower and positions of the acceleration
sensors (green squares) on the New Orleans residential tower on c the 44th floor, d the 34th floor,
and e the 15th floor. The green arrows indicate the directions of the acceleration sensors

3 Data Analysis

This section describes themethods used to process themeasured acceleration data and
analyse the obtained mode shapes. The first paragraph explains the processing steps
in the Frequency Domain Decomposition, with which the modes of the New Orleans
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are determined. The second paragraph explains the applied scaling procedure for the
obtained mode shapes. The last paragraph describes the Modal Assurance Criterion
(MAC), which is a technique to assess whether mode shapes are sufficiently well
identified to differentiate them from other modes.

3.1 Frequency Domain Decomposition

The Frequency Domain Decomposition (FDD) method was first presented by
Brincker et al. [4]. It is a frequency domain technique with which natural frequencies
and mode shapes can be estimated frommeasured acceleration signals on a structure
excited by ambient vibrations closely representing white noise.

First the power spectral densitymatrixGyy of themeasured time series is obtained
by determining the cross and auto power spectra of all measured signals. The power
spectra are computed after detrending the time series by removing the average.
Power spectral densities for all measured 10 min time traces were obtained with
Welch’s averaged, modified periodogram method (cpsd in Matlab R2019a). The
applied window size was chosen equal to the number of samples in the measured
signal (number of samples in 10 min) and no overlap was applied; zero-padding
was used to increase the FFT resolution. Averaging was applied over the 129 power
spectra obtained with this procedure.

After obtaining the averaged 8 × 8 power spectral density matrix Gyy , for each
frequency instance ω in the spectrum, these matrices were decomposed using the
singular value decomposition [4]:

Gyy = USU ∗′ (1)

where U is an orthonormal matrix (i.e. U ′U = UU ′ = I ) containing the singular
vectors and S is a diagonal matrix with the singular values at each frequency instance
ω. The singular values of S are the ordinates of scalar spectra of single degree of
freedom systems. The singular vectors in matrix U can be associated with mode
shapes of the tested structure. In particular, in this study the column in U corre-
sponding to the first singular value in S for each frequency that can be identified as
a natural frequency (see Fig. 2) is used as mode shape. This may lead to more mode
shapes than can be described by the limited set of sensors. Section 3.3 describes how
to determine which modes are not sufficiently well described.

3.2 Mode Shape Scaling

The obtained mode shapes ϕi from the matrixU at the identified natural frequencies
are scaled using degree of freedom (DOF) scaling; the DOF scaled mode shape is
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Fig. 2 Dimensionless spectrum of the first singular value of S for each frequency. Indicated in
green are the natural frequencies of the New Orleans tower

defined as [9]:

ϕi,D = ϕi

ϕi,Dn
(2)

where ϕDn is the considered DOF used for scaling; in this study the DOF with the
largest component was used.

3.3 Modal Assurance Criterion

To assess whether the obtained modes are orthogonal (i.e. the correlation between
the mode shapes is low), the Modal Assurance Criterion (MAC) is applied here.
The MAC gives the correlation coefficient between two mode shape vectors, and is
defined as [10]:

MAC =
(
ϕ∗′
1 ϕ2

)2
(
ϕ∗′
1 ϕ1

)(
ϕ∗′
2 ϕ2

) (3)

Normalization is not relevant here and the original mode shapes ϕi can be used.
TheMAC values of mode shape vectors describing different modes should generally
be small; Heylen et al. [10] suggest a value less than 10%. If the MAC is high (larger
than 35%), this can mean two things:
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• If themodes are at close frequencies, this could indicate the twomodes are actually
the same mode;

• If the modes are at distant frequencies, this is a strong indication that the number
of sensor positions is not sufficient to differentiate sufficiently between the two
modes.

4 Results and Discussion

This section discusses the results obtained from the measurements on the New
Orleans tower. The first paragraph presents the obtained modal frequencies and the
DOF-scaled modal displacements, and discusses the orthogonality of the obtained
modes. The second paragraph discusses the dominant directions of the obtainedmode
shapes.

4.1 Orthogonal Modes

Figure 2 shows the dimensionless spectrum of the first singular value of S. The peaks
indicated in this graph correspond with the natural frequencies specified in Tables 1
and 2. These tables also specify per mode the dominant direction and the DOF-scaled
modal displacements of each sensor. Table 3 gives the MAC values determined for
each combination of mode shapes. Table 3 shows that modes 1, 2, 4, 5, 7 and 8 have
MAC values which are all smaller than 35%. This indicates the applied measurement
setup is sufficient for observability of these modes. It furthermore shows that these
modes are orthogonal modes of the New Orleans tower.

Table 1 Properties of the modes defined from the singular value spectrum (modes 1–6)

Mode 1 2 3 4 5 6

Dominant direction [–] X Y θ Y X θ

Natural frequency [Hz] 0.282 0.291 0.638 1.332 1.527 2.054

Modal displacement [–]

Sensor 5 (51.4 m) −0.30 −0.05 −0.13 0.00 0.89 0.29

Sensor 6 (51.4 m) −0.02 −0.29 −0.15 −0.90 0.05 0.50

Sensor 1 (114.6 m) −0.71 −0.10 −1.00 −0.02 −0.23 −1.00

Sensor 2 (114.6 m) −0.03 −0.78 0.43 0.19 0.02 0.45

Sensor 3 (114.6 m) −0.67 −0.11 −0.28 0.00 −0.06 −0.24

Sensor 4 (114.6 m) −0.03 −0.76 −0.30 0.06 −0.02 −0.21

Sensor 7 (147.9 m) −1.00 −0.12 −0.23 −0.04 −1.00 −0.25

Sensor 8 (147.9 m) −0.09 −1.00 −0.38 1.00 −0.11 −0.61
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Table 2 Properties of the modes defined from the singular value spectrum (modes 7–11)

Mode 7 8 9 10 11

Dominant direction [–] Y Y

Natural frequency [Hz] 2.771 3.560 4.155 5.300 7.250

Modal displacement [–]

Sensor 5 (51.4 m) 0.02 0.33 0.03 0.08 -0.16

Sensor 6 (51.4 m) −0.73 0.22 0.18 −0.03 −0.06

Sensor 1 (114.6 m) −0.11 −1.00 −0.12 −1.00 −1.00

Sensor 2 (114.6 m) 0.83 0.11 1.00 0.15 0.20

Sensor 3 (114.6 m) −0.06 −0.80 −0.08 −0.58 −0.51

Sensor 4 (114.6 m) 0.99 −0.38 0.95 −0.29 −0.13

Sensor 7 (147.9 m) 0.01 0.41 −0.06 0.16 0.16

Sensor 8 (147.9 m) −1.00 0.39 0.35 0.14 0.11

Table 3 Modal assurance criterion (MAC) values for the modes of Tables 1 and 2

Mode 1 2 3 4 5 6 7 8 9 10 11

1 1.00

2 0.04 1.00

3 0.44 0.06 1.00

4 0.00 0.20 0.01 1.00

5 0.24 0.01 0.06 0.00 1.00

6 0.27 0.03 0.69 0.24 0.19 1.00

7 0.00 0.00 0.09 0.00 0.00 0.04 1.00

8 0.11 0.00 0.32 0.01 0.00 0.30 0.06 1.00

9 0.00 0.73 0.01 0.05 0.00 0.02 0.26 0.00 1.00

10 0.27 0.00 0.63 0.01 0.01 0.43 0.00 0.88 0.00 1.00

11 0.30 0.00 0.68 0.02 0.00 0.39 0.00 0.74 0.02 0.94 1.00

Colour legend: 0–0.25; 0.25–0.5; 0.5–0.75; 0.75–1

Mode 3, 6, 9, 10 and 11 have more than 35% correlation with some lower modes
(e.g. mode 3 with mode 1). According to Heylen et al. [10], this is a strong indication
that the sensor setup violates the base assumption of observability for these modes.
This means the applied setup is not sufficient to properly distinguish themode shapes
of these modes from the mode shapes of lower modes. It is noted that when mode 3
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is not considered, mode 6 does meet the 35% correlation criterion. Measurements at
additional floor levels with a minimum of 3 sensors on each floor are needed to meet
the observability criterion for these modes. The best floor levels should be based
on the expected mode shapes of these higher modes (i.e. mode 3, 6 and 8–11). The
analytical model that will be fitted on the obtained modal properties in ensuing work
could be used to determine the floor levels at which additional measurements should
be performed to properly assess the higher modes.

Although the setup is not enough to properly distinguish themode shapes of mode
3 and mode 6, it is sufficient to determine that these modes are (dominant) torsional
modes. The next paragraph provides more information about the dominant direction
of the measured modes.

4.2 Dominant Direction

The dominant direction is determined from the DOF-scaled modal displacements
specified in Tables 1 and 2. The modal displacements obtained for the sensors that
are oriented in the direction opposite to the dominant direction are indicated in light
grey. For example, the modal displacements of mode 1 for the sensors in X-direction
are clearly larger than for the sensors in Y-direction. For a number of modes (mode 1,
2, 3, 4, 5, 7 and 9) a clear dominant direction (translational or torsional) of the mode
shape is found. For these modes, relatively small modal displacements are observed
in the non-dominant direction.

Table 2 shows that for modes 8, 10 and 11 no clear dominant direction can be
determined from the modal displacements. The modes appear to consist of a combi-
nation of torsion and translation in X-direction. This could have implications when
fitting a model on these measured mode shapes. The modes with a clear dominant
direction can be fitted with a simpler model (only considering the dominant direc-
tion), while the modes with combined directions require a more complex model that
considers all directions (both translations and rotation).

The dominant direction of the torsional modes can be established by considering
the position of the sensor with respect to the neutral axis of the building. Because
the torsional movement of the tower is very small, the angular modal displacements
can be determined by dividing the modal displacement with the distance between the
sensor and the building axes (see Fig. 1). Table 4 gives theDOF-scaled angular modal
displacements per sensor for mode 3 and 6. For mode 3, the modal displacements
are similar for each set of sensors per floor, with an average value of -0.36 for the
15th floor (51.4 m), −0.71 for the 34th floor (114.6 m), and −0.98 for the 44th
floor (147.9 m). Figure 3 shows that mode 3 gradually increases in angular modal
displacement with height. The variability in angular modal displacements between
different sensors at the same floor is small compared to those observed for mode 6.
This shows mode 3 is a well-defined torsional mode around the neutral axis of the
New Orleans tower. The larger variability observed for mode 6 indicates this mode
shape is not as well-defined as mode 3, but the main contribution is torsional.
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Table 4 The DOF-scaled
angular modal displacements
for mode 3 and mode 6

Mode 1 6

Sensor 5 (51.4 m) −0.34 0.48

Sensor 6 (51.4 m) −0.38 0.83

Sensor 1 (114.6 m) −0.71 −0.44

Sensor 2 (114.6 m) −0.70 −0.46

Sensor 3 (114.6 m) −0.73 −0.39

Sensor 4 (114.6 m) −0.71 −0.31

Sensor 7 (147.9 m) −0.96 −0.66

Sensor 8 (147.9 m) −1.00 −1.00

Figure 3 shows the DOF-scaled mode shapes of mode 1–7. The top row of graphs
shows themodeswith themain contribution inX-direction, themiddle row themodes
mainly in Y-direction, and the bottom row the modes in torsional direction. The first
mode with the lowest natural frequency of 0.282 Hz is observed in X-direction.
This corresponds with the lower bending stiffness of the New Orleans tower in this
direction compared to the Y-direction. The second mode in X-direction (mode 5)
has, however, a higher natural frequency than the second mode in Y-direction (mode
4). Because the mass of the building is the same for both directions, the foundation
stiffness (rotational and/or translational) appears to be responsible for this difference
in natural frequencies.

The obtained natural frequencies and mode shapes provide a good first basis for a
study on the identification of the structural properties of an analytical beammodel of
the New Orleans tower. The mode shapes determined for mode 1 to mode 7 indicate
that theNewOrleans tower can be well-represented by an Euler-Bernoulli beamwith
rotational and translational springs at the base.

5 Conclusion

This paper described a study on the application of the FrequencyDomainDecomposi-
tion (FDD) technique on acceleration data measured on the New Orleans residential
tower. A total of 11 modes were identified. Application of the Modal Assurance
Criterion showed that 6 of the identified modes (i.e. mode 1, 2, 4, 5, 7 and 8) meet
the requirement for orthogonality. For these modes the applied measurement setup
is sufficient for observability. The other modes (mode 3, 6, 9, 10 and 11) do not meet
the MAC requirements to properly distinguish them from lower modes. Measure-
ments at additional floor levels are needed to meet the observability criterion for
these modes.

For a number of modes (mode 1, 2, 3, 4, 5, 7 and 9) a clear dominant direction
(translational or rotational) of themode shape is observed. For thesemodes, relatively
small modal displacements are found in the non-dominant direction. For the other
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Fig. 3 DOF-scaled mode shapes of mode 1–7: (top row) mode 1 and 5 with dominant X-direction,
(middle row) mode 2, 4 and 7 with dominant Y-direction, (bottom row) mode 3 and 6 with dominant
torsional direction
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modes (mode 6, 8, 10 and 11), themode shapes do not have a clear dominant direction,
but consist of a combination of directions. This could have implications for the
required model setup to estimate the structural properties of the New Orleans tower.

The obtained modal properties obtained in this study provide a good first basis for
the estimation of the structural properties (i.e. building mass, building stiffness and
foundation stiffness) of the New Orleans tower by fitting an Euler–Bernoulli beam
with rotational and translational springs at the base.
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Response Spectrum Method
for Vehicle-Induced Bridge Vibration
Serviceability Design

Haoqi Wang and Tomonori Nagayama

Abstract The vehicle-induced bridge vibration, which is mainly caused by the
dynamic part of the load, has many negative influences on the serviceability of the
bridge including bridge fatigue, driving safety, and pedestrian’s comfort, etc. At the
design stage, the prediction of the vibration level of the bridge to be constructed is
an important task. This paper proposes a novel method to predict the bridge vibra-
tion due to single vehicle passage using the idea of response spectrum inspired from
the research field of seismic engineering. The procedure of this response spectrum
method is demonstrated through a numerical example. Possible factors that may
affect the shape of the response spectrum are also discussed. This proposal provides
an applicable method to predict the acceleration response under vehicle’s passage.

Keywords Vehicle-induced load · Bridge vibration · Response spectrum · Design
criteria · Infrastructure serviceability

1 Introduction

Among many types of loads, including seismic movement, wind, etc., the vehicle-
induced load is one of the most common excitation that a bridge may encounter
during its service life. Because the bridge pavement is usually uneven, the bridge
surface provides excitation to the mechanical system of the vehicle, which, in return,
exerts dynamic load on the bridge deck, leading to vibration of the bridge. Effects
of this vehicle-induced vibration include fatigue of the structural components like
girders or cables. The vehicles’ driving safety and the pedestrians’ comfort are also
affected if the vibration of the bridge is not well controlled, even resulting in a
negative social influence. If the unpleasant vibration occurs after the construction
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has been completed, the time and cost expenses on vibration mitigation are supposed
to be high. Therefore, the bridge vibration caused by passing vehicles needs to be
carefully considered during the design stage.

The dynamic effect of the passing vehicles is usually reflected by an amplifica-
tion factor in the current design methods, which is related with either the bridge
fundamental frequency [1] or the bridge span [2] in which the dynamic response of
the bridge is considered as a fixed amplified static response. This method, although
simple and straightforward, could not directly evaluate the vibration level of the
bridge because it does not consider the properties of the vehicle-induced load as
well as its stochastic features. On the other hand, the idea of responses spectrum
has been proposed for a long time since 1920s, when Suyehiro analyzed the move-
ment of different pendulums under one earthquake [3]. This idea was then developed
by researchers including Biot [4], Housner [5], and Newmark [6], and was later
adopted as the standard method for seismic design [7]. Although the concept of the
response spectrum is proposed and developed in the field of earthquake engineering,
the responses spectrum is not limited to seismic load, and has already been extended
to wind load [8] and human-induced activities [9].

However, there is still not much investigation on the possibility of using responses
spectrum method for bridge vibration serviceability design. To the authors’ under-
standing, the main difficulties are about the measurement of real vehicle dynamic
load and the affecting factors that need to be considered, e.g., pavement roughness,
driving speed. In recent years,with the development of themoving force identification
technique, the indirect measurement or identification of the passing vehicle’s load
becomes possible [10], providing foundation for the derivation of the vehicle-induced
response spectrum. Moreover, the pavement roughness, which is the main excitation
source of the vehicle-bridge system, has become possible to be detected and evalu-
ated through a recently-developed algorithm [11, 12]. Therefore, the vehicle-induced
responses spectrum and corresponding design strategy is ready to be developed.

In this paper, the procedure of developing the response spectrum model is given
after a brief introduction on the concept of response spectrum. Factors that may
affect the responses spectrum model is discussed. Steps for the use of the proposed
method are summarized. Some future work that requires further investigation on the
vehicle-induced responses spectrum model is also given.

2 Vehicle Dynamic Load

It is well known that to develop the response spectrum model, it is crucial to obtain
a large amount of time histories of vehicle-induced load. For example, without the
database of recordings of seismic acceleration input, it is not even possible to develop
the response spectrum model for seismic design. Unfortunately, for the vehicle-
induced load, large-scalemeasurement of real vehicle dynamic load remains difficult,
if not impossible [13]. In this manner, it is important to develop indirect identification
technique and conduct field tests to establish the database of vehicle-induced load
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time histories. Note that this paper mainly focuses on the procedure of the develop-
ment of the response spectrum rather thanmoving force identification. Therefore, the
vehicle-induced load time histories used in this paper are simulated ones, rather than
extracted from a field test. However, it is clear that a correct and reliable response
spectrum should be based on the vehicle loads from in-situ measurement.

The vehicle-induced dynamic load is related on two aspects, the pavement rough-
ness and the vehicle dynamic parameters. The pavement roughness in this section is
extracted from a field test [14], and is shown in Fig. 1a. For the vehicle parameters,
a half-car model is adopted with all its parameters considered as random variables.
The probability distribution of these parameters are listed in Table 1, where N(μ,σ )
means the variable follows a normal distribution with a mean value of μ and a stan-
dard deviation of σ , and U(a,b) indicates the uniform distribution with lower limit a
and upper limit b. The physical meanings vehicle parameters shown in Table 1 are
illustrated in Fig. 1b.

Fig. 1 Pavement roughness
and half-car model. a
Pavement roughness
extracted from a field test.
b) Illustration of a half-car
model

Table 1 Parameter distribution of a half-car model

mb (kg) mf (kg) mr (kg) Iy kf (N/m) kr (N/m)

N(2000,300) N(100,10) N(150,10) N(2000,500) N(10,000,1000) N(13,000,1000)

ktf (N/m) ktr (N/m) cf (Nm/s) cr (Nm/s) Lb (m) Lr (m)

N(200,000,5000) N(200,000,5000) N(2500,200) N(2700,200) N(2.5,0.1) N(2.05,0.02)

v (m/s2)

U(30,50)



486 H. Wang and T. Nagayama

Fig. 2 Simulated normalized dynamic load

With the pavement roughness and vehicle parameters decided, the vehicle
responses are calculated through Eq. (1)

M
··
U(t) + C

·
U(t) + KU(t) = P(t) (1)

whereM,C,K,U, and P are mass matrix, dampingmatrix, stiffness matrix, response
vector, and input vector of the half-car model system, whose detailed definition could
be found in Ref. [15]. The vehicle dynamic load are thus calculated through Eq. (2)

Ff (t) = ki f
(
u f (t) − h f (t)

)

Fr (t) = kir (ur (t) − hr (t))
(2)

in which Ff , Fr , uf , ur , hf , hr indicates the dynamic force, displacement, and pave-
ment roughness of the front and rear tire, respectively. Moreover, for most two-axle
vehicles, the wheel base is usually negligibly smaller than the bridge span. Therefore,
the total dynamic load F(t) on the bridge is expressed by the summation of Ff (t)
and Fr(t). Figure 2 shows 10 vehicle dynamic load generated following the process
described above.

3 Derivation of Response Spectrum

3.1 Generalized Single-Degree-of-Freedom System

A responses spectrum is defined as a plot ofmaximum responses of single-degree-of-
freedom (SDOF) systems with various fundamental frequencies and damping ratios.
The mass of the SDOF system is usually normalized to 1. The equation of motion
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of the SDOF system is shown by Eq. (3)

z̈(t) + 2ωξ ż(t) + ω2z(t) = p(t) (3)

where z(t), ω, and ξ are the displacement response, circular frequency, and damping
ratio of this SDOF system, and p(t) is the external load.Withω and ξ determined, the
responses could be calculated by solving Eq. (3) and the corresponding maximum
or RMS value are obtained for each frequency and damping ratio.

3.2 System Input Considering Moving Effect

One main difference between the vehicle excitation and seismic excitation is that the
vehicle-bridge contact point moves along the bridge while the seismic excitation is
input on a fixed point of the structure. In this paper, the moving effect is considered
by modifying the input of the generalized SDOF system. The vehicle dynamic load
is multiplied by a half-sine wave, as expressed by Eq. (4)

p(t) = F(t) · sin(πvt/L) (4)

where L is the bridge span. The half-sine wave here represents the first vibration
mode shape of a simply-supported beam.

3.3 Representative Vehicle-Induced Response Spectra

For each vehicle passage, the response spectrum can be extracted following the
procedure described above by changing the fundamental frequency and the damping
ratio of the generalized SDOF system. The vehicle dynamic load is a random process
affected by pavement roughness and the vehicle parameters. Representative response
spectra of 100 simulated vehicle dynamic loads are calculated and plotted together
in Fig. 3. The damping ratio is chosen to be 0.01. Note that in this figure, the vertical
axis represents the maximum acceleration response of the SDOF system. If other
physical quantities are of interest, the vertical axis could be adjusted accordingly,
e.g., RMS value of the displacement.

It is observed that most spectra have peaks near 2–3 Hz, indicating that most
simulated half-car models have their fundamental frequencies around this range.
Note that the above dominant frequency range is in accordance with the findings in
Reference [16], in which real vehicle loads were directly measured by load cells,
showing that the vehicle parameters adopted in this study are reasonable. However,
this dominant frequency rangemay vary according to the adopted vehicle load, which
shows again the importance of in-situ vehicle load identification. Moreover, for each
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Fig. 3 Response spectra of 100 simulated vehicle loads (damping ratio = 0.01)

frequency component, the value that covers 95% and 75% of all data is calculated
and plotted in the same figure, showing the curves corresponding to each confidence
level.

4 Mathematical Model of Design Spectrum

For each vehicle passage, a response spectrum could be extracted through the above
process. However, to use the response spectrum, the idea of design spectrum needs to
be developed. In the field of earthquake engineering, the design spectrum is obtained
from the response spectra of a series of seismic input recordings. Similarly, the design
spectrum of vehicle-induced load could also be developed.

From Fig. 3, it is observed that the value of the spectrum first increases within the
range of 1–2 Hz, reaches is highest value near 2–3.5 Hz and then decrease with the
structural frequency towards a very small value. Inspired by this phenomenon, the
mathematical model of the design spectrum is shown in Fig. 4. The corresponding
formula describing this design spectrum is given in Eq. (5).

R( f ) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

a1st f, 0 < f ≤ 2 Hz

a1st, 2 Hz < f ≤ 3.5 Hz

a1st(3.5/ f )
γ , 3.5Hz < f ≤ 5Hz

a2nd, f > 5Hz

(5)

where R(f ) is the value of the design spectrum at frequency f , a1st, a2nd indicates
the value of the first and second plateau of the curve, respectively, and γ is the
exponential index of the descending curve. For each confidence level, the value of
a1st, a2nd, and γ could be optimized from the datasets. For the curves shown in Fig. 3,
the optimized values are listed in Table 2.
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Fig. 4 The shape of the design spectrum

Table 2 Optimized
parameters for design
spectrum (damping ratio =
0.01)

Confidence level Design spectrum parameter

95% a1st a2nd γ

0.171 0.008 8.586

75% a1st a2nd γ

0.115 0.006 8.280

5 Factors Affecting the Design Spectrum

5.1 Pavement Roughness

It is straightforward that if the bridge pavement becomes higher, the vehicle will also
encounter vibration, leading to larger dynamic force on the bridge, and the bridge
vibration becomes larger accordingly. Therefore, the pavement roughness needs to
be considered in the response spectrum model. Assuming that the vehicle-bridge
coupling system remains linear during vehicle passage, the bridge responses could
be expressed as the product of a series of transfer functions in the frequency domain,
which is shown by Eq. (6)

Sacc(ω) = Hb(ω) · Hv(ω) · Sr (ω) (6)

where Sacc(ω) is the power spectrum of the bridge acceleration response, Hv(ω),
Hb(ω) is the transfer function of the vehicle and the bridge, respectively, and Sr(ω)
is the power spectrum of the pavement roughness in the temporal frequency domain,
which satisfies the following relationship expressed by Eq. (7) according to ISO 8608
[17]

Sr (ω) = vλ
/
ω2 (7)
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where λ is the degree of roughness defined by ISO 8608. For the pavement roughness
used in this paper that is shown by Fig. 1, the value of λ is 41 × 10–6. Combination
of Eqs. (6) and (7) indicates that the bridge vibration level is proportional to the
pavement roughness index λ. In this manner, a modification factor βr is proposed to
account for the effect from different pavement roughness, as expressed by Eq. (8)

βr = λdesign
/
λtest

(8)

in which λtest is the roughness degree of the bridge where the vehicle dynamic loads
are collected, and λdesign is the degree of roughness of the bridge to be designed,
respectively.

5.2 Driving Speed

The driving speed also has an influence on the bridge vibration level. As expressed
by Eqs. (6) and (7), the relation between the bridge vibration and driving speed is
also linear. Therefore, a similar modification factor βv is given by Eq. (9)

βv = vdesign
/
vtest

(9)

in which vtest is the driving speed of the vehicles whose dynamic loads are used in the
design spectrum calculation. Ideally, it is better to use vehicles with similar driving
speed to avoid inaccuracy.

6 Application Procedure of the Response SpectrumMethod

The procedure to use the response spectrum method to calculate the bridge
acceleration is described as follows.

(1) Obtain the natural frequency f j, damping ratio ξ j, modal mass Mj for the jth
vibration mode of the bridge to be constructed from the finite-element model
or from the design documents

(2) Decide the confidence level P, and calculate the value of the design spectrum
through Eq. (5). Note that the design spectrum value is related with f j, ξ j, and
P.

(3) Calculate the modification factors from Eqs. (8) and (9).
(4) Select the point of interest where the vibration level is to be predicted, and

obtain the mode shape value ϕj of this point.
(5) Decide a gross weight value G for the passing vehicle.
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(6) Calculate the predicted response level of the bridge acceleration under single
vehicle passage following Eq. (10) including all vibration modes

Acc =
√√
√√

∑

j

(
Gϕ jβrβm

Mj
a j ( f j , ξ j P)

)2

(10)

7 Conclusions

The contribution of this paper is that the procedure to develop a design-oriented
response spectrummodel is proposed for the prediction of the bridge vibration during
the design stage. The factors affecting the shape of the design spectrum, including
pavement roughness, and driving speed, are discussed and considered in the calcula-
tion process. Finally, the application steps of the proposed method are summarized.
The proposed response spectrum method is capable to calculate the bridge vibration
level under vehicle’s passage.

Acknowledgements This work was partially supported by Council for Science, Technology and
Innovation, “Cross-ministerial Strategic Innovation Promotion Program (SIP), InfrastructureMain-
tenance, Renovation, andManagement” (funding agency: JST) and JSPSKAKENHIGrant Number
17H03295. This work was also sponsored by Chenguang Program (Grant Number: 20CG27)
supported by Shanghai Education Development Foundation and Shanghai Municipal Education
Commission.

References

1. The Ministry of Transport of the People’s Republic of China (2015) General specifications for
design of highway bridges and culverts

2. Japan Road Association (2017) Specifications for highway bridges
3. A Seismic Vibration Analyzer and the Records Obtained Therewith in the Bulletin of the

Earthquake Research Institute, vol 1 (1926)
4. Biot MA (1942) Analytical and experimental methods in engineering seismology. ASCE Trans

108:365–408
5. Housner GW (1959) Behavior of structures during earthquakes. J EngMechDivASCE. 85(EM

4):109–129
6. Newmark NM, Blume JA, Kapur KK (1973) Seismic design criteria for nuclear power plants.

J Power Div ASCE 99:287–303
7. United States Atomic Energy Commission (1973) Design response spectra for seismic design

of nuclear power plants. Regulatory guide no. 1.60
8. Solari G (1989) Wind response spectrum. J Eng Mech 115:2057–2073
9. Chen J, Xu R, Zhang M (2014) Acceleration response spectrum for predicting floor vibration

due to occupant walking. J Sound Vib 333:3564–3579
10. Wang H, Nagayama T, Su D (2021) Static and dynamic vehicle load identification with lane

detection from measured bridge acceleration and inclination responses. Struct Control Health
Monit. https://doi.org/10.1002/stc.2823

https://doi.org/10.1002/stc.2823


492 H. Wang and T. Nagayama

11. Xue K, Nagayama T, Zhao B (2020) Road profile estimation and half-car model identification
through the automated processing of smartphone data. Mech Syst Signal Process 142:106722

12. ZhaoB,NagayamaT,XueK (2019)Roadprofile estimation, and its numerical and experimental
validation, by smartphone measurement of the dynamic responses of an ordinary vehicle. J
Sound Vib 457:92–117

13. Yu Y, Cai CS, Deng L (2016) State-of-the-art review on bridge weigh-in-motion technology.
Adv Struct Eng 19:1514–1530

14. Wang H, Nagayama T, Zhao B, Su D (2017) Identification of moving vehicle parameters using
bridge responses and estimated bridge pavement roughness. Eng Struct 153:57–70

15. Wang H, Nagayama T, Nakasuka J, Zhao B, Su D (2018) Extraction of bridge fundamental
frequency from estimated vehicle excitation through a particle filter approach. J Sound Vib
428:44–58

16. Wang H, Nagayama T, Su D (2019) Estimation of dynamic tire force by measurement of
vehicle body responses with numerical and experimental validation. Mech Syst Signal Process
123:369–385

17. ISO-8608 (1995) Mechanical vibration-road surface profiles-reporting of measured data



A Railway Vibration Simulation
Considering Contact Conditions Between
Structures and Ground

Toru Gondo, Hidefumi Yokoyama, and Yuta Mitsuhashi

Abstract To clarify mechanisms of railway vibration, we have been using railway
vibration simulation method developed by Railway Technical Research Institute.
However, a result by using this simulationmethod sometimes leads to overestimation
of railway vibration in high frequency bands. We suppose that one of the possible
causes of the overestimation is contact conditions between structures and ground.
In the simulation method, force-displacement relationship between structures and
ground is completely continuous. However, in actual ground, there exist some loose
areas nearby structures, and the force-displacement relationship between structures
and ground is not completely continuous. Therefore, in this paper, we study influence
of contact conditions between structures and ground on the estimation of ground
responses. To simulate the looseness between structures and ground, spring elements
are set on nodes between structures and ground in the analysis model. We examine
five contact conditions consisted of sufficiently high stiffness spring elements and
sufficiently low stiffness spring elements. The results of the study show that ground
responses decrease in the frequency band of 20Hz or higher under contact conditions
that sufficiently low stiffness spring elements are set on some of nodes between
structures and ground. Therefore, using the railway vibration simulation method,
we can improve the simulation accuracy by incorporating the influence of contact
conditions between structures and ground into the simulation method.

Keywords Railway vibration · Contact condition · Dynamic interaction analysis ·
Girder viaduct · Flexible volume method
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1 Introduction

Ground vibration arising from railways (hereinafter, railway vibration) sometimes
causes environmental problems. To take appropriate countermeasures against railway
vibration, it is important to clarify generation and propagationmechanisms of railway
vibration.

To clarify themechanisms of railway vibration, we have been using railway vibra-
tion simulation method developed by Railway Technical Research Institute [1]. This
simulation method is combination of two dynamic interaction analyses. First, to
calculate excitation force induced by a train running, we conduct the dynamic inter-
action analysis of a train running, tracks and structures. Secondly, the calculated exci-
tation force is input into the dynamic interaction analysis of structures and ground to
estimate railway vibration. We use programs named DALIA (Kozo Keikaku Engi-
neering Inc. (KKE)) for the former analysis, and Super FLUSH/3DS (KKE)) for the
latter one.

However, a result by using the simulation method mentioned above sometimes
leads to overestimation of railway vibration in high frequency bands.We suppose that
one of the possible causes of the overestimation is contact conditions between struc-
tures and ground. In the simulationmethod, force-displacement relationship between
structures and ground is completely continuous. However, in actual ground, there
exist some loose areas nearby structures, and the force-displacement relationship
between structures and ground is not completely continuous.

In this paper, we study influence of contact conditions between structures and
ground in the railway vibration simulation method on the estimation of ground
responses. To simulate the looseness between structures and ground, spring elements
are set on nodes between structures and ground in the analysis model. Then, we
conduct parametric studies of these spring elements.

2 Dynamic Interaction Analysis of Structures and Ground

We describe the dynamic interaction analysis of structures and ground in the railway
vibration simulation method. We model girder viaduct section.

2.1 Outline of Analysis Model

Figure 1 shows the analysis model. All girders are simply supported box girders. The
span of the girder (T2) is 49 m, and the span of the other girders (T1, T3, T4) is 33 m.
The piers (P2, P3) are round piers, and the other piers (P1, P4, P5) are wall-type
piers. To prevent unbalanced dynamic loads on the piers at both ends, 33 m dummy
girders are added to each end of the analysis model. The foundation type of P2 and
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Fig. 1 The dynamic interaction analysis model of structures and ground

Table 1 The material
properties of structures

Parts of the
structures

Young’s
modulus
(kN/m2)

Unit volume
weight
(kN/m3)

Poisson’s
ratio

Girder 4.00 × 107 24.5 0.200

Pier 3.42E × 107 24.5 0.200

Footing and
pile

3.03E × 107 24.5 0.200

P3 is pile foundation, while that of P1, P4 and P5 is direct foundation. The railway
tracks are slab tracks.

The analysis model consists of structures based on 3D FEM models and ground
based on thin layered element method models. The physical constrains of the bridge
bearings on P1, P3 and P5 are hinge-supported, and those of the bridge bearings on
P2 and P4 are roller-supported.

After referring to design standards, material properties of the structures are
adjusted to match the natural frequency of the first bending mode on T4 identified by
an experimental modal analysis. Physical properties of the ground are obtained from
geologic columnar sections and S-wave velocity structures estimated by a surface
wave method. Tables 1 and 2 show the material properties of structures and the
physical properties of ground. Damping ratio of the structures and the ground is 2%.

2.2 Conventional Contact Conditions

In the dynamic interaction analysis of structures and ground, the force–displace-
ment relationship between structures and ground is evaluated by a flexible volume
method. Under conventional contact conditions, the force–displacement relationship
is completely continuous. The number of nodes is 14211 and the number of elements
is 15296.



496 T. Gondo et al.

Table 2 The physical
properties of ground

Depth
(m)

Shear modulus
(kN/m3)

Density Poisson’s ratio

0 ~ 0.9 4.70 × 103 1.50 × 103 0.499

0.9 ~ 1.9 8.66 × 103 1.50 × 103 0.499

1.9 ~ 2.9 1.08 × 104 1.50 × 103 0.498

2.9 ~ 4.9 1.15 × 105 1.50 × 103 0.487

4.9 ~ 6.9 2.38 × 104 2.00 × 103 0.497

6.9 ~ 8.9 1.19 × 105 1.80 × 103 0.486

8.9 ~ 10.9 6.15 × 104 1.90 × 103 0.493

10.9 ~ 12.9 1.30 × 105 1.90 × 103 0.485

12.9 ~ 14.9 5.36 × 104 2.00 × 103 0.494

14.9 ~ 16.9 2.96 × 105 1.90 × 103 0.463

16.9 ~ 20.9 1.41 × 106 1.90 × 103 0.301

20.9 ~ 120.9 2.20 × 106 2.20 × 103 0.100

2.3 Improved Contact Conditions

Under improved contact conditions, we incorporate influence of contact conditions
between structures and ground into the dynamic interaction analysis of structures
and ground. Nodes of the structures existing below the ground surface except the
piles are separated into two types of nodes: the node to make up the structures, and
the node to set the ground impedance. These separated nodes are double-nodes, and
spring elements are set on these separated nodes. The number of spring elements is
2203. the number of nodes is 16414, and the number of elements is 17499.

We examine five conditions (a)–(e) shown in Table 3. These conditions consist of
sufficiently high stiffness spring elements (Property Type1) and sufficiently low stiff-
ness spring elements (Property Type2). Table 4 shows physical properties of spring
elements Type1 and Type2. The contact conditions of separated nodes with spring

Table 3 The setting of spring elements

Setting of spring
elements

Condition (a) Condition (b) Condition (c) Condition (d) Condition (e)

Pier at ground
surface

Type 1 Type 2 Type 2 Type 2 Type 2

Pier Type 1 Type 1 Type 2 Type 2 Type 2

Upper part of
footing

Type 1 Type 1 Type 1 Type 2 Type 2

Middle part of
footing

Type 1 Type 1 Type 1 Type 1 Type 2

Lower part of
footing

Type 1 Type 1 Type 1 Type 1 Type 1
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Table 4 The physical
properties of spring elements
Type1 and Type2

Spring elements Longitudinal
(kN/m)

Transverse
(kN/m)

Vertical
(kN/m)

Type 1 9.8 × 1010 9.8 × 1010 9.8 × 1010

Type 2 9.8 × 100 9.8 × 100 9.8 × 100

elements Type1 are close to the conventional contact conditions, which the force–
displacement relationship between structures and ground is completely continuous.
On the other hand, under the contact conditions of separated nodes where spring
elements Type 2 are set, the force–displacement relationship between structures and
ground is almost non-continuous. This simulates the looseness between structures
and ground.

Under condition (a), spring elements Type 1 are set on all the separated nodes.
Under condition (b), spring elements Type 2 are set on the separated nodes between
piers and ground surface, and spring elements Type 1 are set on the other separated
nodes. Under condition (c), spring elements Type 2 are set on the separated nodes
between piers and ground, and spring elements Type 1 are set on the other separated
nodes. Under condition (d), spring elements Type 1 are set on the separated nodes
between upper and lower parts of footings and ground, and spring elements Type 2
are set on the other separated nodes. Under condition (e), spring elements Type 1 are
set on the separated nodes between lower part of footings and ground, and spring
elements Type 2 are set on the other separated nodes. For example, Fig. 2 shows the
setting of spring elements at P4 under each condition.

2.4 Analysis Conditions

We input unit excitation force into the analysis model for both the conventional
contact conditions and the improved contact conditions. The excitation points are
positions of left and right fastening devices just above P4. The calculated receiving
points on the ground are 4.2 m, 9.5 m, 27.2 m, 52 m away from P4 in transverse
direction.

3 Results and Consideration

Railway vibration is generally evaluated by magnitude of vertical vibration, so that
we organize transfer functions in vertical direction.
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Fig. 2 The setting of spring elements at P4 (Longitudinal cross section)

3.1 Contact Conditions and Ground Responses

Figure 3 shows ground responses at 9.5 m point under the conventional contact
conditions and condition (a). The results of condition (a) match well with the results
of the conventional contact conditions. Therefore, the contact conditions between the

Fig. 3 The ground
responses at 9.5 m point
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Fig. 4 The ground responses

structures and the ground under condition (a) are close to the conventional contact
conditions.

Figure 4 shows ground responses under conditions (a)–(e) and the conventional
contact conditions. The results of conditions (a)–(e) are roughly the same in the
frequency band of 20 Hz or lower. In the frequency band of 20 Hz or higher, the
results of condition (b) tend to be smaller than the results of condition (a), and the
results of conditions (c)–(e) tend to be smaller than the results of condition (b). There
is no magnitude relationship in the results of conditions (c)–(e). From these results,
in the frequency band of 20 Hz or higher, ground responses become smaller due to
the contact conditions between structures and ground.

Since the ground near the structures is directly affected by the contact conditions,
the difference of contact conditions on ground responses is clear. On the other hand,
as the distance from structures increases, it becomes unclear.

In the frequency band of 20 Hz or lower, the results of condition (e) and other
conditions are roughly the same. Under condition (e), spring elements Type 1 are set
on the separated nodes only between lower part of footings and ground. From this,
vibration propagation from lower surface of footings to ground may be dominant in
the frequency band of 20 Hz or lower.
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3.2 Contact Conditions and Responses of Structures

The contact conditions between structures and ground should affect not only the
ground responses confirmed above but also the responses of structures. The contact
conditions will change vibration characteristics of piers and footings. These can
affect the ground responses.

Figure 5 shows the responses of P4 at 60.1 Hz to examine the influence of contact
conditions on piers and footings. The results of condition (a) are in good agreement
with the results of conventional contact conditions. The contact conditions of condi-
tion (a) are close to the conventional contact conditions, which is also confirmed in
the ground responses shown in Fig. 3.

Except for condition (b), the smaller responses of P4 become, the smaller the
ground responses shown in Fig. 4 become. The results of condition (b) are larger
than the results of condition (a) at upper and lower ends of piers, ground surface
and footings. The results of condition (b) are greater than the results of condition
(a) in the responses of P4. However, the results of condition (a) are greater than
the results of condition (b) in the ground responses. This may be because there is
almost no vibration propagation from structures to ground at ground surface under
condition (b). Under condition (b), spring elements Type 2 are set on the separated
nodes between piers and ground surface.

The distribution of transfer functions under conditions (a)–(c) and conditions (d),
(e) are different. This indicates that the vibration modes of P4 differ under conditions
(a)–(c) and conditions (d), (e). The reason for this is probably that subgrade reaction
at the middle part of footings is small under conditions (d) and (e). Under conditions
(d) and (e), spring elements Type 2 are set on the separated nodes between middle
part of footings and ground. It is possible that this change of vibration characteristics
at structures makes the ground responses particularly small.

4 Conclusion

In this paper, we studied the influence of contact conditions between structures and
ground on the estimation of ground responses. To simulate the looseness between
structures and ground, we set spring elements on nodes between structures and
ground in the analysis model. Then, we conducted parametric studies of these spring
elements. The following findings were obtained.

• The conditions that sufficiently high stiffness spring elements are set on all
nodes between structures and ground are close to the conventional contact condi-
tions where force–displacement relationship between structures and ground is
completely continuous.

• Under the conditions that sufficiently low stiffness spring elements are set on
some of nodes between structures and ground, ground responses decrease in the
frequency band of 20 Hz or higher.
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Fig. 5 The responses of P4
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• In the frequency band of 20 Hz or lower, vibration propagated from the lower
surface of footings to ground may be dominant of ground responses.

• The contact conditions affect not only ground responses but also responses of
structures. As responses of piers and footings become small, ground responses
decrease. However, this relationship does not always hold. This is because only
partswhere vibration propagates from structure to ground affect ground responses.

• Contact conditions may change vibration modes of piers and footings. This
Changes of vibration characteristics at structures can greatly affect ground
responses.

From the above results, it is possible that the overestimation of railway vibration
in high frequency bands can be solved by incorporating the influence of contact
conditions between structures and ground into the simulation method. In this paper,
we examined five contact conditions consisted of sufficiently high stiffness spring
elements and sufficiently low stiffness spring elements. In the future, to improve the
accuracy of the simulation method, it is necessary to examine physical properties
and installation positions of spring elements.
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Vortex Induced Vibration Analysis
of a Triangle Prism at Different Velocities

Johny Shaida Shaik and Putti Srinivasa Rao

Abstract In this Paper the Flow-induced motion (FIM) and power conversion of
triangular prism in cross-flow is numerically investigated using 2-Dimensional fluid
domain with spring mounted oscillators and study the effects at wakes. Flow veloci-
ties between 0.05–0.15 m/sec, Reynolds number 2250–7500 and spring stiffness of
125 and 250 N/m are used for the simulation cases. The results show that in Vortex
Induced Vibration (VIV) region the response of dynamic characteristics is high with
a maximum amplitude and maximum power. The maximum amplitude of the oscil-
lation, maximum co-efficient of lift force and displacement have been calculated
mathematically for plotting a graph and theoretical and simulated efficiencies are
compared for validation of the analysis.

Keywords Dynamic characteristics · Vortex Induced Vibration (VIV) · Flow
induced motion (FIM) ·Mounted oscillators · Numerical analysis

1 Introduction

Triangular prisms are widely used in different applications such as deep water chan-
nels, pipelines, dams, flow streams, bridges etc. By arranging this in flexible method
with sufficient under water the fluid flow strikes the prism thereby vortex induced
vibration (VIV) is generated. In this paper the VIV of Triangular Prismwith different
combinations of mass ratio and frequency were performed. In order to solve this, the
double degree of freedom (DOF) of vibration of the prism along with the Navier–
stokes equations is used. Kang et al. [1] has investigated that by increasing range of
Re number the VIV characteristics changes and also some effects absorbed when
Re number vibration characteristics changes under different mass and frequency
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ratio which helps in research of VIV. Zhang et al. [2] studied on flow over spring
mounted cylinder at moderate number over normal cylinder for same fluid at lag
between displacement and coefficient of lift at 00 called initial branch over 180° lower
branch. Finally we came to know that the vibration at wavy cylinder is less compared
with normal cylinder due to high structural damping. In this paper a hydrokinetic
power conversion investigation is done on two rough tandem cylinders at Reynold’s
number to increase power and efficiency of Vortex Induced Vibration (VIV). By
using Navier stokes equation numerical simulations are performed. The results are
compared experimentally with the same tandem cylinder that how to increase the
power. FinallyDing et al. [3] concluded that at Re= 60,000 the amplitude, frequency,
power harness and efficiency is same at upstream whereas at downstream it is less
due to shedding effect. Similarly at galloping region Re = 110,000 the downstream
is less due to impingement and the upstream has higher energy and power harness.
Ou et al. [4] investigated on the Vortex Induced Vibration (VIV) for three elastic
cylinders in triangle arrangement with same mass and natural frequency at high
Reynlod’s number are simulated. The analysed results of displacement and lift forces
are displayed informing that the cylinder at downstream undergoes fluctuation at lift
forces. Gohel et al. [5] made a prediction on circular cylinder with triangular array
numerically by allowing to vibrate at high Reynold’s number and the effects on
drag and lift force are studied to solve. Hence, the cylinder displacement is vali-
dated analytically and experimentally. For this a program is developed to calculate
and solve the displacement. Liu et al. [6] performed simulations on triangular prism
using numerical and simulation software. For this some cases are considered. In
one case according to flow three different models and at each model drag, lift and
Strouhal number was discussed. For the second case the prism rotates periodically
by this vortices separating the surface which satisfy the lift and drag coefficients.

2 Procedure for Simulation

A domain with rectangular as shown in Fig. 1 is created so that the water can flow
over triangular prism using ANSYS Fluent 2D solver. To simulate the 2-way fluid
–solid interaction Six-DOF solver is built. Prismmass, spring stiffness and six degree

Fig. 1 Rectangular domain
with triangular prism
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Table 1 Specifications for
VIVACE simulation

Parameter Present Work

Base 0.06 m

Height 0.06 m

Mass ratio (m*) 4.2 kg (considered)

Free stream velocity (U) 0.05–0.15 m/s

Reynolds number (Re) 2.5 × 103–7.5 × 103

Spring stiffness (k) 125–250 N/m

of freedom (DOF) constraints are specified using user defined function in Visual C
programming language so that the movement will be free in vertical remaining all
DOFs restricted. By doing this the pressure which is developed on the prism surface
as vertical force which helps in giving input to prism motion and displacement by
solving motion equation back propagate the updates mesh for the next step. To
begin this a flow model in viscous laminar which is fundamental used to eliminate
complexity, 3 to 15 s time is chosen for total simulation depending upon the response
for coefficient of lift. According to this the specification are listed below.

2.1 Specifications

Prism base side is considered as 6 cm and length as 1m and hence the ANSYS Fluent
2D solver is more consistent with unit thickness (1 m).Viscous damping constant of
oscillating constant of oscillating triangular prism (Mass-spring damper system) in
the six degree of freedom (DOF) solver is not specified during motion, but may
be present because of Fluid–Solid interaction. The other specifications are listed in
Table 1.

2.2 ANSYS Fluent and Mesh Setup

UsingANSYS a triangular elementmesh is generated as shown in Fig. 2 and inflation
layers starting with 0.1 mm as shown in Fig. 3 to display the effective simulation of
viscous vortex shedding and boundary layer effects on the surface of prism.

Method: All Triangles Method

Max Face Size: 10 mm

Inflation Layers: 20

First Layer Height: 0.1 mm

Growth Rate: 1.2
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Fig. 2 2D Mesh in ANSYS

Fig. 3 Inflation layers

2.3 Schematic View of VIVACE Converter

Totally six simulations are conducted at flow velocities 0.05 m/sec, 0.075 m/sec,
0.15 m/sec with spring stiffness of 125 N/m similarly 0.05 m/sec, 0.075 m/sec,
0.15 m/sec flow velocities at 250 N/m spring stiffness. The main objective of each
simulation to obtain amplitude of oscillation, FOSC, amplitude versus time, lift force
versus time and Mechanical Power versus time by running ANSYS Fluent. As an
example to illustrate this, the Simulation 1–3 is selected to present in Sect. 3 for
lift coefficient variation with time, dynamic mesh deformation, velocity and power
curve with time and velocity contour and displacement.



Vortex Induced Vibration Analysis of a Triangle Prism … 507

3 Simulation Results of 1–3

Spring stiffness with 125 N/m and flow velocity of 0.15 m/sec is allowed to run at
simulation 1–3 (Sim 1–3). We observed approximately for about 10 s coefficient
of lift (CL) fluctuates between −2.5 to +2.5 as shown in Fig. 4 as the fluctuation
generates forces on the triangular prism due to shedding of vortices on bottom half
and top half surfaces of prism. The contour velocity, contour statics pressure and
dynamic mesh during the prism is at top extreme and bottom extreme as shown in
Figs. 5, 6 and 7. Mesh cells with blue decreased in size whereas the mesh cells with
red indicate increased in size. According to the deformations the cell size indicates
the mesh surrounding the moving prism. The prism displacement in cm and the value
of lift force in N are plotted in time scale as shown in Fig. 8.

Using MATLAB function the power developed is obtained in VIVACE converter
by instantaneous prism velocity from amplitude. The velocity which is obtained in
(m/sec) is multiplied with lift force to get the mechanical power. Mechanical power
= lift force × velocity.

The power developed fluctuation is shown in Fig. 9. The RMS value of power
obtained fromFig. 9which is at 0.0103watts is considered as capacity forVIVACE at
flow velocity of 0.15m/sec. Thus the power at simulation data obtained is 0.028watts

Fig. 4 Coefficient of lift force

Fig. 5 Contours of velocity
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Fig. 6 Contours of static pressure

Fig. 7 Contours of dynamic mesh

Fig. 8 Oscillation amplitude and lift force versus time at 0.15 m/Sec k = 125 N/m

Fig. 9 Oscillation velocity and power versus time U = 0.15 m/sec, k = 125 N/m
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Fig. 10 Velocity contours Sim1-1, Sim1-2 and Sim1-3 at 0.05 m/sec, 0.075 m/sec and 0.15 m/sec

at peak stable power. Power (simulation data MATLAB) = 0.028 watts. Shedding
vortices at top and bottom surfaces of prism in detail are shown in Fig. 10.

4 Results and Discussion

4.1 Simulation Results

In Table 2 the simulation results are presented. A graph between Oscillation ampli-
tude/Prism Base Side length (A/D) with Reynolds’s number (Re) is plotted as shown
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Fig. 11 Oscillation amplitude/Prism base side length (A/D) with reynolds number

Fig. 12 Oscillation amplitude/Prism base side length (A/D) with non dimensional reduced velocity
(U*)

in Fig. 11 and with non-dimensional reduced velocity (U*) is shown in Fig. 12 for
spring stiffness of 125 and 250 N/m.

The power developed versus non-dimensional reduced velocity (U*) is plotted as
shown in Fig. 13 and power developed versus Reynold’s number as shown in Fig. 14.
In order to get the power peaks consistent in magnitude in the case of simulation
in Fig. 10. The vanished lift force during power drop and mean points at triangular
prism are only accepted.

The results at each simulation are summarized at Table 2. The stable oscillation
amplitude which produces consistent power curve and expressed by comparing each
cycle with oscillation amplitude and average amplitude. The time versus amplitude
at each values of U and U* are shown in Figs. 15 and 16 for K = 125 & 250 N/m.
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Fig. 13 Power developed versus reduced velocity

Fig. 14 Power developed versus reynolds number

Fig. 15 Oscillation amplitude versus Time at k = 125 N/m
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Fig. 16 Oscillation amplitude versus Time at k = 250 N/m

4.2 Establishing a Power Estimation Theory

Assumptions in the Power Estimation Theory are given below

1. Maximum amplitude occurs when U* is between 3 and 4.
2. Maximum Power occurs when U* is between 3 and 4.
3. Amplitude of oscillation (A) is a fraction of Prism Base Side Length (D).
4. Frequency of oscillation (f osc) is a function of Strouhal frequency (f str).
5. Strouhal number (St) is a function of Free stream velocity (U) and D, and is

constant equal to 0.2 over the range Re = 103–105 as found in literature.
6. Lift Force is a function of Coefficient of lift (CL) and free stream velocity U.
7. Reduced Velocity (U*) is a function of U, D and f n.
8. Natural Frequency of the prism (f n) is a function of Stiffness (k), mass of prism

(m) and mass of the displaced fluid (md).

Based on the above, a Power equation can be formulated as shown below

Power = [Lift Force × sin(ωosct)] × [
Velocity

]

= [1/2.CL ρ Af.U
2. sin(ωosct)] × [times differential of displacement]

= [1/2.CL ρ.D.L.U2. sin(ωosct)] × [time differential of A. sin(ωosct+ π)]
= [1/2.CL ρ.D.L.U2. sin(ωosct)] × [A.ωosc cos(ωosct+ π)]
= [1/2.CL ρ.D.L.U2. sin(ωosct)] × [(A/D).D.(2π fosc) cos(ωosct+ π)]
= [1/2.CL ρ.D.L.U2 × (A/D).D.(2π fosc) × sin(ωosct). cos(ωosct+ π)]
= [1/2.CL ρ.D.L.U2 × (A/D).D.(2π f 0 fstr) × sin(ωosct). cos(ωosct+ π)]
= [1/2.CLρ.D.L.U2 × (A/D).D.(2π f 0.(0.2.U/D)) × sin(ωosct). cos(ωosct+ π)]
= [CL.(A/D).2π f 0.(0.2). sin(ωosct). cos(ωosct+ π) × [1/2.ρ.D.L.U3]

(1)
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Table 3 Efficiency reports of the VIVACE convertor

Work and year Method Efficiency Remarks

Present work (2021) Theoretical-Equations (a) 28.05% When triangle base is
perpendicular to horizontal

ANSYS FLUENT SIM (b)
(Simulation-logged Power
Data)

27.65% When triangle base is
perpendicular to horizontal

Dimensions of the Prism in the present work is D = 0.06 m, L = 1 m, U =
0.15 m/s and maximum value of the combined sin and cos term ‘sin(ωosct).cos(ωosct
+ π)’ = 0.5. Taking CL = 1.942, A/D = 0.315, f0 = fosc/f str = 0.730 from Sim-
1–3 in Table 3 and using Eq. (1), the Theoretical Power obtained is 0.0284 W (See
point (a) below). The Input Fluid Energy @U = 0.15 m/s, D = 0.06 m, L = 1 m =
[1/2.ρ.D.L.U3] = 0.10125 W. Now we need to compare theoretical efficiency with
the ANSYS Fluent simulated efficiency.

(a) )Theoretical Efficiency = [CL.(A/D)0.2π f 0.(0.2). sin(ωosct).cos(ωosct + π)]/
[1/2.ρ.D.L.Uˆ3] = 0.0284/0.10125 = 28.05%

Now calculating Simulated Efficiency (From the simulated results of Sim
1–3), we have the Power (Simulation data MATLAB) = 0.0280 W (Peak),

(b) )ANSYS Fluent Simulated Efficiency = 0.0280 W /0.10125 W = 0.2765 =
27.65%

4.3 Design Recommendations for VIVACE Power Plant

In this present work each simulation is performed at a specific speed with a specific
value of spring stiffness. But experimentally the flow velocity varies either in
Ocean/river. Hence, it is necessary to tune the VIVACE converter to gain the power
irrespective with flow velocity. For this stiffness of spring should be adjusted in a
way that the reduced velocity U* = 3–4. This can be control (spring stiffness) using
computer control systems.

5 Conclusion

The performance of the VIVACE Triangular prism is expressed in:

(i) Oscillation amplitude (A) and oscillation amplitude ratio (A/D)
(ii) Coefficient of lift force (CL)
(iii) Ratio between f osc and f str (f 0)
(iv) Stability in oscillations from cycle to cycle,
(v) Stability in power generated
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(vi) Non-dimensional reduced velocity (U*).

The first three points (i, ii, iii) influence directly upon efficiency of power where
as the remaining two (iv, v) express oscillation and power, the sixth (vi) implies
maximum A/D ratio to ensure oscillation and power as follow (a, b, c).

(a) At each cycle Triangular prism are constant (% variation is last) at values of
U* near 3.42 outside the range. Thereby oscillation varies one cycle to another
as shown in Table 2.

(b) Vibration of amplitude is maximum at U* near 3.42.
(c) At U* near 3.42 power curve is continuous and stable with fluctuations rising

only. In order for design considerations of VIVACE power generation, diam-
eter, natural frequency and velocity of flow should lies near 3.42.In Table 2 the
entire analysis gives the result to obtain the power.
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University, Visakhapatnam, India.
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Effect of the Deterioration Degree
of the Backside Weak Zone
on the Seismic Response of the Tunnel
and Surrounding Ground

Saddy Ahmed and Ying Cui

Abstract The surrounding ground of the tunnel can deteriorate with weathering,
erosion, etc., and the seismic stability of the tunnel may be affected by the presence
of the weak zone whose mechanical properties have been decreased. In this study,
a two-dimensional shaking table apparatus was developed to investigate the tunnel
and ground response around a tunnel subjected to seismic excitation, as well as the
impact of the weak zone. Aluminum rods wore used to generate model ground, and
the weak zone was created by increasing the void ratio of the ground. The effect of
size and stiffness of the weak zone was investigated in this research. The weak zone
was created at tunnel crown positions, and the size of the weak zone was defined
by the internal angle and the height above the tunnel surface. The sizes of the weak
zone were tested by varying the internal angles, and the stiffness was controlled by
varying the void ratio. A high-speed camera was used to capture the displacements
of the ground particles, and these images were then analyzed to estimate the ground
movement using the Particle Image Velocimetry (PIV) method. The lining response
was recorded in terms of internal strain measured by installing the strain gauges at
a regular interval of 45◦ around the tunnel. It has been seen that the presence of the
weak zone significantly altered the tunnel response as well as the ground strains.
The presence of a weak zone causes strain accumulation as more soil tends to move
towards the weakened zone. When the size of the weak zone was increased, the
volumetric and deviatoric strain spread over a large area. Moreover, the decrease in
the stiffness of the weak zone causedmore strains in themodel ground. The produced
strains in the ground exert more strains to the tunnel lining observed in terms of the
internal strain. Thus, the changes observed in the ground response can potentially
change the liner’s stress state, resulting in concrete cracking, spalling, and maybe
complete failure.
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1 Introduction

Tunnels are essential structures built to avoid surface obstacles. The response of the
tunnel against external forces is very much dependent on the surrounding ground in
which they are constructed. Usually, we thought that the tunnels are string against
the seismic loadings; however, the recent earthquakes, e.g., 1995 Kobe earthquake
[1], 1999 Chi-Chi earthquake [2], 1999 Turkey earthquake [3], and 2008 Wenchuan
earthquake [4] revealed that the tunnels could also be severely damaged during
earthquake shaking. Yashiro et al. [5] indicated that the mountain tunnels are vulner-
able to seismic damages when the tunnels are lying close to the earthquake fault
or subjected to massive seismic excitation. Thus, it is essential to understand how
surrounding ground deforms when subjected to earthquake forces [6] to study under-
ground engineering problems. The ground deformation behavior changes over time
due to soil degradation and changes in the soil properties. The soil degradation caused
by swelling, slacking, water erosion, and dynamic loading can appear in weak zones
behind the liner. The presence of such weak zones can change the ground and tunnel
response under static and dynamic conditions. Many researchers (e.g., [7–10]) have
explored the effect of weak zones behind the lining on the lining response. In this
study, the effect of weak zones behind the lining on the ground deformation behavior
under dynamic conditions has been explored.

2 Experimental Setup

2.1 Shaking Table Apparatus

The main experimental setup used in the research is a two-dimensional shaking table
apparatus, tunnel model, and the model ground. The details of each experimental
component and its specifications have been listed in the following sections. A two-
dimensional shaking table apparatus was used to produce the seismic excitation.
Figure 1 shows the outline of the apparatus. The size of the table is 0.5 × 0.5 m
which comprises twenty blocks with equal heights racked on each other. Two vertical
supports have been placed on the blocks’ backside to keep the horizontal blocks at the
correct position. The moving table is attached to a fixed platform through frictionless
hinge supports, and the fixed platform is further embedded in the ground.Ahorizontal
beam is placed at the top connected with fixed columns through connecting nuts.
The table can oscillate in the horizontal direction with the help of an electric motor.
Different accelerometers and displacement sensors have been attached to the table to
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Fig. 1 Schematic diagram of two-dimensional shaking table apparatus

check the applied force and position of the table. The table was excited in a sinusoidal
manner at a frequency of 1 Hz with an amplitude of 25 mm displacement.

The movement of the ground was captured by a high-speed camera during the
whole testing process. The high-speed camerawas set on a frame fixed on the shaking
table; thus, the camera can only capture the relative movement of the ground. Several
strain gauges were attached to the lining model to measure the tunnel lining defor-
mation, and a laser transducer was set to measure the horizontal displacement of the
shaking box at the height of the crown. In this paper, only the ground movement
captured from the high-speed camera will be introduced.

2.2 Tunnel Model

In this study, a circular tunnel model made of acrylic resin has been used. The
important characteristics of themodel tunnel have been listed inTable 1. The different

Table 1 Characteristics of
model tunnel

Item Unit Value

Diameter mm 100

Thickness mm 2

Length mm 60

Bending stiffness Nmm2 1.26 × 105

Elastic modulus Gpa 3.41

Axial rigidity N 3.76 × 105

Flexural strength Mpa 45

Tensile strength Mpa 40
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notations used have been illustrated inエエララーー!参参照照元元がが見見つつかかりりまませせんん。。1. The
topmost location is regarded as the crown, horizontal ass spring lines, lowermost as
invert, and diagonal as shoulders and knees. To record the response of the tunnel
model has been equipped with strain gauges at a regular interval of 45° around its
periphery.

2.3 Model Ground and Weak Zone Preparation

The model ground has been prepared using aluminum rods with a uniform length of
50 mm. Two types of particles having sizes of 3 mm and 1.6 mm have been mixed in
3 : 2 by weight. The main properties of the model ground have been listed in Table 2.
Biaxial tests conducted on the model ground show the behavior of dense sand [11];
however, the higher void ratio converts its behavior from dense to loose material, as
shown in Fig. 2. Before starting the testing procedure, several tests were conducted
to check the effect of the bottom boundary effect, and it was found that the 175 mm
height above the table surface is enough to avoid the effect of the bottom boundary.
The ground has been prepared in a layer-by-layer fashion by keeping the lift thickness
as 50 mm. The density of each layer was checked and kept constant throughout the
experimental process to ensure the preparation of the homogeneous ground. While
placing the groundmass on the shaking table, a plastic board was placed in the model
ground’s backside and removed after finishing the ground.

Table 2 Properties of model
ground

Item Unit Value

Density KN/m3 22.3

Void ratio – 0.18

Elastic modulus Gpa 7.5

Cohesive strength MPa 0

Frictional angle (°) 31

Fig. 2 Model ground
behavior under biaxial test
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Fig. 3 Definition of the
weak zone

Table 3 Experimental cases Location of weak
zone

Height (mm) Internal angle Void ratio

– – – 0.18

Crown 20 50° 0.30

0.45

0.60

90° 0.30

0.45

0.60

The weak zone around the tunnel was created by reducing the ground stiffness
obtained by increasing the void ratio of that position. It was obtained after extracting
the calculated amount of ground from the specific position. While removing the
particles, care was exercised to remove them uniformly to get a weak zone with a
homogeneous void ratio. Two different sizes were tested to check the effect of the
size of the weak zone. Here in this study, the size of the weak zone was defined
with the help of the internal angle (θ) and the height (h) above the tunnel surface, as
explained in Fig. 3. The detailed experimental plan has shown in Table 3.

2.4 Particle Image Velocimetry

Particle image velocimetry (PIV) is a surface visualizationmeasuring tool to calculate
the deformations by comparing the consecutive images. Originally, the method was
developed in the field of fluid mechanics, but many researchers have employed it
in soil mechanics as well [12]. To estimate the strains in the model ground, the
movement of particles was captured in the form of consecutive images. These image



522 S. Ahmed and Y. Cui

series were then analyzed, and the displacements vectors {u}were established. These
displacement vectors were then used to calculate the strains {ε} in the groundmass
using Eq. 1 where [B] matrix is the derivation of shape function.

{ε} = [B]{u} (1)

3 Results and Discussion

The results presented here are obtained by testing the tunnel under the soil cover of
2D, where D is the tunnel’s diameter. The results have been summarized in terms
of ground and tunnel response. The ground response includes the deviatoric and
volumetric strain, while the tunnel response includes the internal strain of the lining.

3.1 Ground Response

During the shaking, the photos were captured continuously for 30 s at a rate of 60
photos per second. After recording the data, the strain distributions for different time
intervals were drawn, and the effect of the weak zone was checked. It was found
that the response of the tunnel and the surrounding ground results obtained at the
maximum shear displacement seems to be more comprehensive, and, in this paper,
the results evaluated at the time ofmaximumshear displacement have been presented.
The photo at the maximum shear displacement was compared with the initial photo
to estimate the ground strains, i.e., the deviatoric and volumetric strains. The initial
state of this experiment was set as just before the cyclic shear.

Figure 4 shows the deviatoric and volumetric strain distribution for no weak zone
case. For the deviatoric strain, only the deviatoric strain values larger than 2.5%were
drawn for all cases. For the distribution of the volume expansion higher than 2%etric
strain, the black color represents compression higher than 2%, and the grey color
shows the.

It can be seen that for no weak zone, both the deviatoric and volumetric strain
appears around the tunnel boundary and at some part around the spring line locations.
The concentrated strain around the tunnel boundary is due to the soil-tunnel boundary
effect. The deviatoric strain around the spring line shows that the ground squeezes
the tunnel inside due to lateral pressure. The camera was placed closer to the moving
ground because the main focus was the weak zone; hence, only 16% area of the
shaking ground was captured, and due to this reason, the development of the shear
band cannot be observed.

Figure 5 represents the distribution of the deviatoric strain and shows the effect of
the weak zone stiffness and size. The deviatoric strain plots indicate that the presence
of the weak zone caused the development of more deviatoric strain as compared to
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Fig. 4 Strain distribution for no weak zone (Left: deviator strain (larger than2.5%), Right: volu-
metric strain (black color shows compression higher than 2%, grey color shows expansion higher
than 2%)

Fig. 5 Effect of the weak zone on deviator strain distribution (larger than2.5%)

the no weak zone case. The first row in Fig. 5 shows the small size weak zone while
the second row contains graphs for the large size weak zone; however, moving from
left to right, the void ratio increased from 0.30 to 0.60. By comparing the effect of
the void ratio, it is evident that the higher void ratios show more deviatoric strains.
The increase in deviatoric strain is due to ground loosening caused by a higher void
ratio, and the ground has lost some of its shear strength. Furthermore, the deviatoric
strains for large size weak zone show that the development of the deviatoric strain
increases with the increase of the void ratio. The development of the deviatoric
strain is very significant around the weak zone’s vicinity compared to the rest of
the analyzed area. The plotted data shows that when the stiffness of the weak zone
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was reduced, the compression and expansion strains increased simultaneously. The
increase in the void ratio of the weak zone gives more space for the ground to settle,
which causes ground compression.While moving towards the weak zone, the ground
is compressed, and the other parts will expand that as shown with grey color. For
volume change, the effect of the ground stiffness shows a similar tendency with the
deviatoric strain distribution. While comparing the effect of the weak zone, it was
found that with the increase in the size of the weak zone, the ground volume change
occurred over a larger area compared to the smaller size.

In conclusion, it can be stated that the results plotted for different sizes show that
the larger size has a more deviatoric and volumetric strain, and their spread is also on
the more area around the tunnel as compared to the smaller area. The loosened area
in the form of a weak zone provides extra space for the tunnel to bend towards it.
The bending of the tunnel will further impose more stresses on the lining structure.
As the size of the weak zone grows, the deviatoric stresses increase which means
that the weak zone can even cause the complete collapse of the tunnel if it keeps on
growing in its size and void ratio. The process starting from the appearance of the
weak zone to lining failure can be split into three stages. In 1st stage, a small weak
zone will appear, which will produce a crack in the concrete lining. In the 2nd stage,
the crack will grow and allow the moisture to infiltrate the tunnel, hence increasing
its size. In the 3rd stage, the increase of weak zone will produce more cracks and
ultimately complete failure of the tunnel lining (Fig. 6).

Fig. 6 Effect of the weak zone on volumetric strain distribution (black color shows compression
higher than 2%, grey color shows expansion higher than 2%)
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Fig. 7 Internal strain before shaking (initial state)

3.2 Tunnel Response

The tunnel response has been measured in terms of the internal strain and was
measured by installing the strain gauges. The results have been presented for two
different scenarios, i.e., before shaking and during shaking. After completion of
the tunnel construction process, the data was recorded to measure the effect of the
overburden pressure. After recording the data, the weak zone was created, and the
values were recorded again. These values were then subtracted from the effect of the
overburden to get the effect of the weak zone. The tunnel response to the weak zone
before shaking has been illustrated in Fig. 7. From the graph, it can be seen that as
the void ratio of the weak zone was increased, the internal strain increased. When the
void ratio was increased from 0.30 to 0.45, the change was very significant; however,
when it was increased from0.45 to 0.60, the changewas not so significant. The reason
is the arching effect which has developed after the void ratio of 0.45. initially, when
the stiffness was reduced, the tunnel bends outward due to the availability of the
space. However, the ground around the weak zone has formed an arch that will not
weaken the ground further. As the values are the incremental values, therefore, the
other points show values closer to zero. By comparing the effect of the size, it shows
that for a larger size weak zone, the increase in the strain is higher. Figure 8 shows
the results for the tunnel response during the shaking process. Similar to the ground
strain, the internal strain has also been estimated at the maximum shear displacement
of the ground, and the values are the incremental values considering only the effect
of the shaking. During shaking, the tunnel bending behavior depends on the move-
ment of the surrounding ground. As there was a weak zone at the crown position,
the ground will e pushed directly towards the crown position hence exerting more
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Fig. 8 Internal strain at maximum shear displacement

pressure on the tunnel crown. This additional pressure from the incoming ground
will force the tunnel to bend at the crown location and elongation along the diagonal
axis. As the void ratio of the weak zone was increased, more bending at the crown
position and more elongation along the diagonal axis were observed.

4 Conclusions

The effect of the weak zone on the sesmic response of the tunnel and the surrounding
ground was discussed in this study. For this purpose, two sizes of the weak zone and
three stiffness types have been explored in the crown position. Following conclusions
have been drawn from the above study.

a. The presence of a weak zone substantially changes the internal tunnel strain and
the strains in the ground compared to the no weak zone case.

b. Keeping the weak zone’s size constant and increasing the void ratio of the weak
zone have increased the deviatoric and volumetric strains and intensifies the
tunnel bending.

c. The larger size of weak zones has more ground strains, which spread over a
larger area than the smaller size.

d. The ground strains that develop around the weak zone can put extra stress on the
lining, leading to the degradation of the concrete structure. The development of
the ground strains and tunnel bending behavior have strong correlations.

e. The growing size of the weak zone is very critical as it can be responsible for
the damage or complete collapse of the structure. Therefore, efforts should be
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made to detect the weak zones’ position and deterioration degree and repair
them timely to avoid their further advancement.
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Machine Learning Enhanced Nonlinear
Model Parameter Selection from HDR-S
Cyclic Loading Test

Katrina Montes, Ji Dang, Yuqing Tan, Akira Igarashi, and Takehiko Himeno

Abstract The accuracy of new types of seismic rubber bearing’s properties selection
mainly depends on the engineer’s experience and might be subjected to bias, relia-
bility, and some uncertainties. This was a trial-and-error process which takes a lot of
time specifically on the assumption of the nonlinear model and initial parameters and
might encounter problem on the parameter optimization depending on the optimiza-
tion method used. The parameters from the HDR-S cyclic loading test data should
be evaluated precisely to have a more accurate results on the bearing’s behavior on
structure for nonlinear dynamic simulation. This study proposed amethod that accel-
erated the selection process of the nonlinear parameters using machine learning and
KH Method. The developed neural network model predicted the nonlinear parame-
ters of an HDR-S bearing at three different temperature under bilinear model. The
parameters was the initial input data for KH Method, which accelerated the process
and solved the initial value problem. The proposed method imposes to use artificial
intelligence which can serve as an initial guide and will greatly help the engineers in
the evaluation of the nonlinear parameters of seismic isolators prior structural design.
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1 Introduction

In 2011, a large earthquake in Tohoku (Mw = 9.0) caused a huge devastation in
Japan. The main damaged occurred in seismic isolators, expansions joints, and struc-
tural members supporting horizontal loads [1]. This questioned the reliability of the
seismic isolators and serves as a wakeup call that the design process must be more
reliable. In response to that, the Design Specification for Highway Bridges was
published last 2012 [2] and constantly updating every after 5 years to improve the
standard of seismic isolator design. It was proposed that the seismic performance of
structural members with seismic isolators should be checked thoroughly using reli-
able numerical analysis methods. However, past studies show’s that bridges seismic
isolator’s nonlinear behavior can be influenced by temperature, loading rate, strain
rate, etc. and several nonlinear models were proposed. A study includes pinching
effect on the shear-strain behavior of High Damping Rubber bearing (HDR) and
proposed modified Park-Wen model in biaxial direction [3]. A rheology model was
proposed that includes the strain rate effect on high damping rubber bearings [4].
In Japan, there were existing guide for engineers about the range of these nonlinear
parameters however the seismic isolators listed were limited and only bilinear model
was considered. Currently, the need for a high-performance elastomeric isolator leads
to the development of new types of seismic rubber bearings like SPR-S. In parallel
to this, the development of new isolators needs new nonlinear models to interpret
its nonlinear behavior prior to structural design. The more uncertainties considered
means that the numericalmodel becomesmore complicated, and thenonlinear param-
eter identification accuracy highly depends on the engineer’s expertise, which can
be subjected to bias, time consuming, a trial-and-error process, and highly depen-
dent on the optimum algorithm used. A developed algorithm named KH method
was commonly used for nonlinear parameter identification [5], but the optimum
algorithm convergence was highly dependent on the initial parameter assumption
which makes it a trial-and-error process. Therefore, this study developed an arti-
ficial neural network model (ANN) that can understand the nonlinear behavior of
seismic isolators through the use of existing nonlinear model like Bilinear model.
The developed ANNmodel can identify the nonlinear parameters based on the shear
strain and shear stress input data. An actual super high damping rubber (HDR-S)
bearing’s nonlinear parameter was predicted using the developed ANN model and
compared to KH method. The proposed method makes the nonlinear model iden-
tification process faster and overcome the initial parameter assumption problem of
KH Method, which can greatly help the engineers in identification of nonlinear
parameters prior to structural design.
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2 Proposed Method

This study developed a neural network model that can understand the nonlinear
behavior of seismic isolators using bilinear model. The developed neural network
can suggest nonlinear parameters based on the shear strain and shear stress input
values. The proposed methodology was shown in Fig. 1 and the process starts from:

(1) Data generation using the normalized shear strain data of an HDR-S cyclic
loading test data and numerically simulated shear stress based on bilinear
model.

(2) Training and evaluation of the artificial neural network (ANN) model. The
output data was the nonlinear parameter of Bilinear model which was initial
stiffness, stiffness ratio, and yielding force.

(3) An actualHDR-S force and displacement datawas converted to shear strain and
shear stress, and the developed ANN model was used to predict the nonlinear
parameters.

(4) The ANN model suggested parameters was combined to KH method and
compared to nonlinear parameter identification using KH method only. The
contribution rate and total number of stepswas compared. The initial parameter
assumption problem using KH method was highlighted.

The nonlinearmodelwas limited to bilinearmodel, but the process can be repeated
with other nonlinear models. However, as the nonlinear parameter and parameter
range increases, the neural network model can be more complicated.

Fig. 1 Proposed methodology
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3 Artificial Neural Network (ANN) Model Training

TheHDR-Sdata at three different temperaturewas shown inFig. 2. The training of the
ANN model consists of data generation, data normalization, and the development
of the neural network model. The training of neural network model was highly
dependent on the data, hyperparameters, optimizers, activation and loss functions,
which needs to be carefully specified.

3.1 Data Generation

The data set for the development of neural networkmodel consisted of the normalized
shear stress from the HDR-S cyclic loading test data at 23 °C and 250% amplitude.
This shear stress was used to produce the shear strain using numerical simulation of
bilinear model and the parameter range was shown in Tables 1 and 2. The parameter
ranges as shown in Table 1, was determined by conducting KH method on the three

Fig. 2 HDR-S loading test data a 23 °C, b −20 °C, c 0 °C

Table 1 Parameter range of
bilinear model by KH method

α k( N
mm2 ) qc

0.05–0.12 8–20 0.5–2.0
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Table 2 Parameter range of
bilinear model from bridge
seismic control design
method draft (HDR and
HDR-S)

α k( N
mm2 ) qc

0.09–0.12 1–35 0.01–2.0

HDR-S data. Comparing to the standard range as shown in Table 2, it can be observed
that the stiffness ratio range was larger, because during the KHmethod fitting for the
HDR-S data at low temperature, the stiffness decreased. Also, the development of
the standard was based on a standard room temperature (23 °C). The data size was
60 shear strain and 60 shear stress per data set. In numerical simulation, the dataset
was iterated for 1000 times in preparation for the ANN model training. Then, the
data was separated into training and testing, the training data was 120 by 900, and
the testing data was 120 by 100.

3.2 Data Normalization

The HDR-S cyclic loading data consist of 5 amplitudes, each amplitude has 5 loops.
The loops were separated and normalized to 60 data points of shear strain and shear
stress using nearest neighbor method for the ANN training and testing preparation.
The normalized shear strain and shear stress were shown in Fig. 3. The 60 data
points was the optimum value that was resulted to a trial-and-error training process
conducted. The determination of the optimum dataset size reduces the ANN model
training time.

3.3 Numerically Simulated Data

After the data normalization, the shear strain data at HDR-S 23 °C and 250% ampli-
tude was used to numerically simulated the shear stress under bilinear model for
the ANN training preparation. The range of parameters was shown in Table 1, each
parameter was randomly selected to generate each dataset. The sample numerically
simulated data was shown in Fig. 4.

3.4 Artificial Neural Network (ANN) Model

The fundamental parts of the neural network model consists of input data, hidden
layers, and output data. In this study, the input data was the normalized shear strain
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Fig. 3 Shear strain and shear stress data normalization at 250% amplitude a 23 °C, b −20 °C, c
0 °C

Fig. 4 Shear strain and shear stress data from bilinear model numerical simulation
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Fig. 5 Neural network mode

from the 250% amplitudes at three different temperatures, and the numerically simu-
lated shear stress using bilinear model. The hidden layer was 100, and the activation
function was rectified linear activation function (ReLU) which was commonly used
for regression problem. The optimizer was RMSProp with a learning rate of 0.001, it
helps to eliminate the vanishing gradient problem of obtaining the optimum regres-
sion value. The output was three nonlinear parameters of bilinear model which were
stiffness ratio, initial stiffness, and yielding force. The neural network model was
shown in Fig. 5.

4 ANN Model Evaluation

The training data was 120 by 900, and the testing data was 120 by 100. Before the
ANN training, the training data was separated into 90% training and 10% validation
using validation split function. The important key point of the ANNmodel evaluation
was the loss should approach to zero.

4.1 Loss Functions

The loss functions weremean squared error (MSE) andmean average error (MAE) as
shown in Eqs. (1) and (2), where in, n is the total number of data, yi is the simulated
value, and yp was the predicted value.

MSE = 1

n

n∑

i=0

(yi − yp)2 (1)

MAE = 1

n

n∑

i=0

|yi − yp| (2)
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Fig. 6 ANN model
evaluation

After 2000 epochs, the mean squared error was 0.23 as shown in Fig. 6. The loss
approached to zero which indicated that the ANN model was good.

4.2 Validation

To visualize the accuracy of the trainedANNmodel, the simulated and predicted data
was shown in Fig. 7. The most critical parameter was found out to be the stiffness
ratio.

5 HDR-S Loading Test Data Nonlinear Parameter
Prediction

The HDR-S cyclic loading data consist of force and displacement values at five
different amplitudes: 50%, 100%, 150%, 200%, and 250%. The data was converted
into shear stress and shear strain to eliminate the effect of the bearing’s cross section
properties. Also, the HDR-S bearing data at three different temperature was consid-
ered. However, only the 250% amplitude data at each temperature was used in the
prediction because it greatly represents the final shape of the hysteresis curve.

5.1 ANN Model Prediction

The ANN model predicted nonlinear parameter for the HDR-S cyclic loading data
at 250% amplitude was shown in Fig. 8, the blue line represents the HDR-S loading
data while the yellow represents the ANN model prediction. The same nonlinear
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Fig. 7 ANN model predicted parameter at 50%, 150%, and 250% amplitude

Fig. 8 ANN model predicted parameter for 250% amplitude of HDR-S data at a 23 °C, b 0 °C, c
−20 °C
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Fig. 9 ANN model predicted parameter for all amplitude of HDR-S data at a 23 °C, b 0 °C, c −
20 °C

Table 3 ANN predicted bilinear parameter at HDR-S data

HDR-S α k qc R (250% Amplitude) R (All Amplitude)

23 °C 0.087 7.097 0.814 0.944 0.944

0 °C 0.056 13.423 1.313 0.945 0.938

−20 °C 0.046 15.874 1.665 0.916 0.921

parameters were compared to all of the data amplitude as shown in Fig. 9. It can be
observed that the stiffness ratio is directly proportional to the decrease of temperature
while the initial stiffness and yield force was inversely proportional. The initial
stiffness and yield force increases as the temperature decreases. The contribution rate
was similar to both the 250% amplitude data and comparing to all of the amplitude
(Table 3).

5.2 ANN Model and KH Method

The predicted nonlinear parameters from the ANN model were used as the initial
parameter for KH method which makes the process faster and the contribution rate
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Fig. 10 ANN model and KH model predicted parametes for all amplitude of HDR-S data at a
23 °C, b 0 °C, c −20 °C

Table 4 ANN predicted bilinear parameter at HDR-S data

HDR-S α k qc R (ANN + KH METHOD) Steps

23C 0.097 7.159 0.594 0.966 13

0C 0.062 14.745 0.948 0.97 20

−20 °C 0.065 16.839 1.286 0.956 20

increased. Figure 10 shows the comparison of ANN prediction and the ANN predic-
tion with KH method for HDR-S data at three different temperatures. Table 4 shows
the list of the updated nonlinear parameters, the contribution rate was improved by
2.2% for the HDR-S at 23 °C, 3.2% for the HDR-S at 0 °C, and 3.5% for HDR-S at
−20 °C.

5.3 KH Method

Using the optimization algorithm ofKHMethod, the nonlinear parameters of HDR-S
cyclic loading under Bilinear model was obtained. As shown in Table 5, the contri-
bution rate was 0.966 for the three trials and the updated nonlinear parameters had a
similar values. By using KH method, initial random parameters were required, and
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Table 5 KH method HDR-S nonlinear parameters predicted

Initial random parameters R Adjusted parameters R Steps

α k qc α k qc

0.01 16 0.03 0.910 0.073 9.655 0.589 0.966 955

0.04 20 0.1 0.944 0.073 9.655 0.589 0.966 770

0.07 17 0.04 0.932 0.073 9.671 0.589 0.966 457

this was bounded by the range specific in the code for reference. The time required
for the convergence of the curve fitting depends on the initial parameters, and it was
shown in the table that the total number of steps ranges from 457 up to 955. There was
a significant time difference between the ANNmodel which has only 1 step compare
to KH method alone. Even the combination of the ANN model and KH method
shows a significant reduction in the total number of steps and the contribution rate
was same as using KH method alone.

6 Conclusion

This study developed an artificial neural network (ANN) model that can under-
stand the nonlinear behavior of an HDR-S bearing and predict the nonlinear param-
eters under bilinear model. The ANN model successfully identified the nonlinear
parameters of theHDR-Sbearing’s cyclic loadingdata at three different temperatures.

(1) The parameter range considered for the numerical data generation was revised
specifically for the value of stiffness ratio compared to the standard. After
conducting KH method for HDR-S loading data at low temperature, the
stiffness ratio decreases and became lower than the standard’s lower limit.

(2) Using KH method alone, the step size ranges from 457 up to 955, and was
highly dependent on the random initial parameter assumption. This takes time
and might be more complicated on other nonlinear models.

(3) The nonlinear parameter suggested by the ANN model serves as the initial
parameter for KH method, the total steps decreased compared to KH method
alone. The contribution rate increased by 2–3% compared to ANN model.

(4) It was shown that the developed ANNmodel canmake the nonlinear parameter
prediction faster because it only requires one step, and through the improve-
ment of training, the contribution rate may increase and KH method can be
disregarded.

(5) The nonlinear parameter obtained by the ANN model helps to solve the initial
problem assumption of KH method.

This study highly suggests to incorporate machine learning to help in the seismic
structural design.
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Autonomous Multiple Damage Detection
and Segmentation in Structures Using
Mask R-CNN

Sal Saad Al Deen Taher and Ji Dang

Abstract There are approximately 730,000 road bridges in Japan. As of 2020, more
than 23% of them have been aged over 50 years or more and the percentage will go
over 50% within the year 2030. Over the last decade there are numerous bridge
accidents all over the world that have cost both monetary values and human lives
significantly. Thus, regular inspection of bridges is very important to check the
overall condition. However, the inspection is predominantly maintained manually
which depends on person’s expertise and often the task is cumbersome, expensive
and error prone. Over the years, different deep learning-based techniques, such as
Convolutional Neural Network (CNN), have been utilized to detect the damages
automatically. However, most of them concentrate on damage detection and often
been used for single class of detection only. Instance segmentation is a method where
each object is detected as separate instance and by adopting a Region-based CNN
model, such asMaskR-CNN, the instances can be shown separately. Though instance
segmentation has been applied extensively for the detection of common objects in the
real world, the application for multiple structural damage detection is very limited
so far. Specially, the training and testing of the R-CNNmodel for multiple structural
damage detection is different and challenging than common objects. This study is
a step towards the feasibility and application of instance segmentation for multiple
damage detection in structures and to evaluate the feasibility for real time detection
with complex background.
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1 Introduction

According to the Ministry of Land, Infrastructure, Transport and Tourism (MLIT),
as of 2017, there are approximately 730,000 road bridges across Japan. Of which
520,000 bridges, which account for 70% of all bridges, are situated on municipal
roads. 10 years later, 48% of all bridges will be 50 years or older [1]. Over the last
decade, more than 50 bridge collapses due to deteriorating related issues in Europe,
NorthAmerica, and SouthAmerica caused human death, more than 150 fatalities and
close to 20 billion USD in overall monetary value affecting nearly a million people
[2]. Hence, early maintenance of the bridges is necessary to ensure the integrity of
these structures.

Regular and periodic bridge inspection is required to find out the damages in
them. To prevent any further losses in their structural capacity, early detection of the
damages in the bridges is the most important thing. The inspection and monitoring
of bridges to find damages in them are predominantly maintained manually. The
process depends upon the inspector’s assessment. Experience plays a significant role
in these situations. As the inspection is done only visually, there is always a chance of
error in the process. Omission of detecting damages is common for visual inspection.
While the process takes a lot of time and due to the nature of the inspection, it is often
cumbersome and expensive to arrange all the necessary tools and machinery. And
the shortage of experienced engineers in this type of works significantly hampers the
regular inspection of the bridges.

Due to the shortcomings of manual inspection, over the years, researchers are
concentrating to develop new methods using Machine Learning techniques to effec-
tively detect damages from images. Most of the time the developed models perform
well for the dataset they are trained for but for real world scenario they do not perform
well due to the presence of complex background, different lighting condition and due
to the inadaptability of the trained model for different image dataset. Furthermore,
the original machine learning models are developed for large-scale common objects
like persons, cars, trees, animals etc. whereas in structural health monitoring the task
is changed for the models.

As there are different types of structural damages are present, the models need
to be adjusted in their hyper parameters and other consideration must be selected to
adjust the models for the structural damage detection. And most of the time these
models are trained for single type of damages whereas in structures there aremultiple
types of damage. To address these issues, a Deep Learning based multiple damage
detection and segmentation method is proposed. The chosen model for this task is
Mask R-CNN model. [3]

There is numerous CNN based classification models been developed over the
years, but they are basically trained and tested on laboratory-based images and cannot
be tested on real world application such as Unmanned Aerial Vehicle (UAV) images,
as damage can be small or may be in a corner or there are too many variations with
complex background. Thus, objective detection and instance segmentation methods
can be considered asmore practicedmethod for bridge inspection using robot orUAV.
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This research focuses on the preliminary study of using Mask R-CNN on multiple
damages.

As the originalMask R-CNNmodel has been proposed for standard database such
as MS COCO [4] dataset, but it is unknown how to detect structural damages. The
damage target such as corrosion or cracks are different from the standard database
and do not have some shape feature or specific contour profile, it is easy to be missed
with background. Thus, basic setting of training parameters is the key to find a better
recognition model.

2 Background Information and Related Works

2.1 Machine Learning Based Damage Detection

Traditional Machine Learning based damage detection began almost 40 years ago
when researchers dealt with large quantities of nonstructured image data. Thus,
before training the models, a predefined feature extraction stage was required [5].
Further on, researchers utilized machine learning techniques like Support Vector
Machine (SVM) [6], Artificial Neural Network (ANN) [5], and Random Forest [7]
to classify damages in structures, mainly cracks.

In 2012, Krizhevsky et al. [8] developed a deep Convolutional Neural Network
(CNN) that superseded the best methods by precision and accuracy that can classify
images from the ImageNet dataset. Ever since, CNN is extensively used to classify
objects from images. And researchers begin to use CNN to classify damages from
images.

CNNbased object detection are developed broadly to three categories- (a)Classifi-
cation (b) Object Detection (c) Segmentation. The classification is simply separating
the damage patches in the image from the non-damage patches. Most researchers
used patch level classification [9] which separates every image into small patches
with the advantages of generating more data from the small patches and localized
information of damages in images. The object detection task is to generate bounding
boxes around the areas that contain the damage. There are some object detection
models developed over the years, such as Faster R-CNN [10], Single Shot Detector
(SSD) [11], You Only Look Once (YOLO) [12] etc. In contrast, SSD and YOLO are
single-stage detectors that require less training time than Faster R-CNN, which is a
double state detector. Object detection tasks is popular among the researchers who
want to classify damages from the images. Zhang et al. [13] conducted a study using
YOLOv3 for detecting four types of concrete bridge damages i.e. crack, pop-out,
spalling and exposed rebar. The original model is further improved to enhance the
detection accuracy by adopting transfer learning. Cha et al. [14] proposed a Faster
R-CNN based structural visual inspection method where five types of structural
damages- concrete crack, steel corrosion with two levels (medium and high), bolt
corrosion, and steel delamination can be detected.
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The segmentation task predicts the classification in image pixel-wise that is each
pixel is classified as damage or non-damage. The precise location of damages and
separation generated by segmentation is useful for both damage classification and
damage features. For this reason, to detect damages, recently the segmentation is
gaining popularity among researchers. Hsieh et al. [15] reviewed 68 papers to identify
the development trend in Machine Learning based crack detection algorithm. They
found that since 2016 CNN based crack detection from images are on the rise. While
initially the classification task was popular among researchers, the object detection
and segmentation tasks took over it. Yang et al. [16] proposed a FCN model that can
detect cracks concurrently at pixel level. The model is trained by feeding multiple
types of cracks to semantically identify and segment pixel-wise cracks at different
scales. Li et al. [17] proposed also a FCN model that can detect multiple damages
including crack, spalling, efflorescence, and hole images in concrete structures.Wang
et al. [18] proposed aMask R-CNNmodel to identify and assess superficial damages
on roof tiles of historic buildings in Palace Museum in China.

3 Methodology

The proposed framework is based on a mask and region-based convolutional neural
net Mask R-CNN. Overall architecture is shown in Fig. 1. Mask R-CNN consists of
two stages. The first stage is like Faster R-CNN. In the first stage, the Region Proposal
Network (RPN) proposes a set of Region of Interests (ROIs)with probabilistic scores,
which indicate if they contain an object within them. The only difference is thatMask
R-CNN uses ROIAlign [3], which is an improvement of the ROIPool operation. In
the second stage, the Faster R-CNN classifier is combined with an additional mask
prediction head to predict the object’s class within the ROIs and correspondingmask.
The proposed framework is based on Matterport Mask R-CNN implementation, free
to use under MIT License.

Fig. 1 Overall architecture of mask R-CNN
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3.1 Backbone

A standard Convolution Neural Network (CNN) that serves as a feature extractor
constitutes the backbone architecture of the Mask R-CNN. Lower level features
are detected in the early layers of the network, whereas higher level features are
successively detected in the later layers. Generally, this network acts as a good
backbone, but employing a Feature Pyramid Network (FPN) improves the feature
extraction ofMask R-CNN significantly. A second pyramid is added that extracts the
higher level features from the first pyramid and passes them to lower layers, allowing
features at all levels to access both lower and higher level features. Our proposed
framework uses ResNet-101 architecture.

3.2 Region Proposal Network

The Region Proposal Network (RPN) is a lightweight neural network predicts
multiple region proposals using a sliding window technique. RPN extracts rele-
vant anchor boxes from feature maps. Anchor boxes are precalculated fixed sized
bounding boxes of various sizes that are placed throughout the image and represent
approximate bounding box predictions to save time.

3.3 ROIAlign

Features of objects are extracted from the object proposal results from the RPN using
ROIAlign. RoIAlign is a feature map operation that aligns the candidate box feature
extraction result with the input image.

3.4 Network Heads

The feature map extracted by RoIAlign is fed to a classification layer, bounding box
refinement layer and a mask branch to output the class, bounding box and mask of
the object respectively. The mask branch is an Fully Convolutional Network (FCN)
that do the segmentation in an image in the pixel level.



550 S. S. Al Deen Taher and J. Dang

3.5 Loss Function

The loss function for Mask R-CNN is shown in Eq. (1)

L = Lcls + Lbbox + Lmask (1)

The Lcls = (Lcls1 + Lcls2) is the classification loss, indicates how close the predic-
tions are to the true class, and Lbbox (Lbbox1 + Lbbox2) is the bounding box loss, which
indicates the model localization accuracy. The mask prediction loss Lmask, is calcu-
lated by taking the binary cross-entropy between the predicted mask and the ground
truth. This loss penalizes wrong per-pixel binary classifications.

3.6 Transfer Learning

Our dataset is relatively small. Thus, for robust training of themodel transfer learning
methodology has been adopted. The model was initialized with pre-trained weights
from training on the COCO dataset. Fine tuning of the model is possible by tweaking
several hyperparameters. For example, learning rate, learning momentum, weight
decay, train ROIs per image etc. can be changed according to the user’s choice.

3.7 Data Augmentation

Data Augmentation has been considered for training as the dataset size is small. The
data augmentations strategies considered here are horizontal flips, random crops,
small gaussian blur with random sigma between 0 and 0.5 about 50% of all images,
strengthen or weaken the contrast in each image, make some images brighter and
some darker, affine transformations to each image, scale/zoom them, translate/move
them, rotate them and shear them.

4 Dataset Preparation and Training Details

4.1 Dataset Preparation

For the proposed framework, the Mask R-CNNmodel has been trained and tested to
detect three types of structural damages-(i) Crack, (ii) Corrosion, and (iii) Spalling.
A dataset of total 1,950 images has been used. The images are separated according to
their class and randomly split into 80% training and 20% validation data. The details
is given on Table 1. All the images have been collected from the inspection report of
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Table 1 Details of the dataset

Type of damage Crack Corrosion Spalling Total

Training images 595 402 445 1442

Testing images 149 100 111 360

Total 744 502 556 1802

structures prepared by General Incorporated Foundation Bridge Survey Committee,
Japan. There is no fixed resolution of the dataset images.

4.2 Data Annotation

Some image was annotated by the open-source program VGG Image Annotator
(VIA) which is a simple and standalone manual annotation software for image,
audio and video. An example of Annotated image by VIA has been shown on Fig. 2.
The annotated images are exported to MS COCO format which are stored in a json
file.

Fig. 2 Annotation by VGG Image Annotator (VIA)
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Original Image 

 
Annotation by VIA 

 
Ground Truth Mask 

Fig. 3 Sample ground truth mask

Original Image Binarized Annotated Images Ground Truth Mask

Fig. 4 Converted annotated images

The corresponding ground truth can be visualized by the Mask R-CNN’s own
visualization program. (Fig. 3)Other imageswere previously annotated onMATLAB
which produced their corresponding greyscale mask images separately. The mask
images then converted into desired MS COCO format by developed Python program
using OpenCV library. The conversion has been shown in Fig. 4.

4.3 Training Details

For the testing, we have used Pyhton 3.6, Tensorflow Version 1.15.2, Keras Version
2.1.5. The training was carried cloud-based Google Collaboratory with integrated
GPU supports. Each mini-batch had one image per GPU. Three different training
strategies were selected for this dataset.

The Mask R-CNN models have been initialized with pre-trained weights from
training on the COCO dataset, with learning rate, weight decay, and momentum
were set as 0.001, 0.0001, and 0.9, respectively. Stochastic Gradient Descent (SGD)
was chosen as the optimizer. The details of the training strategies have been shown
in Table 2.
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Table 2 Details of training Parameter Training A Training B Training C

Backbone ResNet-101 ResNet-101 ResNet-101

Batch size 2 2 2

Optimizer SGD SGD SGD

Learning rate 0.001 0.001 0.001

Learning
momentum

0.9 0.9 0.9

Weight decay 0.0001 0.0001 0.0001

Training steps
per epoch

100 100 100

RPN anchor
scales

32, 64, 128,
256, 512

32, 64, 128,
256, 512

32, 64, 128,
256, 512

RPN train
anchors per
image

256 256 256

Train ROIS per
images

200 200 200

Layers trained Only Heads Only Heads All Layers

No of epochs
trained

120 120 120

Data
augmentation
applied

No Yes Yes

Training time 7 h 4 h 4 h

5 Result and Discussion

5.1 Result

The training and validation loss for the three different training approach has been
shown in Fig. 5. From the figure it can be shown that both the training and validation
loss has been decreasing at a steady rate with the increment of time. The training
loss is decreased to almost 1.5 for Training A whereas the training loss for Training
C decreased to 1.75. The loss value should be decreased further for better training.
Possible improvement can be done by increasing the number of training epochs and
also number of images in the dataset.

Some detection result has been shown in Figs. 6, 7, and 8. From Fig. 6, in the
validation images we can see that, Training A and Training B models are able to
detect the corrosion damage correctly while Training C model completely ignores
the corrosion damage class. In Fig. 7, three models were not able to detect the crack
damages correctly. This is probably due to the quality of the images that contain the
crack damages are not annotated properly. Most of the images that are annotated as
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Fig. 5 Comparison of training and validation loss

Ground Truth Training A Training B Training C

Fig. 6 Validated images for corrosion damage

Ground Truth Training A Training B Training C

Fig. 7 Validated images for crack damage

Ground Truth Training A Training B Training C 

Fig. 8 Validated images for spalling damage
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crack have chalk marks around the cracked regions which may have been repaired.
Thus it made the training of this class difficult. For spalling damage, all three models
have detected a part of the spalling but yet a large part is missed by all models. These
detected results indicate the need for improvement in training on the dataset.

5.2 Future Works

Three training strategy was implemented for the dataset. The detection results for all
three models were not satisfactory. To improve the training process some initiatives
can be taken into action. The number of images can be increased for each damage
class. The images should be selected with clearly visible damages. Some images in
the current dataset that contain the crack damages are not clearly visible.

The number of training epochs should also be increased as from Fig. 5, we can
see that the training and validation losses are decreasing with the increment of time.
Also, the number of steps in each epoch can be increased though it is not an important
task.

Finetuning the model through transfer learning can also be adopted. In the same
model, the training schedule can be divided into training the heads, selected layers
of the CNN and also all the layers with different learning rate data augmentation and
number of epochs. The improvement can be evaluated by incorporating evaluation
metrices set for instance segmentation.

6 Conclusions

Detection of damages in structures manually with complex background is a time
consuming, labor intensive work. In this paper, an automated approach to detect
multiple damages using machine learning technique is proposed. The proposed
framework is based on Mask R-CNN model. Key points can be summarized as
below.

• Three types of damages named crack, corrosion and spalling were intended to be
detected by the proposed framework. Total 1802 images were annotated for this
task and split in to 80% training and 20% validation data.

• Three different Mask R-CNN models were trained and tested.
• Models were initialized with pre-trained weights from training on the COCO

dataset adopting transfer learning.
• The training and validation losses for all three models decreased with the

increment of training time.
• The detection resultswere not satisfactorywhich posed the space for improvement

of the training of the proposed model.
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• For the improvement of the training and models, the quantity and quality of the
training images can be improved. Also the training epochs can be increased. Fine
tuning of the models can be achieved by combining different training strategies
together.
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Nonlinear Model Classification of HDR-S
Bearing Under Low Temperature Using
Artificial Neural Network

Katrina Montes, Ji Dang, Yuqing Tan, Akira Igarashi, and Takehiko Himeno

Abstract The seismic isolation design for bridges mainly focused on increasing
the damping properties of the seismic isolator under controlled period. To adopt to
the demand of high damping properties, there were newly developed isolators and
dampers nowadays. However, in Japan, the seismic isolator’s design standard for
bearing’s nonlinear parameter standard was limited to some existing isolator types
and was fitted to bilinear model under controlled experiment environment settings.
Furthermore, in actual environment, the nonlinear behavior of some key members
like bearings and dampers were somewhat complicated, that’s why there was a need
to select the proper nonlinear model carefully to represents the bearing’s nonlinear
behavior more realistic. The nonlinear model selection can be difficult considering
the new types of isolators and different external factors which makes it a trial-and-
error process and highly depends on the engineer’s expertise. Therefore, inversion
process was proposed for structural key member’s nonlinear model selection using
neural network. The AI model was trained using four existing nonlinear models
which was capable to identify the nonlinear model of an HDR-S bearing under
low temperature. The training data used the displacement of an actual bearing‘s
experimental data while the force was numerically simulated using different existing
nonlinear models. The proposed method will greatly help to guide the engineers
on nonlinear model classification which was important prior to nonlinear parameter
identification and seismic isolation design.

Keywords Neural networks · Rubber bearing · Nonlinear models · Low
temperature · HDR-S bearing

K. Montes (B) · J. Dang
Department of Civil and Environmental Engineering, Saitama University, Saitama, Japan
e-mail: montes.k.m.s.886@ms.saitama-u.ac.jp

Y. Tan · A. Igarashi
Department of Civil and Environment Engineering, Kyoto University, Kyoto, Japan

T. Himeno
Kawakin Core Tech Co. Ltd, Saitaima, Japan

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2023
Z. Wu et al. (eds.), Experimental Vibration Analysis for Civil Engineering Structures,
Lecture Notes in Civil Engineering 224,
https://doi.org/10.1007/978-3-030-93236-7_46

557

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-93236-7_46&domain=pdf
mailto:montes.k.m.s.886@ms.saitama-u.ac.jp
https://doi.org/10.1007/978-3-030-93236-7_46


558 K. Montes et al.

1 Introduction

The mostly adopted type of isolation devices after the Kobe Earthquake were Lead
Rubber Bearings (LRB) and High Damping Rubber Bearings (HDR-S). In seismic
isolation design, the determination of nonlinear behavior of those bearings should
be identified carefully to simulate a more realistic structure response. However, the
nonlinearity of those seismic isolatorswas influenced by different factors like temper-
ature, deterioration, loading rate, different loading conditions, strain rate, combina-
tion of different materials, etc. Therefore, there was a need to deeply understand
the nonlinear behavior of seismic isolators and numerous numerical models was
proposed but as the process becomes somewhat more complicated. The structural
design with seismic isolator starts from the assumption of the type of bearing and its
nonlinear properties [1]. The existing standard focuses on fitting the experimental
cyclic loading data to bilinear model and the limited to some seismic isolator bearing
types. In addition to that, there were newly developed seismic isolators that does not
have guide for nonlinear model identification that needs further numerical method.
The process can be difficult, and the accuracy was highly dependent on engineer’s
expertise. Therefore, this study proposed a method that can automate the nonlinear
model classification through the utilization of machine learning. This study devel-
oped an artificial neural network (ANN) model that can classify the nonlinear model
depending on the pair of force and displacement input data. The displacement used
was from a super high damping rubber bearing (HDR-S) cyclic loading data and was
normalized to fit the ANN training input. The force was generated through numerical
simulation of the four nonlinear models namely bilinear, modified bilinear, Bouc-
wen, and modified Park-Wen model. After the ANN model training and evalua-
tion, the actual HDR-S at three different temperature was tested and the nonlinear
model at each amplitude was classified. The results of the classified nonlinear model
at different temperature were later compared. The use of machine learning for the
nonlinear model selection will greatly help and serves as an initial guide for the engi-
neers in the initial process prior to structural designwith seismic isolators specifically
for the newly developed seismic isolators.

2 Proposed Method

This study developed an artificial neural network (ANN) model that suggest the
similarity of the HDR-S cyclic loading data based on the four nonlinear models
namely Bilinear (BL), Modified Bilinear (MBL), Bouc-Wen (BW), and Modified
Park-Wen (MPW). The proposed methodology was shown in Fig. 1 which starts
from:

(1) The generated input data for artificial neural networkmodel development came
from the displacement values of the HDR-S bearing at 23 °C, while the force
was numerically simulated using the four nonlinear models stated. The dataset
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Fig. 1 Proposed methodology

consists of 60 displacement and 60 force values. Each nonlinear model data
set was iterated by 500 times.

(2) The dataset was separated into training and testing. The neural network model
was defined, and the training took 10 epochs.

(3) After the development of the ANN model, the HDR-S data at three different
temperaturewas tested. TheANNmodel classified themost probable nonlinear
model based on the HDR-S data input.

3 Nonlinear Models

The nonlinearmodels used in this study consisted of Bilinear (BL),ModifiedBilinear
(MBL), Bouc-Wen (BW), and Modified Park-Wen (MPW). Each nonlinear model
was explained as follows.

3.1 Bilinear Model

This nonlinear model covers the changes in stiffness from elastic to plastic. The
restoring force F is the combination of the elastic force Fe, and plastic force Fp
as shown in Eq. (1). The elastic force is the product of the initial stiffness k1,and
the displacement as shown in Eq. (2). During the plastic stage, the initial stiffness
changes to secondary stiffness k2, with stiffness ratio α as shown in Eq. (3). x is the
displacement in mm.

F = Fe + Fp (1)
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Fe = k1x (2)

k2 = αk1 (3)

The restoring force F was the combination of elastic force and plastic force as
shown in Eq. (4).

F = (1− α)k1�x (4)

The loading and unloading behaviour of the hysteresis curve was controlled by
the yielding force qc as shown in Eqs. (5) and (6)

If Fp > qc,Fp = qc (5)

If Fp < −qc,Fp = −qc (6)

3.2 Modified Bilinear Model

The modified bilinear (MBL) has the same parameters as Bilinear model (BL) but
with an additional parameter x as shown in Eq. (7), which controls the pinching
effect. The pinching effect has a direct effect on the yielding force.

qc = qc0 + bx2 (7)

3.3 Bouc-Wen Model

Bouc-Wenmodel includes the continuous change in stiffness due to yielding. It repre-
sents the hardening and softening due to the degradation in stiffness. The formula of
this model was shown in Eqs. (8) and (9).

F = αkx + (1− α)kz (8)

ż = Aẋ− β|ẋ||z|n−1z− γ ẋ|z|n(n = 2) (9)

where F is the restoring force, z is the displacement of the hysteresis, k is the coeffi-
cient of stiffness, α is the ratio of initial to post yield stiffness. n, β, γ, A controls the
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shape of the hysteresis [2], Specifically, β and γ controls the softening and hardening
of the hysteresis shape, n is for the curve smoothness transition. A is equal to 1.0 and
n is 2.0.

3.4 Modified Park-Wen Model

Modified Park-Wen model includes pinching effect which can be observe on the
parameter b and stiffness degradation.

F = αkx + (1− α)k
(
1+ bx2

)
z (10)

ż = Aẋ− β|ẋz|z− γ ẋz2 (11)

where F is the restoring force, ẋ are displacement, z is the plastic component, k is the
initial elastic stiffness, b.is caused by the shearing deformation which result to the
change of critical force and produce pinching effect. β and γ are based on the yield
displacement dy, while A is generally equal to 1. This model was tested to fit the
nonlinear response of a high damping rubber (HDR) bearing under unidirectional
load test [3].

4 Training of the Artificial Neural Network (ANN) Model

Thedevelopment of the artificial neural networkmodel starts from the data generation
and normalization, building the neural network model with different parameters, and
ANNmodel training and evaluation. The developed artificial neural network (ANN)
aims to classify the nonlinear model from an HDR-S experimental loading test data.

4.1 Data Generation

The displacement of the HDR-S loading of 23 °C, amplitude was used to generate the
different force from the four nonlinearmodels throughnumerical simulation as shown
in Fig. 2. The displacement data of the HDR-S experiment at 100% amplitude and
first loop was normalized to reduce the size to 60 data points using nearest neighbor
method. It was simulated to produce a 60 data points of restoring force using different
nonlinear models.

In the numerical simulation, the parameters of each nonlinear model were identi-
fied by conducting KHMethod (Kuroda, 2001) in each HDR-S data at three different
temperatures. Bilinear model has a parameter range standard based on the road and
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Fig. 2 Nonlinear models

Table 1 Parameter range of
bilinear model

α k( N
mm2 ) qc (N)

0.3–0.4 2–9 30–40

Table 2 Parameter range of
modified bilinear model

α k( N
mm2 ) qc(N) b

0.3–0.4 2–9 30–40 0.01–0.02

Table 3 Parameter range of
Bouc-Wen model

α k( N
mm2 ) β γ

0.2–0.3 4–7 −0.3–−0.2 −0.15–−0.1

bridge seismic design draft [1]. However, for other nonlinear models like modified
bilinear model, Bouc-Wen model, and modified Park-Wen model, the parameter
range was difficult. Therefore, in identifying the parameter range, KH method was
used for curve fitting and determined the nonlinear parameters as a preliminary step
[4]. The parameters obtained fromKHmethod was adjusted and created a range near
to it, as shown from Tables 1, 2, 3 up to 4.

4.2 Artificial Neural Network (ANN) Model

The artificial neural network model consists of input layer, hidden layers, and output
layer. The input datawas from the displacement data of theHDR-S cyclic loading data
at 100% amplitude reduced to 60 data points. The force was numerically simulated
using the four nonlinear models. The input data was the combined displacement
and force on each nonlinear model. The hidden layer was 400, the activation was
rectified linear activation function (ReLU) at the first hidden layer, and softmax for
the output layer which gives a score of 1.0 to the highest probable non-linear model.

Table 4 Parameter range of modified park-wen model

α k( N
mm2 ) β γ b

0.2–0.3 4–7 0.15–0.2 −0.15–−0.1 0.00055–0.00065
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Fig. 3 Artificial Neural Network (ANN) model

Table 5 Artificial neural
network model key points

Optimizer Adam, learning rate = 0.001

Activation function ReLU and Softmax

Loss function Categorical cross entropy

Platform Google colaboratory

Epochs 10

The output was 1, which was the classified nonlinear model based on the force–
displacement input data. The loss function was categorical cross entropy, this was
used for classification problem with classes more than 1. The platform used was
google colaboratory using python language. The optimizer was Adam with learning
rate of 0.001, this study used few different optimizers for comparison but Adam
shows the best result (Fig. 3; Table 5).

5 ANN Model Evaluation

After 10 epochs, the validation accuracy was 1.0 and the loss was approaching to
zero as shown in Fig. 4, which shows a good result. The confusion matrix was shown

Fig. 4 Accuracy and loss
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Fig. 5 Confusion matrix

in Fig. 5, this serves as visualization of the predicted label and true label of the testing
data. Each nonlinear model consisted of 100 testing data, and the confusion matrix
shows that all of the testing data was classified correctly.

6 HDR-S Cyclic Loading Test Data

TheSuperHighDampingRubber (HDR-S) bearing data came from the cyclic loading
test at different ambient temperature specifically at−20 °C, 0 °C, and 23 °C. The data
was shown in Fig. 6. Each cyclic loading result consist of force and displacement
data at five different amplitude which ranges from 50%, 100%, 150%, 200%, and
250%.

Fig. 6 HDR-S Cyclic Loading Test Data at a −20 °C, b 0 °C, c 23 °C
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Fig. 7 Nonlinear model
classification at different
temperature of the HDR-S
data

7 HDR-S Bearing Nonlinear Model Evaluation

Using the developed ANN model, HDR-S loading data at the first loop at each
amplitude was tested. The nonlinear model was classified as shown in Fig. 7. The
data at 0 °C and −20 °C, shows a totally similar pattern which starts from modified
bilinear (MBL) at 50% amplitude, then bilinear model (BL) at 100% and 150%
amplitude, while the classification goes to Modified Park-Wen (MPW) model at
200% and 250% amplitude. On the contrary, the data at 23 °C shows a different
prediction at 200% amplitude which stays at Bilinear model (BL) but eventually
goes toModified Park-Wen (MPW) at 250% amplitude.Majority of the classification
was Bilinear Model (BL) but during higher amplitude, the nonlinear model becomes
Modified Park-Wen (MPW).

8 Conclusion

This study developed an artificial neural network model that aimed to classify the
nonlinear model of a super high damping rubber (HDR-S) bearing experiment result
at three different temperatures. The nonlinearmodels used from trainingwere bilinear
model (BL), modified bilinear model (MBL), Bouc-Wen model (BW), andModified
Park-Wen Model (MPW). The neural network model showed a high accuracy of 1.0
and loss of 0.0028 after 10 epochs. The testing data of the four nonlinear models
were all categorized correctly by the ANN model. The HDR-S data was separated
by amplitude and was normalized to reduced size of 60 data points of displacement
and 60 data points of force for the ANN model input data. Based on the classifi-
cation result, the HDR-S data at 0 °C and −20 °C, shows the same pattern on the
nonlinear model classification which was bilinear model until 150% amplitude, but
became Modified Park-Wen model at 200% and 250% amplitude. However, for the
HDR-S data at 23 °C, at 200% amplitude, it stays as bilinear model, but eventually
becomes modified Park-Wen model at 250% amplitude. Therefore, at lower ampli-
tudes, Bilinear model (BL) was the mostly classifiedmodel, but on higher amplitude,
Modified park-Wen (MPW) governs. The parameter range of each nonlinear model
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for the data generation in the training the ANN model was limited and customized
for the cross section of the HDR-S bearing because it was expressed in force and
displacement values. However, the development of the neural network model shows
that it can successfully classify the experiment data into different nonlinear model.
This will be helpful to the engineers and can be a guide in deciding the nonlinear
model to be used prior to structural design using seismic isolators. This study recom-
mend the use of machine learning enhanced method which will help the engineers
in seismic design.
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Automatic Top-View Transformation
and Image Stitching of In-Vehicle
Smartphone Camera for Road Crack
Evaluation

Jose Maria G. Geda, Kai Xue, and Tomonori Nagayama

Abstract Current technology for road crack evaluation uses precision profilers with
line scan cameras and manual detection of road cracks from captured images. In
Japan, the crack ratio is evaluated using a top-view photo by the coverage of the
area of 0.5 m rectangular grid traversed by cracks usually over a 20 m span of
road. Previous research using in-vehicle smartphone camera were conducted but
the crack ratio cannot be calculated based on the definition. This paper proposes
an automatic top-view transformation and image stitching algorithm for road crack
evaluation by utilizing video captured of an in-vehicle smartphone camera. A vision-
based approach for camera calibration is proposed since camera parameters cannot
be easily obtained. Four conditions are used to perform the parameter calibration.
(1) horizontal manhole axis, (2) parallel lane line, (3) circular manhole, (4) vertical
lane line conditions. A frame with straight lane lines and a circular manhole is
automatically selected by object detection. Top-view transformation is performed on
these images and parameters are adjusted until both conditions are satisfied. The same
parameters are then applied to the other frames assuming that the camera parameters
(i.e., location, orientation, and settings remain the same). After the successful top-
view transformation of frames, feature matching is conducted to pairs of successive
frames to calculate the homography matrix between the two images. This is used for
the image stitching of successive frames and obtain the translation offset between the
images. Based on the calculated translation offset and the extracted frame distance
interval the pixel-to-real-distance conversion factor is calculated. A fine resolution
image of road top-view can be produced that can be used for the evaluation of road
cracks.

Keywords Road condition assessment · Crack ratio · Top-view transformation ·
Image stitching · AI
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1 Introduction

Limited coverage of road assessment and the increasing number of aging roads are the
two fundamental problems in road condition assessment. In Japan, the approximate
total length of the road network is about 1.22 million kilometers [1]. These road
networks include municipal roads, prefectural roads, national roads, and express-
ways. As of 2017, most of the roads assessed by precision profilers are the national
roads managed by the Ministry of Land, Infrastructure, Transport, and Tourism
(MLIT) which are only about 2% of the total road network [1]. MLIT requires
three years to implement precision profiler surveys to cover the 24,000 km length of
national roads. With a monitoring capacity of 8,000 km per year, many aging road
networks in Japan remain unassessed or manually assessed. Manual road assess-
ment is time-consuming and highly depends on the subjective visual skills of road
inspectors, while high profilers are expensive and have limited coverage. Therefore,
road management officials are continuously seeking accurate and affordable road
assessment solutions.

Road management officials use pavement inspection in studying road defects,
maintenance procedures, and repair priority. In the Japanese guideline for pavement
testing [2], the crack ratio is calculated in the top-view of a 50 × 50 cm grid over
a 20 m span of the road. The crack ratio is defined as the percentage of the total
crack area over the area of the pavement section, as expressed in Eq. (1). A sample
road segment with detailed crack classification is shown in Fig. 1. The conventional
method to calculate the crack ratio is to obtain top-view images from roadprofilerwith
line scan camera. This method is accurate but is also expensive and time consuming.

C(%) = CrackingArea(m2)

Survey Target Section Area(m2)
x100 (1)

Alternative methods are proposed using in-vehicle smartphone camera as shown
in Fig. 2 and machine learning. Crack ratio calculation by object detection of road
crack on the pavement from in-vehicle smartphone camera images was developed

Fig. 1 Road crack inspection method
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Fig. 2 In-vehicle smartphone setup

[3]. In this method, images from in-vehicle smartphone camera were utilized to
capture road pavements. Then, object detection is used to identify the details of road
pavement. The crack ratio calculation was determined by summing up the total area
contribution of each detected crack divided by the target area for evaluation, as shown
in Fig. 3. Since the crack area is calculated using the rectangular area of the bounding
box from the object detection, the accuracy is limited. Also, the crack ratio cannot
be calculated based on the definition.

Perspective transformation of an image requires knowing the camera parameters,
which are used to calculate the transformation from the camera-view to the top-
view. Camera calibration estimates the parameters of a lens and image sensor of an
image or a video camera. These parameters can be used for lens distortion correction,
measuring the object’s size in real-world units, and determining the camera’s location
in the scene. The camera parameters are usually estimated in the laboratory or by
analyzing a set of images of a calibration object taken from different viewpoints
[4]. These camera parameters are not easy to obtain; hence, an automatic process
for parameter calibration is proposed. In this paper, we are proposing an automatic
top-view transformation and image stitching procedure for images captured from an
in-vehicle smartphone camera for road crack evaluation.

Fig. 3 The procedure of crack ratio calculation using object detection
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2 Top-View Transformation

2.1 Transformation Principle

The top-view transformation coordinate system is shown in Fig. 4 [5]. OW −
XWYW ZW is defined as the vehicle coordinate, OC − XCYC ZC and OVC −
XVCYVC ZVC is defined as the camera-view coordinate and top-view coordinate,
respectively. The viewpoint OC , whose location is (tX , tY,tZ ), rotates by θ about the
XW axis, by ρ about the YW axis, and by ϕ about the ZW axis.HC is the height of
the camera from the surface of the road obtained during measurements. HVC is the
height of the virtual camera from the road’s surface, which affects the zoom ratio of
the image. Additionally, all the objects in the image are also assumed to be planar
objects. The top-view image is obtained by transforming the in-vehicle view image
from Eqs. (2) and (3).

x
′ = f ′

Hvc
· Hc(x − x0(d))

f sinθ − ycosθ
(2)

y
′ = f ′

Hvc
·
{
Hc( f cosθ + ysinθ)

f sinθ − ycosθ
− Dvc

}
(3)

where x and y are the pixel coordinates from the camera view in the XC−YC plane
with the origin OC − XCYC set the bottom middle of the image by default. x ′ and
y′ are the corresponding top-view coordinates after transformation. f and f ′ are the
focal lengths (in pixels) of the in-vehicle camera and virtual camera, respectively.
The previous study assumes that the camera parameters f and θ are known and

Fig. 4 Top-view transformation coordinate system
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other parameters such as ϕ and the camera position x − x0(d) were not considered.
A vision-based approach is proposed for the camera parameter calibration.

2.2 Proposed Top-View Transformation

Interior and exterior camera parameters necessary for coordinate transformation are
obtained in a rigorous procedure. Hence, an automatic process for parameter calibra-
tion is proposed. To successfully perform a top-view transformation, camera param-
eters f and θ should be identified to solve the top-view transformation described in
Eqs. (2) and (3). When these two parameters are known, the equations can be applied
to all the other frames obtained from the same measurement, assuming that θ did
not change through the course of the measurements. A vision-based approach for
parameter identification is proposed.

3 Parameter Identification

There are four parameters in total needing calibration, [ f , θ ,ϕ and x0]. These parame-
ters are automatically calibrated using the images captured from an in-vehicle smart-
phone camera when driving on a normal road. The vision-based approach eliminates
the need to obtain the camera parameters directly and will also be able to adapt to any
setup position inside the vehicle. Four conditions were set to obtain these parameters.
First, parallel straight lane lines on the road should be parallel after transformation,
and second, the aspect ratio of the image should be consistent. All this process is
summarized in Fig. 5.

3.1 Horizontal Manhole Axis Condition (ϕ)

The first parameter to be identified is the angle of rotation about the ZW axis, ϕ. The
proposed method is divided into three main steps. First, the manhole detection is
conducted by object detection from the camera view. Approximately 16,000 images
of round and rectangular manholes were carefully annotated. The state-of-the-art
YOLOv5 [6] object detector is utilized to achieve the manhole detector. Second, the
manholes with bounding box areas larger than 3500 pixel2 are cropped from the
dataset. Approximately 1700 cropped manhole images are pixel-labeled into two
classes, or round manhole and rectangular manhole for semantic segmentation. An
implementation of deep learning-based image semantic segmentation [7] is used in
this study. The feature pyramid network (FPN) [8] architecture with the VGG19 [9]
encoder is applied as the segmentation model. Third, ellipse estimation is conducted.
An ellipse detection algorithm is implemented based on the method proposed by Xie
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Fig. 5 Top-view
transformation process

Top-view Transformation Process
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modify θ
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modify 0

Start

Assume φ and transform

Assume , and transform

Parallel lane lanes?

Circular manhole?

Yes

Manhole axis horizontal?

Assume 0 and transform

Vertical lane lines?

Next Frame

Yes

Yes

Yes

No

No

No

and Ji [10]. This method takes advantage of the major axis of an ellipse to find
the ellipse parameter fast and efficiently. A one-dimensional accumulator array is
used to accumulate the length information for the ellipse’s minor axis. The Canny
edge detector is applied to the manhole semantic segmentation after converting the
image into grayscale. Then the ellipse detection is implemented, and the ellipse angle
orientation ϕ is determined. The process is showed in Fig. 6.

Fig. 6 Manhole object detection (left). Semantic segmentation (middle). Ellipse detection (right)
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3.2 Parallel Lane Line Condition (F)

After the parameter ϕ is identified, f and θ initial values are assumed and trans-
formed coordinates were calculated using Eqs. (2) and (3). Then the parallel lane
line condition is verified. Parallel lane line condition is selected because this condi-
tion can be achieved based solely on the f parameter. An object detection method
is developed for straight lines detection to test the parallel lane line condition. Four
types of road lane lines are defined as straight left, straight right, curve left, and curve
right. Each class and its corresponding annotation are illustrated in the examples in
Fig. 7. Approximately 8000 images of 640 × 640 pixels are prepared as the dataset,
and the bounding boxes were carefully annotated. The state-of-the-art YOLOv5 [6]
object detector is utilized for this road straight lane lines detection.

The four coordinates of the bounding box for each detected object were obtained.
Then, only the straight left and straight right classes are chosen as candidates. The
straight lane lines are processed by drawing a line connecting the bottom-left with the
top-right corner of the bounding box for the straight left class and the bottom-right
with the top-left corner for the straight right class. In cases wheremultiple left or right
straight lane lines are detected, the line with the endpoint nearest to the bottom-left
for the left straight lane line and bottom-right for the straight right lane line will be
selected as shown in Fig. 7.

After the lane lines were detected, two points were selected from each lane at a
specified y coordinate. The four points obtained are: (x1, y1), (x2, y2), (x3, y2), and
(x4, y1) as shown in Fig. 8 (left). By setting an initial value to f and θ , transformed
coordinates

(
x ′

1, y′
1

)
,
(
x ′

2, y′
2

)
,
(
x ′

3, y′
2

)
, and

(
x ′

4, y′
1

)
can be calculated from

Eqs. (2) and (3) as shown in Fig. 8 (right). Then the slope is calculated for the left
and right lane lines after transformation, which are m1

′ and m2
′ respectively. The

parallel lane line condition would be m
′
1 = m2

′.

Fig. 7 Four classes for road lane line detection
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Fig. 8 Road lane lines detected after post-processing

3.3 Circular Manhole Condition (ϕ)

The aspect ratio of an image is defined as the ratio of the width to the height. When
resizing an image or performing a perspective transform, ignoring the aspect ratio
of an image can lead to resized images that look distorted, squished, and crunched.
After the transformation of images to top-view, the consistent aspect ratio is not
automatically adjusted. The images produced can have different scaling in x and y
directions. Road information such as the manhole with a known aspect ratio was
used for scaling in x and y directions. The same process from Sect. 3.1 was used.
After the manhole is detected using object detection and semantic segmentation, top-
view transformation is performed, and the resulting manhole image is obtained. The
ellipse detection algorithm is then applied to the transformed image, and the ellipse
parameters a, b (where a is the radius of the major axis of the estimated ellipse and
b is the radius of the minor axis) and orientation is obtained. The transformation
is calculated for a range of θ values. The range is determined based on previous
experiments (e.g., θ range is set to 25°–35° at an interval of 1 degree). For each θ, a
corresponding f value is calculated to comply with the parallel lane line condition.
Then the θ that produced the transformation that meets the condition a/b ≤ 1.05 or
the θ that produced the closest the ratio to 1.0 is selected. The process is showed in
Fig. 9.

Fig. 9 Manhole semantic segmentation (left). Top-view manhole segmentation (middle). Ellipse
detection (right)
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3.4 Vertical Lane Line Condition (x − x0(d))

After the camera parameters, f and θ were obtained, these parameters are applied
to all the frames extracted from the same measurement. During measurement, the
camera position with respect to the road may be offset from the center of the road,
and the top-view image will produce inclined lanes. The condition is corrected by
adjusting the position of the camera along the x-axis, x − x0(d). The origin axis is
adjusted until the condition x ′

1 = x ′
2 and/or x ′

3 = x ′
4 is achieved. This process is

repeated for all extracted frames. Figure 10 shows the same frame extracted from
the video; the left one has no adjustment (i.e., x0(d) = 0) while the right one has the
shifting of x − x0(d). Each frame will produce slight to moderate adjustment, and
this is dependent on how the driver positions within the lane.

After all the parameters were identified, the road top-view image is produced,
as shown in Fig. 11. The quality of the image on the farther part from the camera
has poor resolution, and crack evaluation can be complex. Hence, a good resolution
portion of the image was used, and an image stitching algorithm is implemented.

4 Image Stitching

From the transformed top-view images, the crack ratio can now be calculated based
on the definition but actual length scale may not be known. Also, image resolution
from the top-view images becomes very poor at the farther part of the image. Thus,

Fig. 10 Inclined road after transformation (left). Straight lane lines after adjustment (right)

Close to camera

Fig. 11 Road top-view image
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Fig. 12 Image stitching
process

Feature Matching

Successive top-view images

Start

End

Feature Detection and Description 

Image Registration

Output: Stitched images

Image reconstruction and stitching

an image stitching algorithm is proposed to calculate the pixel-to-distance ratio from
the transformed top-view images and produce fine resolution images for crack ratio
calculation. Successive frames were extracted from the measurement video at a
specified distance interval based on the GPS information. The basic structure of
a stitching algorithm is shown in Fig. 12.

4.1 Feature Detection and Description

The first step in the image stitching algorithm is to extract andmatch features between
all the images. The features KAZE [11] and A-KAZE [12] based on the calculation
of the determinant of Hessian Matrix in the nonlinear scale space were used. A-
KAZEmeans Accelerated-KAZE improves upon the KAZE features to dramatically
speed up the calculations by introducing Fast Explicit Diffusion (FED) schemes
embedded in a pyramidal framework. It was observed that the A-KAZE feature
detection provided similar results with SIFT and SURF algorithms but at a much
faster rate.

4.2 Feature Matching

Once the features have been extracted, features from the successive images are
matched to each other. First, a Brute Force Matcher [13] is used for matching the
features of the first imagewith another image. It takes one descriptor of the first image
and matches all the descriptors of the second image, and then it goes to the second
descriptor of the first image and matches all the descriptors of the second image
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and so on. The characteristics of each corresponding descriptor are compared. Each
comparison gives a distance value, and the best result is considered to be a match.
After obtaining the matches produced by the Brute-Force matcher, the k-nearest
neighbor (k-NN) algorithm is used to return the k best matches (we use k = 2) [14].
David Lowe’s ratio test is used to increase the probability that a match is correct
and to get rid of the points that are not distinct enough [15]. Lowe’s test checks that
the two distances are sufficiently different by taking the ratio of the distance from
the closest neighbor to the distance of the second closest. If they are not, then the
keypoint is eliminated and will not be used for further calculations (we use Lowe
ratio = 0.75).

4.3 Image Registration

Features matched from both images can now be used to find the perspective trans-
formation of that object. The technique discussed in Sect. 4.2 using four correct
points is used to find the transformation, but there can be some possible errors while
matching, which may affect the result. Random sample consensus (RANSAC) is
used to avoid errors. RANSAC can separate feature matches that are geometrically
consistent called inliers and those inside the area of overlap but not consistent called
outliers. A threshold is set as a maximum allowed reprojection error to treat a point
pair as an inlier or an outlier (we use threshold = 4). This step produces four pairs of
points each and is used to estimate the homography matrix as discussed in Sect. 4.3.
The quality/goodness of the computer homography is calculated based on the number
of inliers from the RANSAC algorithm. The best subset is then used to produce the
homography matrix. After top-view transformation, it is assumed that the resulting
images are from the same plane. With this assumption, the calculated homography
matrix is in the form of a 3 × 3 matrix as in Eq. (4). From the assumption that the
successive frames are obtained from a car moving only along the road, the homog-
raphy matrix is reduced to the translation matrix. Wherein R is the rotation matrix,
T is the translation matrix, and P is the scaling matrix.

H =
⎡
⎣ R11 R12 T1
R21 R22 T2
P1 P2 1

⎤
⎦ =

⎡
⎣ 1 0 T1
0 1 T2
0 0 1

⎤
⎦ (4)

Since the aspect ratio of the top-view is consistent on both sides, the pixel-to-
distance ratio for the x and y-axis can be calculated from Eq. (5), where T is the pixel
offset between two frames and di − di−1 is the GPS distance between the frames.

pixel-to-distance ratio, ri = T1n
di − di−1

(5)
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Fig. 13 Fine resolution road top-view image

4.4 Image Reconstruction and Stitching

Once the homography matrix is calculated, the images are transformed and stitched
together. Road top-view image from the high-resolution parts of the frames was
stitched and produced a fine-resolution image for 20 m road segment for road crack
evaluation as shown in Fig. 13.

5 Conclusions

An automatic top-view transformation and image stitching method are proposed for
road crack evaluation. Straight lane lines detection and manhole detection through
object detection and semantic segmentation are developed for the camera parame-
ters calibration. The parameters are optimized such that the detected lane lines are
parallel and the cropped round manhole is circular after the top-view transforma-
tion. After successful frame transformation, the successive frames were stitched.
AKAZE feature detection algorithm was used, which is based on the determinant
of the Hessian Matrix. Features detected from the images were matched using the
k-nearest neighbors algorithm (k-NN), and the suitable matches are filtered using the
Lowe’s ratio test to obtain the best match. Random sample consensus (RANSAC)
was used to select a set of inliers compatible with a homography between the images.
After that, the homography matrix was calculated. The translation offset from the
matrix was obtained along with the GPS information when extracting the frame.
Then, the pixel-to-distance ratio is calculated. A fine resolution image was produced
that can be used for the evaluation of road cracks. The effectiveness and robustness
of the proposed methods are verified by a large number of practical road images.
For the aspect ratio, manholes were used, but other known pavement features and
markings can be used as a reference.
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Assessment of Damage in Composite
Beams with Wavelet Packet Node Energy
Features and Machine Learning

Yu Gu and Yong Lu

Abstract Composite structures are commonly used in bridge and building construc-
tion. A typical example is a bridge deck comprising of concrete slab and steel beam
girders, with shear connectors linking the concrete slab and the steel beams to form
the composite effect. The behaviour of a composite structure is dependent not only on
the condition of the main constituent components, namely concrete slab and the steel
beams, but also on the effectiveness of the shear connectors. In fact, the influences
of damage to the main components (herein called flexural damage) and damage to
the shear connectors on the overall structural performance are distinctively different.
Therefore it is important that damages in a composite structure be distinguished
between these two types of parameters. However, not much attention has been paid
in differentiating the flexural and shear connector damages in the existing damage
identification literature. In this paper we will provide an overall discussion on the
distinctive effects of flexural and shear-connector damages to the rigidity and its
distribution in a composite beam. A vibration based approach is then presented for
the identification of themixed presence of flexural and shear-link damage parameters
by means of supervised machine learning. The wavelet packet node energy (WPNE),
which has been shown to be sensitive to structural changes in previous studies, is
chosen as input features. Appropriate selection of the wavelet packet transforma-
tion levels in the case using a single measurement sensor, as well as using multiple
sensors, are discussed. Results demonstrate that withWPNE features combined with
supervised machine learning, it is possible to differentiate and identify flexural and
shear-connector damages, and hence the actual structural condition, of a composite
beam.
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1 Introduction

Manycritical structures, including roadbridges andviaducts, often involve composite
elements such as bridge decks. Themonitoring or assessment of this type of structures
is still largely based on bending deformation, which in turn depends upon the gross
flexural properties: globally as flexural stiffness and locally flexural rigidity [1].
However, the correlation between the gross “flexural” stiffness and changes in the
composite conditions, i.e. damage to shear connectors and bonded interface, is far
more complicated than typical flexural damage such as a crack. Up to now, although
there aremany studies that relate to condition assessment of composite beams, there is
a lack of systematic information and guidance with regard to determining damage to
the shear connector properties, in addition to the more conventional flexural damage,
especially in the vibration-based structural health monitoring literature.

In the present study, we will provide an overview on the distinctive effects of flex-
ural and shear-connector damages to the rigidity and its distribution in a composite
beam, and how these transpire in the changes of the natural frequencies and mode
shapes. Then, a vibration-basedmethod is proposed to identify themixed existence of
damage parameters of bending and shear connector by supervised machine learning.
The wavelet packet node energy (WPNE), which has been shown to be sensitive to
structural changes in previous studies [2, 3], is chosen as the input feature. Appro-
priate selection of the wavelet packet transformation levels in the case of using a
single measurement sensor, as well as using multiple sensors, are discussed. Results
demonstrate that with WPNE features combined with supervised machine learning,
it is possible to differentiate and identify flexural and shear-connector damages, and
hence the actual structural condition, of a composite beam.

2 General Effects of Flexural and Shear Link Damage
on Stiffness Distribution, Modal Frequencies and Mode
Shapes

Vibration based identification of structural damage commonly relies on the transverse
vibration properties, which are effectively governed by the gross flexural rigidity
and its distribution along the member length. In the case of a composite beam, the
gross stiffness and its distribution are affected not only by the typical “flexural”
damages such as a crack, but also by the condition of the shear connectors due to
their effect on the degree of the composite effect. For a concrete slab-steel section
composite beam, in general, the degradation of the shear connectors will result in a
decrease in the composite effect, and thereby the gross flexural rigidity and stiffness.
However, the involvement of the shear connector at a particular location is actually
directly determined by the shear slip tendency at the interface between the concrete
slab and the steel section, and the shear slip tendency in turn depends upon locally
on the presence of the shear force and globally the effectiveness of the adjacent
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Fig. 1 FE model of a representative composite beam

shear connectors. Therefore in terms of the shear connector effect, the gross flexural
rigidity at a particular location is affected not only by the connector at or closest to
this location, but also by adjacent shear connectors.

Figure 1 shows a finite element model of a simple composite beam consisting
of two rectangular beam sections of the equal depth of 0.05 m and width of 0.3 m,
and the length of the beam is 2 m. Totally 20 discrete shear links are arranged
uniformly along the beam length, and the beam is supported by pin-roller supports.
The FE model uses 2000 elements of type CPS4R, with 10 layers over the beam
depth. The cross-section rigidities for the top beam and bottom beam are equally
8.125 × 104 N · m2. The density of the beam is set as 2300 kg/m3. The stiffness of
each shear link is assumed to be 40 kN/mm according to typical shear link properties
in the literature. For convenience, the shear links are numbered 1 to 20 in sequence
from the left to right. For the sake of simulating the direct flexural damage, the upper
part of the composite beam is equally divided into 10 segments along the length,
such that direct flexural damage can be assigned by reducing the stiffness (Young’s
modulus) at any one or more of these segments, these segments are numbered 1 to
10 in sequence from the left to right as well for the clear demonstration.

For demonstration, two shear damage scenarios and one beam section (flexural)
damage are selected to be presented here. For the first scenario, the shear links No.
5 and No. 6 are removed. For the second scenario, the shear links No. 10 and No. 11
are removed. For the third scenario, the beam stiffness of Sect. 5 is reduced to 30%
of the intact stiffness.

The first mode shape curvature of these three damage scenarios are compared
with that of the intact composite beam in Fig. 2. It can be clearly observed that the
first mode shape curvature of the first damage scenario has a significant difference
from the first mode shape curvature of the intact composite beam, and furthermore
the effect extends beyond the positions where the two damaged shear links locate.
On the contrary, the removal of shear links No. 10 and No. 11 influences little the
mode shape curvature. In comparison, the direct damage to the beam section has
an immediate effect on the mode shape curvature at the location where the flexural
damage occurs.

As discussed earlier, the effect of shear links on the gross beam stiffness depends
upon the internal force (shear) condition as well as the effectiveness of the adjacent
shear links. It is therefore anticipated that the same shear link damage will have
different effects on the gross flexural stiffness of the beam in different vibration
modes. This is indeed confirmed by the FE modelling results as shown in Table 1,
where the first 4 mode frequencies of these three damage scenarios are compared to
the those of the intact composite beam. The shear links No. 5 and No. 6 are located
at one-fourth of the beam from the left end, which is almost at the displacement peak
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Fig. 2 Comparison of the first mode shape curvature of 4 scenarios

Table 1 Mode frequency comparison between selected damage scenario and intact situation

Intact
(Hz)

S5, S6 = 0 Percentage
difference
to the intact
situation
(%)

S10, S11
= 0

Percentage
difference
to the intact
situation
(%)

Section 5
at 30% of
intact
stiffness
(Hz)

Percentage
difference
to the intact
situation
(%)

Mode 1 28.59 27.62 Hz −2.10 28.59 Hz 0.00 27.21 −4.83

Mode 2 90.83 89.70 Hz −0.07 87.77 Hz −3.37 90.18 −0.72

Mode 3 184.5 184.3 Hz −1.14 184.3 Hz −0.11 178.7 −3.14

Mode 4 310.7 310.0 Hz −1.29 306.6 Hz −1.32 305.1 −1.80

of mode 2. Hence, despite the significant influence on the first mode, the influence
of the damage is quite limited for mode 2. The shear links No. 10 and No. 11 are
located at the midsection of the beam, which is at the displacement peak of mode
1 and mode 3 and inflection points on mode 2 and mode 4. Hence the percentage
difference to the intact beam are almost zeros under mode 1 and mode 3, but the
difference is significant under mode 2 and mode 3. On the other hand, in the case
of beam section (flexural) damage, as the damage is located near the middle of the
beam, the difference brought by the beam section damage is significant in mode 1
and mode 3.



Assessment of Damage in Composite Beams with Wavelet Packet … 585

The above observations indicate that the effect of damage to the shear connectors
on the overall structural performance is distinctively different from flexural damage.
In spite of these, damages to shear links still tend to present distinctive patterns, albeit
more complex, in the mode shape and modal frequency information. This suggests
that transverse vibration data should contain pertinent information that could allow
the separation of the two groups of parameters in a composite beam. In this study,
the wavelet packet node energy (WPNE) is incorporated with a neural network to
differentiate and identify flexural and shear-connector damages.

3 Overview of Wavelet Packet Transformation and WPNE
Features

3.1 Wavelet Packet Transform

By recursively filtering and decimating a signal, theWavelet packet transform (WPT)
separates it into successive low- and high-frequency components [4]. As an example,
the binary tree up to the third level wavelet packet decomposition (WPD) of the time-
domain signal f(t) is shown in Fig. 3. After the decomposition of the j-th level, the
original signal f(t) can be constructed by the sum of 2j components as:

f (t) =
2 j∑

i=1
f ij (t) (1)

where f ij (t) is the wavelet packet component signal that can be expressed by a linear
combination of wavelet packet functions as follows:

f ij (t) =
∞∑

k=−∞
cij,kψ

i
j,k(t) (2)

Fig. 3 Fitness of a model on a sample set of data. a Underfitting (high bias) using a linear model.
b Adequate fitting using a quadric model. c Overfitting (high variance) with a high order model
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where i, j and k are integers, which are defined as themodulation, scale and translation
parameter, respectively cij,k andψ i

j,k(t) are defined as wavelet packet coefficients and
wavelet packet functions. The wavelet packet coefficients cij,k can be obtained from:

cij,k =
∞∫

−∞
f (t)ψ i

j,k(t)dt (3)

The wavelet packet function is defined as:

ψ i
j,k(t) = 2j/2ψ i

(
2 j t − k

)
(4)

with ψ0(t) = ϕ(t) and ψ1(t) = ψ(t). The first wavelet ψ1 (t) is called the mother
wavelet function [4]. One of the widely used mother wavelet functions is Daubechies
wavelet. And Daubechies is continuously differentiable, which makes it a good
smoothing function for signal analysis and effectively analyses the vibration signal.
In the present study, Daubechies 3(DB3) is adopted in the wavelet packet transform
operation.

The wavelets ψ i are obtained from the following recursive relationships:

ψ2i(t) = √
2

∑

k
h(k)ψ i(2t − k) (5)

ψ2i+1(t) = √
2

∑

k
g(k)ψ i(2t − k) (6)

The discrete filters h(k) and g(k) are quadrature mirror filters associated with the
scaling function and the mother wavelet function.

Every component in theWPD tree can be regarded as the output of a filter, which is
tuned to a specific basis function.At the top of theWPT treewith a lowdecomposition
level, better resolution in the time domain can be obtained, but the resolution in the
frequency domain is poor. At the bottom of the WPD tree which is a relatively
high decomposition level, the resolution in the frequency domain is good, but the
time domain resolution is poor. That is to say, wavelet packet transform can be
a multi-level signal band division in the whole band, thereby improving the time–
frequency domain resolution. Therefore, the frequency band signal contains abundant
information of the original signal [5].

3.2 Wavelet Packet Component Energy

Yen and Lin [6] defined the wavelet packet node energy (WPNE) index and it
measures the signal energy contained in certain specific frequency bands. The total
signal energy Ef is defined as:
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Ef =
∞∫

−∞
f 2(t)dt =

2 j∑

m=1

2 j∑

n=1

∞∫

−∞
f mj (t) f nj (t)dt (7)

Substituting Eq. (2) into Eq. (7) and using the orthogonal condition when m �= n:

ψm
j,k(t)ψ

n
j,k(t) = 0 (8)

Gives

Ef =
2 j∑

i=1

∞∫

−∞
f ij (t)

2dt (9)

It canbe seen that the component signal fij(t) is a superpositionofwavelet functions
ψm

j,k(t) of the same scale as j but translated into the time domain (−∞ < k < ∞).
This indicates that the component Efij

is the energy stored in the component signal

frequency band f ij (t) determined by the wavelet function ψ i
j,k(t), which is evaluated

by:

Efij
=

∞∫

−∞
f ij (t)

2dt (10)

TheWPNEfeatures used in the presented study are all normalizedWPNEfeatures,
which is the percentages of energy corresponding to the terminal nodes of the tree:

E%
fij

= Efij

Ef
(11)

4 Using WPNE Based Neural Network for Identification
of Damage in Composite Beams

The artificial neural network (ANN) is a powerful supervised learning algorithm.
Inspired by the function of the human brain, ANN consists of a group of artificial
neurons (called processing units) connected with other neurons, and these neurons
depend on the weights of the neural network, and these weights represent the connec-
tions between the neurons, which determine the effect of one neuron on another
neuron. Typically an ANN consists of three kinds of neuron layers, namely the input
layer, one or more hidden layers, and one output layer. The neurons in the input layer
receive the data and transfer them to neurons in the first hidden layer through the
weighted links. The data is processed mathematically, and the result is transmitted to
the neurons in the next layer. The output of the network is produced by the neurons
in the last layer.
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The goal of a neural network is to have a final model, which performs well in
both the training dataset and test dataset. The learning and generalization ability
are two concepts to describe the performance of a neural network model. Learning
capability describes how well can a neural network perform in a training dataset, and
generalization capability describes howwell can a neural network predict the unseen
data. And bias and variance play an essential role in understanding the fundamental
issue of learning and generalization in neural network modelling.

Dietterich and Kong [7] give detailed explanations on the concept of “Bias” and
“Variance” from statistical and machine learning perspectives. In machine learning,
“Bias” is the amount that a model’s prediction differs from the target value, “Vari-
ance” describes how much a random variable differs from its expected value. In a
“high bias” situation, the hypothesis space of an improper absolute bias does not
contain any good approximations to the objective function. In a “high variance”
situation, there is a good approximation to the target function in the hypothesis
space; however, the expected value of the squared difference between any particular
hypotheses and the average hypothesis is large.

A case of using a polynomial function to fit 5 samples of data on a quadric line
(the red points) is used to demonstrate these concepts, as shown in Fig. 3. In Fig. 3a,
it is too simple of using a linear model, which is represented by the blue line, to
learn and predict these data. Increasing the number of data samples will not improve
the training and predictive performance of the model. Conversely, in Fig. 3c, the
chosen model represented by the blue line is too complex, although all of the 5
points are located on the predicted line, which means training performance is good,
the predictive performance could be poor. As it is shown, the model cannot predict
more data that follow a quadric line. Therefore, a bias-variance trade-off is needed
to yield a suitable model [8], for example, a quadratic model in Fig. 3b is suitable to
train and predict the object function.

According to these concepts, it can be understood that the performance of bias
and variance problems has different features under the same training samples size,
as schematically illustrated in Fig. 4.

Fig. 4 Error for test and
training versus degree of the
polynomial
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For a given structure of a neural network, the requiredmodel complexity, as repre-
sented by the input–output configurations, fundamentally depends on the inherent
complexity of the physical problem, as manifested in the implicit relationship
between the selected set of input and the output parameters. Since the output config-
uration is usually pre-defined in accordance with the particular damage identification
approach, the neural network model complexity is mainly controlled by the input
layer configuration and the input information used. Therefore in the present study,
the neural network model’s complexity is adjusted by means of adjustment to the
input layer configuration and the input data.

Before adjusting the model complexity, the bias and variance situations are diag-
nosed. To do so, the test error and training error are compared using different sizes of
the dataset for observing how they change with the increase of the dataset size. For
a high bias situation, the test and training error will not be reduced with increasing
the training set size. On the other hand, for a high variance situation, the training set
size needs to be larger than that for a proper fit situation to bring the test error down
to the training error level. Therefore, it can be understood that the required number
of data samples can be minimized by finding a proper degree of complexity of the
model that would yield a desirable fitness state.

4.1 Damage Assessment Procedure

In the present study, the degree of damage in individual elements of a structure is
determined directly as the output layer of the neural network model. In this way, the
location and degree of damage are determined at the same time. TheWPNE features
extracted from the translational acceleration signals are employed as the input layer
of the neural network model. For the network training, the “Bayesian regularization”
algorithm, which is known to be robust, is employed.

The wavelet packet transform (WPT) contains a complete decomposition at every
level. However, a higher level of decomposition can achieve a higher resolution in the
frequency region. Subsequently, the wavelet packet node energy (WPNE) calculated
from these specific frequency bands have a higher resolution as well, which naturally
could carry more information. However, higher level decomposition could be more
susceptible to small disturbances such as measurement errors. Therefore, the choice
of an appropriate decomposition level is a subject that requires careful consideration.
A strategy using a trial process based on the bias and variance evaluation is proposed
in the present study. In this process, first, a wavelet packet decomposition level is
selected. Different training set sizes are then chosen to train the neural network
model using the WPNEs at the selected decomposition level, and the corresponding
training and test error are compared. If both errors are found to be large even with a
sufficient training dataset, the neural network model is judged to suffer from a high
bias problem. On the other hand, if the training error is small but the test error is
large even with a sufficient training dataset, the model suffers from a high variance
problem.
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If themodel is found to suffer from high bias, themodel complexity degree should
be increased, which means a deeper decomposition level is needed. On the contrary,
if the model is found to suffer from high variance, the model complexity degree as
controlled by the decomposition level needs to be decreased.

Besides the selection of the WPT decomposition level from a single sensor
to adjust model complexity degree, the fused WPNE information obtained from
multiple sensors located at different locations can be used to form the input of the
neural network, which provide another dimension to adjust the model’s complexity.

4.2 Numerical Simulation Study on Composite Beam

The previously introduced FEmodel is used here to demonstrate the damage identifi-
cation procedure. To extract the feature of wavelet packet node energy, an excitation
is assumed to be an impact force of 100 N applied at the position of 0.35 m from the
right end. Two accelerometers, sensor 1 and sensor 2, are set at the position of 0.6 m
and 1.2m from the left end of the beambottom side. To excite awide frequency range,
a short pulse is employed, which has a triangle shape with a duration of 0.0016 s.
For the acceleration responses, the “recorded” time duration is 2 s, and the sampling
rate is set at 1250 Hz, which is found to be sufficient to cover the first 4 modes of
vibration of the composite beam.

For demonstration purpose, the scenario with a single beam flexural damage plus
a single shear link damage is investigated herein. As mentioned earlier, the upper
part of the composite beam is equally divided into 10 segments, and similarly, the
20 shear links are divided into 10 groups, each containing two adjacent shear links
of the same condition.

For the damaged samples, only half of the beam is involved in the assessment,
whichmeans there are 5 damage cases in shear links groups and 5 damage cases in the
beam sections. Subsequently, there are 5×5 = 25 combinations of one shear damage
plus one beam section damage scenarios. The stiffness of the “damaged” shear links
ranges from 5 to 95% of the intact shear stiffness, with 5% representing effectively
a total damage. For the beam section damage, the stiffness of the “damaged” beam
section ranges from 30 to 95% of the intact beam section. The interval stiffness for
damage section are set as 20%, 10%, 5%, respectively. Hence, there are 3, 7, 14
damage levels for each beam damage position and 4, 9, 19 damage levels for each
shear damage position respectively. In correspondence, 300, 1575, 6650 cases of
damage scenarios are generated respectively to form the training and test datasets.

Level 6 to level 8 of WPT decomposition are carried out on the acceleration
signals acquired from sensor 1. Correspondingly, 64, 128, 256 component energy
values are used as the input layer of the neural network. The hidden layer is assigned
50 neurons. The 5 groups of shear link stiffness plus the 5 beam section stiffness
value are used as the output of the neural network.

The mean squared errors for the training and test datasets with different levels of
WPT decomposition are presented in Fig. 5, where x-axis is the number of samples,
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Fig. 5 Learning curve for training and test dataset of assessing single damages using different
decomposition levels

and y-axis is the mean square error (MSE). The mean square error is the average
squared difference between outputs and targets, and it is defined as follows:

MSE = 1
n

n∑

i=1

(
Yi − Yi

∧)2
(12)

where n is the number of data points, Yi denotes the target values, which represent
the percentage of target section stiffness to the intact stiffness, Yi

∧

is predicted values,
which represent the percentage of neural network predicted section stiffness to the
intact stiffness. Therefore, the smaller the MSE, the better the performance of the
neural network is. In this study, MSE is one of the main indices to measure the
performance of the neural network model, and a satisfying level is chosen as 10
(which is roughly equivalent to an absolute stiffness error of about 3%). When the
MSE is lower than 10, the neural network model is considered to have a satisfactory
prediction.

It can be observed from Fig. 5 that the MSE trend of the training dataset and test
dataset for level 6 to level 8 are typical “high bias”, “just-fit” and “high variance”
situations, respectively. When using the WPNE data from level 6 decomposition to
train the neural network, it can be seen that with an increase of dataset size, the
MSE for the training dataset gradually increases and maintains at an unsatisfied
level, exceeding 30. Conversely, when using the WPNEs of level 8 decomposition,
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although the MSE for the training dataset is low, the MSE for the test dataset is over
40 when the dataset size reaches 6650. Therefore, to further decrease the test error,
more data samples are needed. Different from these two cases, the MSE of the test
data set using level 7 WPNEs information can be reduced to 13, and the MSE of
train data is still lower than 5. This indicates the fact that the required number of data
samples can be minimized by finding a proper fit situation of complexity.

Figure 6 shows the performance of the neural network model, where x-axis repre-
sents the target stiffness, and y-axis represents the output of the neural network
model. Although a few points were incorrectly predicted, the regression R values of
the training and test data sets were 0.99 and 0.98, respectively, and this means that
most of the results were correctly predicted.

To have a more detailed observation, a comparison between target and predicted
stiffness values of a selected damage scenario in the test data set is shown in Fig. 7. In
this damage scenario, the stiffness of the 3rd shear link group and 3rd beam section
both were reduced to 40% of the respective intact stiffness, as shown with the blue

Fig. 6 Regression plot of NN results for one shear-link plus one flexual damage using WPNE of
level 7: Left = Training dataset; Right = Test dataset

Fig. 7 Comparison between target and predicted stiffness values of selected damage scenarios in
test data set
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bars. The predicted stiffness values are shown in orange bars. All the stiffness values
including the damaged shear links and the damaged beam section are predicted
accurately. This indicates that using the proposed WPNE-based neural network it
is possible to differentiate and identify flexural and shear-connector damages in a
composite beam.

Furthermore, using the fused WPNEs information acquired from sensor 1 and
sensor 2 with decomposition Level 7 as the input layer of the neural network can
further improve the test (prediction) performance, with the MSE for the test dataset
dropping from 13 to 8. This indicates that a combination of WPNE data from
different sensors tend to bring more information pertaining to damage and hence
provides further scope for improving and optimizing the use of WPNE data and the
performance of the neural network.

5 Concluding Remarks

The distinctive effects of flexural and shear-connector damages on the rigidity and
its distribution in the composite beam, and therefore on the transverse vibration
properties, have been investigated. It is found that shear link damage has an extended
effect in a wider area (beyond the damaged shear link location) and the equivalent
effect on the gross flexural stiffness also depends on the deformation (mode) shapes.
Therefore, the shear connectors on the overall structural performance are distinctively
different from flexural damage. As such, the transverse vibration data can be deemed
to contain pertinent information that could allow the separation of the two groups
of parameters in a composite beam. A WPNE based machine learning approach
has been put forward for the identification of the mixed flexural and shear link
damages in composite beams. Results show the effectiveness of the proposedmethod
is promising, with the damages in shear links and beam section being identified with
good accuracy. From the numerical investigations, it is also shown that the strategy
for selection of decomposition level via examining bias and variance is workable
and it can help achieve good learning and generalization performance. Further study
will be required to investigate the robustness of the proposed method against noise,
and to that end, physical experiments on composite beams should be conducted.
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Scalable and Probabilistic Point-Cloud
Generation for UAS-Based Structural
Assessment

Qingli Zeng and ZhiQiang Chen

Abstract Many critical civil structures serve in areas that are subject to extreme
events, such as earthquakes and tropical cyclones. To achieve systematic resilience
(hence rapid restoration to its designed functionality), the critical action is to assess
the structures rapidly and intelligently. As machine vision systems become more
low-cost and cognitively powerful as they are equipped to many unmanned vehi-
cles, robotics, and wearable platforms, machine vision systems can be deployed
autonomously to explore, scan, and assess the integrity of structures. The reality is
that one cannot expect a single imaging campaign can accomplish the inspection task
once and for all. More realistically, such imaging activities need to be conducted on
an event-driven or as-need basis in the service life of a structure. In this work, by
combining visual simultaneous localization and mapping (SLAM) and Structure-
from-Motion algorithms in a wearable augmented reality system (HoloLens), we
propose a scalable and probabilistic point-cloud generation procedure. With this
procedure, the point cloud as a probabilistic occupancymodel is dynamically updated
by integrating visual SLAM and SFMpoint clouds.We vision that this procedure can
be further semantically classified and combined with a building information model
to facilitate digital twin generation.

Keywords Visual—slam · SFM · Point cloud · COLMAP · HoloLens

1 Introduction

SLAM is the abbreviation of simultaneous localization andmapping; it is a technique
for estimating the movement of the sensor and reconstructing the structure in an
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unknown environment. SLAMusing cameras is called visual SLAMdue to it is based
only on visual information. The origin of Monocular SLAM is Andrew Davison’s
MonoSLAM[1] based on theEKFmodel. Later, his teacher inOxford,DavidMurray,
published Keyframe based PTAM [2], which is the cornerstone of most SLAM
systems today. There are two popular monocular SLAMs in the last two years. One
is LSD-SLAM [3] from TU Munich. This work is not based on image feature point
matching and motion estimation, but directly extracts regions with obvious gradient
changes in the contrast image and create a semi-dense map. The second one is ORB-
SLAM [4] and ORB-SLAM2 [5] of University of Zaragoza. This work is essentially
not different from PTAM, but the author has made the system the most functional
at present through strong code implementation capabilities. ORB-SLAM uses high-
speed ORB image feature points, adds the important re-localizing and loop closure
modules in the SLAM system, and uses g2o to minimize global errors.

Structure from motion (SFM) is a popular strategy for 3D reconstruction from
a collection of unordered images. SFM methods can be divided into incremental,
global, hybrid, hierarchical, and semantic-based SFM (Semantic SFM). Incremental
SFM method [6–12] is currently the most widely used method, Most methods are
based on the pipeline in [6] and have been improved. We chose COLMAP [12] as the
SFMmethod which was published in CVPR in 2016 by J. L. Schonberger. COLMAP
has been improved for the steps of triangulation and BA in incremental SFM, which
can significantly improve the robustness and reconstruction integrity of SFM.

In the past few decades, the structure of motion (SFM) and visual SLAM tech-
nology has aroused great interest in the computer vision and robotics communities.
Many variants of these technologies have begun to have an impact on a ubiquitously
range of applications, including robotics andUAV technology and augmented reality.
Therefore, it makes sense to compare the point cloud generated by visual slam and
SFM.Aswe all know,HoloLens is an excellent ARplatform developed byMicrosoft,
and the role of visual slam in AR is pivotal, which means HoloLens is an excellent
platform for studying visual slam. The visual slam algorithm used by HoloLens is a
highly customized version of PTAM, but the algorithm is not open source yet.

However, despite some remarkable results in many areas, most SFM and visual
SLAM technologies operate on the assumption that the observed environment is
static. However, when facing moving objects, the accuracy of the entire system may
be threatened. In this article, we introduce for the first-time research of visual SLAM
and SFM technologies for operating in two different motion scenarios.

In general, we use HoloLens as an input device to obtain a point cloud through
the internal visual slam algorithm of HoloLens. Moreover, we use HoloLens as
a recording device to generate a point cloud using the COLMAP algorithm and
compare two different workflows generated in the same motion scenario. Addition-
ally, compare the point clouds generated by the same workflow in different motion
scenarios.
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2 Experiment

2.1 Point Cloud Extraction

a. From HoloLens

Visual slam is regarded as the most important part of the AR algorithm leads to
HoloLens, as an excellentARplatform, can provide an exceptionally remarkable
real-time point cloud. In this article, we used the Microsoft HoloLens camera
and its internal visual slam algorithm to extract the real-time point cloud, as
shown in Fig. 1. It can be seen from the figure that we have chosen an indoor
scene as our research object since HoloLens works better indoors.

b. From COLMAF

HoloLens is equipped with many cameras, so it is also used as an excellent
recording device. In the point cloud extraction part of SFM, we choose to use
the COLMAP algorithm to generate the point cloud of the recorded video.
Figure 2 shows the result of point cloud extraction.

Fig. 1 Real-time point
cloud of the building with
HoloLens

Fig. 2 Point cloud of the
building with SFM
(COLMAP)
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Fig. 3 Quick motion(left) and slow motion(right) point cloud of the building with HoloLens

Fig. 4 Quickmotion(left) and slowmotion(right) point cloud of the buildingwith SFM(COLMAP)

c. With different motion scenarios

Since the moving speed of the camera also plays a decisive role in the quality
of the point cloud, it is meaningful to study the quality comparison of the point
cloud in different sportsmotion scenarios. In this part, we simulated the different
speeds of human movement. The HoloLens was moved in two different forms,
fast and slow respectively. To get point cloud models at different speeds. The
result is shown in Fig. 3. We did the same for COLMAP. The result is shown in
Fig. 4.

2.2 Point Cloud Registration

To compare different point clouds, we adopted point cloud registration. That is,
given two points sets P = {

pi
}
, Q = {

qi

}
, initial transformation R, t, pi and qi

corresponds to the same point in the world.
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p := 1

m

m∑

i=1

pi q := 1

m

m∑

i=1

qi (1)

pi
∧ := pi − pqi

∧ := qi − q (2)

We need to Estimate the best R∗, t∗ between P and Q. Translation matrix can be
calculated as

t∗ = p − Rq (3)

Rotation can be calculated as

R∗ = VUT (4)

The rotationmatrix R and the translationmatrix T is obtained through registration,
and the error is calculated to compare thematching results. For the three-dimensional
point set registration problem, researchers have proposed many solutions but the
most widely used, but the most widely used, and the most influential is the Iterative
Closest Point (ICP) [13] algorithm proposed by Paul J.Bed and Neil D. Mckay in
1992. It is a three-dimensional object alignment algorithm based on a pure geometric
model. Because of its powerful functions and high accuracy, it quickly became the
mainstream algorithm in surface registration (Fig. 5).

The key thoughts of Iterative closest point (ICP) are Given two points sets, esti-
mate R, t to align two points. And the main process is: Find point correspondences,
Estimate R, t , Based on R, t, compute errors and scores, iteratively run the afore-
mentioned steps until converged. Figure 6 shows the modular of ICP. In this point
cloud matching, the main tool we use is PCL (Point Cloud Library).

Fig. 5 Modular ICP
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Fig. 6 Point cloud after registration with different workflows

Fig. 7 Quick motion (left) and slow motion (right) point cloud density map with HoloLens

2.3 Comparison of Points Clouds with Different Workflows

In this part, we try to compare the quality of point clouds generated by different
workflows. One of the point clouds is from the real-time point cloud generated by
HoloLens, and the other is the point cloud generated by the COLMAP algorithm. To
control the variables, we have adopted the same movement speed of the camera.

We use the ICP algorithm to perform point cloud matching on the two points
clouds. Figure 7 shows the point cloud image after Registration. It can be seen from
the picture that they are almost coincident.

2.4 Comparison of Points Clouds with Different Motion
Scenarios

In this part, we tried to compare the quality of the point cloud generated by the same
algorithm in different sports scenes. It is divided into two parts, that is, we moved
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Fig. 8 Point cloud after
registration with different
motion scenarios

the HOLOLENS device at different speeds, and extracted the real-time point cloud
and the point cloud generated by the COLMAP algorithm.

First, we calculated the density of the point cloud due to the density is an intuitive
standard to measure the quality of the point cloud. The greater the density, the greater
the number of points, and the more information stored. According to the Gaussian
density curve in Fig. 7, the density of the point cloud generated under quick motion
scenario is less than the density of point cloud generated by slow motion scenario.

We use the ICP algorithm to perform point cloud matching on the two points
clouds. Figure 8 shows the point cloud image after Registration. It can be seen from
the figure that they are highly coincident.

3 Results

We obtained the transformation matrix through point cloud registration, namely the
rotation matrix R and the translation matrix T and calculated the error. The result is
as follows.

3.1 Comparision of Different Workflows

Through calculation, we get that the rotation matrix of the real-time point cloud
extracted by HoloLens are show in (5).We get that the rotationmatrix and translation
matrix of the real-time point cloud extracted by HoloLens is. Since we use this point
cloud as a reference point cloud, its transformation matrix is an identity matrix.
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Table 1 Registration error
with different workflows

Avg Err Median Error bound

0.028 0.028 0.0010

⎡

⎢⎢
⎣

1.000000 0.000000 0.000000 0.000000
0.000000 1.000000 0.000000 0.000000
0.000000 0.000000 1.000000 0.000000
0.000000 0.000000 0.000000 1.000000

⎤

⎥⎥
⎦ (5)

The transformation matrix of the point cloud obtained by the SFM method is (6)

⎡

⎢⎢
⎣

0.999390 −0.031802 −0.014452 2.201854
0.031262 0.998857 −0.036158 −0.279066
0.015585 0.035684 0.999242 3.087117
0.000000 0.000000 0.000000 1.000000

⎤

⎥⎥
⎦ (6)

The obtained point cloud registration error is shown in Table 1.

3.2 Comparision of Different Motion Scenarios

After calculation, we get the transformation matrix and registration error of point
cloud matching under fast motion and slow motion.

We take the point cloud obtained during fast motion as the reference, so its
transformation matrix is the same as (5).

⎡

⎢⎢
⎣

0.999390 −0.031802 −0.014452 2.201854
0.031262 0.998857 −0.036158 −0.279066
0.015585 0.035684 0.999242 3.087117
0.000000 0.000000 0.000000 1.000000

⎤

⎥⎥
⎦ (7)

Table 2 shows the registration error obtained in different motion scenarios.

Table 2 Registration error
with different motion
scenarios

Avg err Median Error bound

0.005 0.005 0.0010
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4 Conclusions

Significant progress has been made in the past few decades to solve the problem of
visual simultaneous localization and reconstruction in motion environments. At the
same time, excellent AR/VR platforms like Microsoft HoloLens have emerged, and
they are all equipped with excellent SLAM or SFM algorithms. In this article, our
work is to use PCL as an analysis tool and do two main studies. While controlling
the variables, it explored the point cloud quality changes for different sports scenes
and different workflows. After experimenting, we found that for the same workflow,
the speed of the camera affects the quality of the point cloud, especially the density.
The slower the camera moves, the more information the point cloud contains, but
the difference in information content is within an acceptable range. At the same
movement speed, we mainly explored the quality of point clouds generated under
different workflows. We used an AR platform as a SLAM and recording device. For
the SLAM algorithm, we use Microsoft’s Spatial Mapping algorithm, and for the
SFMalgorithm,weuse theCOLMAPalgorithm.The result of point cloud registration
shows that the error of the point cloud map obtained by modeling the same scene in
different workflows is not particularly large, especially the better the algorithm, the
smaller the error of the point cloud registration. To enable practical implementations
of simultaneous localization and reconstruction in dynamic environment. further
research is needed since for most of the technologies discussed, dealing with lost,
noisy, and outlying data remains a future challenge. Most technologies also have
difficulty dealing with degradation and related movements. This will be our future
work.
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Drive-By Technology



Drive-By Detection of Midspan Cracking
and Changing Boundary Conditions
in Bridges

Robert Corbally and Abdollah Malekjafarian

Abstract Bridges are critical to the functioning of any transport network and the
failure of a bridge can have devastating effects, not only in relation to fatalities
or damage associated directly with the collapse, but also to the functioning of the
transport network in the aftermath.Traditionalmethods for inspection andmonitoring
of bridges are labor-intensive and time consuming and cannot feasibly be applied
to monitor all of the bridges on a large transport network. This paper proposes an
approach which utilizes vibration measurements from a vehicle driving across a
bridge, to monitor changes in its condition over time. In-vehicle vibrations have
successfully been used in the past to identify the dynamic properties of the bridge;
however, the vehicle speed and the pavement conditions have a big influence on
the measured response and can often mask any changes which might occur due to
damage in the bridge. This paper demonstrates an approach which combines these
in-vehicle vibration measurements with an Artificial Neural Network to identify
bridge damage for varying vehicle speeds. The algorithm is shown to be successful
in identifying cracking in the deck and changes in the boundary conditions due to
seized bearings. The impact of pre-existing damage on the ability of the algorithm
to detect further deterioration in bridge condition is also examined. The results show
that the sensitivity to further increases in the existing damage is slightly reduced,
however the detection of other types of damage is not negatively impacted. The
results of the simulations performed in this paper provide a good indication that the
application ofmachine learning to drive-by bridgemonitoring represents a promising
step towards making large-scale monitoring of bridges feasible.
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1 Introduction

Transport infrastructure managers are faced with the challenge of operating and
maintaining large networkswhich are comprised of various civil infrastructure assets.
In the modern era, many countries face situations where their roads or railways have
been built many years ago and these assets are in need of regular maintenance to
ensure that roads and railways can remain serviceable. Bridges are of particular
importance to infrastructure managers. The failure of a bridge can have significant
consequences, both in terms of the cost of repair and the associated traffic delays,
but also in relation to the risk of fatalities or injuries.

With limited budgets available for monitoring and maintenance of ageing bridge
stocks, there is a push for cheaper and faster methods to inspect, monitor and assess
the condition of bridges [1]. The use of in-vehicle sensors to monitor bridge behavior
has gained a lot of attention in recent years [2, 3]. It has been shown that the dynamic
properties of a bridge can be obtained purely from sensors inside a passing vehicle [4].
These dynamicproperties are generally sensitive to damage andvarious attempts have
been used to monitor natural frequencies [5], mode-shapes [6] and bridge damping
[7] to develop approaches for drive-by condition monitoring of bridges.

Despite the significant body of research in this area, there are still a number
of limitations in making the drive-by approach a commercially viable solution for
bridge condition monitoring. One of the primary concerns relates to the fact that
the dynamic properties of a bridge are not only sensitive to damage but are also
sensitive to environmental and operational factors. The changes in frequency caused
by temperature, for example, can often be as significant as any change that might
occur due to damage, which means that it is difficult to be certain whether changes in
the structural response are actually causedby changes in the conditionof the bridge [8,
9]. In addition, there are added complicationswhen trying to infer the bridge response
using in-vehicle measurements. For example, the speed of the vehicle will influence
the measured bridge frequency [10] and the pavement roughness will also have a
significant effect on the vehicle vibrations [11]. Various attempts have been made to
develop new approaches to mitigate these influences, such as using the contact-point
response to give a better measure of bridge vibration [12–14] or examining the time-
varying nature of the bridge properties during the vehicle crossing [15, 16] to better
understand the factors which will influence the bridge behavior.

The growing area of machine learning and artificial intelligence provides
promising approaches which could be leveraged to learn and account for the influ-
ences of these external factors, providing a greater degree of certainty for damage
detection. Whilst machine learning approaches have been widely adopted for direct
bridge monitoring strategies [17], where sensors are installed directly on the bridge,
there have only been a limited number of attempts to adopt these approaches for
drive-by condition monitoring [18–21]. This paper presents a machine learning algo-
rithm for drive-by monitoring of bridges. The algorithm adopts an Artificial Neural
Network (ANN) which is trained to recognize the frequency content of measured
in-vehicle response as it drives over the bridge at different speeds. The ANN is then
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used to identify the presence of different damage scenarios on the bridge, showing
that cracking and changes in the boundary conditions can be detected for varying
speeds of the vehicle. The results provide a good indication that the application of
machine learning to drive-by bridge monitoring represents a promising step towards
making large-scale monitoring of bridges feasible.

2 Numerical Modelling Approach

2.1 Modelling Vehicle-Bridge Interaction

In this paper a numerical Vehicle-Bridge Interaction (VBI) model was used to simu-
late the dynamic response of both the vehicle and the bridge during a vehicle crossing.
A Finite Element (FE) beam model was adopted to represent a 15 m long simply
supported concrete slab bridge as presented by Malekjafarian et al. [19]. The prop-
erties of the bridge are listed in Table 1. The FE model consisted of 20 no. beam
elements, 0.75 m long, with 2-degrees of freedom per node, representing rotational
and vertical displacements.

The quarter car model, as shown in Fig. 1, consists of two degrees of freedom,
with two lumped masses, representing the vertical motion of the (i) vehicle body and
(ii) the axle (including the wheel). The two masses are connected using a spring and
dashpot representing the stiffness and damping properties of the vehicle suspension
and the axle degree of freedom is connected to the bridge using a spring to represent
the tyre stiffness. While the quarter-car is a simplified representation of the actual
behaviour of a vehicle, it has beenwidely adopted to represent the two primarymodes

Table 1 Properties of the
bridge model

Property Value

Length (L) 15 m

Young’s Modulus (E) 35 GPa

Cross Sectional Area (A) 7.5 m2

Second Moment of Area (I) 0.352 m4

Material Density (ρ) 2,500 kg/m3

Fig. 1 Vehicle-bridge
interaction model
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Table 2 Quarter-car
properties

Property Value

Body Mass (Mv) 8,900 kg

Axle Mass (Mw) 1,100 kg

Suspension Stiffness (kv) 2 × 106 N/m

Suspension Damping (cv) 40,000 Ns/m

Tyre Stiffness (kT) 3.5 × 106 N/m

First Frequency (body bounce) 1.9 Hz

Second Frequency (axle-hop) 11.3 Hz

of vibration of a vehicle, i.e. ‘bounce’ of the vehicle body and axle ‘hop’ [22]. The
properties used in the quarter-car model and the natural frequencies of the model are
included in Table 2 and were chosen to represent a typical truck with single-axle air
suspensions [23].

The analysis involved simulating the passage of the quarter-car over the bridge
at a constant speed and finding the dynamic response of the vehicle and the bridge.
Rayleigh damping of 3% was adopted to represent structural damping of the bridge.

2.2 Modelling Bridge Damage

In order to examine the ability of the algorithm to detect bridge damage, two different
damage types were modelled, as shown in Fig. 2. Midspan cracking was represented
as a loss of stiffness at the location of the crack following the approach of Sinha et al.
[24]. This approach reduces the I-value of the elements in the region of the crack to
represent the reduction in stiffness which would occur for a given depth of cracking.
Two different crack depths were considered, representing 10 and 20% cracking at
midspan. In addition to midspan cracking, a rotational spring was introduced at the
right-hand support to represent the effect of the bearings at that location becoming
seized. Two different damage levels were also considered for the seized bearing,
representing a partially seized bearing, and a fully seized bearing. The partially
seized damage case used a rotational spring to limit the rotation at the right-hand
support by 50%, while the fully seized damage case considered a situation where the
right-hand support was completely fixed against rotation.

Fig. 2 Bridge damage
modelling approach
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2.3 Artificial Neural Network and Damage Detection
Algorithm

Figure 3 shows the architecture of the ANN used to test for the presence of bridge
damage. The ANN has an input layer with 2 input neurons, two hidden layers,
each containing 20 neurons and an output layer with a single output which is the
predicted frequency content of the acceleration response of the vehicle’s axle. The
two inputs, vehicle speed and the frequency content of the axle response, are fed
into the hidden layers using pre-defined weights. When the ANN is being trained,
the optimal values of these weights are calculated through a learning process such
that the difference between the output predictions and the input training data are
minimized. A Levenberg–Marquardt backpropagation (LMBP) algorithm is used to
train the ANN, with the hidden layers of the ANN containing hyperbolic tangent
activation functions and the output layer containing a linear activation function.

3 Damage Detection Using Artificial Neural Network

The proposed approach uses accelerationmeasurements taken on the axle of a passing
vehicle to infer the condition of the bridge by monitoring any changes over time. The
idea is based upon the fact that the dynamic response of the bridge contributes to the
vibration of the vehicle as part of the complex vehicle-bridge-interaction process.
If the structural condition of the bridge changes, for example—due to damage or
deterioration, this affects the bridge vibrations, and these changes should also become
visible in the measured response on the vehicle.

It has been shown that measurements on the axle of the vehicle give a better
indication of the bridge vibration than those recorded on the body of the vehicle [14]
and hence the axle response is used in this study. More specifically, the frequency
content of the axle response is used to monitor the various frequencies contained in
the axle response which will include the fundamental frequency of the bridge. It is
intuitive, and well established, that the vibrations recorded on the axle of the vehicle

Fig. 3 ANN architecture



612 R. Corbally and A. Malekjafarian

will not just be sensitive to changes in bridge damage, but they will also be highly
sensitive to the surface roughness on the pavement and the speed of the vehicle. The
fact that the vehicle speed will likely be different for each individual vehicle passage
means that it is important to be able to understand how the axle response will behave
under different vehicle speeds. This is where the ANN is extremely beneficial. The
ANNlearns to predict this behavior for varyingvehicle speeds andgives amore robust
understanding of changes which are caused by damage. The proposed approach uses
a series of ‘training runs’ of the vehicle over the bridge, when it is in an undamaged
condition, to train the ANN to predict the frequency content of the axle response for
different vehicle speeds. Once the ANN has been trained, monitoring of the bridge
can begin. During themonitoring phase, the predicted frequency content is compared
to the actual frequency content for each individual vehicle passage, these differences
are monitored over time and are used to identify when changes occur, which could
be indicative of damage.

3.1 Numerical Testing Approach

In order to examine the ability of the algorithm to detect damage, a series of passages
of the quarter-car across the bridge model were simulated. The vehicle speeds were
varied using a normal distribution with a mean value μvel = 15m/s and a standard
deviation σvel = 1.7m/s to account for variations in vehicle speeds during normal
traffic conditions. In order to consider the influence of the pavement roughness, a
‘Class A’ pavement was simulated in accordance with ISO8608 [25] and included in
the vehicle-bridge-interaction model. To consider the effects of measurement noise
which would be experienced when taking real measurements from inside a vehicle,
2% random noise was added to the simulated axle-acceleration signals.

During the training phase, the ANN was trained using the Fast Fourier Transform
(FFT) of the axle-response, along with the associated vehicle speeds, for 200 simu-
lated vehicle passages over the bridge in an undamaged condition. Following the
training of the ANN, the ‘monitoring phase’ was carried out, where a series of 100
vehicle passages were simulated over the bridge in various damage states as outlined
in Table 3.

For each vehicle passage during the monitoring phase the difference between the
simulated frequency content of the axle response and that predicted by the ANNwas
used as a measure of damage. The prediction error, pe j , for each vehicle passage,
j , was evaluated using Eq. (1), where predi & yi represent the predicted and actual
frequency content for each frequency, i , in the FFT spectrum of the axle response,
which was evaluated in the range of 0–8 Hz. Equation (1) represents the root-mean
square error between the two frequency spectra with the mean being evaluated based
on the n frequency samples contained in the 0–8 Hz range of the FFT.
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Table 3 Bridge damage
scenarios considered

Damage type Description

A Midspan cracking (10%)

B Midspan cracking (20%)

C Partially seized bearing at right-hand support
(50%)

D Fully seized bearing at right-hand support
(100%)

E Midspan cracking (20%)
&
Partially seized bearing at right-hand support
(50%)

F Midspan cracking (20%)
&
Fully seized bearing at right-hand support
(100%)

pe j =
√
√
√
√

1

n

n
∑

i=1

(

predi − yi
)2

(1)

The prediction error was used to give an indication of the presence of damage and
a ‘Damage Index’ (DI j ) was evaluated for each vehicle passage as per Eq. (2), where
μtr and σtr are the mean and standard deviations of the training errors, respectively.

DI j =
pe j − μtr

σtr
(2)

Normalizing the prediction errors in this way reduces the variation in errors for
the case when the bridge is in a healthy condition and means that the DI will be
close to zero while the bridge is undamaged.

3.2 Detection of Individual Damage Scenarios

Initially, the algorithm was tested to examine the Damage Indices for different types
and different levels of damage. The ANN was initially trained using the simulated
responses from 200 passages of the quarter-car. Once the training process had been
completed, 500 subsequent vehicle passages were simulated, and the Damage Index
evaluated for each passage. For the first of these 100 passages, the bridge remained
in an undamaged condition and then 4 sets of 100 passages were simulated with
damage types A-D (as per Table 3) to examine the Damage Indices for each type
and extent of damage. Figure 4 shows the results of the simulations and it can be
seen that while the bridge remained in a healthy condition, the Damage Indices were
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Fig. 4 Damage indices for
cracking (A & B) or seized
bearings (C & D)
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approximately zero, with the exception of a few outliers, where the speeds were quite
far from 15 m/s. In these cases, the ANN was not very well trained to predict the
expected response as there was limited training data at these speeds.

For the case of midspan cracking, it was seen that when 10% cracking was expe-
rienced (Damage Type A), there was a distinct increase in the Damage Indices,
which further increased, when the crack depth increased to 20% (Damage Type B).
The Damage Indices for changes in boundary conditions at the right-hand support
(Damage TypeC&D) proved to bemuchmore sensitive to damage, with theDamage
Indices for both partial (Type C) and fully (Type D) seized bearings being approxi-
mately 3 times larger than for the cases of midspan cracking.While the level of fixity,
especially for the case of a fully seized bearing, is likely too conservative to represent
what would really be experienced if the bearings were to seize, the results clearly
demonstrate that the methodology is sensitive to both cracking in the structure and
to changes in the boundary conditions.

3.3 Combined Cracking and Seized Bearings

The next set of simulations followed the same approach, whereby the ANN was
trained using signals from 200 passages over the bridge in an undamaged condition.
Once theANNhadbeen trained, 300vehicle passageswere subsequently simulated to
monitor the condition of the bridgewhen combination ofmidspan cracking and seized
bearings occurred. Again, for the first 100 monitoring runs, the bridge remained in a
healthy condition, and subsequently the bridge was damaged with a combination of
20%midspan cracking and partially or fully seized bearings at the right-hand support
(Type E or F). Figure 5 shows the Damage Indices for the case of combined damage
types.
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Fig. 5 Damage indices for
simultaneous cracking and
seized bearings
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Again, it can be seen that while the bridge remained healthy, the Damage Indices
were close to zero. However, when damage was induced in the bridge, the Damage
Indices were typically in the range of 400–600 for Damage Type E, and 600–800 for
Damage Type F. It is clear, that the algorithm can detect the simultaneous presence of
both damage types.Comparing theDamage Indices to those shown inFig. 4, however,
it can be seen that the Damage Indices in the presence of combined cracking and
bearing seizure are actually slightly lower than the situation where the bearings had
seized but there was no cracking in the deck (Damage Type C & D). This is due to
the fact that midspan cracking reduces the natural frequency of the bridge, whereas
the rotational restraint at the support increases the fundamental frequency of the
bridge. As such, when both damage types are present, the combined effect reduces
the Damage Indices rather than making them increase. Despite this reduction, the
algorithm can still clearly identify the damaged scenarios, however if the bridge
were to experience cracking for more subtle levels of rotational restraint, then it
might partially mask the effect.

3.4 Detection When Cracking Has Occurred Prior
to Monitoring

The simulations in the previous two sections utilized an ANN which was trained
using data from a healthy bridge, however in reality, there may already be damage
to the bridge before drive-by monitoring has commenced. As the proposed approach
is based on detecting changes in the bridge condition, it is not possible to detect any
existing damage using this approach, however in this section, the simulations were
run again to examine the impact which existing damage might have on the ability
of the approach to detect further changes in the bridge condition. In this case, the
ANN was trained using 200 vehicle passages over the bridge which already had
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Fig. 6 Damage indices for a individual damage types and b simultaneous cracking and seized
bearings, when the ANN is trained after a 10% crack at midspan has already occurred

experienced 10% midspan cracking (i.e. Damage Type A). Then individual damage
types (A-D) and simultaneous damage scenarios (E & F) were induced in the bridge
model and the Damage Indices for 100 passages of the quarter car in each damage
state were evaluated, with the results shown in Fig. 6.

As would be expected, the presence of the 10% midspan cracking (Damage Type
A) cannot be identified and theDamage Indices are approximately zero as thiswas the
baseline condition for which the ANN was trained. The presence of 20% midspan
cracking (Damage Type B) or seized bearings (Damage Type C & D) are clearly
visible from the Damage Indices shown in Fig. 6a. The Damage Indices for the
case of 20% midspan cracking are slightly lower than before, as would be expected,
as the 20% level of cracking now represents a less significant change in bridge
frequency from the baseline condition. Interestingly, the Damage Indices for the
cases of seized bearings (C & D) are not reduced, and are in fact, slightly higher
than was seen previously. This is because the presence of cracking does not have an
influence on howmuch the bridge frequency changeswhen the bearings start to seize.
A similar situation can be seen in Fig. 6b, where the Damage Indices for combined
cracking and seized bearings do not reduce even though the ANN has been trained
following the occurrence of cracking.

4 Discussion

From the results of numerical testing, it can be seen that the application of machine
learning to drive-by bridge monitoring represents a promising development. The
results clearly show that the algorithm is capable of detecting changes in bridge condi-
tion which are caused by damage through the use of a well-trained ANN which can
model the expected frequency response of the axle acceleration for various vehicle
speeds. Midspan cracking and changes to the boundary conditions can clearly be
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identified using the proposed method. In addition, the presence of simultaneous
cracking and seized bearings can also be easily detected, however it is observed that
when both types of damage are present, the change in bridge frequency is smaller
than when the bearings are seized without the presence of any cracking. While the
algorithm can still clearly identify the simultaneous presence of both damage types,
if the bridge were to experience cracking for more subtle levels of rotational restraint,
then it might partially mask the effect.

When midspan cracking has already occurred prior to training the ANN it is seen
that the case of 20%midspan cracking is less distinct than it was when the ANNwas
trained using vehicle passages over a healthy bridge. Despite this, it can be concluded
that while pre-existing damage may reduce the sensitivity of the Damage Indices to
increased levels of the existing damage, the detection of other types of damage which
might subsequently occur should not be adversely affected.

Of course, the numerical simulations presented in this paper cannot account for
some of the factors which will inevitably influence the results in a real-life scenario,
including external factors which may influence the response of the vehicle and the
bridge (e.g. temperature, other vehicles on the bridge, the lateral location of the
vehicle, localized effects etc.). However, it is envisaged that further development of
this algorithm to also learn and account for these external factors will allow some of
the major technical challenges faced by drive-by bridge monitoring to be overcome.

5 Conclusion

This paper presents a bridge monitoring algorithm which utilizes vibration data
measured inside a passing vehicle alongwith anArtificialNeuralNetwork, to identify
changes in bridge condition which occur due to damage. Numerical simulations are
used to examine the effectiveness of the approach and it is demonstrated that midspan
cracking and changes in the boundary conditions due to seized bearings can clearly be
identified from theDamage Indices. The impact of pre-existing damage on the ability
of the algorithm to detect further deterioration in bridge condition is also examined
and the results show that the sensitivity to further increases to existing damage is
slightly reduced, however the detection of other types of damage is not negatively
impacted. While much work has been done in the field of drive-by monitoring, there
are still many technical challenges which have not yet been successfully overcome.
The introduction ofmachine learning approaches, such as themethod proposed in this
paper, into drive-by bridge monitoring campaigns, represents significant potential to
overcome these challenges and move towards a commercially viable approach for
large-scale bridge monitoring.
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Load Carrying Capacity and Vibration
Characteristics of PC Box Girders
with Damage

K. Takemura, Chul-Woo Kim, G. Hayashi, and E. Yoshida

Abstract This study is intended to examine changes in modal parameters PC box
girders due to defective grouting and failures in PC tendons through a laboratory
experiment. In the laboratory experiment, three PC box girders, which have different
damage scenarios, are examined. Both static loading and vibration experiments
were conducted. The static loading experiment was performed with 4-point bending
loading, and as vibration experiment, the impact hammer test was applied. This
study investigates the relationship between the energy-based bending performance
adopted as a load carrying capacity, and frequencies of the PC box girders. The static
loading test showed that local crackswere dominated around the location of defective
grouting and failure of PC tendons, and energy-based bending performance evaluated
from load–displacement curve, decreased according to loading process. Frequencies
of bending modes showed a decreasing tendency but showed fluctuations as loading
progresses. A moderate correlation was observed between the energy-based bending
performance and the natural frequency of 1st and 2nd bending modes.

Keywords Load carrying capacity · PC box girder · PC tendon cut · Vibration test

1 Introduction

In 2023, around 39% of Japanese bridges will reach more than 50 years since
commenced, and it has been reported that a lot of bridges have deteriorated [1].
Although it is necessary to inspect and maintain these bridges efficiently, one of
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the major maintenance methods has been the visual inspection. However, structural
integrity assessment based on the visual inspection is limited in objective decision-
making. Since July 2014, local governments have been obliged to visually inspect
road bridges of longer than 2 m once every five years, despite few experts involved
in bridge maintenance work are available in local governments. Therefore, there is a
limit to managing a huge number of bridges only by the visual inspection. In order
to overcome the limitations of visual inspection, vibration-based health monitoring,
which focuses on the vibration characteristics of bridges, has been proposed.

Among the bridge stock, prestressed concrete bridges (PC bridges), which are
the subjects of this study, account for about 44% of all bridges in Japan [2]. As
examples of deterioration of PC bridges, grout filling failure and PC tendon damage
have been reported. Many studies have investigated grout filling failure, PC tendon
damage, and corrosion evaluation as well as quantitative evaluation of the residual
performance of PC bridges with such damages [3]. On the other hand, it has been
reported that changes in bridge performance due to damage are unlikely to appear
as change in vibration characteristics, even though comprehensive investigations on
the mechanism between structural performance and vibration characteristics of PC
bridges were not enough. Therefore, this study investigates the relationships between
structural performance and vibration characteristics of PC bridges, in order to clarify
feasibility of vibration-based damage detection of PC bridges.

In this study, three PC box girders which imitate grout filling failure and PC
tendon damage are examined. Laboratory static loading and vibration experiments
are conducted in order to examine the relationships between structural performance
and vibration characteristics of PC box girders. 4-point bending experiment and a
vibration experiment using an impact hammer were conducted to examine the effect
of damage on the load carrying capacity and vibration characteristics of the PC box
girder. In addition, based on these experimental results, it is considered about the
correlation between the load carrying capacity and vibration characteristics of PC
box girders.

2 Research Method

2.1 Target PC Box Girders

The static-loading experiment and vibration experiment are conducted to under-
stand the load carrying capacity of the PC box girder due to damage which imitates
grout filling failure and PC tendon cut. Three 1/2 scale PC box girders are designed
and investigated in the laboratory experiment: one intact girder (BG-INT); and two
damage girders (BG-DMG1 and BG-DMG2) as shown in Table 1 and Fig. 1 The
PC box girders have a length of 8500 mm, a span length of 7500 mm, a height of
1000 mm, an upper floor slab width of 1300 mm, and a lower floor slab width of
1300 mm. In order to imitate the unfilled grout, as shown in Fig. 1, a tube is wrapped
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Table 1 Detail of specimen

Height 1000 mm (thickness of web 200 mm)

Width of upper lower slab 2300 mm (thickness 150 mm), 1300 mm
(thickness180mm)

Rebar SD345 D10

PC tendon SWPR7BL 1S 12.7 (sheath φ 35 mm) × 12

Rebar ratio of Axial direction 0.3% (web), 0.2% (upper slab), 0.5% (lower
slab)

Vertical restraining reinforcement rebar ratio 0.2% (stirrup)

Failure type Bending fracture
BG-INT, BG-DMG1: shear strength >
bending strength
BG-DMG2: bending strength > shear strength

Span length 7500 mm

Girder length 8500 mm

Concrete
(BG-INT)

Compressive strength 51.1 (N/mm2)

Young’s modulus 34.12 (kN/mm2)

Poisson’s ratio 0.201

Concrete
(BG-DMG1)

Compressive strength 52.7 (N/mm2)

Young’s modulus 32.31 (kN/mm2)

Poisson’s ratio 0.207

Concrete
(BG-DMG2)

Compressive strength 44.5 (N/mm2)

Young’s modulus 30.76 (kN/mm2)

Poisson’s ratio 0.205

Rebar Yielding stress 354 (N/mm2)

Young’s modulus 192 (kN/mm2)

PC tendon Yielding stress 1600 (N/mm2)

Young’s modulus 200 (kN/mm2)

Prestress strength About 1000 (N/mm2)
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Table 2 Shear strength/bending strength at each section designated in Fig. 1d

Shear strength/bending strength

A-A B-B C–C D-D

BG-INT 1.03 1.16 1.25 1.41

BG-DMG1 1.06 1.12 1.16 1.2

BG-DMG2 0.89 0.87 0.86 0.83

around the PC tendon and unbonded section is installed at the bent-up part of the PC
tendon placed on the web. BG-DMG1 has an unbonded section (Damage area 1) on
one side, and BG-DMG2 has an unbonded section (Damage area 1 and Damage area
2) on both sides. Assuming that the PC tendon of the lower floor flange of damaged
girders is corroded and broken early due to salt damage caused by flying salt, it is
considered that the PC tendon is damaged before the PC tendon of web. Therefore,
PC tendon was uninstalled in the place of the PC tendon 7, and only the sheath is
placed. As shown in Fig. 1 b and c, there are a total of 12 PC tendons, six on each side,
and in only BG-INT, PC tendons were also placed on the lower flange. As shown in
Fig. 1b, the outside of the line connecting the loading point and the point 500 mm
inside the fulcrum is unbonded. In addition, as shown in Table 2, the ratio of shear
strength to bending strength is calculated for each cross section in order to confirm
which fracture is likely to occur in which cross section. As can be seen, the fracture
types are designed so that shear fracture precedes in BG-INT and BG-DMG1 girders
and bending fracture preceded in BG-DMG2 girders.

2.2 Static Loading and Vibration Experiments

Astatic loading experiment is conducted for eachgirder using a30MNloadingdevice
with 4-point loading as shown in Fig. 2. In order to measure the static response of
the PC box girder, 16 displacement measurements are placed on the lower deck of
the PC box girder, and strain gauges are installed above and below each PC tendon
at the span center. In the vibration experiment, impact force was applied using an

(a) Loading experiment                                 (b) Loading point                     (c) Support

Fig. 2 Static loading experiment
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impact hammer during the unloading of the static loading step of each girder. As
shown in Fig. 1a, 10 accelerometers are placed on the lower floor flange of the PC
box girder. The impact point was the surface of the upper flange directly above each
acceleration sensor. In each vibration step, 10 ~ 20 consecutive impact tests for each
hit point were conducted on BG-INT and BG-DMG1 PC box girders. It should be
noted that after confirming decay of the vibration due to structural damping 10 ~ 20
consecutive impact tests were conducted.

10 randomly selected data sets from the data of each hit point are examined, which
means a total of 100 acceleration response data sets of 10 hit points are examined.
Since BG-DMG2 has a large damage level and is considered to have a large variation,
vibration test is performed more than 20 times for each hit point after confirming
decay of the vibration due to structural damping. Therefore, for theBG-DMG2girder,
20 data were randomly selected from the data of each hit point, and a total of 200
acceleration data of 10 hit points were investigated. The vibration characteristics
were identified from each acceleration data and their average values are used. The
sampling frequency was 2000 Hz.

2.3 Static Loading Step

Figure 3 shows the process of the static loading experiment and vibration experiment
for each girder. In BG-INT, as shown in Fig. 3a, four cyclic loadings are carried out,
and the vibration experiment is carried out in three stages. For easy of comparison,
the loading step was named in accordance with loading steps in damage girders: i.e.,
the loading step is Load1 → Load4 → Load5 → Load6. Load1 denotes the loading
step of a static load that is 10% higher than the initial crack load, Load 4 is a shear
crack load, Load5 is a stirrup yield load, and Load6 is the load up to the final load. For
the vibration test step, it was also named in accordance with loading steps in damage
girders such as St.1 → St.8 → St.9. The vibration experiment is carried out before
the loading experiment and after the unloading of each static loading step. Figure 3b
shows the loading process in BG-DMG1 and BG-DMG2 girders. The static loading
of occurring initial crack load increased by 10% is repeated three times (Load1,
Load2, Load3). Load4 is the shear crack load, Load 5 is the stirrup yield load, and

971kN 1250kN
1540kN

2020kN

1day 1day

(a) BG-INT

2days 2,or 3days1day 1day 1day 1day

816kN(DMG1)
800kN(DMG2)

840kN(DMG1)
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1030kN(DMG1)
1060kN(DMG2)

1420kN(DMG1)
1320kN(DMG2)

St.i = Vibration step i

(b) BG-DMG1 and BG-DMG2

Tendon cut(1) Tendon cut(2)

Fig. 3 Process of experiment
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Load 6 is the ultimate loading stage. The vibration experiment is carried out before
the loading experiment and after unloading (Load1 to Load4), immediately after
cutting the PC tendon, and several days after the PC tendon cut. The PC tendon was
cut in two steps by gas cutting. In BG-DMG1, the first cut was for three PC tendons
1–3 located in unbonded area on one side (Fig. 1c), and the second cut was for three
PC tendons 4 to 6 on the same side. A total of six PC tendons were cut. For the
BG-DMG2 girder, the first cut was for three PC tendons 1 to 3 located in unbonded
area on both of sides, and the second cut was for three PC tendons 4 to 6 on the both
of sides. A total of 12 PC tendons were cut.

2.4 Identification of Modal Parameters Using FRF

In order to identify modal parameters from the acceleration data, the frequency
response function (FRF) derived from the excitation force and the vibration response
is used. The frequency response function generally expresses the ratio of the vibration
response X ( f ) of the system to the exciting force F( f ) as a function of frequency,
and is defined as the transfer function H( f ) as shown in the following equation [4].

H( f ) = X( f ) · X∗( f )
F( f ) · X∗( f )

= GXX ( f )

GXF ( f )
(1)

where, * indicates complex conjugate.
The vibration response of a structural system is measured as displacement,

velocity, or acceleration. When evaluating a structural system, FRF are generated.
The system transfer function is defined by the ratio of the linear Fourier spectrum
of the output time domain function to the linear Fourier spectrum of the input time
domain function. However, since noise exists in all systems, the auto power spec-
trum GXX ( f ) and cross power spectrum GFX ( f ) of the vibration response were
used to reduce the influence of the noise. In this study, the SIMO (single-input
multiple-output) shown in Eq. (2) is used to return the multiple output from multiple
accelerometers in response to the input of external force by one impact hammer.

⎧
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X3( f )
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⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

=

⎧
⎪⎪⎪⎪⎪⎨
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...

Hn( f )

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

· F( f ) (2)

From this FRF, themodal parameters are identified using the peak pickingmethod.
The peak picking method is based on the assumption that each sharp peak of the
frequency response function corresponds to exactly one natural frequency mode. As
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Fig. 4 Peak picking method

shown in Fig. 4, if the frequency showing the sharp peak of the frequency response
function is the damped natural frequency f0. When the two frequencies 3 dB lower
than the peak are f1 and f2 respectively, the damping ratio ζ and the natural frequency
fr are derived as in Eqs. (3) and (4) respectively.

ζ = ( f2 − f1)

2 f0
(3)

fr = f0
√
1 − ζ 2

(4)

3 Result of Static Loading Experiment

3.1 Load–displacement Curve

Figure 5 shows the load–displacement curve at the span center of each girder with
dimensionless axis in which Fy denotes the load when the slope of the load–displace-
ment curve starts to change and δy denotes the displacement corresponding to Fy . It
is noted that during the experiment for BG-INT and BG-DMG2, the displacement
transducer was removed in the middle of the final loading step and the unloading
of Load6 was not reflected in the load–displacement curve. In BG-INT, the static
load at the slope change was 1020kN and the displacement was 3.5 mm. In Load5
and Load6, the curve under loading passes the unloading points of Load4 and Load5
respectively, which means that it has sufficient prestress of PC tendons and even in
areas where bending cracks occur in concrete, there is little decrease in resistance to
bending deformation. The maximum load was 2033kN. In BG-DMG1 with a frac-
ture of PC tendon on one side, the static load at the slope change was 868kN and the
displacement was 3.3 mm. One possible reason of smaller load of BG-DMG1 at the
slope change than that of the BG-INT is that the PC tendon of lower flange was not
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(a) BG-INT (b) BG-DMG1 (c) BG-DMG2
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Fig. 5 Load–displacement curve (upper: whole, below; enlarged)

installed in the BG-DMG1 girder and that it is also affected by the cutting the PC
tendons. In the BG-INT girder, the load–displacement curve of the next loading step
passed that of the unloading point of the previous loading, but in BG- DMG1, the
load–displacement curve passed lower loading point than the unloading point of the
previous load step due to cutting the PC tendons. The maximum load was 1427kN.

3.2 Energy

For the bridge performance evaluation, a response feature, Z, is estimated using the
load–displacement curve. In static load test of concrete bridge, energy is dissipated
with respect to crack propagation: the larger the crack, the larger the dissipation
energy (�Wi,n). Energy dissipation is defined by the area surrounded by the loading
and unloading curves. In addition, the potential energy (Wi,n) of the concretemember
during loading is defined by the load displacement curve and the area surrounded by
the horizontal axis without considering the unloading curve. The response feature
(Zi,n) measured at each station is defined as in Eq. (5).

Zi,n = (
1 − ψi,n

) · 100% (5)

ψi,n = �Wi,n

Wi,n
(6)
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Fig. 6 The response
characteristics to bending
moment (Z)
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where,”n” indicates the loading step, and “i” indicates eachmeasurement point. Since
the response feature Z in Eq. (5) does not take residual strain into consideration, ςi,n
representing the effect of residual strain is introduced into Eq. (5) to consider the
residual strain, as shown in Eq. (7).

Zi,n =
(

1 − ςi,n
�Wi,n

Wi,n

)

· 100% (7)

ςi,n = 1 +
(

εn

εlim

)

(8)

where, ςi,n indicates the residual strain remaining after loading steps, and εlim is the
upper limit of the compressive concrete strain (in this study, 0.002). Considering
the BG-INT and BG-DMG2, the vertical displacement at the span center was not
measured at the final unloading step as previously mentioned. The response feature
(Z) before loading is assumed to be 100%. As shown in Fig. 6, Z of BG-INT grad-
ually decreases as loading step progresses, and Z of BG-DMG1 and BG-DMG2
also generally decreased, although temporarily increases at Load2 and Load3 are
observed.

4 Result of Vibration Experiment

Figure 7 shows the results of the identification of the natural frequencies of the 1st
bending mode and 2nd bending mode from acceleration data of the impact excitation
experiment. The red solid circle in the figure indicates themean value of the identified
natural frequencies, and the error bars indicate the standard deviation.

In BG-INT, the natural frequencies of both the 1st bending mode and 2nd bending
mode tend to decrease as loading step progresses because of the decrease in stiff-
ness due to crack propagation following loading steps. The change rate of decrease
in the natural frequency from St.1 to St.8 was larger than that from St.8 to St.9
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(a) 1st bending mode (BG-INT ) (b) 1st bending mode (BG-DMG1) (c) 1st bending mode (BG-DMG2)

(d) 2nd bending mode (BG-INT) (e) 2nd bending mode (BG-DMG1) (f) 2nd bending mode (BG-DMG2)
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Fig. 7 The natural frequency

as the effective cross-section area was reduced due to initial cracking at Load1
although the reduction in stiffness was small as shown in Fig. 5b. In BG-DMG1, the
natural frequencies of both the 1st bending mode and 2nd bending mode also showed
decreasing tendency as loading step progresses. However, the natural frequency was
increased temporarily in St.4 and St.7, whichweremeasured after two days of cutting
the PC tendon. In BG-DMG2, the natural frequency generally decreased as loading
step progresses, but the rate of decrease before and after the first loading (St.1 and
St.2) was smaller than that of BG-DMG1. However, similar to the BG-DMG1, the
natural frequency increased at St.4 and St.7 two days after PC tendon cutting.

Although it is expected that the natural frequency would decrease due to the
damage caused by the static loading, the natural frequency increased after loading.
This phenomenon is considered to be caused by the restoring force due to the
prestressing force of PC tendon. Another possible reason is that changes in loca-
tion of neutral axis due to the smoothing of stress in the cross-section of during two
days resulted in the frequency increase.

5 Comparison of Bridge Performance and Vibration
Characteristics

To consider the correlation between bridge performance and modal parameters, rela-
tionship between response feature and bending frequency is investigated as shown in
Fig. 8 in which the vertical axis indicates the response feature (Z) and the horizontal
axis shows the natural frequency. Linear regression lines, the correlation coefficient
is R and the coefficient of determination R2 for BG-DMG1 and BG-DMGs girders
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(a) 1st bending mode (b) 2nd bending mode
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Fig. 8 Correlation between bending performance and natural frequency

are also shown in Fig. 8. For the BG-INT, the linear regression was not estimated
because of the small numbers of data. For BG-DMG1, R2 of 1st bending mode and
the response feature (Z) was 0.7387, and R2 of 2nd bending mode and the response
feature (Z) was 0.512. From this result, it is obvious that there exists correlation
between bending performance (response feature (Z)) and natural frequency. For BG-
DMG2, R2 of 1st bending mode and the response feature (Z) was 0.453 and R2 of
2nd bending mode and the response feature (Z) was 0.454.

6 Conclusions

Static loading and vibration experiments on PC box girders are conducted in order to
clarify the relationships between structural performance and vibration characteristics
of PC box girder. The response feature of the PC box girder as a bending performance
is estimated from static loading experiment, and the modal parameters are estimated
from the impact hammer test.Observations from the study are summarized as follows.

For the PC box girder without damage (BG-INT girder), the load–displacement
curve passed through the unloading point of the previous loading step. On the
other hand, for the damaged PC box girders (BG-DMG1 and BG-DMG2), when
the PC tendons were cut, the load–displacement curve did not pass through the
unloading point because cut the PC tendons led to reduced stiffness against bending
deformation.

The response feature (Z) for bending performance estimated from the load–
displacement curve decreased with loading in all girders. It is confirmed that in
BG-DMG2, the rate of decrease in bending performance was greater, because more
PC tendons were cut than BG-DMG1.

The natural frequency generally decreased as static loading step progresses.
However, increased frequency was observed after a period of time from cutting
the PC tendons because of the restoring force of the remaining PC tendon.

However, the effects of grout filling failure and PC tendon cutting on changes
in natural frequency were not so strong, even though it was observed that both of
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the bending performance and the natural frequency decreased as the loading step
progresses.

In order to suggest the relationship between structural performance and modal
parameters of PC box girders, it is important to accumulate more data and to consider
the change of the natural frequency under various conditions. Moreover, analytical
studies utilizing updated FEmodel using experimental data are needed to understand
mechanism of the change in structural performance and modal parameters clearly.
Those remaining issues to be solve are left for the future study.
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The Validation of Sensor On-Vehicle
for Evaluation of Actual Bridges
with Signal Processing

Yuta Takahashi, Naoki Kaneko, Ryota Shin, and Kyosuke Yamamoto

Abstract Bridge has a diversity. Various environments and backgrounds create a
uniqueness of the bridge, making inspection and evaluation difficult. In Japan, the
number of bridges 50 years after construction has been increasing, on the other
hands, regular inspections have become mandatory, however the efficiency was not
high because of visual inspection. This study focuses on vibration of vehicle going
on the bridge. Since it is difficult to estimate accurate bridge vibration from vehicle
vibration because the vehicle-bridge interaction is complex dynamics problem, the
technology is applied as a screening technique. Screening technique can optimize the
resource (e.g.: human and sensor) for inspection, evaluation and repair by carrying
out of the triage of bridges which have to be inspected in detail. The vehicle sensor is
designed based on a common concept considering in future installation on bridges.
Due to detect the effects of structural changes, it is necessary that the quantization
bit rate of the Analog-Digital converter (ADC) is high. Previous study uses 12 t16
bits commonly, thus this study developed several acceleration sensor devices which
mount an ADC of 17 and 23 bits and experimented on actual bridge. Sensors were
installed on both the vehicle and the bridge, and the vibrations of both sensors were
compared and evaluated. The criterion for identification uses Spatial Singular Mode
Angle (SSMA) which assumes bridge vibration from interpolated vehicle ones by
singular values decomposition. SSMAhas been proved as damage detection criterion
for bridge through previous study. Although it is difficult for vehicle sensors to
completely reproduce bridge vibrations, it was suggested that statistical analysis of
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SSMA etc... may capture structural change of actual bridge. The validation of sensor
on-vehicle for evaluation of actual bridges with signal processing.

Keywords Vehicle-bridge interaction(VBI) · MEMS · Spatial singular mode
angle(SSMA) · Drive-by bridge inspections

1 Introduction

Recent years in Japan, inspections only which can perform as same as visual inspec-
tion have been accepted legally, for instance sensor or UAV. Inspections by sensors
have the capacity to directly capture structural changes. However, installation of
sensor on the bridge directly is hard, and the cost for detection of the slight influ-
ence from structural changes becomes often high. For example, change of natural
frequency is depended to rigidity of bridge, thus the detection of small damage need
extreme accurate and robust sensors if before the rigidity change becomes larger.
A lot of sensors is necessary for modal analysis, and the robustness to numerical
integration is required for calculation of accurate deflection. They causes the growth
of total cost for bridge maintenance, and it can be assumed that the feasibility will
become lower. Additionally, it is consider that the power supply and communication
system are necessary for realization of long term bridge monitoring.

Putting sensor on bridge often does it only becomes cost labor, but also power
supply problem is occurred. Ones on vehicle doesn’t become expensive, and not
measure accurately. The spec of sensor on vehicle and the index based on themeasure
data should be validate considering this problem. Yan et al proposed the method to
estimate the bridge natural frequency from vehicle vibration with solved the Vehicle-
Bridge Interaction (VBI), however, their study didn’t consider the road profile [1].
Nagayama et al estimated the natural frequency of bridge with considered the road
profile [2]. The bridge natural frequency can’t be estimated easily because the effect
of damage is small and they is disturbed by measurement noise, thus the cost of
sensor becomes high to capture them. On the other hands, the method using mode
shape for damage detection is proposed [3–5]. SSMA, which is one of the damage
index for bridge damage based on estimated mode shape, use the Singular Value
Decomposition (SVD), hence the mode is expected to be robust for time space.
Continuous SSMA is proposed to detect the structural change [6]. This index is
calculated from continuous vehicle vibration data, with shift of a fixed calculation
length. However, the amplitude of bridge response is smaller than the vehicle one,
the estimated mode shape is often affected from quantization bit rate of analog-
digital converter (ADC). This study evaluates the effect to frequency or SSMA from
the difference in bitrate of ADC. The vehicle put on two sensor systems which has
17 or 23 bit resolution is used for measurement experiment on three actual bridge,
and the frequency analysis and calculation SSMA based on the data measured by
both of sensor systems. The effect of ADC bitrate to mechanical index for bridge
screening technology based on signal processing such as frequency or SSMA. SSMA
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is validated based on bridge length which is structure characteristic and vehicle
velocity.

2 Vehicle-Bridge Interaction Theorem

2.1 Vehicle Model and Spatial Singular Mode Angle

The mathematical theorem of SSMA is shown. Calculation needs vibration and
position at the front, rear axles of vehicle. The vibration should be obtained from
mass points under the spring. The assumed vehicle (Half Car) model is shown in
Fig. 1. This model has a rigid body as sprung-mass system, of which mass isms , and
of which inertia moment is Is . The point G indicates the centre of gravity, and the
distances from the point G to the front and the rear axles are L1 and L2, respectively.
In this figure, it is noted that L_1 and L_2 described as if as equal, however they are
ordinary different because the engine often put near front wheel. The subscript i (= 1,
2) represents the front and rear axles. zsi (t) and zui (t) are the vertical displacements
of the sprung-mass and the unsprung-mass. ui (t) is the forced displacement input
under the i th axle. ksi and csi are the spring stiffness and the damping of the spring-
mass at the i th axle.mui , kui and cui are the mass, spring stiffness and damping of the
unsprung-mass at the i th axles, respectively. The equation of motion of the vehicle
can be described by the following.

MV z̈(t) + CV ż(t) + Kvz(t) = CP u̇(t) + KPu(t) (1)

where

Fig. 1 Vehicle (half car) model
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z(t) =

⎧
⎪⎪⎨

⎪⎪⎩

zs1(t)
zs2(t)
zu1(t)
zu2(t)

⎫
⎪⎪⎬

⎪⎪⎭

(2)

u(t) =
{
u1(t)
u2(t)

}

(3)

MV =

⎡

⎢
⎢
⎢
⎣

L2ms
L1+L2

L1ms
L1+L2

Is
L1+L2

− Is
L1+L2

mu1

mu2

⎤

⎥
⎥
⎥
⎦

(4)

CV =

⎡

⎢
⎢
⎣

cs1 cs2 −cs1 −cs2
L1cs1 −L2cs2 −L1cs1 L2cs2
−cs1 0 cs1 + cu1 0
0 −cs2 0 cs2 + cu2

⎤

⎥
⎥
⎦ (5)

KV =

⎡

⎢
⎢
⎣

ks1 ks2 −ks1 −ks2
L1ks1 −L2ks2 −L1ks1 L2ks2
−ks1 0 ks1 + ku1 0
0 −ks2 0 ks2 + ku2

⎤

⎥
⎥
⎦ (6)

CP =

⎡

⎢
⎢
⎣

0 0
0 0
cu1 0
0 cu2

⎤

⎥
⎥
⎦ (7)

KP =

⎡

⎢
⎢
⎣

0 0
0 0
ku1 0
0 ku2

⎤

⎥
⎥
⎦ (8)

respectively. (̇) and (̈) denote the first-order and second-order time differentiation.
Since the number of sensors are same with that of estimated mode shapes, when

we set a sensor on each axle, only the first and second modes can be obtained. When
we use only lower mode shapes, their variation can be explained only from two
factors: the measurement environment and the structural change. The latter is, in
other word, a damage. On the other hand, when we use more sensors, the main factor
of variation becomes the ill condition problem, which means that the results depend
only on noise, not on the status of the structure.

On the other hand, the bridge displacement at position x and time t can be
decomposed as follows:
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y(x, t) =
∑

k

φk(x)qk(t) (9)

φk(x) is the kth order mode shape, and qk(t) is the kth order basis coordinates.
Substituting each axle position xi (t) into Eq. 9, the bridge displacement just under
the i th axle is shown below:

yi (t) =
∑

k

φk(xi (t))qk(t) (10)

Assuming that the road roughness at the position of x is R(x), the input component
of the i th axle of the vehicle at the time of t is shown below:

ri (t) = R(xi (t)) (11)

Then, the forced displacement inputs can be described by

u(t) = y(t) + r(t) (12)

Where

y(t) =
{
y1(t)
y2(t)

}

(13)

r(t) =
{
r1(t)
r2(t)

}

(14)

On the other hand, assuming that

�(t) =
[

φ1(x1(t)) φ2(x1(t))
φ1(x2(t)) φ2(x2(t))

]

(15)

q(t) =
{
q1(t)
q2(t)

}

(16)

Equation 12 can be rewritten in

u(t) = �(t)q(t) + r(t) (17)

Next, φk(xi (t)) can be discretized by interpolation as below:

φk(x) =
n∑

j=1

a jk N j (x) (18)
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Fig. 2 Concept of
interpolation

When the base function N j (x) is the Lagrangian function, the coefficient akj
indicates the amplitude of kth order mode shape at the discretized position x j . Fig. 2
shows the concept of this interpolation.

When n = 2 and x1 = L/3 and x2 = 2L/3, the Lagrangian function is

N1(x) = − 3

L
x + 2 (19)

N2(x) = 3

L
x − 1

[
φ1(x1(t)) φ2(x1(t))
φ1(x2(t)) φ2(x2(t))

]

=
[
N1(x1(t)) N2(x1(t))
N1(x2(t)) N2(x2(t))

][
a11 a12
a21 a22

]

(20)

By using Eqs. 19 and 20, 18 becomes

�(t) = N(t)A (21)

where the (k, j) component of the matrix A is akj . Assuming that the unsprung-
mass parameters of the front and rear axles are same, which means that ku1/mu1 =
ku2/mu2 = ku/mu and cu1/mu1 = cu2/mu2 = cu/mu , the vertical acceleration
vibrations of the unsprung-mass can be described by

z̈u(t) =
{
z̈u1(t)
z̈u2(t)

}

= N(t)Aσ (t) + ε(t) (22)

σ (t) = ku
mu

q(t) + cu
mu

q̇(t) (23)

ε(t) = − 1

mu

[−cs1 cs1 + cu
−cs2 cs2 + cu

]

z(t) (24)
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− 1

mu

[−ks1 ks1 + ku
−ks2 ks2 + ku

]

ż(t)

+ ku
mu

r(t) + cu
mu

ṙ(t)

where
If the position of each axle x j (t) are available, the interpolation matrix N(t) can

be calculated. Since the unsprung-mass vibrations z̈u(t) and the interpolation matrix
N(t) are known, we obtain

N−1(t)z̈u(t) = Aσ (t) + ε(t) (25)

ε(t) = N−1(t)ε(t) (26)

The left side of Eq. 25 is the spatial correction of vehicle vibrations. Based on
Eq. 25, the mode shapeA can be estimated by SVD (Singular Value Decomposition)
ofN−1(t)z̈u(t). By SVD, the mode shapeA and the bridge vibration component σ (t)
are calculated at the same time. The bridge components includes only information
about the bridge vibration and unsprung-mass characteristics of the vehicle. Others
are included in the error term ε(t): the vehicle responses: z(t), ż(t) and the road
roughness: r(t) and ṙ(t). Since N−1(t)z̈u(t) is time function, it can be described as
data matrix D ∈ R2×T . T means the number of the measured data. The SVD of D
is described by the product of an orthogonal matrix U ∈ R2×2, a diagonal matrix
� ∈ R2×2 and an orthogonal matrixV ∈ RT×2 (VTV = I: the unit matrix) as below:

D = U�VT (27)

whereU is the estimation ofA, and�VT is the estimation of σ (t) in the form of data
matrix. In order for SVD of D to accurately estimate the bridge mode shape A, the
following conditions need to be satisfied:

(a) σ (t) is uncorrelated.
(b) Error term ε(t) is white noise.

The bridge vibration components q(t) and q̇(t) are transient responses induced
by the traffic loads, in this case. Thus, it is considered that the real values of σ (t) does
not satisfy the condition of a). While the SVD process gives the estimated bridge
vibration components �VT, they are just uncorrelated signals near σ (t). The error
due to this affects on the estimated mode shape U. This means that the estimation
mode shapeU and the succeeding indexSSMAdeviate slightly from the correctmode
shape. This effect on SSMA, however, can be expected to be unchanging under the
same measurement condition.
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Generally, a local damage on a bridge never influence the dynamic indices of the
global system of the structure. Thus, it is expected that A remains unchanged even
after the damage. However, because the local bridge responses are easily affected by
the damage, the component σ (t) changes. The estimation for it is �VT and it cannot
trace the transition. This error is included in the error of U. This is the mechanism
of SSMA to react a bridge’s local damage.

The error term ε(t) does not include the bridge vibrations, but the vehicle vibra-
tions z(t), ż(t) and the road profile r(t), ṙ(t). Because the influence of the damage
on the bridge vibrations is a kind of pulse, the impact of the damage on the bridge
vibration is not transmitted strongly to the vehicle. The error term may affect the
result, but the effect is constant and can be ignored. It is noted that the property,
which affects SSMA, is the running speed of the vehicle, because the conversion
process in Eq. 11 depends on time space.

From the above consideration, although U, the estimated bridge mode shape in
Eq. 27, is different from the actual value A, it can be used as an evaluation index
for the bridge health. It also suggests that SSMA is a possible indicator for bridge
screening, because it is more sensitive than the actual mode shape.

3 Experiment on Actual Bridge

Experiment is carried out on PC and Steel bridges. They are two PC and one steel
and called as PC1, PC2 and S1. Acceleration and their power spectrum (PS) on 17
and 23 bit rate are shown in Fig. 3. The vehicle vibration over bridge is identified
from GPS position of sensor on vehicle and bridges entrance and exit. Blue shows
the front unsprung z axis vibration, and orange shows the rear one. Gravity direc-
tion is negative. SSMA uses the unsprung vibration, thus this study focuses them.
The bridges and vehicle parameter are shown in Table 1. The velocity of vehicle is
decided by actual traffic speed. Other vehicles which go through the same bridge
then is ignored because the experiment vehicle weight is very heavy (13.8t) and it is
confirmed that the similar weight vehicle didn’t go with the experiment vehicle when
the data in this study are measured. All bridges are evaluated as level I by Japanese
bridge inspection expert. The sensor position on vehicle is shown in Fig. 4.

Acceleration amplitude is different with 17 and 23 bit ADC, because they can be
affected from the position or eccentricity.

The PS of 17bit has peaks on low frequency (~10Hz). The shorter bridge often
has around 10 Hz as natural frequency, thus the result is proper. Notice the short PC
bridge are ordinary more rigid than similar steel ones.

On the other hands, the acceleration of 23 bit ADC captures the peaks which is
seems to have been when going over joint. The PS on high bitrate has more peaks
on higher frequency although there are small peaks in lower 10 Hz. This result can
be caused by high bitrate noise because the higher bitrate ADC is more affected
from electrical or heat disturbance. However, notice the SSMA is robust for high
time frequency noise because it calculated from the assumed bridge vibration by
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(a) PC1 Acceleration on 17 bit (b) PC2 Acceleration on 17 bit (c) S1 Acceleration on 17 bit 

(d) PC1 Power Spectrum on 17 bit (e) PC2 Power Spectrum on 17 bit (f) S1 Power Spectrum on 17 bit 

(g) PC1 Power Spectrum on 23 bit (h) PC2 Power Spectrum on 23 bit (i) S1 Power Spectrum on 23 bit 

(j) PC1 Power Spectrum on 23 bit (k) PC2 Power Spectrum on 23 bit (l) S1 Power Spectrum on 23 bit 

Fig. 3 Acceleration and Power Spectrum on experiment bridges (17 and 23 bit ADC).

Table 1 The parameter in
experiment

PC1 PC2 S1

Span [m] 12.6 14 30

Girder Type, Number I T, 4 Steel, 4

Vehicle Weight [t] 13.8

Vehicle Velocity [km/h] 17.3 43.6 30.0

Singular Value Decomposition (SVD) which can decompose the signal to time or
spatial frequency domain.
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Fig. 4 The position of sensor on vehicle

4 Analysis and Discussion

The SSMA is the index for capture of structural change. However, previous study
shows that the calculation is affected from vehicle velocity [6]. Therefore, it is desir-
able that SSMA should be robust for velocity change and sensitive for structural
change. SSMA calculated from experiment result plot with vehicle velocity or span
length for horizontal axis. The velocity—SSMA 2D plot are shown in Fig. 5, and the
length—SSMA 2D plot are shown in Fig. 6. Blue crosses are the SSMA on low (17
bit) bitrate, and the red ones are high (23 bit) bitrate. In this study, the length change
is assumed as most dominant structural change.

The variance of velocity is 126. The variance of SSMA on 17 bit is 123.5 and
the variance on 23 bit result is 7.22. The variance of SSMA with velocity change is
desirable to be small because previous study [6] suggests bridge damage makes the
variance of SSMA greater. The SSMA on 17 bit is changed with velocity and the
change seems to be independent on the length change. The change on 23 bit with
velocity is smaller than result in 17 bit, and it seems to depend on length change

Fig. 5 Vehicle
velocity—SSMA



The Validation of Sensor On-Vehicle for Evaluation of Actual … 641

Fig. 6 Span length—SSMA

than the result in 17 bit. Since SSMA should behavior along with structural change
rerated to bridge mode, this suggest the result on 23 bit is preferable. The trends of
ADC ( i.e. low frequency components) which can affect to mode angle estimation is
generated from the accumulation of quantization error, and the error becomes more
greater by the calculation length change with velocity change when the bitrate is
lower. Therefore, this result suggests that the index using vehicle vibration on VBI
such as SSMA can require the high bitrate ADC.

5 Conclusions

This study validates that the difference of Analog Digital Converter bitrate affect
the performance of the bridge damage index such as natural frequency or Spatial
Singular Mode Angle by comparison of the result in three actual bridges experiment.
The findings is shown as below:

For validation of the effect of ADC bitrate to the bridge damage index, two
bitrate (17 and 23 bit for low and high) ADC is prepared for experiment on actual
bridges. The measured acceleration amplitudes are different because the position or
eccentricity, however, peaks which are considered as the bridges natural frequency
is appear.

Lower bitrate acceleration and their power spectrum is seems to have a strong low
frequency component. This can be caused by the calculation length change expanded
the effect of quantization error when the bitrate is lower.

Higher bitrate and their power spectrum has a strong high frequency component
which may be generated from the electrical and heat disturbance. However, SSMA
which can expect as a robust index to high time frequency noise are also robust
to the vehicle velocity change. On the other hands, the change with length change
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which was assumed as the most dominant structural change in this study reacts more
linearly than the lower bitrate result.

In this experiment, the vehicle runningwas repeated and the data could be obtained
on the other bridge. For future works, the validity of this study analysis is verified
through the statistical analysis. In addition, the feasibility of the screening (in the
future, inspection) using SSMA will be verified in the field experiment at large area.
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Inverse Analysis for Road Roughness
Profile Identification Utilizing
Acceleration of a Moving Vehicle

Soichiro Hasegawa, Chul-Woo Kim, Naoya Toshi, and Kai-Chun Chang

Abstract A road roughness profile of pavement surface is one of the important
indicators for status of bridges and roads, and regular pavement monitoring and
repairing directly link to the life span of the bridge and road. This research proposes
a dynamic regularized least squareminimization to identify the road roughness profile
directly by regularized least squareminimizationwith dynamic programming. A new
discrete-time linear state-space model of a vehicle dynamics which has a road rough-
ness profile as an external input to the system is also proposed. Kalman filter is also a
widely researchedmethod of road roughness profile identification. The identification
accuracy of dynamic regularized least square minimization was compared to that of
Kalman filter. Observations showed that dynamic regularized least square minimiza-
tion showed a reasonable accuracy and the accuracy was higher than that of Kalman
filter in respect of Power Spectral Density (PSD) and International Roughness Index
(IRI).

Keywords Road roughness profile identification · Vehicle acceleration · Inverse
analysis · Dynamic regularized least square minimization · Drive-by inspection

1 Introduction

A roadway roughness profile is one of the important indicators for status of bridges
and roads. If the road roughness condition becomes worse, it could cause decrease
in riding comfort of vehicles and shorten the lifespan of the bridge caused by large
vibrations of vehicles. In order to prevent from such situations, it is needed to inspect
the road roughness profile and repair them regularly [1]. There are a number of
methods to measure the road roughness profile. For example, to measure the road
roughness profile manually using laser displacement sensors is one of the most basic
methods. In recent years, a specially equipped inspection car with laser displacement
sensors is developed and used in inspection. The inspection car has high identification
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accuracy and needs only short time to measure the road roughness profile although
operating the inspection car is high in cost.

If road roughness profile can be identified by using only vehicle accelerations
especially by the bounce motion, it could save cost and labor drastically. Methods to
obtain a various information of bridges or roads using vibrations of a running vehicle
is called as “drive-by inspection”, and using accelerations of vehicle has been focused
on in recent years [2–10] because accelerometers are relatively low-cost sensors.
However, the ill-posedness in the inverse analysis of the road roughness profile
identification makes it difficult to identify in high accuracy only using accelerations
of vehicle bounce motion. O’Brien et al. [11] and McGetrick et al. [12] showed high
accuracy of the road roughness profile identification method by regularized least
square minimization with numerical simulation. Chang et al. [13] and the author [14]
also showed feasibility of the regularized least squareminimization in road roughness
identification through a field experiment. Those methods identify moving force of
the vehicle firstly and convert the force to the road roughness profile in the second
step, although there is a risk of identification error caused by numerical integration
process converting the moving force to the road roughness profile. Therefore, it is
desirable to identify the road roughness profile directly, not through themoving force
identification.

The direct road roughness profile identification by the least square minimization
is already proposed by the authors [15], however this method used a pseudo-inverse
matrix to solve the least square minimization, and it may cause an identification error
by the calculation of large size inverse matrix and also take much calculation time.
To solve those difficulties, it is better to use a dynamic programming to solve the
least squareminimization,which does not require any calculation of large size inverse
matrices. In this paper, the direct road roughness profile identification by least square
minimization with dynamic programming is proposed, which is a combination of the
advantages of the direct road roughness profile identification and dynamic program-
ming. A field moving vehicle experiment is carried out, and the accuracy of the road
roughness profile identification by dynamic regularized least square minimization
(DRLS minimization) is investigated in respect of Power Spectral Density (PSD)
and International Roughness Index (IRI) [16]. The accuracy of the proposed method
is compared with that of Kalman filter because Kalman filter also has been studied
actively as one of the road roughness profile identification methods [6, 17, 18].

2 Road Profile Identification Method

2.1 Discrete-Time Linear State-Space Model

A discrete-time linear state-space model of a vehicle model is firstly derived. The
vehicle model is 2-degrees-of-freedom (2DOF) model as shown in Fig. 1. Dynamic
equation of motion of the 2DOF vehicle is shown as Eq. (1).
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Fig. 1 Two-degrees-of-freedom half-car model

Mv ÿv + Cv ẏv + Kvyv = fv (1)

where,Mv ,Cv andKv denote matrices of mass, damping, and stiffness of the vehicle,
respectively. yv is a vehicle displacement vector and contains displacements in
bounce and pitch. Dots above a variable means differential in time. fv is an external
force vector which can be expressed as Eq. (2).

fv = Krr + Cr ṙ (2)

where, r(= {r1, r2}T ) is a road roughness profile vector which contains road rough-
ness profiles under both front and rear axles of the vehicle.Kr and Cr are defined as
Eqs. (3) and (4), respectively.

Kr =
[

K1 K2

D1K1 −D2K2

]
(3)

Cr =
[

C1 C2

D1C1 −D2C2

]
(4)

where Ci , Ki , and Di denote a damping coefficient, a stiffness coefficient, and
distance from the center of gravity of the vehicle, respectively. Subscript i (=1,
2) shows front and rear axles, respectively. The dynamic equation of motion of the
2DOF vehicle in Eq. (1) thus can be rewritten as discrete-time linear state-space
model as Eqs. (5) and (6).

X j+1 = MX j + Gfv, j (5)

X j =
[
yv, j

ẏv, j

]
(6)
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Derivation of M and G in Eq. (5) can be referred in [13]. Relationship between
the road profile vector and its first derivative is shown as Eq. (7).

ṙ j = (
r j+1 − r j

)
/�t (7)

where, �t is an interval of discrete time steps. By defining a new state vector as
Eq. (8), a new discrete-time linear state-space model is obtained as Eq. (9).

X
∧

j =
[
XT

j rTj rTj+1

]T
(8)

X
∧

j+1 =
⎡
⎣M G1 G2

0 0 I
0 0 0

⎤
⎦X

∧

j +
⎡
⎣0
0
I

⎤
⎦r j+2 (9)

where, G1 and G2 are defined as Eqs. (10) and (11), respectively.

G1 = G(Kr − Cr/�t) (10)

G2 = GCr/�t (11)

The advantage of the discrete-time linear state-space model defined in Eq. (9)
is that this form is suitable to apply the dynamic programming in the regularized
least square minimization. If a measured vehicle acceleration vector is defined as
ÿv, j , relationship between measured vector and the state vector can be written as
Eqs. (12) and (13).

ÿv, j = Q0X
∧

j (12)

Q0 = Mv
−1[−Kv −Cv (Kr − Cr/�t) Cr/�t

]
(13)

2.2 Dynamic Regularized Least Square Minimization

The DRLS minimization is a novel approach which combines the advantages of
the regularized least square minimization and the dynamic programming [19] for
road roughness identification in higher accuracy. A cost function in the DRLS
minimization is written as Eq. (14).
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l =
N∑
j=1

(
ÿv,j − Q0X

∧

j

)T(
ÿv,j − Q0X

∧

j

)
+ λrTj r j (14)

where, N is a number of total time steps. In the Eq. (14), Tikhonov regularization [20]
is applied.λ stands for the regularization parameterwhich takes a balance between the
first and second terms in Eq. (14). The optimal value of λ can be obtained by L-curve
method [21]. In the L-curve method, candidate λ values in a regular interval need to
be preset. For each of candidate λ s, regularized least square minimization problem
is solved and L2 norm of error as Eq. (15) and L2 norm of unknown parameter as
Eq. (16) are obtained.

Enorm =
√√√√ N∑

j=1

(
ÿv,j − Q0X

∧

j

)T(
ÿv,j − Q0X

∧

j

)
(15)

Fnorm =
√√√√ N∑

j=1

rTj r j (16)

Enorm and Fnorm corresponding to candidate λ s are plotted in log–log scale graph,
where Enorm is placed on the horizontal axis and Fnorm is on the vertical axis. A
plotted curve line basically has a shape like a letter of “L”, and the point which has
a maximum curvature is extracted as an optimal λ point [20].

2.3 Kalman Filter

Kalman filter also has been widely studied in the area of road roughness profile
identification. It is observed that road roughness profile identification byKalmanfilter
has a reasonable accuracy, especially in case of using not only vehicle acceleration
but also gyro data [18]. This study investigates the identification accuracy by DRLS
minimization by comparison to the accuracy by Kalman filter. Therefore, Kalman
filter in the direct road roughness identification is briefly explained in this section.

To apply Kalman filter, a discrete-time linear state-space model is used as form
of Eqs. (17) and (18).

xk+1 = Axk + Buk (17)

yk = Cxk + wk (18)
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where, xk is a state vector, yk is a measurement vector, and subscript k is discrete
time index. uk and wk are system noise and measurement noise, respectively. uk and
wk follow a normal distribution as Eqs. (19) and (20).

uk ∼ N(0,Q) (19)

wk ∼ N(0,R) (20)

Under these conditions, Kalman filter is applied by iterative calculation of
prediction step as Eqs. (21) and (22), and update step as Eqs. (23), (24), and
(25).

x
∧

k+1|k = Ax
∧

k|k (21)

Pk+1|k = APk|kAT + BQBT (22)

Kk+1 = Pk+1|kCT
(
R + CPk+1|kCT

)−1
(23)

x
∧

k+1|k+1 = x
∧

k+1|k + Kk+1
(
yk+1 − Cx

∧

k+1|k
)

(24)

Pk+1|k+1 = (I − Kk+1C)Pk+1|k (25)

where, x
∧

j |i is a predicted state vector at time step j , which is obtained usingmeasured
data until time step i . P j |i is the estimated covariance matrix of state vector at time
step j , which is obtained using measured data until time step i . In Kalman filter, it
is needed to preset values of Q, R, and P1|1, because those values are not calculated
automatically in Kalman filter process, and such parameters are generally called as
hyper parameters.

Kalman filter can estimates state vector at a specific time step based on past data.
On the other hand, a method to estimate a state vector at a past time step based on
measured data up to the present is generally called as smoothing. Road roughness
profile identification considering measured data in all-time series is achieved by
applying both of Kalman filter and Kalman smoother. Kalman smoother should be
applied after Kalman filter. InKalman smoother, Eqs. (26), (27), and (28) are applied
at each time step from future to past in order.

Dk = Pk|kATP−1
k+1|k (26)

x
∧

k|N = x
∧

k|k + Dk
(
x
∧

k+1|N − x
∧

k+1|k
)

(27)

Pk|N = Pk|k + Dk
(
Pk+1|N − Pk+1|k

)
DT

k (28)
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Table 1 Vehicle properties Dimension (m) Wheel base 2.72

Front axle—centroid 0.82

Rear axle—centroid 1.90

Moment of inertia
(kg · m2)

– 3954

Mass (kg) Front axle 1391

Rear axle 603

Total 1994

Spring constant
(N/m)

Front axle 75,749

Rear axle 99,646

Damping coefficient
(N · s/m)

Front axle 12,535

Rear axle 3602

At k = N , it is assumed that PN+1|N = PN |N , and x
∧

N+1|N = x
∧

N |N .

3 Field Experiment and Road Roughness Profile
Identification

3.1 Experiment

Afield experiment using amoving vehiclewas conducted.Vehicle accelerationswere
measured while the vehicle is running through a 40 m span bridge in order to verify
validity of the road roughness profile identification by both DRLS minimization and
Kalman filter. A vehicle used in the experiment is X-trail (Nissan Motor Co., Ltd.).
Properties of the vehicle are summarized in Table 1. The properties were estimated
considering a free vibration test, model update experiment results by particle filter,
and product information catalogue. Two accelerometers are installed on the vehicle
body, and accelerations in bounce and pitch were measured. Accelerometers used in
the experiment were quartz sensors (M-A550AC2x by Seiko Epson Corporation).
Sampling frequency was 200 Hz, and vehicle speed was about 10 km/h. The test
vehicle runs three times, and each runs are denoted as T1, T2, and T3.

3.2 Road Roughness Profile Identification

The road roughness profile identification by DRLS minimization is investigated.
Regularization parameter is defined as Eq. (29), and candidate values for L-curve
method are preset by changing β. For the range of β, the lower limit was set as -8,
the upper limit was set as 5, and the change interval was 0.5.
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λ = 10β

One of the identified results byDRLSminimizationwith L-curvemethod is shown
in Fig. 2. It is obvious that the identified road roughness profile is comparable with
true road roughness profile. The true road roughness profile was obtained utilizing a
measurement car equipped with laser displacement sensors.

In the road roughness profile identification by Kalman filter, three hyper parame-
ters of P1|1 ∈ R

8×8, R ∈ R
2×2, and Q ∈ R

2×2 should be predefined. The best hyper
parameters in applying Kalman filter are investigated by comparing the identified
and true road roughness profile. However, it is difficult to investigate a vast range
of the combination of those three parameter values, and the basic values of P1|1, R,

and Q are preset as
∼
P1|1,

∼
R, and

∼
Q and road roughness profile is identified in three

patterns as follows: Pattern 1 considers only changes in P1|1; Pattern 2 considers
only changes in R; Pattern 3 considers only changes in Q. Diagonal components of
∼
P1|1,

∼
R, and

∼
Q were obtained from a moving vehicle simulation on 10 randomly

generated road roughness profiles. In specific, the average values of the variances of
each parameters obtained from simulation were used in those diagonal components.

Diagonal components of
∼
P1|1,

∼
R, and

∼
Q are summarized in Table 2. Patterns of the

change in P1|1, R, and Q are shown in Table 3 in which α is used to change the hyper
parameter. For the range of α, the lower limit was set as -8, the upper limit was set
as 8, and the change interval was 0.5. For all patterns in Table 3, Root Mean Squared

Fig. 2 Identified road
roughness profile by DRLS
minimization

Table 2
∼
P1|1,

∼
R, and

∼
Q

(×10−5)

∼
P1|1

∼
R

∼
Q

(1,1) component 3.86 77.2 4.35

(2,2) component 0.47 38.2 4.35

(3,3) component 13.69 – –

(4,4) component 8.26 – –

(5,5) component 4.35 – –

(6,6) component 4.35 – –

(7,7) component 4.35 – –

(8,8) component 4.35 – –

Non-diagonal component 0 0 0
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Table 3 Hyper parameter
patterns in Kalman filter

Set P1|1 Set R Set Q

Pattern 1
∼
P1|1 × 10α

∼
R

∼
Q

Pattern 2
∼
P1|1

∼
R ×10α

∼
Q

Pattern 3
∼
P1|1

∼
R

∼
Q ×10α

Fig. 3 Identified road
roughness profile by Kalman
filter

Error (RMSE) shown in Eq. (30) is calculated to find the best hyper parameters.

RMSE =
√√√√ 1

N

N∑
i=1

(
rtrue,i − rest,i

)2
(30)

where rtrue,i is true road roughness profile, rest,i is identified road roughness profile,
i is a discrete time index, and N is a total number of time steps. Among all patterns
in Table 3, α = 0.5 in Pattern 3 showed the lowest RMSE. One of the examples
of identified road roughness profile when α = 0.5 in pattern 3 is shown in Fig. 3
where it can be seen that identified road roughness profile by Kalman filter is well
comparable with true one as well as that by DRLS minimization shown in Fig. 2.

3.3 Power Spectral Density and IRI

Identified results by both DRLS minimization and Kalman filter are converted to
power spectral density (PSD) as shown in Fig. 4 and Fig. 5. In Fig. 4 and Fig. 5,
PSD identified Kalman filter looks like having a larger identification error than
DRLS minimization at spatial frequency less than 0.1 cycle/m, especially at the rear
axle. In order to assess the identification accuracy numerically, Root Mean Squared
Logarithm error (RMSLE) shown in Eq. (31) is adopted.

RMSLE =
√√√√ 1

N

N∑
l=1

(
log(PSDtrue,l + 1) − log(PSDest,l + 1)

)2
(31)
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Fig. 4 PSD Identified by
DRLS minimization

Fig. 5 PSD Identified by
Kalman filter

where, PSDtrue,i and PSDest,i stand for true and identified PSDs, respectively. i is a
discrete spatial frequency index. RMSLE of PSD identified by DRLS minimization
were 3.9× 10−6 for the front axle and 2.1× 10−6 for the rear axle. RMSLE of PSD
identified by Kalman filter were 9.6× 10−6 for the front axle and 9.0× 10−6 for the
rear axle. Those RMSLE values were obtained by averaging results of three runs.
Both in front and rear axles, DRLS minimization showed smaller RMSLE of PSD
than that of the Kalman filter.

International roughness index (IRI) is an indicator of the road roughness profile
that is defined by World Bank, and widely used in practice. IRI can be calculated
by applying a vehicle running simulation through the target road roughness profile.
In this study, IRI is calculated for the road roughness profiles identified by both
DRLS minimization and Kalman filter, and the identification accuracy of IRI are
investigated using an error indicator as defined in Eq. (32).

Error(%) = |I RI true − I RI est |
I RI true

× 100 (32)

where I RI true and I RI est denote true and identified values of IRI, respectively.
Identification error of IRI is summarized in Table 4, and it can be seen that DRLS
minimization has higher accuracy than Kalman filter, and its average error was less
than 14%.
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Table 4 IRIs of identified
road roughness profiles

Run Method Front axle Rear axle

T1 Kalman filter:α = 0.5,
Pattern 3

18.7 23.8

DRLS minimization 1.2 1.5

T2 Kalman filter:α = 0.5,
Pattern 3

17.7 30.5

DRLS minimization 5.6 15.6

T3 Kalman filter:α = 0.5,
Pattern 3

24.6 31.5

DRLS minimization 7.2 22.8

Average Kalman filter:α = 0.5,
Pattern 3

20.3 28.6

DRLS minimization 4.7 13.3

DRLS minimization has two advantages comparing to the Kalman filter. The one
is that the accuracy in PSDand IRI is higher thanKalmanfilter. The other advantage is
that no needs to preset the hyper parameter in the DRLSminimization, because it can
automatically select the optimal hyper parameter. On the contrary, hyper parameters
need to be preset in Kalman filter. It should be noted that hyperparameters affect
largely to the identification accuracy, but it is difficult to obtain the optimal values
of them based on the experience.

4 Conclusions

This paper proposes the road roughness profile identification method based on a new
discrete-time linear state-space model, and the regularized least square minimization
combined with the dynamic programming, so as to directly identify the target road
roughness profile. The road roughness profile identification accuracy of the proposed
method is compared to that of the Kalman filter using accelerations measured during
the field experiment. Observation through this study demonstrated that the DRLS
minimization resulted in a higher identification accuracy in respect of PSD and IRI
comparing to the Kalman filter.

L-curve method is used in the DRLS minimization in order to obtain an optimal
regularization parameter. The regularization parameter obtained by L-curve method
contributed to obtain high identification accuracy. The L-curve method based DRLS
minimization showed advantages in automatic selection of hyper parameters, while
the Kalman filter requires to preset hyper parameter values.



654 S. Hasegawa et al.

References

1. Kitching KJ, Cole DJ, Cebon D (2000) Theoretical investigation into the use of controllable
suspensions to minimize road damage. Proc Inst Mech Eng Part D: J Automob Eng 214(1):13–
31

2. GonzálezA,O’BrienEJ, LiYY,CashellK (2008)The use of vehicle accelerationmeasurements
to estimate road roughness. Veh Syst Dyn 46(6):483–499

3. Hu Z, Xiang Z, Lu Q (2020) Passive tap-scan damage detection method for beam structures.
Struct Control Health Monit 27(4):1–20

4. Kim CW, Kawatani M (2009) Challenge for a drive-by bridge inspection. Saf Reliab Risk
Struct Infrastructures Eng Syst 758–765

5. Sitton JD, Zeinali Y, Rajan D, Story BA (2020) Frequency estimation on two-span continuous
bridges using dynamic responses of passing vehicles. J Eng Mech 146(1)

6. Wang H, Nagayama T, Su D (2019) Estimation of dynamic tire force by measurement of
vehicle body responses with numerical and experimental validation. Mech Syst Signal Process
123:369–385

7. Yang YB, Lin CW, Yau JD (2004) Extracting bridge frequencies from the dynamic response
of a passing vehicle. J Sound Vib 272(3–5):471–493

8. Yang YB, Xu H, Zhang B, Xiong F, Wang ZL (2020) Measuring bridge frequencies by a test
vehicle in non-moving and moving states. Eng Struct 203

9. Yang YB, Zhang B, Qian Y, Wu Y (2018) Contact-point response for modal identification of
bridges by a moving test vehicle. Int J Struct Stab Dyn 18(5)

10. YangY,ChengQ,ZhuY,WangL, JinR (2020) Feasibility study of tractor-test vehicle technique
for practical structural condition assessment of beam-like bridge deck. Remote Sens 12(1)

11. O’BrienEJ,McGetrick PJ,GonzálezA (2014)Adrive-by inspection systemvia vehiclemoving
force identification. Smart Struct Syst 13(5):821–848

12. McGetrick PJ, Kim CW, Gonzalez A, O’Brien EJ (2013) Dynamic axle force and road profile
identification using a moving vehicle. Int J Arch Eng Constr 2(1):1–16

13. Chang KC, Kim CW, Hasegawa S, Nakajima S, McGetrick PJ (2019) Estimation of bridge
surface profile from moving vehicle accelerations by means of moving force identification -
an experimental field study. Int J Lifecycle Perform Eng 3(3/4):289–309

14. Hasegawa S, Kim CW, Chang KC, Toshi N (2020) Discussion on ill-posed problem in drive-
by pavement roughness identification. In: EURODYN 2020 XI international conference on
structural dynamics, 2020

15. Hasegawa S, KimCW,Toshi N, ChangKC (2020) Discussion on the roadway roughness profile
identificationmethods utilizing accelerationmeasured on amoving vehicle. J ApplMech JSCE
76(2):I_77-I_88 (in Japanese)

16. Sayers M, Gillespie T, Paterson W (1986) Guidelines for conducting and calibrating road
roughness measurements. World Bank technical paper number, p 46

17. Qin Y, Langari R, Wang Z, Xiang C, Dong M (2017) Road profile estimation for semi-
active suspension using an adaptive Kalman filter and an adaptive super-twisting observer.
In: Proceedings of the American control conference, pp 973–978

18. ZhaoB,NagayamaT,XueK (2019)Roadprofile estimation, and its numerical and experimental
validation, by smartphone measurement of the dynamic responses of an ordinary vehicle. J
Sound Vib 457:92–117

19. González A, Rowley C, O’Brien EJ (2008) A general solution to the identification of moving
vehicle forces on a bridge. Int J Numer Meth Eng 75(3):335–354

20. Tikhonov AN, Arsenin VY (1977) Solutions of Ill-posed problems. Wiley, New York, United
States

21. Hansen PC,O’LearyDP (1993) The use of the L-curve in the regularization of discrete Ill-posed
problems. SIAM J Sci Comput 14(6):1487–1503



Damage Free and Resilience for Seismic
Disaster



Rheological Model and Parameter
Identification of a Kinetic Sand Used
as a Smart Damping Material

Jacek M. Bajkowski, Bartłomiej Dyniewicz, Czesław Bajer,
and Jerzy Bajkowski

Abstract Although being rarely categorised as “smart”, bulk materials seem to be
useful for attenuating vibrations due to their nontypical dissipating properties, when
subjected to underpressure. Granules in a typical particle impactor are free to move
and collide. On the contrary, the proposed prototype beam, with a core filled with
dilatant sand, explores the properties of the granular media in a quasi-solid phase,
also called the jammed state. Using a controlled underpressure signal, properties of
the sand core may be adjusted, giving a possibility of using such material as a smart
damping member. An experimental study on the properties of a prototype layered
beam filled with a non-Newtonian sand mixture is presented. Special beam construc-
tion allows pressurising grains by evacuating the air from inside the cover. By intensi-
fying the compression, sand grains become jammed, resulting in increased stiffness
and damping. Based on the exemplary experimental results, a custom rheological
model parameter identification is performed.

Keywords Granular material · Vibration · Damping · Control · Smart material

1 Introduction

In most machine and structure design cases, vibrations are undesired and an effort is
made to reduce them by introducing isolators or additional damping solutions. The
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most common methods are passive dampers with a constant energy dissipation coef-
ficient. On the other hand, a significant reduction of the vibration amplitude can be
achieved using active methods. However, these treatments are energy-consuming,
sensitive to power shortages, and risky for generating an unstable situation in case
of malfunction.

An alternative way is to replace the active force actuators with devices util-
ising smart materials, allowing semi-active damping control in time. When properly
designed, the adaptive damping leads to faster energy dissipation than its passive
equivalent. The examples of the effectiveness of the semi-active damping control
strategy utilising smart materials in the case of a rotating system [1], moving load
[2], and harmonic oscillation system [3] have been already proven by the authors,
reducing the amplitude of vibrations up to 40% compared with the passive solutions.

The granular dampingmethods usually lack the semi-active possibility of adapting
parameters to the dynamic excitation, because the granular medium is used passively.
The bulk granules are typically placed in a container attached externally to the
vibrating system [4, 5]. During movement, the grains collide and dissipate energy
through non conservative interactions combining friction, deformations, exchange of
momentum, and so on [6]. While being cost-effective and robust, they lack the possi-
bility to adapt in real-time to the dynamic excitation. The device needs to be tuned
beforehand, just like in [7], where the granular dissipator was filled with a selected
number of granules to achieve the desired damping capacity of the alpine ski.

To achieve semi-active damping possibility a mechanical modification of the
enclosure is required to compress the bulk granula material. Such containers usually
utilise moving parts that allow compressing the granules like in [8, 9] to force
jamming and alter the dissipating properties. In [10] a soft, airtight sleeve was filled
with granules and used to cover a steel beam. A pneumatic system was used to main-
tain pressure on the boundaries of the cellular damping structure. Controlling the
amount of dissipation in a granular medium opens the possibility of adjusting the
damping capacity over time and achieving an adaptive damping system. The concept
of switching the granular system properties at selected moments has been explored
in [11], where granules were placed inside a rigid cylinder with a top lid compressing
the granules to obtain variable stiffness. Some more of the solutions based on the
periodical switching of the system parameters were compared by Winthrop et al. in
[12].

2 Experimental Setup

2.1 Beam with a Sand Core

In our study, the damping solution is based on a non typical granular material placed
in an elastic container merged between two parallel aluminium face beams. The
rectangular cross-section of a single beam is 30 × 1 mm, length is 540 mm, and
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Fig. 1 Construction of a layered beam with a pressurised core made of kinetic sand (dimensions
in mm)

separation of the faces is 20 mm. The sand composition consists of 96% of ultrafine
sand mixed and dispersed in a 4% polydimethylsiloxane, which is a hydrophobic
type of silicone that helps sand grains to agglomerate and stick together.

The sand was covered with a thin PVC envelope, which restricts the movement
of grains and allows pressurising them by evacuating the air from the elastic coating.
The pneumatic control allows intensifying jamming among the granules, as the static
pressure influences the state of the granular material and thus its parameters. The
pressure hose is connected to an electro-valve, which is connected to a vacuum
pump that allows controlling the granules’ compression. The scheme of the beam is
presented in Fig. 1.

2.2 Experimental Setup

The beam was fixed in a horizontal cantilever position and initially deflected using
string, looped at the beam’s free end. After releasing the string, the beam was free
to vibrate, while the displacement was recorded until the lateral oscillations ceased
(Fig. 2). Setting various underpressure values ranging from 0 to 0.08 MPa (which
is almost equal to no vacuum and 80% vacuum) results in different intensities of
jamming.

The displacement’s amplitude was recorded using a laser sensor. At the same
time, the underpressure wasmonitored using a digital sensor tomeasure the influence
of the constant pressure on the response of the cantilever. Since the first mode of
vibration was considered in the experimental research, only the displacement at the
beam’s tip was recorded.

3 Results

This section presents some exemplary results of the beam vibrations for a one-time
selection of a constant underpressure. The measurements occured after the initial
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Fig. 2 Scheme of the
experimental stand

jamming. The experimental results for the initial deflection of 60 mm and zero initial
velocity are depicted in Fig. 3a, while other results are comparedwith the simulations
shown in Fig. 3b and c.

The beam with a core filled with kinetic sand is heavily overdamped, experi-
encing minor initial oscillations after releasing when no underpressure is applied.
The deflection amplitude drops from 60 to 23 mm in 0.35 s for no underpressure
because of the high energy accumulated in the deflected aluminium strips. After
reaching 23 mm, the kinetic sand limits the return movement as the dissipation starts
to overtake the return movement. It takes up to 20 s (not shown in Fig. 3) for the
beam with 0 MPa underpressure to return to the non-deflected state.

Applying an underpressure greatly intensifies the damping. For 0.02 MPa, the
beam needs around 35 s to return to non-deflected state, while for 0.04 MPa it
takes almost 60 s. When the underpressure is further increased to 0.08 MPa, the
beam becomes heavily overdamped, and the compressed sand core prevents it from
returning to the non-deflected state. Thebeam remains plastically deformed at 44mm.
When the electrovalve is opened and the sleeve becomes unsealed, the beam returns
to a non-deflected state. It opens the possibility to dynamically alter the total stiffness
and take advantage of the parametric modification of the structure.

A proper model of the underpressure granular structure and identifying its param-
eters are necessary to answer the question of whether it is possible to use these
structures in semi-active vibration damping as an interesting and cost-effective alter-
native to smart materials. The considered model must describe the system’s global
behavior rather than individual interactions among the grains. On the other hand,
reasonable computational models for mathematical simulations require knowing the
values of the stiffness and viscosity. That is why the Zener, Kelvin-Voigt, and classic
Maxwell models were initially selected to model pressurised granular material, and
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Fig. 3 a Experimental results for different underpressure and initial deflection of 60mm,b compar-
ison of simulation and experimental results for initial deflection of 30 mm and 0 MPa, and c
comparison of simulation and experimental results for initial deflection of 60 mm and 0.06 MPa

their parameters were identified for different granular systems in [13]. In this paper,
the considered model consists of nonlinear oscillators with a frictional element that
activates the spring and the accompanying dashpot (Fig. 4). The total displacement
combines elastic (ye) and irreversible permanent (yp) components

y = ye + yp (1)

The constitutive force equation takes into account the elastic stiffness k

Fig. 4 Rheological model
considered in the modelling
of the system response
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F = k(y − yp) (2)

The obtained motion equation is

ẏp = γ̇ sign(F) (3)

with loading–unloading conditions assumed as

γ̇ =
⎧
⎨

⎩

0 for f < 0
γ̇0 for f = 0, ḟ = 0
0 for f = 0, ḟ < 0

(4)

The kinetic friction component T influences the Coulomb friction law

f (F, T ) = |F | − T (5)

The model parameters were identified separately, assuming displacement in time
as the reference function. The minimisation problem was solved similarly to the
least square method for the initial 10 s of vibrations selected as the source data. The
computed and simplified values of the parameters or their functions are presented
in Table 1. As one can notice from Table 1, some of the identified parameters were
assumed as constants, while the others depend on the underpressure value denoted
�p. Since the phenomenological model provides several parameters to be identi-
fied and tuned, some simplifications should be worth considering to make it less
computationally expensive for further optimisation problems.

The comparison of the experimental and simulation results recorded for the
selected initial deflection of the beam under different underpressure values are
presented in Fig. 3b and c. A fair agreement backed up by the low error was observed
for a broad range of initial deflections and different underpressure values.

Table 1 An exemplary set of
estimated decision variables
of the rheological model for
different underpressure values

Parameter Value or function [unit]

γ· 500,000·[m2s/kg] Δp [Pa] + 25,000 [m/s]

T 1730 [m2]·Δp [Pa] + 100 [N]

m1 3.19 [kg]

m2 28.12 [kg]

k1 3489.70 [N/m]

k2 12.67 [N/m]

k3 9.75 [N/m]

c1 38.12 [Ns/m]

c2 90.25 [Ns/m]
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4 Conclusions

Due to its conceptual simplicity, effectiveness, and low cost, the proposed solution
for controlling the mechanical properties of vacuum granular structure is an inter-
esting alternative to classic damping systems based on composites and expensive
smart materials. The shape of the low-cost, efficient granular damping elements can
be easily modified, which allows tailoring it to fit into irregular spaces. Numerous
applications which use of controllable stiffness and the unique characteristics of
innovative materials may benefit from this alternative approach. The experimental
research shows the efficiency of the kinetic sand used as filling for the damping
core. The phenomenological model provided good parameter estimation, but some
simplifications are worth considering. The proposed models offer the opportunity to
calculate the optimal control strategy using the concept of switched jamming. Using
a proper control strategy, makes it possible to detract vibrations from the resonance,
affecting the properties of the system and alternating operational factors. Due to the
time delay, such pneumatically controlled damping structures would be preferred for
low-frequency applications.
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Numerical Investigation on Longitudinal
Forces on Bridges of Indian Railways

Swapnil Chaurasia and Di Su

Abstract The impact of increased longitudinal loads applied on bridges by modern
railway vehicles is a major concern for Indian railways. The extent of load trans-
ferring to the substructures has been overestimated in the design codes which does
not take the dispersion of longitudinal forces to the adjoining regions into account.
Experimental studies were conducted to assess the extent of load transfer to the
substructures. Field tests were complemented by numerical models for simulation of
rail-bridge interaction forces. Due to the large domain size of the numerical model,
methodologies have been developed by utilizing various ABAQUS features like
user-subroutine, non-linear connector elements, friction elements etc. to simulate
phenomena like rail-wheel interaction, fastening systems and boundary conditions.
Correlation of applied loadwith the dispersion of forces to adjoining regions is estab-
lished. Increase in the longitudinal loads has been observed to enhance the dispersion
mechanism on bridges and thus mitigating the effects of increased loadings. Disper-
sion of loads is significant in steel girder bridges, and it should be included in the
design codes for the assessment of design loads in substructures. Numerical model
for investigating thermal effects of LWR over bridges has also been developed in this
work. Fracture in LWR installed over bridge is simulated on the numerical model
for a range of creep-resistance practically observed in railway tracks.

Keywords Longitudinal loads · Dynamic rail-wheel interaction · Finite element
analysis · Experimental analysis of railway bridges · Numerical modeling

1 Introduction

With the advent of modern train sets, loads on existing infrastructures have increased
drastically. Increase in the traction and braking power of locomotives has led to a
much more dramatic increase in the longitudinal loads on the track structures than
the vertical loads. In Indian railways, over the last 80 years, longitudinal loads have
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increased by around 2.5 times [1]. There are about 131,000 railway bridges in India of
whichmore than 70% are older than 50 years [2]. These bridgeswere designed for the
prevailing loading standards. The impact of increased longitudinal loads on railway
bridges is a major concern for Indian railways as loads of the entire span converge
to the substructures and thereby rendering bridges unsafe for the modern traffic.
However, the extent of load transferring to the substructures has been overestimated
in the design codes. There is a need to update the design provisions with a more
rational approach towards the longitudinal loading on the bridges.

To restrict the transfer of these loads on railway bridges, it is important to isolate
the rails from the girder. Accordingly, traditional steel girders are designed with steel
channel sleepers and “rail free fastenings”. Rail free fastenings do not have clamping
force between rails and sleepers; therefore, it allows the relative movement of rails
with respect to sleepers in the longitudinal direction and theoretically isolates the
track from the girder. Practically longitudinal loads due to traction/braking flow from
rail level to the girders due to the frictional interaction between rails and sleepers.
More longitudinal load flow occurs due to corrosion and over-bolting of fastenings.
Aim of this study is to understand the interactions between the different components
of the bridge which drives the flow of longitudinal forces.

Schematic representation of a typical railway bridge along with the longitudinal
load transfer mechanism is shown in Fig. 1. The extent of load transferred from rails
to the girder is dictated by the rail-bridge interaction. All the load transferred to the
girders will eventually transmit to the substructure through its bearings. Most of the
longitudinal loads that are transferred to the superstructure goes to the fixed (pin)
bearing. As the longitudinal load gets increased, it poses maximum problems in the
substructure as loads get accumulated here.

Fig. 1 Overview of a girder bridge and its interaction
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2 Literature Review

The interaction between railway vehicles and track takes place in the contact zones
between wheels and rails and results in surface stresses distributed over the contact
patch [4]. Contact forces are the major force input for both, the vehicle, and the
track [5]. Two materials contacting at rolling interfaces are influenced by geometry
of the contacting interface, material attributes, and loading and boundary conditions
[6]. Some traditional theories worth mentioning are Hertz model [7] for solving the
normal contact problem, creep theories of Carter [8], Kalker [9, 10] (Linear theory,
strip theory, Empirical theory, simplified theory, and the Exact Three-Dimensional
RollingContact Theory) for estimating the tangential contact problem [11]. The basis
of all modern analytical and computational methods is derived from theHertz contact
theory. Modern research on rail-wheel contact is done by Finite Element method as
with the development of advanced algorithms, accuracy and computational efficiency
of Finite Element Analysis has improved.

A 3D model of the track for the assessment of longitudinal loads is developed
by [12]. Distribution and magnitude of longitudinal force in the concrete crosstie
and their relationships with track design parameters were examined in the study. In
this model, rail-wheel contact is simulated which restricts the size of the model due
to its high computational demands. In case of simulation of rail-bridge interaction,
model size and the number of interacting components is quite large, and thus it
warrants simplification of rail-wheel contacting interface and other interacting parts.
Analytical solutions of contact stresses between two curved solid bodies can be
utilized in the FE model as an alternate to the physical simulation of the phenomena.
Utilizing the contact programs like FASTSIM or CONTACT developed by Kalker
were considered but the computational burden added by co-simulation of contact
programs with the FE model developed in ABAQUS were still very large and thus
could not be used in ourmodel. As the focus of our research is not to simulate the local
effects of contact interactions which can lead to enormously complex situations, we
focus on the location and magnitude of the total force applied by the contact models.

3 Development of the Numerical Model

3.1 Load Application by User Subroutine

User subroutine is a feature inABAQUS that allows users to customize awide variety
of ABAQUS capabilities. It is an extremely powerful and flexible tool for analysis.
Codes written in FORTRAN, C or C++ can be executed during the analysis along
with themodel to adapt ABAQUS to their analysis requirements. ABAQUS/Standard
provides users with an extensive array of user subroutines. Some popular subroutines
are CREEP, DLOAD, FRIC, UMAT, USDFLD, UTRACLOAD etc.
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Contact patch explained by Hertz contact theory can be coded in any program-
ming language along with its spatial variation to simulate the load application due to
the passage of a locomotive. A simplified method has been devised in which normal
and tangential loads are applied by means of user-subroutines. DLOAD and UTRA-
CLOAD are used in the model for simulating load application by generating normal
pressure distribution and traction loads respectively. User subroutines DLOAD and
UTRACLOADcan be used to define the variation of a distributed load as a function of
position, time, element number, load integration point number etc. Both subroutines
are called at each load integration point for each element-based or surface-based non-
uniform distributed load definition during stress analysis. A FORTRAN program is
used to generate an elliptical loading surface over the wheel. The area of this ellip-
tical load surface is calculated by Hertz theory for the given values of rail curvatures,
wheel curvature and vertical pressure. Pressure and traction load distribution is also
kept elliptical as per Hertz contact theory.

ABAQUS solver sends information of all the integration points of the loaded
elements to the FORTRAN compiler. From the given information of step time and
coordinates, values of force (vertical pressure in case of DLOAD, traction in case of
UTRACLOAD) can be defined for each integration point at every time increment.
Contact patch generated by the FORTRANcode is shown in Fig. 2. Pressure contours
generated on the application of user-subroutine loads are shown in Fig. 3, which
shows the ellipsoidal loading.

Fig. 2 Contact patch generated by FORTRAN code
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Fig. 3 Pressure contours on
application of loads via
user-subroutines

3.2 Fastening System and Contact Interaction

Rail free fastenings theoretically isolates rails from the girder but does not allow
the lifting of rails during the passage of trains. The interaction between rails and
bolt clamps is relatively complex due to the gap between them. Rail will lift freely
before touching the bottom of the clamp. After the contact, clamp will start exerting
a resisting force on the rail foot. This resisting force will increase non-linearly with
the uplift of the rail. To simulate this behavior, non-linear connector elements are
used to develop a system of fastening in the model as shown in Fig. 4. The connector
element used in this fastening mechanism only transmits the vertical axial loads to
limit lifting of rails during the passage of a train.

For simulating the flow of longitudinal loads in a girder bridge, the most impor-
tant aspect is to correctly model the rail-sleeper connection. Rubber pads installed
between the different components allow some elastic movement due to the bulk
modulus of the rubber-pads during the frictional load development in the rail-sleeper
interface. Therefore, penalty type friction interactions are employed in the rail-sleeper

Fig. 4 Rail-free fastening. a picture b fastening system developed by connector elements. c Non-
linear behavior of the connector



670 S. Chaurasia and D. Su

interface. Combination of rail-wheel interaction with the fastening mechanism is
capable of simulating rail-free fastening system.Connection between other interfaces
in the girder are modeled as tie-constraints.

3.3 Boundary Conditions

Forces which are transmitted from the rail level to the girder level depend on the
relative movement of the rails with respect to the sleepers. This relative movement
is dependent on many factors like fastening system, frictional coefficient, nearby
track conditions, residual thermal stresses etc. When we use computer simulations
to predict the response of structures subjected to dynamic loading, it is necessary to
keep the size of the computer model within practical bounds [16]. Only the girder on
which loading is directly applied should bemodeledwith the required detailing,while
the rest of the system should be captured by generating some reasonable boundary
situations (Fig. 5).

Boundary conditions have two important functions in the model.

1. To simulate the adjoining track conditions with representative track stiffness in
the longitudinal direction.

2. To absorb the dynamic forces transmitted to the boundaries and do not reflect
them back to the girder.

A system of connector elements has been developed to reproduce the influence
of adjoining track on the instrumented rail section. A schematic diagram of the
connector system developed is shown in Fig. 6. Elastic connectors represent the rails
and friction type connectors represent rail-sleeper connection. Both connectors are
place in parallel to each other. Penalty type friction formulation is used to simulate
the friction type connector as there is a finite value of stick-stiffness due to rubber
pads which allow some movement of rail for mobilizing full friction force.

Fig. 5 Longitudinal
interaction between rail and
bridge elements
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Fig. 6 Schematic diagram of connectors used to simulate boundary conditions

3.4 Verification of User-Subroutine Loading Method

To validate the user-subroutinemethod for simulating contact interaction, a FEmodel
is developed in which loading is done by two different methods. In the first method,
load is applied by physically modelling a wheel and its contact interaction with rail.
While, in the second method, loading is done via user subroutines according to the
methodology discussed in Sect. 3.4 (Fig. 7).

3.4.1 Finite Element model- Wheel Loading Case

A FE model is developed in ABAQUS/Standard code which simulated traction load
application by wheel-rail interaction. A small track segment of 1.2 m length has been
developed for this purpose. The FE model simulated rolling of a locomotive wheel
on a railway track. This analysis is divided into two phases. First phase is to establish
contact between the rail and the wheel. As rail surface is curved, the initial placement
of wheel will be at a single point on the rail. To establish contact, a displacement-
controlled loading is applied on the wheel as it is much more stable compared to

Fig. 7 Steps of Finite element analysis in Wheel loading model
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force-controlled loading. A vertical displacement of 1 mm is applied on the wheel,
which will push the wheel against the rail by 1 mm and will establish the contacting
interface between the two bodies. The second phase is application of wheel load
and its movement. This phase is performed in two steps. In the first step, a vertical
load of 103.005 kN is applied on the wheel. In this step, the displacement which
was imparted to the wheel in the first phase is also gradually released. In the next
dynamic implicit step, a rotational acceleration is imparted to the wheel by rotating
the reference node placed at the center of the wheel. A rotational acceleration of
1.0 rad/s2 is applied to the wheel.

3.4.2 Finite Element model- User-Subroutine Case

In this case, wheel is not physically modeled. On the track model described in
Sect. 3.4.1, loading is applied by user-subroutinemethod, keeping othermodel details
same. Movement of wheel is simulated in this case by defining a contact patch of
elliptical shape in the FORTRAN code. Contact ellipse size and maximum pressure
is calculated from results obtained from the analysis of the wheel loading case. Pres-
sure and traction load is applied on all the mesh elements which lie inside the contact
patch.

3.4.3 Comparison of Result Obtained by Two Loading Methods

Total loads (vertical and longitudinal) applied in the two methods are kept same.
Total load applied to the model is obtained by summing up all the reaction forces
on the boundaries of the model. Plots of the total vertical reaction force is shown in
Fig. 8. Longitudinal strain obtained at the rail-web location at the mid-point of the
rail is shown in Fig. 9.

4 Experimental Study

Research Design and Standards Organization (RDSO) collaborated with CSIR-
Structural Engineering Centre (CSIR-SERC) to carry out the experimental studies
to study the flow and dispersion of longitudinal forces on a steel girder bridge. An
existing steel plate girder bridge (bridge no. 514) was selected to carry out the exper-
imental work. Static and dynamic tests are carried out using a test train formation.
From the test data, longitudinal load flow on a steel girder bridge is investigated. All
major components of the selected girder along with the adjoining girders and track
are instrumented to measure their responses.

For tractive effort tests, longitudinal loads at rail level at near one end at a particular
time is 18.29 tons. At the same time frame, the longitudinal force in the adjacent
rail is observed as 7.47 tons. Therefore, the remaining force, which is around 10.81



Numerical Investigation on Longitudinal Forces on Bridges of Indian Railways 673

Fig. 8 Comparison of total vertical reaction for two loading methods

Fig. 9 Comparison of longitudinal strains at rail-web for the two loading methods
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Fig. 10 Front elevation of the integrated FE model

tons must be transferred to the girder level. The percentage of longitudinal force
that is dispersed to the adjoining track is calculated and given in Table 1. From the
observations of the strain gauge reading at the rail levels, it is seen that around 40%
of the longitudinal force generated at rail level is dispersed to the adjoining areas.

A major limitation with the field tests is that the load applied by the locomotive
is not its maximum loading capacity as it depends on many factors like gradient
of track, train load, surface conditions etc. Numerical models which are validated
by the experimental results can be used for further investigation of the phenomena.
Numerical models can also overcome the limitation of the experimental studies as
applied loading can be easily modified (Fig. 10).

5 Integrated Bridge Model

5.1 FE Model Overview

FE bridge model consists of a bridge girder developed in accordance with the bridge
drawing of the selected bridge. Length of the girder is 20.8 m and center to center
distance between the bearings is 21.0 m. Track (rail-sleeper system) of length 21.0 m
is placed over the girder. Three major components of the model are rail, steel channel
sleepers and girder. 10mm thick rubber pads are placed between the rail and sleepers.
25 mm thick rubber pads are placed between sleepers and the girder. Sleeper spacing
is kept as 0.6 m. These rubber pads establish the interaction interface between the
different components of the bridge. Salient features of the FE model as follows:

1. Single rail is modeled as longitudinal loads are symmetrical.
2. Bridge girder is formulated using shell elements.
3. Beam elements are used for modeling the bracings and crossbeams.
4. Railway track components are modeled as 3D solid elements.
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5.2 Boundary Conditions and Loading Procedure

Boundary conditions are developed as explained in Sect. 3.3. A system of connector
elements is developed in this study which can simulate different track conditions
which are generated during the passage of a train. Thedeveloped systemof connectors
can simulate all three types of approach track conditions bymodifying the parameters
of the connector elements.

The FE analysis has 2 steps. The first step is application of gravity load over the
complete structure. In the second step, loading is applied by user subroutine method
described in Sect. 3.1. Locomotive load is applied on the structure as an elliptical
contact patch at the rail surface. Pressure and traction distribution inside the contact
patch is also elliptical. A locomotive contains 6 axles and thus 6 contact patches
are first applied at the girder. For application of longitudinal loads, dynamic implicit
analysis is performed in which loading is applied via user-subroutine method. A
dynamic implicit analysis usually gives stable solutions with larger time increments,
it is adopted as the simulation time of the analysis is longer. Loading in the model is
carried out first as per the loading standard The contact patch moves over the analysis
time step at an acceleration of 1.5 m/s2. Maximum pressure inside the contact patch
is kept as 8.01 × 107Pa and maximum traction is 1.485 × 107Pa. The effects of
the remaining part of the train are simulated in the boundaries by generating loaded
track with rail-free fastenings conditions in the connector elements on one end of the
girder.

5.3 Results of Dynamic Simulation

Numerical simulation with dynamic loading on the bridge-track model is carried
out for a simulation period of 5 s. Von Mises stress contours at a particular time
step is shown in Fig. 11. The time history of the stress contour is used for checking
the functioning of the FORTRAN code and the movement of the load patch. Time
history of the longitudinal strain at the center of the rail web is shown in Fig. 12
In the figure, field recording of longitudinal strains at rail-web is also plotted and
comparisons are drawn. It is evident that the longitudinal strains produced in the rail
due to the application of locomotive loads has similar trends as the field observations.
The similarity of longitudinal strain data is used to establish the validity of themodel.

The focus of the study is to identify the fraction of longitudinal loads that gets
dispersed to the adjoining regions with respect to the fraction of load that gets trans-
ferred to the girders and thus to the substructures. Total longitudinal loads transferred
to the girder are calculated from the time history data of the spring elements which
act as the pin bearings of the structure. To verify the calculations of the longitu-
dinal loads by spring elements, another model with boundary conditions imposed
for simulating bearings of the bridge is analyzed and the longitudinal loads in the
two models are compared. For high rigidity spring elements, the results obtained in
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Fig. 11 Stress contours on a bridge girder after application of locomotive loads

Fig. 12 Comparison of
longitudinal strains at rail
web between FE model and
field data

the two cases are same. Frictional resistance of the roller bearing is simulated by
installing friction connector element connected to the ground at the roller ends of the
girder.

Time history plots of the observed values of total longitudinal forces in the
boundary connector elements and in girders are shown in Fig. 13. To calculate the
percentage of loads which gets dispersed to the adjoining regions, average value of
loads in the two components are compared. The general trend observed is that the
dispersion of longitudinal forces increases slightly with the increase in the applied
traction loads. FE model shows slightly higher dispersion of loads in comparison to
the field test data. Field test data had the limitation on the application of the traction
loads, which is overcome by the numerical model in which higher values of tractive
forces can be applied. The variation of dispersion of loads with the increase in the
traction loads is shown in Fig. 14. The increased dispersion of the longitudinal loads
mitigates the adverse effects of the excessive traction forces imparted to the bridges.
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Fig. 13 Longitudinal force
transferred to different
bridge components Î

Fig. 14 Variation of load
dispersion for different
traction loads

6 Summary and Conclusion

6.1 Summary

FEanalyses of railway trackbridge systemwere carried out to investigate the behavior
of railway bridges on the application of longitudinal loads. Dynamic implicit analysis
was carried out to simulate the locomotive loads on railway bridges. User-subroutines
were employed for reproducing the stresses generated at rail-wheel interface and
system of connector elements with frictional properties and elastic–plastic response
were developed to replicate the effects of adjoining tracks on the rail. A range of
traction loads were applied over the bridge model and the magnitude of force trans-
ferred to different components of the bridge were analyzed. Correlation of applied
load with the dispersion of forces to adjoining regions is established. Increase in
the longitudinal loads has been observed to enhance the dispersion mechanism on
bridges and thus mitigating the effects of increased loadings. Dispersion of loads is
significant in steel girder bridges, and it should be included in the design codes for
the assessment of design loads in substructures.
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Table 1 Longitudinal load transfer to the adjoining span for different tests

Test Case F.L. at the rail level
on the main span

F.L. at the rail level
on the adjacent span

Difference in rail
force transferred

Percentage load
transferred to
adjoining span (%)

Test-4 18.29 7.47 10.81 41.90

Test-5 18.59 9.17 9.41 49.38

Test-6 15.46 6.86 8.61 44.31

6.2 Conclusion

Tractive loads ranging from 1.867 tons per wheel to 5.610 tons per wheel were
applied in the numerical model. Results corresponding to the application of 1.867
tons were validated with the field test data. Dispersion of longitudinal loads to the
adjoining tracks were observed in the analysis. Dispersion ranges from 56.30% for
1.867 tons load to 60.23% for 5.610 tons load. Increase in the longitudinal load
keeping the vertical loads unchanged leads to more loads getting dispersed to the
adjoining sections of the bridge. This observation can be attributed to the stiffness
of the boundary elements owing to the longitudinal rigidity of the rails and the use
of penalty type friction interaction at rail-sleeper interface.

6.3 Future Scope

Parameters considered in the study are only the different locomotive traction loads. To
have a comprehensive insight into the longitudinal load distribution and its flow in a
bridge, parameters like COF, clamping forces, adjoining track conditions can be inte-
grated with different traction loads to have a broad understanding of the longitudinal
load flow in different field conditions.
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Monitoring-Based MBS-FEM Analysis
Scheme for Wind-Vehicle-Bridge
Interaction System and Experimental
Validation

Qi Hu and Di Su

Abstract The vehicle running stability on the bridge under a strong crosswind has
become a hot topic with increasing concern in recent years. The traditional analysis
method of wind-vehicle-bridge system is complicated and time-consuming, which
has not fully utilized a large amount of valuable in-situ monitoring data and cannot
meet the requirement of timely decision. Besides, the previous analysis method has
not been validated through the experiment. This study presents a combined anal-
ysis scheme integrating the FEM (Finite Element Method) andMBS (Multiple Body
Simulation) to bemore convenient and comprehensive to analyze theVehicle-Bridge-
Interaction (VBI) system. A new double-dummy coupling method is proposed to
simulate the vehicle-bridge connection to solve the vehicles’ responses accurately
and efficiently.Other influence factors like tiremodel,wind force, and road roughness
are taken into account as well. Furthermore, to consider the wind effect on the VBI
system and avoid the complicated fluid–structure interaction, the in-situ monitoring
data could be fully applied in this scheme. Amonitoring-based approach is proposed
to hybrid the monitoring data and MBS-FEM model to obtain the vehicle response.
To validate the proposed analysis scheme, a vehicle passing through Chongqi Bridge
under the strong wind is an experiment case study. Firstly, regarding to the limited
number of measurement sensors on the bridge, the bridge monitoring response is
expanded through an improved perturbed force method combined with genetic algo-
rithm method, and the wind speed is simulated with linear filtering method. Next the
expanded monitoring data is combined with MBS-FEM model to comprehensively
consider thewind effect on the vehicle and bridge. Finally, the vehicle responses from
the MBS-FEM model are compared with experimental data, showing the accuracy
and good reliability of this method. This monitoring-based MBS-FEM method also
is expected be used for stability analysis of vehicles running on bridges under the
strong wind.
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1 Introduction

Coupled vibration of the vehicle-bridge interaction system is one of the primary
concerns in both bridge and vehicle engineering that has been long recognized.
Vehicle safety and ride comfort are more easily facing a significant challenge when
crosswind combined with the Vehicle-Bridge Interaction (VBI) system.

Many researchers have already contributed to this field, and Finite elementmethod
(FEM)was used for solving thewind-vehicle-bridge interaction problem to obtain the
structural dynamic performance. Cai andChen [1] presented a framework of dynamic
analysis of the coupled three-dimensional vehicle-bridge system under strong winds.
An overall and then partial automobile accident analysis framework is proposed.
The vertical, yawing, and pitching responses of the vehicle can be obtained through
the overall WVB analysis, and the vehicle’s lateral and rolling response is further
obtained in the local accident analysis model focused on the vehicle itself. Xu and
Guo [2] proposed a relatively complete analysis model to analyze the safety and
ride comfort of running vehicle under crosswind. By introducing a lateral damper
model related to bridge motion parameters, consider the lateral coupling relationship
between the vehicle and bridge to predict vehicle accidents. However, as Wang [3]
pointed out in his review, simplified assumptions [4], including lumped masses of
the vehicle, stationary aero-dynamic wind forces [5], and linear elastic assumption
of the bridge material, are unavoidable, which may bring errors into the simulated
results [6].

Another efficient and high-fidelity analysis method to solve this issue is to utilize
the Multiple-body Simulation (MBS) method, which can be more accurate to inves-
tigate the detailed behavior of the vehicle. Several researchers have recently applied
this method to carry out the train–bridge coupling analysis. He et al. [7] proposed
a rigid-flexible coupling method to simulate the train-bridge vibration under the
actions of wind loads. Chen et al. [8] analyzed the track integral rigidity distribution
considering a variation of rail section and elastic support, bending deformation of
turnout sleeper, spacer block, and sharing pad effects.

In the current WVB system, numerical simulation is widely used to obtain the
responses of bridges and vehicles for subsequent analysis. Due to the extensive
computation burden and complicated human manipulation, these simulation-based
methods cannot meet the needs to obtain timely information [3]. Simultaneously,
whether the results obtained can truly reflect the actual situation is also debatable.
The in-situ monitoring data is a valuable resource for the VBI system, especially
when the external force applied to the structure is not so clear. Meanwhile, the real
structure response can be obtained accurately based on advanced sensormeasurement
technology. Only a few researchers focus on combining the real test data and the
model for analysis [9]. Recently, a monitoring-based approach was proposed [3] to
estimate dynamic vehicle responses. However, it is also combinedwith the traditional
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VBI analysis method and cannot handle the problems mentioned before. Also, this
method has not yet been verified by the experiment result.

Currently, the VBI system has not been studied by the MBS-FEM combined
method, which integrates the FEM and MBS and fully takes advantage of two
methods that obtain the accuracy response of both structure and vehicle. In this
study, a new method called the double-dummy coupling method is used to connect
the vehicle and bridge in the MBS-FEM system and validated by the measurement
data. Besides, a monitoring-based MBS-FEM method for estimating the dynamic
responses of the vehicle running on the bridge is presented. The novelty of this
method is the hybrid combination of on-site monitoring data and the MBS-FEM
model. The previous cumbersome and time-consuming calculation process will be
simplified, and a more reasonable analysis of the vehicle response will be combined
with the measured data.

2 Vehicle-Bridge System in MBS-FEM

2.1 MBS-FEM Combine Method

MBS is carried out to study the kinetic and kinematic behavior of mechanisms. In
this research, the MBS software Simpack and FEM software Abaqus are used for
analysis.

Figure 1 shows the vehicle-bridge coupling flowchart using the MBS-FEM
method. Firstly, bridge is modelled by FEM and then output as a flexible-body
substructure. After incorporating the substructure into the SIMPACK, the vehicle
model couples with bridge model in the MBS. Finally, other factors like wind, road
roughness, and driver behavior can be simulated in the analysis system. Comparing

Fig. 1 Procedures of MBS-FEM method
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with the FEMmethod, the MBS-FEMmethod has significant advantages, such as no
need to decouple the system and easy to implement to complicated bridge models
even considering the structure details.

2.2 Bridge Model and Setting

In Abaqus, the bridge finite element model should first be established and then set
reasonable master nodes, coupling the master nodes with relevant surfaces. After
that, creating boundary conditions and retaining all nodal degrees of freedom of
those master nodes, finally conducting the frequency and substructure analysis. The
key point is choosing reasonable master nodes, which define the interface between
the FEM and MBS system. According to Guyan’s law, the rational selection of the
master DOF mainly follows the following principles [10]:

(1) The total number of master DOF should be at least twice the number of modes
to be studied.

(2) Choose the master DOF to be distributed as evenly as possible.
(3) Select all nodes with boundary conditions to be the master nodes and keep

the DOF as the master DOF.
(4) Choose the master DOF where the mass is relatively large and the rigidity is

relatively small.
(5) The DOF of the nodes where the geometry of the structure changes.
(6) Select the DOFs of nodes parallel to or close to the centerline in the

axisymmetric model as master DOFs.
(7) In the rigid-flexible couplingmodel, select the DOF of joint and force element

connection points as the master DOF.
(8) If the DOF to be selected belongs to a coupled constraint set, only need to

select the first DOF in the coupled set.
(9) Select the master DOF in the vibration direction of the structure.
(10) The master DOF selected should include all possible movements as much as

possible.
(11) Select the master DOF at the position where the force or non-zero displace-

ment is applied.
(12) Select the master DOF (bending, translation, torsion, stress or strain, and

others) at the point where the calculation result will be obtained.
(13) Ensure that the node position of the contact part between the super element

and the ordinary element is accurate and coincident.

In the FEM model, slave nodes and master nodes are connected through certain
constraints. After the master node of the structure is determined, other nodes on
the same cross-sectional position can be determined as slave nodes, which can be
connected with master nodes through coupling.
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2.3 Vehicle Model and Double Dummy Method

In the MBS system, four basic modeling element categories (body, joint, force
element, and external force) and other components (such as reference frame, marker,
constraint, sensor) are assembled to form a typical model. The vehicle is amulti-DOF
spatial systemwith complicated vibration composed of longitudinal, lateral, vertical,
yaw, pitch, and roll motions. In this paper, a simple car is simulated consisting of
9 bodies (chassis, wheel carriers (4), wheels (4)), and the topological map of the
vehicle is shown in Fig. 2.

One of the critical points of the VBI coupled vibration is the simulation of the
coupling relationship between the vehicle and the bridge in the MBS. He et al. [7]
have achieved the train-track coupling throughMBS-FEM based on a single dummy
method. It failed when applied to the VBI system with the problems of not well
considering the vehicle tire, wind force, and road roughness factors together because
the tire lateral nonlinear properties and the excitation due to the roughness cannot be
well simulated. In this paper, a new double-dummy method is proposed, as shown
in Fig. 3.

The rigid vehicle body and flexible bridge body are connected by the dummy body
1 based on the Curve-Curve 2D-Contact method in the Simpack. In this method, two
kinds ofmarkers called parent and childmarkers are generated and used in a pair. The
twomarkerswork together, and each follows a 2D contour, trying to find a position on
their respective contourwhere a potential contact point between the two contoursmay
occur. The joint 1 connecting the dummy body 2 and the dummy body 1 is created
to include the road roughness problem. A moved marker is created on the dummy
body 2 with the property of translation with vertical movement, determined by the
vertical tire movement. This marker is used for representing the relative movement

Fig. 2 Topological map of the vehicle
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Fig. 3 Topological map of the vehicle

between the tire and bridge road surface. The vehicle tire properties can be well
simulated by connecting the rigid vehicle body and dummy body 2. Different kinds
of force elements between these two parts can be used for representing different
tire properties. The tire’s nonlinear characteristics can be imported to the SIMPACK
through specific user-defined tire files or input functions. The joint 2 between the
rigid vehicle body and dummy 2 can ensure regular tire rotation.

2.4 Wind Force on the Vehicle

The wind force acting on the vehicle can be calculated using the quasi-static method,
which can both consider the static and dynamic load effects. where V is the vehicle
running speed,U and u aremeanwind speed and turbulent wind speed on the vehicle,
respectively. β is the angle between the wind and vehicle running direction.

Fx (t) = 1

2
ρU 2

r CD(ψ)A, Fy(t) = 1

2
ρU 2

r CS(ψ)A, Fz(t) = 1

2
ρU 2

r CL(ψ)A,
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Fig. 4 Velocity diagram on the vehicle

Mx (t) = 1

2
ρU 2

r CR(ψ)Ahv, My(t) = 1

2
ρU 2

r CP(ψ)hv, Mz(t) = 1

2
ρU 2

r CY (ψ)hv

(1)

where Fx (t), Fy(t), Fz(t), Mx (t), My(t) and Mz(t) are the drag force, side force, lift
force, rolling moment, pitching moment and yawing moment acting on the vehicle.
CD(ψ), CS(ψ), CL(ψ), CR(ψ), CP(ψ) and CY (ψ) are relative aerodynamic coef-
ficients, respectively, which are functions of the angle ψ between the relative wind
direction and the vehicle moving direction. A is the windward area of the vehicle
and hv is distance from the road surface to the gravity center of the vehicle.Ur is the
relative wind speed to the vehicle and can be expressed as Fig. 4.

U 2
r (x, t) = [V + (U + u(x, t))cosβ]2 + [(U + u(x, t))sinβ]2 (2)

3 Methodology of the Monitoring-Based Approach

3.1 Vehicle Motion Equation

The equation of motion of the vehicle model can be expressed as

Mv q̈v + Cv q̇v + K vqv = Fc (3)

whereMv, Cv, Kv are the mass, damping, and stiffness matrices of the vehicle sepa-
rately. qv is the vehicle absolute response and Fc is the contact force. The relative
response qrv can be obtained from qv and the bridge absolute response qb through
qrv = qv—qb. Substitute qrv into Eq. (3) and transfer the items of qrv to the left side,
the undated equation is
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Mv q̈ rv + C∗
v q̇ rv + K ∗

vqrv = F∗
c (4)

whereCv*,Kv* are the updatedmatrices andFc* is the function of the bridge absolute
response qb. If the real-time vibration response of the bridge is known, the qrv can
be obtained through solving the Eq. (4) by using numerical integration methods, and
qv can be obtained through qv = qrv + qb.

3.2 Monitoring-Based Approach in MBS-FEM

In the MBS system, moved markers are established at the ground projection posi-
tion of the bridge input vibration location as shown in Fig. 5, and are connected to
the corresponding bridge input vibration position through a joint, which is used to
simulate the bridge absolute movement qb. The expanded bridge on-site monitoring
responses are imported into simpack in the form of an input function, and then the
corresponding excitations are established to obtain u-vectors to ensure that themoved
markers have the movement of the expanded response.

Also, a constraint that links the bridge test point and ground is generated to ensure
the deformation is precisely the same as the real test result. The number and location
of bridge test points does affect the result and can be determined by the optimal
sensor placement method.

Fig. 5 Details of connection
part between the bridge and
ground
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4 Experiment Validation

Two experiments are carried out on the Tsukige Bridge and Chongqi Bridge, sepa-
rately. The experiment which was conducted on the Tsukige Bridge is used for
MBS-FEM method and monitoring-based method validation. The experiment result
of Chongqi Bridge can be used to compare with the MBS-FEM monitoring-based
method which considering the wind effect in the wind-vehicle-bridge system.

4.1 MBS-FEM Method Experimental Validation by Tsukige
Bridge

The experiment [11] was conducted on the Tsukige Bridge, which located in Chiba
prefecture, Japan. The bridge is a simply supported steel bridge with a length of 59 m
and a width of 4.7 m. A Toyota HiAce van was chosen as the probe car to conduct
the dynamic experiment. Vehicle model is shown as Fig. 6 and parameters can be
found in Table 1. Bridge acceleration was obtained by wireless sensors installed on
the bridge, and vehicle acceleration can be obtained through sensors installed on the
front tire and rear tire. The vehicle speed in each case keeps constant, increasing from

Fig. 6 Vehicle model

Table 1 Vehicle parameters
[12]

Parameter Value Parameter Value

mb (kg) 1028.6 kr (N/m) 109,890

mf (kg) 271.2 cf (N·s/m) 2673.8

mr (kg) 550.2 cr (N·s/m) 1385.3

Iy (m2) 1676.5 ktf (N/m) 1,725,000

kf (N/m) 80,156 ktr (N/m) 1,809,900
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Fig. 7 Tsukige Bridge experiment

15 km/h to 55 km/h with an increase of 5 km/h. Six repeatability tests are conducted
under each speed condition. The whole experiment view can be found in Fig. 7.

where m, k, c are mass, stiffness, and damping coefficients, respectively. Subscript
b, f , r, tf , tr indicate vehicle body, front suspension, rear suspension, front tire, and
rear tire.

Figure 8 shows comparisons of the vertical displacement at the midpoint of the
bridge between the MBS-FEM method and field test data at the speed of 40 km/h.
The quality indicator -Time Response Assurance Criterion (TRAC) [13] is a tool
used to determine the degree of correlation between two time traces, which can be
found in Eq. (5). The TRAC value is a positive real number with a value between
0 and 1. A value close to 1 indicates that the time history is completely consistent,
while a lower value indicates errors.

T RAC =
[
(ytest )

T ysimu
]2

[
(ytest )

T ytest
][

(ysimu)
T ysimu

] (5)

where ytest and ysimu represent the real test response and simulation result separately.
The TRAC value of Fig. 7 is 0.96, which shows the high accuracy of the MBS-FEM
method. The result of bridge response matches well due to the more realistic Pacejka
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Fig. 8 Bridge displacement
results comparison of
midspan

tire model is applied to the model, which not used in the previous VBI system. The
tire model and road roughness in the MBS plays an essential role in the simulation.

Figure 9 shows the vehicle acceleration comparison between the real test and
result from the MBS-FEM with a vehicle speed of 40 km/h. The average Root Mean
Square (RMS) value error is 3.3%, which reflected the accuracy of the MBS-FEM
method.

Fig. 9 Vehicle vertical acceleration comparison



692 Q. Hu and D. Su

4.2 MBS-FEM Monitoring-Based Method Validation
by Chongqi Bridge

The wind-vehicle-bridge coupling system analysis system is verified by the Chongqi
experiment test under the actual wind environment. The experiment is conducted
between 2020 September 2nd and 4th, and the main bridge has a total length of
944 m and is a six-span steel continuous beam bridge (102 m + 4 × 185 m +
102 m). Typhoon Maysak formed in the Pacific Ocean at the end of August. It was
upgraded to a super typhoon on September 1. After that, it gradually turned to the
east-north direction and reached 140 km east of the area where Chongqi Bridge was
located at noon on September 2. During the typhoon period, a truck passed at a
constant speed of 60 km/h-100 km/h (at 10 km/h intervals), and each case is repeated
twice, as shown in Fig. 10. 6 Mobile phones are installed as accelerometers at the
position of the dashboard center, four suspensions, and the middle of the outside of
the car. The MBS-FEM model can be found in Fig. 11.

Figure 12 shows the comparison between the vehicle acceleration in the exper-
iment and the result calculated by the MBS-FEM method when the vehicle passes
through the bridge at 80 km/h. The RMS error of vehicle acceleration under the two
speed conditions are 4.74% and 5.61%, respectively, and the trend and value of the
PSD curve show a good agreement.

Figure 13 is a summary of the RMS error values for five vehicle speed cases.
As the vehicle speed increases, the RMS error value gradually increases.When the

vehicle speed is 60 km/h, the error is 2.68%, and when the vehicle speed is 120 km/h,
the maximum error is 6.70%. The comparison results show that the wind-vehicle-
bridge MBS-FEM model based on the monitoring-based method can realistically
reflect the actual situation. Compared with the previous method, this method has
proved its feasibility through experiments, and the RMS error is within an acceptable
range. The complex fluid–structure coupling can be avoided through this method.
Meanwhile, the effect of wind on vehicles and bridges can be well considered and
simulated. The advantages of on-site measured data have been fully utilized, and
more accurate vehicle responses can be obtained.

5 Conclusions

A novel monitoring-based MBS-FEM analysis scheme for vehicle-bridge interac-
tion analysis is presented in this paper. To avoid an inconvenient and complicated
computation process, the MBS-FEM method is applied to the VBI system. A new
double-dummy coupling method is used to connect the vehicle and bridge parts in
the MBS system and well considered the effects of the vehicle tire, wind force, and
road roughness. In order to fully utilized the real test data and seeks a more efficient
and accurate way to estimate the vehicle response, a monitoring-based approach in
which hybrid in-situ data with the MBS-FEM model is proposed. Two experiments
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Fig. 10 Truck passed through the Chongqi bridge

Fig. 11 Chongqi bridge MBS-FEM model



694 Q. Hu and D. Su

(a) acceleration                           (b) acceleration PSD

Fig. 12 Vehicle acceleration comparison-80 km/h

Fig. 13 Vehicle acceleration
comparison-80 km/h

are conducted to validate the proposed methods. The comparison between the exper-
iment and MBS-FEM results shows the good accuracy of the methods and can be
used for further analysis.
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