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Preface

This volume contains the papers presented at the International Conference on Frontiers
in Software Engineering (ICFSE) held during June 17–18, 2021, in Innopolis, Russia.

All of the submitted research papers went through a rigorous peer-review process.
Each paper was reviewed by three members of the Program Committee. Only 13 were
accepted as short papers with an acceptance rate of 35%.

These days, it’s hard to overestimate the importance of the IT industry: software,
smart devices, computers, and networks - we interact with them nonstop. Certain areas
of IT are very widely covered both in the scientific community and in industry. It is all
the more surprising that software engineering, the methodological basis of software
development, is not well covered, and only a few scientific conferences around the
world are devoted to this topic.

The International Conference on Frontiers in Software Engineering is intended to
remedy this situation and provide a platform, mostly for young scientists and industry
representatives, to highlight new and relevant ideas and concepts in this field. The
conference covers such topics as software engineering tools and environments,
empirical software engineering, model-driven and domain-specific engineering, human
factors and social aspects of software engineering, cooperative, distributed, and global
software engineering, component-based software engineering, software metrics, and
software engineering for green and sustainable technologies.

We hope that you will find the ICFSE 2021 post-proceedings useful for your pro-
fessional and academic activities. Finally, we would like to thank all the people who
contributed to ICFSE 2021 including the authors, the sponsors, the reviewers, the
volunteers, and the chairs.

November 2021 Giancarlo Succi
Paolo Ciancarini
Artem Kruglov
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Institutional Commitment and Leadership
as Prerequisites for Successful

Comprehensive Internationalization

Iouri Kotorov1, Yuliya Krasylnykova1, Petr Zhdanov2, Manuel Mazzara2(B),
Hamna Aslam2, Elmira Akhmetgaraeva2, Maria Naumcheva2,

and Joseph Alexander Brown2

1 Karelia University of Applied Sciences, Joensuu, North Karelia, Finland
2 Innopolis University, Innopolis, Republic of Tatarstan, Russian Federation

m.mazzara@innopolis.ru

Abstract. Internationalization of higher education institutions in the
twenty-first century is commonly regarded as a process that is essential
for the development of a wide range of activities and engagements. Nowa-
days, a growing number of leaders of higher education institutions do not
question the need of internationalization, but instead are actively look-
ing for the ways of how to engage in it. Becoming an increasingly impor-
tant phenomenon in higher education, the internationalization is though
often practiced as an incremental adjustment to the current international
activities of a university. However, a considerable body of evidence sug-
gests that it is critical for the higher education institutions to develop a
systematic approach to internationalization. Emerging in research as a
powerful tool to international advancement of a higher education institu-
tion, the internationalization has attracted considerable attention. This
paper seeks to explore the institutional practices of internationalization
in higher education within the framework of ‘comprehensive internation-
alization’ proposed by the Center for Internationalization and Global
Engagement (CIGE). The present paper has a dual purpose, firstly, to
explore and build upon previous findings in this area to advance the
discussion around such an important topic as internationalization and,
secondly, to inform the actions of higher education leaders as well as
other stakeholders on building international activities to further the uni-
versity’s mission and objectives and make a positive social impact.

Keywords: Internationalization · Higher education · Globalization

1 Introduction

Internationalization as an answer to accelerating globalization has received an
increased attention in the twenty-first century, especially among researchers and
practitioners of higher education. The two terms of ‘internationalization’ and
‘globalization’ are certainly linked, but should not be used interchangeably. The
c© Springer Nature Switzerland AG 2021
G. Succi et al. (Eds.): ICFSE 2021, CCIS 1523, pp. 1–11, 2021.
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former, in particular in higher education, is considered as a process that ‘involves
increasing the range of international activities within universities and between
universities and other educational institutions and the numbers of international
students and academic staff’ [1], while the latter generally represents the trends
of the increasing international interdependence and growth of cross-border activ-
ities. The globalization thus urges universities across the world to re-invent them-
selves and to introduce transformative institutional changes that would serve as
a ‘foundation for a balanced and integrated university experience at the interface
of global and local exposure’ [2]. The transformative institutional changes that
the internationalization brings, are often conceived as a means to gain a com-
petitive advantage on international markets and also to internationalize current
practices and strategies of a university [1].

The definition of internationalization as such remains being a subject of sig-
nificant debate despite the growing number of publications dedicated to it. The
most often cited and arguably the most encompassing definition of internation-
alization in higher education is suggested by Knight [3] who describes the inter-
nationalization as:

“the process of integrating an international, intercultural or global dimension
into the purpose, functions or delivery of post-secondary education”.

Although Knight’s definition demonstrates the procedural and integrative
nature of internationalization, it remains fairly vague in further description. One
of the most practically-oriented definitions though might be formulated by Cen-
ter for Internationalization and Global Engagement (CIGE) [4] that argues that
the internationalization is:

“a strategic, coordinated process that seeks to align and integrate interna-
tional policies, programs, and initiatives, and positions colleges and universities
as more globally oriented and internationally connected institutions. This pro-
cess requires a clear commitment by top-level institutional leaders, meaningfully
impacts the curriculum and a broad range of stakeholders, and results in deep
and ongoing incorporation of international perspectives and activities through-
out the institution”.

Additionally to integration, the other essential requirements of internation-
alization are mentioned as to be aligning in its nature and leadership-driven,
if a university has the objective to introduce a meaningful change. To repre-
sent the ‘comprehensive’ process of integration of policies, programs, and ini-
tiatives, CIGE [4] also proposed a model for the implementation of ‘compre-
hensive internationalization’ at higher education institutions. The model depicts
internationalization as a double arrow linking six pillars that collectively form a
‘comprehensive internationalization’ approach: (1) articulated institutional com-
mitment, (2) administrative leadership, structure, and staffing; (3) curriculum,
co-curriculum and learning outcomes; (4) faculty policies and practices; (5) stu-
dent mobility; (6) collaboration and partnerships. The interconnectedness of
individual pillars through the ‘comprehensive internationalization’ demonstrates
the idea that progress or lack of it in one area can have a positive or negative
impact on the others [1]. Although the system of six pillars brings clarity to the
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overall process of the implementation of internationalization, it should not be
understood as a model for the standardization of higher education institutions.
Instead, universities are encouraged to use the internationalization to differen-
tiate themselves, promote cultural diversity, including promotion of their own
culture, as well as to foster intercultural understanding, respect, and tolerance
among peoples’ [5]. The curricula, policies and practices in a particular university
of a particular country might require a specifically adjusted internationalization
approach taking into account the culture and socio-economic conditions [6].

As the purpose of this paper is to explore the practices of internationalization
within the systematic approach, the practically-oriented breakdown of ‘compre-
hensive internationalization’ proposed by CIGE will be beneficial to categorize
the possible internationalization practices. A limitation of this approach is that
certain internationalization practices are intertwined between several of pillars
and thus could arguably belong to each of them. Such cases will be discussed indi-
vidually and their primary inclusion criteria will be noted. The internationaliza-
tion practices discussed in this paper represent measures, policies, programs, and
activities that develop and guide internationalization efforts and facilitate inter-
nationalization progress of higher education institutions. Despite its exploratory
nature, the purpose of the present paper is to build upon previous findings and to
advance the discussion around the internationalization and thus to assist higher
education leaders, practitioners, and other relevant stakeholders to further their
missions and more effectively achieve their objectives of internationalization.

2 Articulated Institutional Commitment

Higher education institutions across the world are in a period of significant trans-
formation. The accelerating globalization and the emergence of global markets
urge universities to become increasingly internationally competitive, in particu-
lar, in providing quality education, attracting talented students and researchers,
and securing funding of their operations and projects. The competitiveness that
previously was a driving force primarily for private sector nowadays shifts even
the public sector towards managerialism [7]. Although the use of business-like
principles and practices in higher education can undoubtedly bring the effi-
ciency and the effectiveness, such transformation of higher education institutions
and their adaptation to the new international realities requires comprehensive
strategical, structural and cultural institutional adjustments [8]. This section
will mostly discuss the strategical aspect of institutional adjustments to global-
ization while the structural and cultural aspects of it will be examined further
in the text.

In higher education, internationalization is often discussed as a process that
is fundamental to the successful adaptation to globalization. As Maringe and
Gibbs [9] argue, the higher education institutions that successfully adapted the
internationalization demonstrate: (1) an articulated institutional commitment
with well-defined strategies and objectives; (2) an expanding scope and scale
of international student and staff exchange programs; (3) a strong position on
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the international student recruitment market; (4) practices of international edu-
cational services export; (5) integration of international aspects into curriculum
and pedagogical approaches; (6) development of internationally focused research;
and (7) development of joint research and other higher education initiatives with
international and global organizations. Considering these characteristics of a suc-
cessfully internationalized university, it can be concluded that the internation-
alization does not only assist in the integration of international or intercultural
aspects into the educational and research activities but also helps to establish the
business-like principles and practices such as strategy development or services
export, and scale them internationally.

The first and foremost decision when introducing internationalization at the
higher education institutions must be taken regarding the key internationaliza-
tion strategic choices. As the internationalization can be referred to as:

“an ongoing, future-oriented, multidimensional, interdisciplinary, leadership-
driven vision that involves many stakeholders working to change the internal
dynamics of an institution to respond and adapt appropriately to an increasingly
diverse, globally focused, ever-changing external environment [10],”

it becomes clear that the role of the leadership of a university and its vision
are central to the strategy development process. Although strategies are formal
institutional documents, they do not have a single format. Most certainly the
strategies include mission statements and the objectives formulated based on the
vision of the leadership of a university. Besides the central direction of develop-
ment, the strategies as one of the tools that managerialism brought to higher
education, are supposed to guide the planning, target-setting, implementation
and control processes of their activities [11]. In other words, the strategies, espe-
cially the overall institutional strategies, have to identify the mission statement
of a university, its objectives, the social, cultural, political and economic environ-
ment in which the university operates, the target markets of students and staff
and the ways to reach them as well as the assessment procedures to evaluate
the progress. The fact that all three principal functions of universities, including
education, research and knowledge transfer, offer global prospects, obligates the
universities to include international aspects into their strategies [12]. The inva-
sive nature of internationalization only proves the critical importance of it for the
higher education institution as a whole and suggests the prioritization of it as the
inability of achieving the desired state of international affairs of the university
may ‘throw the whole system into jeopardy’ [13]. The emphasis on internation-
alization typically is either incorporated in the overall institutional strategy or
articulated in a separately developed formal internationalization strategy. If pub-
lished separately, its close alignment with the overall institutional strategy has
to be considered. Ideally, the internationalization strategy must only strengthen
the institutional strategy.

The strategizing process of higher education institutions becomes though
even more challenging in the globalized environment of the twenty-first century.
The global markets of students and staff bring new aspects for the universities to
consider while articulating the strategies. With the growing national and cultural
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diversity of international students, faculty members, and staff on campus, the
first and the foremost aspect to be considered might be the ethics or the course
of actions, values, beliefs, and understandings in the multicultural environment
that the strategy encourages. Regarding the encouragement of the academic and
administrative staff, the notion of responsibilization in higher education is often
discussed that suggests that there must be a system established at the university
that would specify and impose what is expected of each employee and recognize
and reward responsible and successful behavior [14]. The new ethical multicul-
turalism or what might be referred to as ‘international mindedness’ is one of the
practices to be expected and rewarded for in the twenty-first century as well as
to be promoted among individuals, cultures, and societies, especially on campus
[15]. The dynamic nature of international student enrollment and exchange as
well as the dynamic nature of international research and collaboration only bring
another layer of challenges and support the institutional initiatives aimed at the
regular contextual analysis and revision of the institutional and international-
ization strategies.

Additionally to strategizing, the managerialism and internationalization in
higher education also transformed financial management. As internationaliza-
tion as a comprehensive process might require significant level of commitment
and investments, the largest part of funding typically is covered by the internal
resources of a higher education institution. The emergence of global markets
though allowed universities to gain the access to various new external sources
of income and funding such as international student fees, international research
organizations, international non-government organizations, and others. Consid-
ering the risks of internal investments and the emergence of international fund-
ing, as it is argued by Taylor [11], human resources with new skills of higher edu-
cation and internationalization administration are required, especially equipped
with international marketing, business planning, and risk management skills.
These skills will help to efficiently distribute the resources, recover the internal
investments, grow the external income sources, and attract the external funding.
Even though the current trends might radically challenge modern universities in
adaptation to the new international realities, they are also able to reward those
that respond with an entrepreneurial spirit with the access to the new forms of
cross-border activities and international income and funding sources.

The overall progress of institutional internationalization as a rule is moni-
tored by the higher education institutions using internal data collection, but also
can be assessed based on the world university rankings. The rankings are gen-
erally the listings of universities ranked according to several estimates, includ-
ing international outlook and internationalization of education, research and
knowledge transfer. In terms of internationalization, the evaluation criteria of
rating agencies often include number of international students, number of inter-
national staff, and reputation among international researchers and employers.
The rankings are constructed and published by the independent rating agen-
cies such as ShanghaiRanking Consultancy (ARWU), Times Higher Educa-
tion, QS Quacquarelli Symonds and others, the recent emergence of which is
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often explained by the four main drivers: (1) transition to knowledge-intensive
economies; (2) demographic pressures and the global pursuit of talent; (3) criti-
cality of higher education to the economy and society; and (4) informed student
choice and consumerist attitudes towards higher education [16]. It can even be
argued that the rankings have significantly contributed to the establishment
of the international market of higher education of the twenty-first century. It
is worth noting that the rating agencies provide mostly the quantitative data
and their rankings processes, evaluations and methods are barely transparent
and accountable [17]. Therefore, it is highly recommended for the universities to
also internally collect and analyze quantitative and qualitative data such as the
integration of internationalization into the university’s culture, its motto and
campus life; influence of internationalization of campus life on its members and
societies; quality of teaching and learning of global skills cultural awareness, and
the sense of global responsibility; and improvement of university’s academic part-
nerships and research activities. The evident difference between the data that
is collected by the rating agencies and the data to be collected internally raises
the point of the importance to strategically define the progress criteria that will
not merely serve the improvement of the ranking position but will be benefi-
cial for the qualitative improvements of a higher education institution with the
development of its internationalization. Although the internationalization has
already become an essential and vital aspect of higher education, it still might
be a time-consuming, resource-demanding, and fairly long process for certain
universities. Furthermore, considering the fact that the rating agencies publish
in their listings only the limited number of the top universities large number of
which have a history of tens of years, it could be rational for the universities
not to change the institution’s strategy and mission to comply with the ranking
criteria and to put their long-term focus on the qualitative improvements that
the internationalization can bring.

3 Administrative Leadership, Structure, and Staffing

The relatively recent phenomena of globalization and the global markets repre-
sent nowadays a new global environment in which the universities of the twenty-
first century operate. The fact that universities are now exposed to the interna-
tional competition not merely poses the threats but simultaneously offers new
opportunities, especially for the innovative and forward-thinking universities.
The internationalization of higher education, as it has been discussed in the
previous section, is a key strategy adopted by universities as a response to the
influence of accelerating globalization and the emergence of global markets, the
implementation of which requires the university-wide integration. As the strat-
egy and structure of the university have long been considered as fundamental
variables of organizational change and innovation, it is reasonable to suggest that
the internationalization also requires adjustments to the university’s structure
[8]. The institutional structural adjustments might involve development of new
leadership forms and offices, development of new hiring policies and training pro-
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grams for administrative and academic staff, and changes in the organizational
culture [18].

The wide scope of international activities that a university in the twenty-first
century might be engaged in and the complexity of the internationalization as
a process from the managerial perspective require strong university leadership,
accountable organizational structure, and professional staff. Even though the
forms of leadership and the organizational structures of higher education insti-
tutions may differ depending on the particular institutional strategy, its objec-
tives, and organizational culture, the key elements of organizational arrange-
ments of the universities since the intensification of the international competi-
tion, as argued by Foskett [12], are common: (1) the president, chancellor, rector,
or as it is sometimes called the director of a university has a well-articulated
strategic vision of the development of the university and recognizes the vital
role of internationalization for the overall institutional development; (2) there
is a senior member of institutional leadership, typically holding a position of
vice-president, vice chancellor or vice-rector, that is responsible for the interna-
tionalization and international activities; (3) the university has an international
office or international relations office established for the coordination and imple-
mentation of the internationalization strategy. The three necessary structural
characteristics of the internationally engaged universities above all demonstrate
the internationalization’s administratively intensive nature.

The top leadership of a university as a management body consists of the
president, chancellor, rector, or director of the university and its deputies or
senior members of leadership that may hold the positions of vice-presidents,
vice-chancellors, vice-rectors depending on the particular university structure.
Although the presidents are generally considered to be the top catalysts for
the internationalization of higher education institutions, the other administra-
tive staff are playing the key roles [1]. The international office of a university
that is directly involved into coordination of the internationalization reports in
such structure to the vice-president, vice-chancellor or vice-rector for interna-
tionalization. As the American College President Study’s research demonstrates
that more than half of the responding presidents of higher education institu-
tions do not have any type of international experience or training [1], the second
element of the university leadership structure of internationally engaged uni-
versities which is the senior member of leadership who is responsible for inter-
nationalization is often the key driver of internationalization in the university.
The lack of international perspective only hampers the presidents from the com-
plete understanding of the international aspects of higher education and the
position of vice-president, vice chancellor or vice-rector for internationalization
who has a well-articulated vision of what its means to be an internationally
engaged university becomes essential for the development and management of
the internationalization strategy. The appointed senior member of leadership
as the primary driver of internationalization must report directly to the pres-
ident and be actively involved into the discussion of the institutional strategy,
especially its international aspects, manage the linkages and partnerships of the
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university, and represent the university on the global arena [1]. The position
of senior member of leadership for internationalization as such is most likely
becoming a necessary feature and common practice of the higher education in
the twenty-first century.

The effective integration of the internationalization of a university is typi-
cally coordinated by a single office [1]. Therefore, the last but certainly not least
element of the organizational arrangements of the globally engaged universities
after the recognition of the institutional internationalization as a key strategic
activity by the president of the university and the appointment of the senior
member of leadership for internationalization is the establishment of interna-
tional office that could act as a central unit of internationalization and interna-
tional activities. The administrative staff of the international office plays a key
role in the institutional internationalization as its functions may include nego-
tiation of partnerships, maintenance of the global networks, and development
of mobility and joint-research programs. The operations of the international
office are coordinated by the head of the office. The subordinate coordinators of
the international office might either be assigned to the faculties of the univer-
sity or work as the university-wide coordinators depending on how integrated
the faculties and departments are. The integrated universities provide strong
formal interconnectedness between university management and the university’s
faculties and thus provide a centralized decision-making process, while in the
non-integrated universities the faculties represent autonomous legal bodies with
their own decision-making authority [19]. Independently from the degree of the
integration of the faculties, international offices must have good links with all
other departments, faculties, and services of a university to fully realize their
tasks and the overall institutional internationalization.

Discussing the three elements of the structural arrangements of the interna-
tionally - oriented universities and the overall integration of the international-
ization, it is critical to point out the factors that might significantly influence
the university internationalization. One of the factors that has been gaining an
increased attention in the academic literature over the last two decades is the
organizational culture. Unlike the strategy and its objectives, that due to the
international prospects of teaching, research, and knowledge transfer, have to
incorporate international aspects and thus might only encourage international-
ization, the organizational culture depending on its attributes can either hinder
or facilitate the process of internationalization. Developed as a result of the high
frequency of social interactions, the organizational culture, particularly in the
university, represents the values, beliefs and attitudes of everyone associated
with it, including institutional top leadership, board members, academic and
administrative staff, and students [8]. Based on the typology of Sporn [20], orga-
nizational cultures can be characterized by two attributes: (1) weak or strong;
(2) internally focused or externally focused. Although the weak and internally
focused organizational culture with its characteristic internal disintegration of
units and focus on bureaucracy can be effective in certain environments, such
culture will not provide a significant contribution and rather hinder the process
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of the comprehensive university-wide internationalization. The typology implies
that the strong and externally focused organizational culture is more likely to
provide support to the management to adapt to the dynamic external environ-
ment. Shared values, meanings, understandings, commitment to entrepreneur-
ship, and flexibility of the strong and externally focused culture can certainly
help to integrate the internationalization effectively [8].

All three elements of the organizational arrangements of the internationally-
oriented universities also depend on the professionalism of the academic and
administrative staff. The overall professionalization of higher education and its
internationalization as an intrinsic aspect of higher education is one of the recent
trends in the university management of the twenty-first century. The emergence
of such organizations as the American Council on Education’s Center for Inter-
nationalization and Global Engagement in the United States of America and the
European Association for International Education in Europe only supports the
importance of internationalization and the need of universities for the exper-
tise, research, networking, collaboration and additional resources in this area
[11]. International literacy becomes a high priority in higher education [8]. The
international literacy of the academic and administrative staff of the univer-
sity as well as its overall internationalization can be easily examined looking
at the mission statement, strategic plan, job descriptions of the top leadership
and other information that can be found on the website of the university. Also,
the universities of the twenty-first century realize the need to establish glob-
ally focused development programs for the academic and administrative staff
not necessarily working in the international offices but employed in the enabling
offices such as admissions, education, student affairs offices, housing [1]. Experts
with the professional experience of international activities, especially in the edu-
cational sector, are actively sought after by the globally engaged universities as
only the formalized structures with professionals associated with it can guar-
antee accountability and quality assurance in the internationalization of higher
education.

4 Conclusions

Globalization is dramatically reshaping political and economic boundaries,
increasing the exchange flow of almost everything - especially in education.
Institutions of higher education that remain incapable of operating effectively
within the framework of globalization, will be at a disadvantage more than ever
before. Thus, internationalization should be seen as a necessity rather than a
requirement.

Internationalization of higher education institutions in the twenty-first cen-
tury is definitely a time-consuming, resource-demanding, and fairly long process.
As a result, institutional commitment and administrative leadership become piv-
otal as they lay the foundation on which other components of internationalization
will be then based.

It is worth pointing out that comprehensive internationalization is driven
by the mission, values, and motivations of these institutions. However, the final
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goal of comprehensive internationalization is not to prescribe a specific model or
standard, but by recognizing a diversity of approaches, to allow each institution
to choose its own path, which is consistent with its mission, values, programs,
and resources.

At present, just a few institutions have made the systemic commitment to
comprehensive internationalization. What differentiates these institutions is that
they usually have a broad, deep, and long-standing framework of views and com-
mitment at all levels including administration, teaching and research staff, and
students, while others start comprehensive internationalization virtually from
scratch quite often having very little or no experience in international matters
or just having the student and staff mobility.

Recognizing the ever-changing global environment, higher education insti-
tutions should strategize to make sustainable and systemic changes to their
structure, processes and activities to let comprehensive internationalization be
successful. And, this could be one of the possible directions for future research.
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Abstract. Far from being a bizarre pastime, alchemy played a crucially
important role in the history of science, being supported and promoted
by leading political and scientific figures (such as Rudolf II, Jābir ibn
Hayyān, Gerard of Cremona, Adelard of Bath, Roger Bacon, Paracel-
sus, and even Newton). To understand alchemy, however, one has to
approach it from both a material and a spiritual (perhaps philosophi-
cal) perspective. On the one hand, alchemists wanted to transform, or
better transmute, materials (such as lead into gold). On the other hand,
though, alchemists were also aiming at transforming qualities and aspects
of themselves. In this paper, we show that Computer Science, and in
particular Software Engineering, can be partly understood as alchemical
processes. We thus draw analogies and specify points of contact between
these two, prima facie, distinct and very distant worlds. In doing so, we
also formulate and discuss a number of important questions regarding
the nature and metaphysics of computation, that can be of interests to
many researchers in computer science.

Keywords: Software engineering · Software Process · Alchemy ·
Artificial Intelligence · Artificial intuition

1 Introduction

Despite fantastic achievements attained in software engineering in recent
decades, it can be argued that meta-theoretical reflections on the role and sta-
tus of the discipline are somewhat lagging behind. Probably, most illustrative in
this respect, is the debate started by Knuth and colleagues back in the 1970s on
the understanding of programming as an art rather than as a mere science or
formalised engineering practice [47,84]. Knuth famously argued that attempts
to place programming on the scale of an evolutionary progression from artisanal
practice to formalised process, tend to ignore some of the key (and most crucial)
aspects of this rather unique type of human activity. Knuth argued, computer
science ought to be understood as a form of art, progressing and embracing a
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variety of techniques and methods that are alternative but also quintessentially
complementary to those traditionally deployed by scientific disciplines [48].

Knuth further defended this intuition [49] and famously argued for the exis-
tence of a sense ‘of software aesthetics’ among computer scientists [46].

Knuth’s ideas became very influential in computer science. For example
[11], following Knuth, claimed that software should be considered as an artistic
medium. More recently, [24] explored the interrelations and profitable relation-
ships between art and aesthetics, demonstrating that they can both coalesce to
boost and enhance creativity and productivity among software developers [25].

As the recent evolution of programming demonstrates, we can say that
Knuth’s ideas were largely correct in as much as computer science and soft-
ware engineering have not been reduced to a mere set of formalised practices
[21,70].

Under the scope of software engineering, programming is often seen as a
low-level activity. This viewpoint must shift if we are to more clearly depict
programs as models, while textual programs are relegated to the role of assembly
language-a necessary but low-level construct. Programming is a very creative
experience. Important discoveries can be made by coincidence or even through
misunderstanding during the programming process. The programming language
itself is designed to be used in a specific way (grammar and terms, syntax), but
what it expresses has not been fixed, giving the programmer a lot of flexibility
in using it. Programming is a never-ending process of discovery, and enlisting
the help of others to construct a program for you leaves out a lot of the creative
aspects that are crucial to the work’s ultimate aesthetic and even substance [25].

However, existing debates on the conceptualization of programming as an art
have been mostly concerned (as we have shown above) with drawing a series of
parallels between the practice of programming and the aesthetic appreciation of
certain forms of art [21,70]. In this contribution we want to extend these results
and explore the ramification of this debate in the broader field of philosophy
of software engineering, by drawing original parallels between programming and
the historical practice of alchemy. Specifically, we argue that alchemy -seen by
many historians of science [73] as a precursory practice to a number of scientific
disciplines (such as chemistry) [66]- can provide insights on the current state of
the evolution of software engineering. In addition, we propose that alchemy can
also help us understanding the special status of software engineering as an exper-
imental, constructive practice where the creation of artefacts is deeply entangled
with the processes of explicit and implicit mental modelling, profoundly affecting
the experimenter himself.

In Sect. 2 and 3 we start off our journey by discussing Software Engineering
and Alchemy as two mutually complementing practices, which - we argue- are
closer than one would prima facie think. In Sect. 4, we propose a preliminary
analysis focused on the status and relevance of metatheoretical reflections in
Computer Science and call for the need of more philosophy in the discipline.
Section 5 discusses and establishes a series of more practical parallels between
alchemy and the practise of software engineering. Further analogies are briefly
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summarised in Sect. 6 before drawing a set of preliminary yet important conclu-
sions Sect. 7.

2 History of Alchemy: A Brief Overview

To understand alchemy as a discipline, it is necessary to understand the ety-
mology of the word “alchemy”. The term came to the English language via
Arabic, Greek, and medieval Latin. The word consists of two parts “al” (“the”)
and “kīmiyā” (“art of transmuting metal”). Indeed, transformations of metals
played a key role in the alchemy practise.

It can be argued that alchemy as a discipline was born out of philosophical
thinking. In the 7th century B.C. Thales of Miletus begun seeking the arche; the
underlying physical yet divine basis of everything, which he identified with the
water. Other early philosophers (such as Empedocles, Heraclitus, Anaximander,
Anaximenes of Miletus) continued Thales’ quest for the arche and produced a
number of accounts of the universe that significantly shaped Post-Socratic phi-
losophy. Suffice it to say that both Plato and Aristotle developed their unitary
cosmologies on the basis of this early pre-socratic reflections [56]. From these
early cosmologies people subsequently derived the first basic chemical rules, for
example: the idea that Water could be turned or transformed into Earth if
the Wet element was extracted and the Dry element promptly added thereafter.
One of Aristotle’s successor Theophrastus developed several formulas for produc-
ing artificial stones; for example he realised that from red cinnabar one could
make quicksilver (metal mercury). [44] These primitive and rather elementary
rules constituted the backbone of early alchemical experiments, at least until the
Renaissance.

Nevertheless, it is worth noting that Keyser [44] argues that the beginning
of proper Alchemy can be traced back many decades before Theophrastus, to
Democritus, who argued for the existence of a “magical” perspective in things.
Democritus gave “recipes” for the transformation of copper into silver. The prac-
tise of gaining precious metals out of cheap ones continued throughout the years
and new techniques arose. Alchemists created plenty of different recipes for cre-
ating precious metals, the motivation behind this effort is evident - precious
metals were widely used as fiat currencies.

Between 180 and 280 A. D. Mediterranean culture underwent a cultural
transformation. Early alchemical practises were also “transformed from a sci-
entific (if erroneous) search for transmutation into a mystical search for personal
transformation” [44]. Hence, the transformation of cheap materials into precious
ones became a metaphor for a transformation of one’s soul. As Keyser [44] bril-
liantly noticed: “In any event the transformation happened: what had begun
as an experimental science founded on the best scientific thought of the age -
Aristotle’s four-element theory-became a search for personal transformation”.

After a long break, Alchemy reappeared in Europe after Robert of Chester
translated an important book from Arabic to Latin. The book’s title was: The
Book of the Composition of Alchemy (Liber de compositione alchemiae): trans-
lated in 1144. This was the first book on alchemy to become available in Europe.
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[64]. Throughout the middle ages Alchemy was deeply influenced by Christianity.
Matus [57] argued that: “in the 13th century alchemical authors sought theo-
logical justification for their work”; for example, they believed that knowledge
about the process of gold purification, may be beneficial to learn how to purify
the human soul. Moreover, alchemists started using Christian metaphors and
symbols for their recipes [57].

During the Late Middle Ages, scholars continued believing that the trans-
mutation of metals was really possible. This idea was popular also during the
Renaissance because -at that time- there was not clear distinction between ‘sci-
ence’ and ‘magic’ [36]. However, with the advent of the scientific revolution,
the belief in Alchemy gradually lost its strength [56] (which does not mean that
nobody continued in this practise, Newton’s occult studies were a notable excep-
tion). However, as the distinction between ‘science’ and ‘magic’ begun to more
clearly emerge alchemy begun to be considered as an obscure discipline, as a
‘pseudo-science’. Alchemists though were still employed by the elite to try to
develop the elixir of life, the panacea for all diseases. Thus, alchemists begun to
produce chemical substances and medicines, mostly for the wealthiest [69].

3 Software Engineering and Alchemy

Software Engineering, we believe, shares with alchemy much more - in terms of
underlying principles, processes, and even methods (and more on this below),
than the layperson might, prima facie, be inclined to think. In fact, although
these two disciplines seem antithetic to the untrained eye, we shall argue that
they are not so diametrically opposed.

On the one hand, we are generally led to believe that scientific, field-oriented,
disciplines (such as software engineering) uniquely originate and ultimately find
their epistemological justification in the usage of formalised languages, charac-
terised by procedures invariably stemming from logic and mathematics, as a
consequence and application of the eternal desire to rationalize and mechanize
thinking (“Calculemus!” [30,53]. Such an understanding perhaps found its apical
point in the early years of the 20th century, with attempts to reduce arithmetic
to logic [28] or -more generally- to formalise mathematics [3,38]). However, [31],
showed the inherent limitations of such an approach, demonstrating that for-
mal axiomatic systems are not always capable of modelling basic arithmetical
formulas.

On the other hand, alchemy -and more generally everything escaping ratio-
nality or related to esoterism; that is, not adhering to fully-fledged scientific
methodologies- tends to be demonised or considered as sub-optimal knowledge,
by-product of a pre-scientific image of the world. Many scientists as well as
philosophers [9,22,23,52] found significant epistemological merits in such eso-
teric practices. Nevertheless, it is not the purpose of this manuscript to delve in
this topic.

What is important in the economy of this paper is to note that there is
a strong tendency in western societies, at least, to sharply separate the sci-
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ences from the humanities, or more generally from other (normative or axiologi-
cal) approaches to knowledge that do not necessarily rely on standard scientific
assumptions or methodologies. As [85] aptly noticed “the intellectual life of the
whole of western society” has become split into “two cultures” and this division
is a major handicap to both in solving the world’s problems.

This tendency usually attributes an ontological and even an epistemological
superiority (or primacy) to the natural sciences over the humanities [51]. In
brief, for proponents of such a naturalist stance [5], science provides the only
legitimate epistemic authority needed for those (experts) who can master it,
and this authority is due to its naturalistic character. See [33] for important
criticism of this idea.

Software engineering and alchemy then, on such an understanding, would
indeed appear to occupy diametrically opposite conceptual spaces and any
attempt to make them closer would, perhaps, appear to be useless or even blas-
pheme.

Yet, we believe that bringing together these two disciplines, and indeed draw-
ing analogies and specifying points of contact between them, may be particularly
helpful for those interested in understanding their relations from the descriptive,
meta-theoretical perspective, of the philosophy of software engineering [32,68].

Of course, we are not interested in making claims about commensurability
between these disciplines. In other words, we do not want to argue that software
engineering can be turned into a form of alchemy. Rather, we propose a more
modest argument, which claims that in its current state software engineering
is not fully describable in mere scientific terms, and that its ‘artistic’ or non
scientific components should be valued and better appreciated.

In that respect, the historical parallel between the perception of alchemi-
cal practices and the perceptions of bleeding-edge technologies in contemporary
society provides crucial terms for comparisons. For example, [45], draws such a
parallel between the politics underlying the development of alchemy during the
Middle Ages [69] and contemporary political responses to biotechnology (such
as [2,86]), largely defined by the mistrust and information asymmetries between
experimenters and the general public [37]. On a similar vein, one could com-
pare the same kind of responses in some of the most interesting areas of software
development (such as artificial intelligence and blockchain -[7]) where these ideas
are occasionally met with open hostility by policymakers.

During the Middle Ages, in Europe, much of the criticism against alchemy
revolved around the controversial issue of mankind’s power and potential control
over the natural world, which -to some extent- threatened the church’s authority
and its plan for world dominance [45].

Similarly, growing political criticism against the development of AI, is -often-
framed as a threat to what is permissible to humans, in terms of manipulation of
the ‘natural state’. However, fundamentally, much of the debate matters, because
it goes into the core issue of who has the authority to define the ‘natural state’
of affairs in any given society. No less interesting are the parallels with various
criticism of blockchain technology [67], which is normally but not solely used,
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as a foundation for the implementation of cryptocurrencies [61], digital asset
designed to work as a medium of exchange for services in place of fiat money.
Central to the growing political and religious hostility towards alchemy during
the Middle Ages, was the well-founded fear that alchemists could potentially
debase fiat money, by using artificial gold to counterfeit it [60,64]. This resulted
in the papal bull titled: ‘Spondent quas non exhibent’, issued by the Pope John
XXII, against alchemists in 1317. In fact, as [45] points out the bull was directed
expressly against alchemists, who used their chrysopoetic expertise for counter-
feiting, rather than against alchemy as a science. One can easily see a parallel
here with recent regulatory attempts taking place in various countries - aimed
at reducing the adoption of Bitcoin and various other cryptocurrencies. At the
time of writing, countries such Algeria, Egypt and Morrocco (in Africa), Bolivia
(in South America), and Nepal (in Asia have) have a total ban on Bitcoin (and
related crypto instruments). There are indeed different grounds and reasons for
such decisions: some of these are religious, some ideological, some financial and
pragmatic, other are simply concerned with issues related to legal legacy. For
example, In Egypt, Dar al-Ifta, the primary Islamic legislator, has issued a reli-
gious decree classifying commercial transactions in bitcoin as haram (prohibited
under Islamic law) [15]. India also plans to introduce a law to ban private cryp-
tocurrencies (such as Bitcoin), in order to provide a framework for the creation
of an official digital currency. In many other countries, however, cryptocurrencies
remain unregulated.

4 The Philosophy of Software Engineering

This paper, however, does not intend to describe and study the many com-
plex normative and axiological issues underlying the perception or application
of software engineering experiments in society, quite the opposite. It attempts to
analyse and explore the meta-theoretical considerations regarding the status of
the discipline. This attempt can be seen not only as a much needed theoretical
clarification of the humanist aspects underlying the practice of both software
engineers and developers, but also as a foundation for further profitable future
reflections and speculations. As noted by [32], currently there are, at least, three
major competing paradigms in the philosophy of software engineering. The first
one is the so-called ‘formalist’ approach, which typically emphasises the strong
logical and mathematical structure (or base) of software engineering. Such a
paradigm calls and actively advocates for the adoption of quantitative math-
ematical methods for software quality assurance, such as theorem-proving and
model-checking [13,29]. The second paradigm is the so-called ‘engineering’ app-
roach, which emphasises the constructivity of software engineering1, along the
lines of rigorous production schemes and workflow models, as implemented and
directly used in many mechanical factories [62]. Finally, according to [32], the
1 Its nature of being made of constructive procedures, i.e. procedures which can be

carried out, as opposed to non-constructive procedures, those that can be specified
but not carried out.



18 M. Mazzara et al.

third paradigm characterising current approaches to the philosophy of software
engineering, the so-called ‘humanist’ approach, emphasises the social dimension
and collaborative interactions observed during the process of software develop-
ment, as well as analysing the broader implications of software engineering in
the wider society.

Information scientists [89], often inspired by positivist thinking [6,14], may
consider themselves as fully rational agents, creatures utterly in command of
their emotions, capable of ignoring the movements of the unconscious and/or
dominating (perhaps deliberately) reason. In brief, they sometimes consider
themselves as being in possession of the ability to go beyond mankind’s rational
limitations, by adopting formal languages and proceduralized techniques, which
are inspired by stringent logical thinking [10]. One could therefore consider the
average computer scientist as firmly belonging to this neopositivist group [50,81].
Many information scientists would perhaps be honored to be listed among such
ranks. We tend to disagree with this interpretation nonetheless.

As [32] argues, we believe, that the humanist approach above-mentioned is of
particular interest because it allows us to overcome any reductionist (positivist
or neopositivist) interpretation of programming as a mere, highly formalizable,
procedural technique. Such an approach in fact allows us to address and possibly
resolve the paradox of software engineering seen as a mere branch of traditional
computer science. This paradox notably emerges from the observation that tra-
ditionally understood scientific inquiries, are involved in discovering regularities
and laws of cause-effect, concerning natural phenomena. However, one cannot
always identify such laws in the practice of computer scientists. This, as [32]
successfully shows, raises the dilemma of how to bridge the category gap from
ontology (“discovering facts”) to deontology (“how projects should be run best”),
without committing the notorious naturalist fallacy [71]. In truth, this problem
is also closely related to the unique status of experiments in computer science,
setting them apart from the experimentation typically conducted in the natural
sciences [80].

To reiterate, the humanist approach allows us to overcome some of the prob-
lems described above, concerning attempts to constrain or limit software engi-
neering within the boundaries of formalised mathematical/logical practices [12].
[32] warns about the futility of any attempt to confine best practices in software
engineering in the constraints of technological standards, developed in the imi-
tation of empirically supported ‘laboratory’ scientific standards. Not only this
approach, [32] argues, ignores the wider reach and scope of software engineering,
in which we often have to deal with larger projects, various human or corpo-
rate stakeholders, legal and financial constraints [17]. It also gives rise to various
myths concerning the alleged insularity of software engineering as a practice [76].

There are thus good reasons to resist this view, hence to try to expand our
understanding of the role of software engineering in the direction suggested by
the humanist approach [17]. This, however, does not amount saying that the
scientific or engineering components of programming fade (or ought fading) into
the background, quite the opposite. In this paper, we do not aim to challenge the
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engineering paradigm, postulating that software engineering indeed constitutes
a ‘science’; rather, we challenge the assumption that all key aspects of software
engineering can be grasped and fully interpreted or summarised by or within
the boundaries of this narrow paradigm. In other words, we agree with [47]
when he claims that a better analysis and comprehension of the artistic elements
(the artisanal components) underlying software engineering is instrumental and
paramount to the understanding of the unique character of this practice.

These key elements or components of programming can be discovered with
the help of some concepts found in the literature dedicated to the practice of
alchemy. In the following section, we analyse some of such concepts and explain
their significance and relevance for a proper understanding of software engineer-
ing as well as for the development of future methodologies and best practices.

5 Software Process as a Frame

In this section, we discuss and establish a series of parallels between alchemy and
the practise of software engineering. In particular, such parallels are drawn with
respect to three of the most important phases underlying the software develop-
ment process. These are: i. requirements and elicitation, ii. compilation,and iii.
verification. As shown in Fig. 1, these correspond to three main alchemic steps
(which we metaphorically label as nigredo, albedo, and rubedo)

Fig. 1. Alchemic Process of Software Engineering
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5.1 Creation of a New Reality: Software Requirements

We argue that the processes and activities underlying the development and pro-
duction of a software can be said to be analogous to those of carried out by
alchemists, in underground laboratories or garages2 (see Fig. 2).

Fig. 2. Alchemic underground lab in Prague

The first phase of any software development process involves, at least, two
steps: elicitation and formalization. These initial steps are human-intense, mean-
ing that humans are the recipients and are therefore also highly involved in them.
In this stage, the software engineer typically interacts with other intelligent bio-
logical actors, in order to create a new artefact, a software artefact, that did not
exist before. As every human artifact, in order to be realised, needs somehow
to be conceived in the mind of its creator, the software artifact has to be visu-
alized in the mind of its maker. This is thus the phase were such an artifact is
alchemically produced in the mental universe of the Software Engineer. This is
a fully creative phase. While successive phases, such as specification or testing,
can be automated (partially or in full), requirements elicitation and formaliza-
tion cannot exist or prescind from humans and from the creative interaction that
2 https://www.fastcompany.com/90270226/the-origins-of-silicon-valleys-garage-

myth.

https://www.fastcompany.com/90270226/the-origins-of-silicon-valleys-garage-myth
https://www.fastcompany.com/90270226/the-origins-of-silicon-valleys-garage-myth
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is established in relation with them. In other words, humans are the repositories
of the need that any given software ought be satisfying. Here is also where the
rhetorical abilities of the Software Engineer comes to play a role, since it is often
her credibility and persuasiveness that determine the success of a project since
its very early stages. Aristotle’s Rhetoric, the ancient Greek treatise on the art
of persuasion (dating from the 4th century BCE) is still the best reference for
what concerns the description of rhetorical abilities required by an individual.
Roughly speaking, three are the means of persuasion that an orator must use
and rely on, according to Aristotle. Those grounded on credibility (ethos), those
entrenched in the emotions and psychology of the audience (pathos), and those
that can be found in patterns of reasoning (logos) [4]. A good Software Engineer
should be trained to such rhetorical abilities and should be fully aware of their
use; indeed this is increasingly part of the curriculum of any top engineering
school [75].

5.2 Materialization of Symbols: Compilation

The root word for “magic” derives from the Greek term “magoi”, referring to
a Median tribe in Persia and their religion, Zoroastrianism. The word “magic”
should be here intended as the application of man’s inner will in order to achieve
outer results. Magic, in this sense, is an act of man-made creation. Over the
centuries many of the ideas that were once confined into magical theory and
practice have been then isolated and reformulated in different fields of study.
Magic and science have more in common then what first meet the eyes, they
both realized that, provided the fact that correct laws are discovered, man can
somehow influence the natural world. Magic consists of signs, rituals and formu-
las that, through the actions of the magician, can create realities and meaning
out of “meaningless” (syntactic) signs. It should not be difficult to individuate
the analogies with Software Engineering.

Software engineers typically construct a ‘model’ of a software system before
that software system itself comes into existence [32]. Thus, when developing a
product (either a software or a technological artifacts), it is common practice
to write something similar to a user’ manual, outlining a blueprint and a clear
plan for ensuring the satisfactory construction of the product. A functional spec-
ification (otherwise called a requirements specification) therefore is formulated
to describe the intended behavior of an item that needs to be produced [40].
Mental concepts operationalised as abstract data types become materialised as
computer hardware or software [55]. The development process then generate a
concrete model. A model is an inert representation of a software that the magi-
cian (Software Engineer) through a ritual (Software Process) and an instrument
(Compiler) can bring into life (Execution).

Beyond modelization, further analogies can be found. Signs and their inter-
pretation and manipulation represent another astonishing parallel between two
these apparently distant disciplines and practices. A (syntactic) sign is a static
object void of meaning in itself, which is only activated (interpreted) by the
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action of an external (intelligent) entity (the individual) to whom the core poten-
tial of interpretation belongs. This is, we claim, exactly the function of a com-
piler, or interpreter. Signs (or programs) by themselves do not have a meaning,
and the behavior is determined by the compiler (the intelligent agent) [82,83].

The role of interpretation and, more generally of compilation, is the construc-
tion an isomorphism between a structure of complex signs (a computer program)
and a binary structure of truth-values representing thresholds of clearly identi-
fiable electrical voltage. The extraordinary role of interpretation is to operate a
concretion from an archetypal world, the abstract world of the logos of a pro-
gramming language, to a physical form, consisting of electrical signals of which
by themselves lack of semantics [1].

Alchimists influenced by kabbalists also conceived the Tree of Life as the
medium through which the subconscious gets access to archetypes and higher
meanings, which would not otherwise be communicable in writing to humans
(see Fig. 3). Another important point to mention is that meditation with focus
on specific symbols in a widespread alchemic practice. According to Jung, two
components are indispensable in order to embark on alchemical work: meditatio3

and imaginatio4:
“The place or the medium of realization is neither mind nor matter, but that

intermediate realm of subtle reality which can be adequately only expressed by
the symbol. The symbol is neither abstract nor concrete, neither rational nor
irrational, neither real or unreal. It is always both.” [42].

5.3 ‘Experimental-ness’: Software Verification and Testing

In the natural sciences, it is a requirement that the experimenter is only an
external observer of the phenomenon to be explained. However, experimental
procedure de facto are never completely neutral and are affected by bias of dif-
ferent nature [] or, in the case of quantum mechanics actual impossibility for the
observer of not altering the result of the experiment itself []. In the same way,
during the phases of specification, design and implementation, the programmer
is actively involved in the process (often a computation) that leads to the produc-
tion of the software artifacts and cannot be considered an outsider with respect
to the phenomenon (i.e., an artifact) that has been created. Experimental work
in computer science thus tell us more about the people that have done the job,
than the way the world is [80].

The parallel between the two disciplines is therefore established and can be
reinforced looking at things at another level; i.e. experimentation happens at
the moment of testing or, more in general at the time of software verification.
In the classic waterfall model, testing and verification are the last steps required
before deployment and maintenance [8]. Even in more modern approaches (such
as agile methodologies [27]), verification is still present as a crucial step [54].

3 “The name of an Internal Talk of one person with another who is invisible, as in the
invocation of the Deity, or communion with one’s self, or with one’s good angel”.

4 “It is the Star in Man, the Celestial or Supercelestial Body”.
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Fig. 3. Tree of life, Illustration from Brockhaus and Efron Jewish Encyclopedia, 1906–
1913 (Creative Common license)



24 M. Mazzara et al.

During this phase of software production, the tester (most often the software
engineer involved) takes the role of experimenter, like in the natural sciences.

It is interesting to note that the static analysis of programs has theoretical
limitations that parallel those of experimental observation [35]. The Rice Theo-
rem, named after Henry Gordon Rice who proved it in his doctoral dissertation of
1951 at Syracuse University, states that for any non-trivial property of programs,
no program can decide in the general case whether another program exhibits that
property. Trivial properties are those applying to all programs or none [74]. This
result establishes an insurmountable theoretical limitation of software verifica-
tion, and therefore speaks about its ‘Experimental-ness’. The Rice theorem can
thus be considered as the “natural law” of computation, posing limits also on
the ‘Experimental-ness’ of software artifacts.

6 Further Analogies and Relationships

The analysis made so far can be extended to other aspects of computation;
namely to artificial intelligence and even to software production processes. How-
ever, we do not consider an analysis in those fields a priority for this paper. For
this reason, we only introduce the discussion of these important factors here and
leave their full-scale treatment for future, more detailed, investigations.

6.1 Artificial Intelligence and Intuition

In this subsection we nevertheless specify in which sense alchemy might be con-
sidered as a precursor of one of the most hyped fields in Computer Science; that
is, Artificial Intelligence (AI) [34]. Artificial intelligence [58] can be defined as
the kind of intelligence demonstrated by machines. AI is often juxtaposed to
natural intelligence; the kind of intelligence displayed by humans and various
other intelligence animals (such as primates, dolphins etc.). Natural intelligence,
typically involves, among other qualities, consciousness, intentionality, and the
capacity to emphasize. Strong AI, which is also labelled as AGI (Artificial Gen-
eral Intelligence), attempts to emulate natural intelligence, which is also called
ABI (Artificial Biological Intelligence).

The question of whether “machines can think?” is one that has a very rich
and long history. René Descartes, for instance, prefigured aspects of the Turing
test in his [18]. Yet, roughly speaking, we can say that this question became
of crucial importance for computer science only after the publication of [88],
in which Turing itself introduced his “Imitation Game” (or Turing Test), in
order to test a machine’s ability to exhibit intelligent behaviour equivalent to,
or indistinguishable from, that of a human.

The publication of Turing’s seminal work, sparked enormous interest in the
field. For example, in 1966, Joseph Weizenbaum created a program which, he
thought, could pass the Turing test [90]. Using Turing’s original insights, [63] for-
mulated the physical symbol system hypothesis, which laid down the groundwork
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for the development of the computational theory of mind [26]; a very influen-
tial paradigm in linguistic, philosophy, and cognitive science. Devastating cri-
tiques, however, quickly followed, highlighting the insurmountable difficulties
(both technical/mathematical - [59] and philosophical - [82] and [19]) underly-
ing the possible development of a strong AI [20], thereby opening up to modern
approaches to the problem (such as those based on connectionism [77] and [72].
In recent years, Ali Rahimi, a prominent researcher in AI at Google, presented
Machine Learning (ML) algorithms as a “form of alchemy”. Despite the infor-
mal use of the term, his point is meaningful: computers now can learn through
trial and error and researchers do not exactly know the reason behind some
algorithms working and some others not, and there are no rigorous criteria for
choosing one AI architecture over another [39].

However, we see AI as a much broader discipline than only ML, and in
the same way it was intended by its precursors, way before statistical meth-
ods and big data become relevant. AI is about mechanization of thinking with
meta-reflection about machine consciousness and intuition [78]. In particular,
Artificial Intuition is the theoretical capacity of an artificial software to function
similarly to human consciousness, specifically in the capacity of human con-
sciousness known as intuition. We believe that the work of Carl Jung can func-
tion as a point of connection to help us specify the analogy between alchemy
and AI. In Carl Jung’s concept of synchronicity, the concept of “intuitive intel-
ligence” is described as something like a capacity that transcends ordinary-level
functioning to a point where information is understood with a greater depth
than is available in more simple rationally-thinking entities[43].

In Jung’s view the symbols of Paracelsian alchemy, and those underlying
alchemical literature in general (see, for example Fig. 4), are a veiled reference
to the evolution of the individual psyche, i.e. that dialectical process of ‘individ-
uation’ in which consciousness is confronted with the forces of the unconscious
mind [79]. Jung’s believed that alchemical symbolism expresses psychological
processes:

“I had long been aware that alchemy is not only the mother of chemistry,
but is also the forerunner of our modern psychology of the unconscious. Thus
Paracelsus appears as a pioneer not only of chemical medicine but of empirical
psychology and psychotherapy.” [41].

In the search for alchemical origin of Artificial Intelligence and Intuition,
Jung offers interesting insights. With alchemical symbols expressing psycholog-
ical processes, therefore relating thinking processes and symbolism to a deeper
level than what a parser based on context-free grammars can do, and being able
to see a fil rouge connecting synchronicity and intuition, Jung seems to suggest
that purely algorithmic based analyses of data (no matter how large) may not
be able to give rise to what we understand as intelligence, and even less so as
intuition. In this sense, Machine Learning may be not be suitable tool to reach
Artificial Intuition. Just as alchemy is a quest for creating a universal truth, so
is our intuition.
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Fig. 4. Alchemical symbols in Torbern Bergman’s 1775 Dissertation on Elective Affini-
ties (Creative Common license)

6.2 Asymmetry of Knowledge Distribution

In alchemy occultus is used to identify powers or qualities that escaped sensory
perception [65]. In Software Engineering this often corresponds to non-existence
of credible evidence regarding the effects of method and tools [76]. What types
of investigations may be methodologically admitted as ‘empirical studies’ if soft-
ware engineering at large does not (and cannot) happen in the closed environ-
ment of a well-controlled physics laboratory? [32]. A second meaning of occultus
in alchemy is - a branch of knowledge that needs to be kept from others (Newman,
2009), as shown through our discussion of the Tree of Life above. Proprietary
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software and software security attempt to do the same, often with significant
ethical and social implications [17,87].

6.3 Metaphysics of Computation

In theoretical computer science it is known that the cardinality of the set of
computer programs is numerable, while the cardinality of functions from natural
numbers into natural numbers is not numerable [16]. This means that we have
less programs that functions defining problems, less algorithmic answers and
mathematically definable problems. If not every conceivable problem can be
expressed in algorithmic terms, should this be considered like the existence of
transcendent truths that both the conscious and the unconscious mind would
never been able to reach? Even accepting compilation as an alchemic process,
this fundamental limitation of computation put us in front of the absence of
prima materia to be transformed. We do not have actual first matter to put
together and to transform to reach certain trascendental truths, to achieve some
superior understanding.

7 Conclusions

Any investigation, regardless of the discipline under question, acquires a greater
value, both philosophical and ethical, when it moves towards the understanding
of truth. At that point, necessarily it has to move towards the semantics of
the sign (whatever nature it has), its interpretation and the connection between
syntax and semantics, which means between the sign and the representation of
truth, with all the limitations that great minds of the past have outlined around
the issue. The debate around true and false is certainly as old as humanity,
and the issue has been addressed by all disciplines, modern and ancient: from
linguistics to mathematics and physics to alchemy.

In modern times, the work of Gödel is the Summa Mathematica of a process
of understanding of linguistic and mathematical paradoxes, which spanned over
millennia. Gödel has shown - together with Cantor, Turing and other great minds
- that mathematical truth does not exist, and any model having as objective to
formally represent reality is doomed to fail. The circle of Copenhagen and the
interpretation of quantum mechanics have further disillusioned and distanced us
from an anthropocentric view. We understand how not even the physical reality
can be captured by our fallible senses.

Computer Science, as an illustrious daughter of logic - for its theoretical foun-
dations - and of physics - for some of its founding fathers and for the definition
of entropic nature of the information bit - is concerned with defining complex
meanings according to a logic based on two values of truth, although deprived
of any epistemological and cognitive value.

While an epistemology and philosophy of Computer Science does exist, Soft-
ware Engineering as a human-intensive sub-discipline, and with important prac-
tical applications, is still behind in developing adequate meta-reflections, often
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relegated as a sub-product of “programming”. In this paper we started posing
the foundations of an epistemology of Software Engineering, that will certainly
require future steps to get established.
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Abstract. In DevSecOps, development phase advancement goes
through various effective solutions, but efficient bug detection, reliability,
accurate reports, and user-friendly solution are still lacking. The existing
tools raising a false alarm and somewhere no alarm at all at potential
threats are no rare sight. Still, there has been no advancement towards
a practical solution that could solve the issue mentioned above. In this
paper, we have developed a state-of-the-art approach to the problem
by leveraging artificial intelligence, enabling us to facilitate the analysis
detection and generate more advanced reporting. In particular, we have
integrated Machine Learning with DevSecOps to minimize false error
rates. The proposed approach determines debugging errors in less time.
Moreover, it provides beginner-friendly analysis for developers to accom-
plish by our precisely tailored machine learning models trained on the
data-set derived from SEI CERT Standard.

Keywords: Software development · Machine learning · Security ·
DevSecOps

1 Introduction

Development, Security, and Operations, i.e., DevSecOps, ensures the security
integration at each phase of Software Development Lifecycle (SDLC), from the
initial requirements to design integration, implementation, testing, deployment,
and software delivery. [15]. The emerging new technologies are enhancing the
productivity of the companies using procedure/methods of DevOps, but less
attention is paid to security. In 2016, total 64,000 incidents and 2,300 security
breaches were reported [9]. In 2019, 7.9 billion data records got exposed, and by
2020, the security breaches got increased by 273% over last year (2019) [24]. Thus
protecting confidential information as well as personal data is highly important
nowadays.

The way development organizations approach security has seen a natural and
necessary evolution represented by DevSecOps. In earlier days, security features
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were considered at the end of the development attended by different teams, and
the independent quality assurance (QA) team tested them by validations and
verifications. As per current market requirements, it can be handled initially
by adopting Agile and DevOps practices. This team should focus on the min-
imization of software development cycles by considering security at the initial
phase [15].

Agile and DevOps processes and tools seamlessly integrate application and
infrastructure by DevSecOps. Considering security earlier at the stages makes it
simpler to fix as they emerge when they are more accessible and less expensive.
Development, safety, and IT operations teams have it as a shared responsibil-
ity rather than the sole responsibility of a security silo. The DevSecOps motto
enables “software, safer, sooner” without slowing the software development cycle
by automating the delivery of secure software [15].

1.1 Problem Statement and Our Contribution

Every year more than 10,000 vulnerabilities are found across the software used
by organizations and individuals, costing them a massive toll on resources and
reputation [7]. Most of the vulnerabilities even go undetected long after the pro-
duction, especially during the covid times when companies rushed their products
without proper QA cycles. The recent trends saw the most vulnerable software
causing alone 2.1 Billion dollars to the IT industry [7]. When software develop-
ment techniques such as development, operations, and security are integrated
into the SDLC lifecycle, DevSecOps, it takes full advantage of responsive devel-
opment and agile models from the beginning. This step does drift the security
aspect from a single isolated team to the entire development team, though the
issue of outdated security software remains at its place. This results in false or
no alarm at all, leaving the potential threats in plain sight, yet no significant
measures have been taken to solve them. Existing solutions emphasize automa-
tion and user reliability, whereas accuracy in bug detection, low false alarms,
and security aspects are not fully touched.

In this paper we propose an approach that provides three main contributions:

– Integrating Machine Learning with DevSecOps to minimize false error rates.
– Determine debugging errors in less time with ML.
– Beginner-friendly analysis for developers.

The rest of the paper is organized as follows. Section 2 reviews state-of-the-art
DevSecOps solutions and models. Section 3 provides the necessary background of
DevSecOps and traditional software development. Section 4 describes the app-
roach proposed in this paper. Finally, Sect. 5 sums up conclusions and future
works.

2 Related Works

Carter and Kim [3] depicted the drawbacks of the security phase in the devel-
opment. They suggested that the DevSecOps implementation can only be done
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if the security team arranges tools and required knowledge and the DevOps
team executes them. A development team can take up security in a much easier
manner compared to the reverse scenario. Gamification of bug findings has seen
an awe-inspiring result that the companies can adopt if taken up professionally.
Involving the security team on board brings a lot of confidence and reliability
for the customers.

Casale et al. [4] presented detailed synopsis about Software Engineering’s
current issues and future challenges for Services and Applications (SESA). In
the SDLC life cycle, designing and developing a new software engineering app-
roach is challenging. So, the stage changes from one method to another process
are considered crucial. Cloud-based services and tools are being planned for
rapid software prototyping to boost productivity and reduce software develop-
ment costs, taking big data into account for a high computational requirement.
The authors also presented an overview of the research topics in the software
engineering area, highlighting the challenges in medium terms.

Casola et al. [5] presented SLA (Service Level Agreements) methodology to
unify security in Development Operations through Design Security approach
to assist in risk management life-cycle (Risk analysis and automated Security
assessment phase) for a cloud application.

Diaz et al. [6] focuses on the difficulties in DevOps with the increase of the
IoT system integrates and its complexity. They have proposed a self cyberse-
curity event monitoring system to enhance security practices in the DevOps
environment as an enabler to introduce the security practices in the DevOps
environment for IoT-based Systems.

The’Fast and Continuous Feedback provides the fast detection of problems
and suggestions to fix them from Ops to Dev’ approach. The system focuses on
obtaining fast and continuous feedback from operation to development at earlier
stages of the development life cycle to find security issues and bugs at a fast rate
to anticipate security problems and attack patterns. Kumar et al. [10] showed
that user data security and privacy assurance gets lower priority. Integrating
security to DevOps would save resources and be institutionalized as DevSecOps
with practical considerations for a given business context to facilitate the adop-
tion. The authors have presented the ADOC model for the business measures
profiting by OSS over the cloud. The proposed ADOC model depends on the pro-
posed consistent security calculated system, incorporating improvement, secu-
rity, and activity exercises through computerization of safety controls utilizing
OSS over the cloud just as between working OSS apparatuses for automatiza-
tion of the proposed security controls in the ADOC work process. Its generalized
reception empowers organizations to convey time-to-showcase security-prepared
applications and administrations with speed and economic deftness in a finan-
cially savvy way.

Laukkanen et al. [11] showed deployment challenges (from the continuous
deployment of applications to automatically deployed as a product with eleven
limitation factors) and provided solutions related to system designs, integration,
Testing, Release, Human and organizational Resource. Luz et al. [12] presented
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Table 1. The state of the artworks for the DevSecOps solutions and models. P1:
Definition’s, P2: Tools and Procedures, P3: Transitional and Future Challenges, P4:
Cloud, P5: IOT, P6: Security Control Methods/Solutions P7: Artificial Intelligence

Authors P1 P2 P3 P4 P5 P6 P7

Diaz et al. [6] Yes – Yes – Yes Yes –

Casale et al. [4] Yes – Yes – – – –

Carter and Kim. [3] Yes – Yes – – Yes –

Kumar et al. [10] Yes Yes 1 Yes Yes – Yes –

Mohan et al. [14] Yes Yes Yes – – Yes –

Casola et al. [5] Yes – – Yes – – –

Luz et al. [12] – Yes Yes – – Yes –

Shahin et al. [23] Yes Yes Yes – – Yes –

Laukkanen et al. [11] – – Yes – – Yes –

Rahul et al. [19] – Yes – – – Yes –

the detailed scenarios of DevOps adoption, theory-related successful DevOps
adoption in companies, a model depicting workflow for DevOps adoption, and a
case study. The actual complex scenarios are being explained about the roles of
the category during DevOps adoption.

Rahul et al. [19] demonstrated the DevSecOps using open-source tools which
can be freely downloaded and used to exhibit information. To run the regular
course of coordination and testing for information security requires more assets
and time separately. The issue got defeated through execution and joining of
safety as a feature of the pipeline cycle and consequently can accomplish quicker
reaction time, fight against threats, and establish a safe climate and more secured
framework. Shahin et al. [23] discussed a broad scope of difficulties that require
progressed future exploration work for non-interrupt joining, proposed delivery,
and deployment approaches, tools, and security measures. The state of the art-
works for the DevSecOps solutions and models is shown in Table 1.

3 Background

DevSecOps is a cultural shift in the product business that intends to heat secu-
rity into the quick delivery cycles that require future application improvement
and organization, called the DevOps development. Accepting this shift-left atti-
tude expects associations to overcome any barrier that usually exists among
improvement and security groups to where large numbers of the security mea-
sures are computerized and dealt with by the advancement development team
and groups itself [19].
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3.1 Developement

Development Teams consistently work on developing state-of-art software appli-
cations for internal usage of the corporation, serving any specific purpose, API-
based bridges for the legacy system and the new innovative service block that
intends to be added to it and sometimes leveraging the open-source contribution
streamlining the source code. A Generalized illustration of DevSecOps is shown
in Fig. 1.

The fashion of development has seen a vital shift in recent years. Focus from
the traditional sequential, waterfall-style process has transformed to rely more on
agility and responsive models, which could benefit the developers by prioritizing
the improvement regularly. Not considering the operations and security while the
development of new applications or features and developers working in isolation
could potentially raise operational issues or security vulnerabilities, which would
take a heavy toll on the resources of the organization, making it a setback for
the entire team [21].

Fig. 1. A Generalized illustration of DevSecOps [13].

3.2 Operations

Operations terms to the complete process of managing and maintaining the
software components throughout its delivery and use of the life cycle, including
program performance, debugging, post-update testing and changes, and software
upgrade release. As the necessity of running the development cycle and operation
principles parallelly arose, the popularity of DevOps increased on the same hand
as this was the key to achieve the desired outcome.

An isolated post-development operation is a much simpler and precise way
to detect and address the potential flaws, but this comes with its own cost as
it requires the entire development team to re-iterate and work on the problems
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before they could move forward with the development, which would intricate the
whole process flow instead of simplifying it. Whereas integrating the operations
principle into the development cycle would save a lot of resources for the company
making it much more efficient and preferable [21].

3.3 Security

Now, as the companies and the developers are aware of the benefits of inte-
grating the DevOps model into the system, the following crucial requirements
of the security perimeter for the new software applications need to be stream-
lined. Traditionally application security was considered after the development is
completed for the application.

But this posed many issues; firstly, the vulnerabilities were not to be detected
until it is deployed, missing the run-time context as the vulnerabilities that would
only be exposed under specific run time, making it more dangerous. Secondly, the
cause for this was the static vulnerability scan, the traditional security method
applied by security teams working in isolation with the other departments. This
also made the entire process slow down. By integrating security as a unified
process along with the development and operations (Called the DevSecOps)
from the very initial designs to the due course implementation, organizations
can efficiently maintain and align the three most crucial elements of software
creation and shipment [21].

3.4 DevSecOps and Traditional Software Development

Earlier, Developers mostly had enough time for the production code to go
through the security-testing and quality assurance procedures, even though the
separate specialized teams were contracted internally or externally in a big way.
As the developers from the tech giants were used to publishing the updated ver-
sions of their application basically every few months or even sometimes years,
demonstrating how the developers from the tech giants kind of were used to
issue the updated versions of their application every pretty few months or even
sometimes years, or so they thought [19].

However, the past decade has chiefly witnessed the monolithic applications
being broken down into generally much smaller elements that function indepen-
dently. This was very kind of more result of the rise in public clouds, containers,
and the microservice model being used more widely in a fairly significant way.
But this alteration in the development process has explicitly impacted the fre-
quency of rolling releases and agile development practices. The currently avail-
able tools and technology essentially have also made it possible to automate the
process making the innovation by an organization faster, making it possible for
them to maintain competency in the market. This alteration in the development
process has explicitly impacted the frequency of rolling releases and agile devel-
opment practices. At the same time, the changes and kind of better updates
are continuously pushed to publication more often. The currently available tools
and technology have also made it possible to automate the process, making the
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innovation by organizations much faster, making it possible for them to maintain
competency in the market subtly.

But even though DevOps brought a wide variety of ease to the developers,
it still lacked a vital aspect: Security. The pace of the agility of pushing the
code to production, showing how the progress in the field of cloud, microservice,
and containers had paved the path for the creation of a completely new domain
of development which the industry people, for the most part, have termed as
DevOps culture, just after its creation it has seen an evident rise in the practice
of software development. As it arms the developers to provide and scale the
infrastructure, they require it without going through the entire different tiresome
process where a separate team had to do it for them. As of now, all the major
league of cloud providers has adapted the API business where they configure the
tools that enable them to use the infrastructure set up as a template of code
deployment, or so they, for the most part, thought. But soon, the problem, for
the most part, was taken care of by an upgrade to DevSecOps. It kind of was
an endeavor to integrate security testing into the Continuous Delivery (CD) and
Continuous Integration (CI) pipelines, it also covered the internal by keeping
the outcome of testing and the fixing aspect by focusing on the building of the
knowledge and skills required by the development team, or so they thought.

3.5 Achieving True Security/Development Integration

The delay in the Security process is because it takes a reasonable amount of time
for the developers to fix the bug related to Security without any external help.
It requires the developer to sort of build the technical skillset needed to perform
the job efficiently. This is handled comparatively in a better manner by keeping
a security expert in the team, who is more proficient as qualified in terms of
Security in comparison to the other teammates. Even though the entire team
must be better equipped with the training on secure programming practices as
a part of it, the expert can always look over potential flaws in the system subtly.
Not the general protocol, but the above procedure did not constrain the expert
from reaching outside for another expert opinion. For instance, the company’s
application security testing provider might be offering consulting services to
customers. Like this, for the most part, is an anomaly from keeping different
kinds of development and security teams and having one or more members of
the security team embedded into development teams [19].

3.6 Testing and Tools

The tools are available at the early time when the Silicon valley tech-related com-
panies pilot the way to DevSecOps into the process where it’s not simple to use
by the developers. The requirement essentially was to automate the command
line tools, which would aid them in altering a variety of configurations and whose
results could be transported into the bug trackers. This was later on taken up by
the conventional security scanners, which were designed with security teams and
CISOs as focus, with the aim of governance, security policy compliance, and risk
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management in a significant way. Soon, the developers generally started mak-
ing and marketing advanced tools for the developers that could be integrated
into the development environment and the next CI/CD workflows. But even
though the solved requirements of the developers, they did not satisfy the points
of CISO any longer. Some of these tools kind of were open-source. Still, some
were turned into accurate start-up business models built around them, further
showing how soon the developers started making and marketing advanced tools
that could be integrated into the development environment and the following
CI/CD workflows. The wide variety of reasonably open source tools being used
for the process creates a sense of satisfaction for the team. They can mainly
cover what generally was required for all intents and purposes to be covered.
The DevSecOps tools that are present in the market and being used by the com-
panies in the DevOps pipeline are Codacy, Accunetix, GitLab, Aqua Security,
XebiaLabs, Contrast Security, Logz.io, SonarQube, and WhiteSource [19]. But
in real life, from the perspective of an administration, it becomes tough for the
security team to map the distinguished software’s made with different intent to
adhere to the company policies, which is significant generally. But considering
the requirements and situation in the past, it has been observed that the cus-
tomary application security vendors have altered their products to address the
problem by providing analytical and CISOs reports and providing the freedom
and convenience required as per the developer’s choice. Some providers have
started adding security testing to their services, such as GitHub and git labs.
Which is radially available into the service’s marketplace by an add-on from
the third party; when it is not present, there is an inherited feature, which is
quite significant. According to Brian Fox, CTO of DevOps automation and open-
source governance firm Sonatype, there is a pattern in DevSecOps that repeats
itself. It is like a pendulum that swings between people who wanted one ven-
dor and an all-compassing tool suite to people who are assembling best-of-breed
toolchains [19].

These practices are not flawless as they invite an unforeseen situation that
the organizations need to be prepared to deal with. The problem with these
practices from suites specifically is that they bring some other functionalities
with them that were not even intended but generally were free and can leverage,
but not necessarily are the best option available out there. This step in the
future can lead to the emerging sub-divisions inside the corporation, which will
start testing and utilizing other tools that met their requirement better than the
company-approved suite provides, which is significant.

3.7 Adoption of DevSecOps

“Security Debt” would be the reason for no immediate result even though the
number of companies integrating the automated fashion of security scans as a
sub-part of the CI/CD pipelines is rising. The number of vulnerabilities that
get passed through to the production phase. The prime reason for this is the
negligence of the developers, and it happens due to not fixing the bugs in a
significant way. This can be due to a variety of reasons such as not being able
to fix them immediately or sometimes the poor planning of when to fix the
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bugs or the severity of the bug at that time doesn’t seem particularly much in
a major way. According to the 2019 State of Software Security report, reveals
that the average time taken to particularly solve a bug a decade ago, for the
most part, was 59 days when the first report came out, which now, in turn,
has changed to 171 days, this was collaborated by performing scans on 85,000
applications per annum in a major way. However, this is skewed by the accrued
security debt, and the median time to fix it has essentially remained about the
same. The data collected has also revealed that the applications scanned daily
had a particularly median time duration of 19 days compared to the 68 days
for the monthly reviewed applications, which is significant. That proves that
the scanning is done for the most part; the chances of it getting fixed sooner
increases. As an increased number of times of scanning can be achieved by the
integration of automated scanning in CI/CD workflow, showing how the data
collected has also revealed that the applications scanned daily had a median
time duration of 19 days when compared to the 68 days for the monthly scanned
applications [19].

When security is included from the beginning of the process, i.e., building
security into requirements, design, code, and deployment stages of DevOps, it
is called DevSecOps. The code for the program can be the starting point for
scanning vulnerabilities. The CI/CD process is always the best option for inte-
grating the vulnerabilities scanning step. It will ensure the security of code at
every significant stage of the delivery pipeline. It is necessary to ensure that
the parties involved in these steps have the training and the tools they need to
perform the task.

For detecting vulnerabilities in your proprietary code, SAST is the relevant
technology to go with it. For open-source, SCA tools can be used. Integration
to CI servers, build tools, repositories, and some also integration to IDEs are
readily offered by some vendors who can help developers find issues as early as
possible [17].

4 AI Enabled DevSecOps

In this part, an AI paradigm is merged to facilitate and improvise the DevSecOps
operation as shown in Fig. 2. The primary aim of the model is to enable the
developers and security professionals to practice and implement the detection
of insecure functions and potential vulnerabilities in a paradigm that has been
developed with C/C++ language. This model has been paved on the grounds
of the previous works on security as well as DevOps. The data-set used in the
project has been sewed with the insecure functions and potential vulnerabilities
of C/C++, which is according to the SEI CERT Coding Standard [1], as it
provides rules for secure coding in the C/C++ programming language. The
objective of these standards and proposals is to foster protected, dependable,
and secure frameworks, for instance by disposing of indistinct practices that can
prompt unclear program practices and exploitable vulnerabilities. Conformance
to the coding rules characterized in this standard is important to guarantee
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the reliability, dependability, safety, and security of programming frameworks
created in the C/C++ programming language. Thus this unique and outstanding
Data-set is solely at the disposal of the authors of this research.

Model Preparation and Tuning: An offline process that starts with creating
a dataset consisting of vulnerable and non-vulnerable code of C/C++ language
derived from SEI-CERT Coding Standard.

1. Pre-processing: An offline process where the code is analyzed. The sample
for feature extraction is created by performing various processing such as
removing any irrelevant information i.e., comments in code.

2. Feature Extraction: It is a phase where the insecure/vulnerable functions
and patterns of C/C++ with high and moderate CVSS (Common Vulnera-
bility Scoring System). The generated dataset (.csv format) is ready for the
Machine Learning Models.

3. Training, Testing, and Saving Models: The generated dataset is then
used to train and test the ML models using sklearn.model-selection.train-
test-split. The trained models are then saved as a pickle file to interact with
the REST API easily.

System Architecture: The core of the project is its architecture which com-
prises trained models, extracted features, analysis, and pre-processing. The ser-
vice is offered using the REST API Interface.

1. REST API Interface: The user (developer/Tester) can interact with the
REST API to send their code to find vulnerable patterns in their code.

2. Pre-processing: Pre-processing is an online process where the submitted
code is processed (for instance, removing irrelevant information, i.e., descrip-
tion/comments in code) and producing the code in the sample feature format.

3. Analysis And Logging: An important module where the code is analyzed
produces valuable insights and shows the patterns correlated to the vulner-
able, insecure and safe code. Currently, its shows uncertain functions and
entropy as a result.

4. Models: Models are the first component of this workflow. It consists of all
the trained models (described in Model Preparation and Tuning). Its main
engine interacts with the workflow’s analysis and logging and REST API to
produce desired results.

5. Interface: The REST API is built using a flask to provide a convenient
service to the users to access the platform for testing and securing the code
more efficiently and fast than other tools present in the market.

Feature extraction is the phase where the insecure functions and vulnerabil-
ities of C/C++ with high and moderate CVSS (Common Vulnerability Scoring
System (CVSS). It is an open framework for communicating the characteris-
tics and severity of software vulnerabilities [10] scores from the data-set are
extracted according to the SEI CERT standards. Directly, this data-set will be
fed to our Supervised machine learning model for the subsequent processing.
Further, the data-set using sklearn.model-selection.train-test-split is bifurcated
from the training and testing of the model.
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Fig. 2. Architecture diagram.

4.1 Implementation

For the implementation of the project, we have used Scikit-learn 0.22 (version),
Python 3.8 (version), Spyder IDE, and the Anaconda framework. The project is
built on the system Windows 10 Home (64 bits Operating System) running with
Intel (R) Core (TM) i5-7200U processor and 12 Gigabytes RAM. The below-
mentioned supervised machine learning classifier models are implemented here.

Random Forest: A random forest is a meta estimator that fits various choice
tree classifiers on different sub-examples of the information collection and to
improve the predictive accuracy and control over-fitting [18]. With the random
state of 42 and train test split with the ratio of 7:3, it produces an accuracy of
88%.

Support Vector Machine: Support vector machines (SVMs) are a set of super-
vised learning methods used for classification, regression, and outliers detec-
tion [25]. The Benefits Support Vector Machine provides Potent high dimen-
sional spaces. However effective in cases where several dimensions are greater
than the number of samples, it utilizes a subclass of training points in the deci-
sion function (called support vectors) memory efficient with versatility. Specified
decision functions can have different Kernal functions. Common kernels are pro-
vided, but it is also possible to specify custom kernels. SVM with the kernel =
‘rbf’, C = 100, gamma = 0.02, degree = 8 and train test ratio with 8:2 produces
98% accuracy.

KNN: K-NeighborsClassifier implements learning based on the k nearest neigh-
bors of each query point, where k is an integer value specified by the user.
RadiusNeighborsClassifier implements learning based on the number of neigh-
bors within a fixed radius r of each training point, where r is a floating-point
value specified by the user [8]. With n-neighbors = 2, weights = ‘distance’, algo-
rithm = ‘ball-tree’, leaf-size = 30, p = 2, metric = ‘minkowski’, random state =
42 and train test ratio with 6:4 produces 70% accuracy.

Gradient Boosting: Gradient Tree Boosting or Gradient Boosted Decision
Trees (GBDT) is a generalization of boosting to arbitrary differentiable loss
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Fig. 3. Accuracy results of different machine learning algorithms implemented with
DevSecOps.

functions. GBDT (Gradient Boosted Decision Tree) is an accurate and effective
off-the-shelf procedure that can be used for both regression and classification
problems in a variety of areas, including Web search ranking and ecology [16].
With n-estimators = 1000, learning-rate = 0.25, max-features = 2, max-depth
= 2, random-state = 0 and train test split with the ratio of 7:3 produces the
accuracy of 90%.

AdaBoost: The core principle of AdaBoost is to fit a sequence of weak learners
(i.e., models that are only slightly better than random guessings, such as small
decision trees) on repeatedly modified versions of the data. The predictions from
all of them are then combined through a weighted majority vote (or sum) to pro-
duce the final prediction [22]. With n-estimators = 400, max-features = “auto”,
random-state = 0 and train test split with the ratio of 7:3 produces the accuracy
of 90%.

Naive Bayes: Naive Bayes methods are a set of supervised learning algorithms
based on applying Bayes’ theorem with the “naive” assumption of conditional
independence between every pair of features given the value of the class vari-
able [20]. The random state of 42 and train test split with the ratio of 7:3
produces an accuracy of 53%.

Bagging: A Bagging classifier is an ensemble meta-estimator that fits base clas-
sifiers on random subsets of the original data-set and then aggregates their pre-
dictions (either by voting or by averaging) to form a final prediction. Such a
meta-estimator can typically be used as a way to reduce the variance of a black-
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Table 2. Accuracy of implemented machine learning algorithms.

Classifiers Accuracy

Random Forest 88%

Support Vector Machine 95%

K-Nearest Neighbors 70%

Gradient Boosting 90%

AdaBoost 90%

Naive Bayes 53%

Bagging 88%

box estimator (e.g., a decision tree) by introducing randomization into its con-
struction procedure and then making an ensemble out of it [2]. With n-splits =
100, random-state = 147, and num-trees = 600 produces an accuracy of 88%.

The percentage of correct prediction of test data is termed accuracy. It is
calculated by dividing the number of accurate predictions by the total number
of predictions. It can be expressed and calculated in terms of positives and neg-
atives for binary classification. Accuracy denotes the effectiveness of the model
to predict the label correctly.

Table 2 and Fig. 3 shows that the Support Vector machine got the highest
precision from others, i.e., the kernel trick handled the nonlinear input spaces
effectively. Then we have the boosting algorithms giving the high predictions
rate, i.e., Gradient boosting and AdaBoost with 90% accuracy. The Random
Forest has got 88% accuracy. Random Forest has accuracy lower than boosted
trees but higher than decision trees. Like Random Forest, Bagging also predicted
the same precision, i.e., 88%. K-nearest Neighbors with the value of K = 2
produce an accuracy of 70%; this signifies that the model does not have an
effective result on the test set. Naive Bayes, 53% accuracy, produces the lowest
prediction rate.

5 Conclusion and Future Works

When we combine Development, security, and operations, it is termed as DevSec-
Ops. In plain sight, it plans to make everyone responsible for the security objec-
tives administrating security decisions and actions with the same pace of scaling
and speed as development and operations decisions and actions. A higher level
of security proficiency can be achieved if we can successfully bring profession-
als of all competencies and abilities across the technology areas to enable the
organizations with a stable DevOps framework to shift towards the DevSecOps
techniques efficiently.

The DevSecOps framework and the proper guided manner of utilizing
DevSecOps tools can ensure that the security has been integrated efficaciously
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to the very bit of the software application system. It is not just desultorily after-
ward; it covers from testing for potential security exploits to building business-
driven security services. But the DevSecOps tools also generate false positives,
and finding the solution after knowing the vulnerability/problems becomes hard.
This paper aims to provide high accuracy data-driven machine learning models,
which stand significantly in detecting the vulnerabilities in the code developed
during the software development. The data-set used by our machine learning
models to be trained and tested are a compilation of the insecure functions of
the C/C++ programming language, which may cause potential vulnerabilities
to the developed software according to the CVSS scoring metrics possing high
values. As shown in Table 2, the SVM produces the highest accuracy standing
that is 95%, and on the other hand, almost the lowest possible accuracy which
the Naive Bayes Algorithm has is 53%.

The presented solution can be integrated with the present tools to reduce false
positives and generally provide an effective solution. The research can also mostly
be done to provide an effective, fast and accurate solution when the system
is encountered with any security problems or vulnerability, which is relatively
significant. We have only definitely worked with the insecure and vulnerable
functions of the C/C++ programming language. In future work, we work with
programming languages to integrate the particular present tools to reduce false
positives for all intents and purposes and provide an effective solution subtly.
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Abstract. Agile is a dominating software developing technique through-
out the world. It promotes high development speed, work in short itera-
tions, and delivering working software as soon as possible.

User-Centered Design is a more traditional approach that puts users
and their needs first. It advocates spending more time understanding
your users, their needs and wants, while the implementation process
can be delayed and last longer. Both approaches try to deliver the best
possible software for the users but utilize different means. This paper
examines through a case study how Agile and User-Centered Design can
be combined and whether this combination brings additional value. A
development method is then suggested, combining the two philosophies.

Keywords: Agile · User centered design · Scrum · Product
development

1 Introduction

User Centered Design (UCD) is a technique for developing software products,
that focuses on users and their needs in each phase of the design process [12].
Agile Software Development (ASD) is a collection of approaches and practices in
software development, that aims to maximize the value provided to the customer
through early and continuous delivery of working software [15]. These approaches
share some similarities [7], like

– They rely on an iterative development process, building on empirical infor-
mation from previous cycles

– Both techniques place an emphasis on the end-user, encouraging participation
throughout the development process

– Both approaches emphasize the importance of team coherence (one of the
aspects of UCD is that the whole team should constantly think about the
user during the development process)

Both of these methods have a goal of delivering quality software to stakeholders,
but there are fundamental differences [7]:
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– UCD suggests maintaining specific design products to support interaction
with developers, while agile methods look for minimal documentation

– ASD methods are largely against an up-front period of investigation instead
of writing code, whereas UCD inspires the team to understand their users as
much as possible before the product implementation begins

Several attempts have been made to connect ASD and UCD, but most of them
inevitably have trade-offs. This paper focuses on one of such methods called Big
Upfront Design (BUD), which supposes that designers must be given sufficient
amount of time to find out the basic needs of their users before any code is
written.

1.1 Objective

The main goal of the research is to show how to apply Big Upfront Design method
of connecting Agile and User Centered Design. Within the study, the research
team has implemented an online courses aggregator service called “EduHub” and
attempted to apply a combination of Agile and UCD practices in accordance with
the BUD method. The study analyses the BUD approach and suggests potential
improvements.

1.2 Outline

In Sect. 2 the author describes existing approaches for combining ASD and UCD.
In Sect. 3 the methods used for this research are listed. Section 4 is about how
UCD and ASD were combined in practice by the author and development team
who worked on online course aggregator service. Section 5 lists the results of
the research and evaluation of overall work. In Sect. 6 some conclusions about
the project are presented, which might be useful for people who conduct similar
research work.

2 Related Work

This section describes User Centered Design, Agile Software Development, and
existing techniques used for combining them. The author considers 5 most well-
known combination techniques and lists its advantages and drawbacks.

2.1 User Centered Design

UCD History. The concept of User Centered Design has been around for a
long time [1]. The design of some everyday things sometimes is bad and leaves
users frustrated because of the inability to complete a certain task. But when
things are designed good and can be used intuitively, we can say that designers
used the principles of UCD, that is - constructed things for the users.

But the term UCD originated only in 1986 - from the book “User-Centered
System Design: New Perspectives on Human-Computer Interaction” written by
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Norman and Draper [19]. Norman continued to develop UCD concepts further
in his book “The Psychology Of Everyday Things” published in 1988 [18]. There
he suggested 7 principles for facilitating designer’s tasks.

Norman’s work emphasized the need to thoroughly investigate the necessities
and aspirations of the users and the expected uses of the product. The obligation
to involve actual users, often in the real-life environment, was a natural evolution
in the field of User Centered Design.

UCD. UCD is considered to be one of the most popular frameworks for devel-
oping user interfaces. It is based on the active participation of users to improve
the understanding of user and task requirements, and the iteration of design and
evaluation phases [4,16].

The activities which UCD is composed of [11] (see Fig. 1):

– Define the users’ context
– Specify the user requirements
– Design solutions to meet the user requirements
– Evaluate the designs against requirements

Fig. 1. UCD process as described by the standard ISO 13407

The main principles of UCD are listed below [11]:

– The design is based upon an explicit understanding of users, tasks, and envi-
ronments

– Users are involved throughout the design and the development
– The design is driven and refined by user-centered evaluation
– The process is iterative
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– The design addresses the whole user experience
– The design team includes multidisciplinary skills and perspectives

As a proof of best internationally endorsed practice, UCD processes are also
defined in ISO documents, including ISO 13407 and the associated technical
report, ISO TR 18529.

To illustrate the effectiveness of UCD, several studies have been conducted.
The results show that 72% of the respondents reported UCD methods had made
a significant impact on product development in their organizations. The major-
ity said UCD methods had improved the usefulness and usability of products
developed in their organizations, 79% and 82% respectively[16].

2.2 Agile Software Development

ASD is a software engineering philosophy that promotes [2]:

– individuals and interactions over processes and tools
– working software over comprehensive documentation
– customer collaboration over contract negotiation
– responding to change over following a plan

Nowadays, Agile methodology shows that it has indisputable advantages over
traditional development techniques:

– Only 9% of Agile projects failed in 2015 in comparison with 29% failure
for Waterfall projects [25] (these figures might differ in reality due to some
arguable occasions regarding CHAOS Report [13])

– 71% of surveyed companies reduced project costs as a reason for adopting
Agile [8]

These facts are correlated with ASD popularity:

– 71% of surveyed companies admitted using Agile approaches sometimes,
often, or always [21]

– Agile projects are 28% more successful than traditional projects [20].

2.3 Combining Both

For more than a decade, software companies tend to integrate Agile Software
Development methods and User Centered Design [22]. Several practitioners inte-
grated UCD in their Agile process with varying degrees of success. This paper
will consider the five most successful approaches to integration ASD and UCD.

To organize the work between developers and usability experts, Sy [24] pro-
poses a method called “Parallel tracks” that requires developers and user experi-
ence designers to work in parallel tracks after the planning iteration also called
iteration “0”. It gives the opportunity for usability experts to have enough time to
gather users’ data, analyze that data and to propose design solutions. However,
adopting this approach may cause the lack of communication which could lead to
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misunderstanding and resentment between designers and developers, since there
can emerge a situation when designers and developers would work on completely
different tasks due to such desynchronization.

Another similar approach was proposed by Armitage [3], but it concerns
only the organization of designers’ work. “Design work done on parallel levels”
suggests the design work is done on three parallel levels from unit to global level:

– Provide detailed designs for the requirement developed in the current or next
iteration.

– Redesign software developed in previous releases (a release is a set of several
iterations).

– Provide overall product vision, to keep a global coherence throughout the
project and developed software.

However, it is not clear if the evaluation of the design done in one iteration is
conducted by users.

Deuff et al. [10] present another proposition of process for UCD in Agile
called “Sequence of an iterative design phase and an iterative development phase”
that gives a good place to an upfront designing. In classical Agile methodology
usability experts have to switch between too many tasks (gather the necessary
data, define the design, test) because they do not have time to prepare the data
beforehand. To resolve this issue they propose to cut the project in 3 phases:
Design, Development and Final test. Due to that reason, we cannot state that
the process is iterative, as each phase proceeds after another.

Constantine and Lockwood [9] propose another approach, which is the inte-
gration of Usage-Centered Design and Agile. Usage-Centered Design is more
focused on roles than on users and on usage scenarios also knew as task cases.
Roles and tasks are identified by stakeholders. The process is composed of iter-
ations that are all composed of the succeeding steps (see Fig. 2):

Fig. 2. One iteration of Usage-Centered Design adapted to Agile methods

During this time developers create the back-end components. When the pro-
totype is refined, they develop the interface. The disadvantage is that the evalu-
ation of designs against requirements is not covered in this approach, which goes
against the UCD principles.

Big Upfront Design. The fifth approach for combining Agile and User Cen-
tered Design is called “Big Upfront Design (BUD)”.
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Agile methods do not encourage big upfront design [5,17]. In reality, an anal-
ysis that is conducted by the product owner before the start of the development
process is necessary to compose the product backlog, but no best practice is
defined to help the product owner to complete this task. That is why some
usability experts propose to conduct a big analysis upfront. Other practition-
ers are against this practice and prefer to use the iteration “0” to conduct a
short analysis and then go deeper throughout the project if the better analysis
is needed.

Supporters of BUD
Chamberlain [7] in his work insists on a big upfront design before any devel-
opment: “UCD practitioners must be given ample time in order to discover the
basic needs of their users before any code gets released into the shared coding
environment.” A lot of work has to be done during one iteration in any Agile
methodology so that usability experts do not always have time to ask questions
or to take a global view and ensure the homogeneity and consistency of the
solution.

For Brown [6], in long projects sometimes it is necessary to devote more time
for analysis in order to gather the necessary data.

Opponents of BUD
On the contrary, Armitage [3] insists that it is too risky and time and money-
consuming to design deeply in advance and it is totally against Agile practices
which encourage “trial and error to reduce the risk of building the wrong thing”.
A big upfront design might reduce the quality of the software and its design [3].

Another problem is the difficulty to accept changes later when a big upfront
design was done, which goes against the Agile values “Responding to change over
following a plan” and “Working software over comprehensive documentation”
[3,14,17].

Conclusion
For Brown [6], it is nonsense that no upfront design is allowed in Agile-UX. In
fact, Agile developers work with a high-level plan also called a roadmap. It is also
necessary for usability experts to develop a roadmap in the form of a diagram or
a sketch. This way the team has time to build global vision while not spending
too much time on a design phase that never ends. This is essential to identify
future possible technical difficulties.

BUD covers only three of the four UCD activities: understanding and spec-
ifying the context of use, specifying the user and organizational requirements,
and producing design solutions. There are no specific recommendations for eval-
uation of a design against requirements, so there is no guarantee that big upfront
design will meet the users’ requirements.

BUD does not ensure users’ involvement, evaluation, iterativeness, and mul-
tidisciplinarity even if they are recommended to be used for a better design. It
becomes obvious that the goal of this approach is to implement the first UCD
principle: understanding of users, tasks, and context.
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2.4 Research Purpose

This research is aimed at applying Big Upfront Design (BUD) on a real project
with high user involvement connected with online education. During the research
process, the author will try to improve existing BUD practice by ensuring that
all the principles of User Centered Design are respected. By applying BUD on
the project, it will be possible to see its advantages, disadvantages, and potential
improvements to the approach.

3 Methodology

This section provides a detailed overview of the methodologies used by the author
for the combination of ASD and UCD.

3.1 Context

To understand how to combine Big Upfront Design and Agile Software Devel-
opment, the author applied both of these techniques to the development of a
real project. The project is an online service for aggregation of Massive Open
Online Courses (MOOCs) called EduHub. EduHub provides an opportunity to
search for MOOCs from several popular course providers (e.g. Coursera, Udemy,
Udacity, etc.) in one place, with the ability to filter and sort them according
to some criteria defined by the user. The project was selected due to the high
popularity of online education (according to [23] more than 101 million users
study online).

3.2 Agile Software Development

The team that is working on EduHub project consists of three people - two
software developers and one UI/UX designer (the author). To work effectively,
the team selected Agile Software Development as a methodology for creating
software. But, for the purpose of genericity and context of the project the team
does not stick to some specific framework (e.g. Scrum, Crystal, XP, etc.), but
rather selected a set of practices adopted by popular frameworks [8], such as:

– Backlogs - the team maintains an ordered list of product requirements that
will be delivered in future sprints. The team has separated product and sprint
backlogs.

– User stories - description of a feature of the product written from the per-
spective of a user.

– Iterative and Incremental Development - development of a system through
repeated cycles (iterative) and in smaller portions at a time (incremental),
allowing software developers to take advantage of what was learned during
development of earlier parts or versions of the system.

– Scrum events: planning, review, and retrospective
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• planning - at the beginning of a sprint, the team agrees on the sprint goal,
a short description of what they are forecasting to deliver at the end of
the sprint

• review - at the end of a sprint, the team hold a review, where the members
review the work that was completed and the planned work that was not
completed

• retrospective - during this event the team reflects on the previous sprint
and discusses what can be improved in the current development process

– Planning poker - the team members make estimations of the difficulty of the
tasks and then discuss it

– Velocity tracking - a technique for forecasting the team’s performance and
planning of the future sprints

– Pair programming - two coders work collectively at one computer. One writes
code while the other inspects each line of code as it is typed in. The two
programmers shift roles frequently.

– Cross-functional team - a team consisting of people with different functional
expertise working toward a common goal.

3.3 User Centered Design

The author uses traditional activities of which UCD consists. These include
iterations of the steps:

1. Define the users’ context
2. Specify the users’ requirements
3. Produce design solutions to meet user requirements
4. Evaluate the designs against requirements

As it was already mentioned in Sect. 2, in Agile there is no best practice for
the product owner how to define the product backlog, but this task should be
done before the start of the Agile development process. To support the product
owner for this task, some usability experts propose to conduct a big analysis
upfront. So, the team decided to utilize BUD to analyze what needs to be done.

During Big Upfront Design phase of the design process, the main goal is to
capture users’ needs, usability goals, the context of use and design criteria. This
time is also used to define users or to build personas.

To implement the second step of UCD (specify the users’ requirements),
several user research methods were utilized:

– Online survey - to understand, who our possible users are, how often they
visit resources connected to online education, what difficulties they have while
searching for a course, and to get information from as many people as possible,
the team conducted an online survey using Google Forms.

– Personas - is a technique of creation of a representative user based on available
data and user interviews. Basing on the results of the aforementioned survey,
the author created the three most common personas of potential users.
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– Heuristic evaluation - is a method for evaluating a website against a list of
established guidelines. The team evaluated 5 popular online course providers
to analyze how they provide service to users.

– Use Cases - the author created a description of how users use a particular
feature EduHub, including the steps users take to accomplish each task.

– Interviews - the author conducted one-on-one discussions with users to get
detailed information about a user’s attitudes, desires, and experiences.

– Contextual interviews - they enable the observation of users in their natu-
ral environment, giving a better understanding of the way users work. For
this study, the author observed how people searched for online courses using
existing solutions.

– Prototyping - to allows the team to explore ideas before implementing them,
the author created mock-ups of the site.

To ensure that the design conforms to the requirements (step 4 of UCD), the
team conducted usability testing to identify user frustrations and problems with
the site through one-to-one sessions where a user was asked to perform some
tasks on the site and their reaction was recorded.

4 Implementation

This section outlines the phases through which the project underwent.
The basic outline of the team’s working process can be seen on the following

Fig. 3:

Fig. 3. Project timeline up to the MVP stage

There were two main phases of the development process:

4.1 Big Upfront Design Phase

After the team selected the idea of EduHub project, the author started to con-
duct market and user research.
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During this stage, an online survey was conducted in order to identify who
are our potential customers and what are their pains that they encounter during
the search for MOOCs. Also, the data about online education and users from
the open sources were used to make initial conclusions. The main point of this
research is the creation of personas - description of potential customers and their
needs:

– Student
They study at university/school and search for additional materials that can
help them to understand their studies. They usually search for free courses
as they do not possess a lot of spare money. They expect that an online
aggregator will be fast and with a wide choice of courses.

– Professional
It is a person who usually already has a higher education and work expe-
rience. They work in rapidly developing industries where new technologies
are emerging every so often, so they have to keep up with changes or they
will lose their qualifications. They are ready to pay good money for courses.
The most important feature of the site is information content - in order to
compare available options and choose the best one.

– Lifelong learner
Any person who constantly improves their knowledge and expands their hori-
zons can be called a lifelong learner. They like to learn new things just for
their curiosity and thirst for knowledge. This makes it harder to highlight
some features that are common for lifelong learners as they are varying in
age, gender, income and education level, etc. In site, the most important
things are a diverse choice of courses and user-friendly interface.

After preliminary market analysis, the author started to analyze existing
sites that provide access to online courses (e.g. Coursera, Udemy, Udacity, etc.)
to detect their good features to adopt them in EduHub project and avoid incon-
veniences that are present on some sites.

Up to this point only the UX team (the author) was involved. Then the
development team joined.

Together with the development team, the UX team elicitated the initial
requirements in order to construct user stories later. These composed user stories
were taken as initial direction for developing the system.

Using the requirements, the development team was able to determine the
stack of technologies that will be used during the coding stage.

Overall, BUD phase took about one month to complete. During this time,
the general roadmap of the project was constructed, the development and UX
teams got an understanding of the future work, and initial requirements were
gathered, which was enough to start the development.

4.2 Iterative Agile Development Phase

After completing BUD phase, the author started to conduct interviews with
real people who resembled some type of personas that were mentioned above.
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During the interviews, the author asked questions regarding their pains during
the search for MOOCs and what features they would expect from a service that
provides access to all the possible online courses at one place. The most common
requirements were:

– wide range of available courses
– ease of use
– availability on PC and mobile devices
– ability to sort and filter courses
– ability to read and write feedback about courses

This was a way to validate our requirements and user stories that were con-
structed previously. Also, it gave ground for further ideation that took place
later on.

Simultaneously with the interviews, the UX team started working on UI
design production. Firstly, the author produced paper sketches of the future
interface for the sake of simplicity and speed. During paper prototyping, the
planned design underwent some changes, which was not critical because of the
choice of a prototyping tool.

The design was produced with the help of Figma - a free tool for creating
digital prototypes. The prototypes that were created include:

– search for online courses
– sorting and filtering results
– viewing course information (details, syllabus, feedback)

The development team worked in parallel, preparing software architecture
and design of the system. By the time the software design activities were com-
pleted, the UX team already had the first batch of UI sketches ready for use.

The author transferred materials needed for implementation of the design in
code to the developers to start coding. The author then continued to work on
the design simultaneously with programming work of developers.

As the team worked using Agile practices, every weak at the end of a sprint
there was a team meeting, where the team discussed how the sprint went, what
was done and not done, aroused questions, and plans for the next sprint. The two
teams discussed and assigned priorities to tasks together. The effort estimation
for tasks in the product backlog was done by the development team. Based on
the priorities and effort estimates tasks were selected tasks for the sprint.

During the development of Minimal Viable Product (MVP) by developers,
the author created the design for the rest of the features of EduHub. The design
team worked one step ahead of the developers to ensure that the latter would
always have UI designs ready to work on. The MVP included the following
features:

– possibility to create an account
– profile of the user with personal information and settings
– possibility to leave feedback for a course
– addition of a course to favourite courses list
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– email subscription to a newsletter
– display of top-5 courses of the site

In the end of UI Design stage, the author conducted an ideation session in
order to generate some ideas for additional features of the EduHub which could
be implemented during the future iterations. This ideation session was important
because it allowed to create a post-MVP vision for the product development.

At some stage the team realized the need of administrator panel to control the
content of EduHub service. The team (as current stakeholders) discussed what
features are be needed to be available in the administrator panel. After collecting
all the requirements, the author implemented the administrative service using the
same principles as for the EduHub service - simplicity and focus on functionality.

When the UI design for the MVP product was finished, the UX team started
to develop the product metrics. It was important to create the metrics before
the MVP was ready to asses how the product meets user requirements when it
would be ready. Having the metrics and results of testing, it is much easier to
make improvements.

When the MVP was ready, the author started conducting usability testing to
find out if the site is understandable, convenient, and most importantly meets
the requirements of the users.

For the sake of usability testing, 20 people who are similar to our target
audience were selected. 15 people were students and young specialists who search
for online courses for their studying process, other 5 were people who just enjoy
self-learning and use online courses to learn something new, not for their job.

The interviewees were given 14 tasks:

1. look through top-5 courses on the main page
2. sign up for a newsletter on the main page
3. search for a course from the home page of a site
4. when results of the search are shown, filter the search to display only free

courses
5. select a course that a user likes and go to its details
6. look through the description, syllabus, and feedback
7. go to the site-provider of the course to learn it
8. create an account on the site
9. search for a new course and add it to favourite courses

10. leave feedback for this course
11. go to your profile and look at your favourite courses. Unmark a course from

favourites
12. go to settings and add your personal information
13. reset your password
14. log out from your account

While the subjects were performing the tasks, the author observed their
behaviour and actions. All the respondents were able to fulfill the tasks cor-
rectly and under acceptable time. This can be explained by the fact that all the
interviewees were active Internet users and the site utilizes habitual UX design
patterns that most of the Internet users have already encountered.
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5 Evaluation and Discussion

This section describes the results of the work done and some insights that were
received during the project.

5.1 Results

In this section the author enumerates the problems encountered during the
project and their possible solutions and the insight that can be useful for the
similar projects.

At the initial stage of the project, the UX team worked alone. The reason
for it was that user and market research had to be conducted to verify the
initial hypothesis before any design and development effort could take place.
The hypothesis was that there is a need for an online course aggregator, i.e.
online learners are having difficulty with searching for online courses due to a
big number of learning platforms and course options. This is the essence of BUD,
and the exact circumstance for it to be applied.

During the initial research phase, the UX team faced a problem that there
was not enough secondary information (from some other sources) about online
education situation in Russia, so the team had to collect it as primary informa-
tion (from own research). Due to this situation, it took more time for the initial
research than it was planned.

The development team was more or less idle during the initial research stage.
Since EduHub is an academic project, the development team took advantage
of this period to explore the solution space in terms of the state-of-art archi-
tectural designs that could be applied during the project. In industrial cir-
cumstances, it is a question whether the development team should even be
hired/formed/onboarded before the initial user and market research stage pro-
duces a conclusive result in regards to hypothesis validation.

Requirements elicitation and documentation has been done through col-
laboration between the development and UX teams. Starting from this stage
the development team could be heavily involved with the project without idle
periods.

It is healthy to have both teams collaborating during the production of func-
tional and quality requirements (product backlog) since the development team
can assess and estimate the effort needed for developing the functionalities, while
the UX team can deal with the prioritization of backlog items.

It should be recognized that BUD in its essence is a sequential approach
(and sometimes looks like a Waterfall development model), but this is not a bad
idea for kick-starting the project. Once the initial set of requirements is in place,
the Agile stage begins, which means that Agile practices can prevail within the
development process from this point on.

The gathered and documented requirements were just the initial set, and
there was no intention to freeze the requirement and refuse change. They were
just a fulcrum that gave a direction for further actions. And the UX team took
all the advantages of the agile principle of welcoming changes in the project.
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Having the initial set of requirements ready, the development team took
their time to make basic architectural choices fitting the project’s context and
to decide on the appropriate technological stack. The UX team used this time to
produce initial UI sketches so that the development team would have the design
to implement in the code. This is relevant in the case of software products with
graphical user interface. In a similar manner, the UX team was timely supplying
the necessary designs to the development team to avoid delays and bottlenecks.

Once the UI designs require less time and effort from the UX team, the
designers have to be creative to keep themselves busy until the MVP arrives. The
UX team worked on the vision of the future features of EduHub (Ideation session,
additional user interviews), as well as developed the metrics for assessment of
MVP.

MVP allowed the UX team to conduct further Usability Testing, collect ana-
lytics and test the hypotheses that were created during Ideation.

6 Conclusions and Future Work

This section presents the overall conclusions about this research and some plans
for the future work.

6.1 Conclusion

In this paper, we have implemented an online course aggregator called EduHub.
Two teams were working on that project - UX team and development team. To
guide and synchronize a workflow between two teams UCD and ASD method-
ologies were used. To glue UCD and ASD together, the author proposed to use
BUD technique. But the original description of BUD did not fully satisfy UCD
process activities and the author had to improve and complement the original
BUD method.

To ensure compliance with the fourth step of UCD (evaluation of design
against requirements) the author proposes to use usability testing after complet-
ing MVP. After that, usability testing can be conducted after any newly added
feature.

Overall, we can say that the study is successful. The author with the team
achieved the desired results and fulfilled the goal of the project.

We can conclude that application of Big Upfront Design technique for com-
bining UCD and Agile brought beneficial results and allowed to follow the guide-
lines of both methodologies.

The only disadvantage (though it actually can be an advantage) is that one
has to spend some additional time at the beginning of a project for a BUD stage
to do preliminary research. This time which UX team spends can be used for
searching of developers or deciding on technology stack for the project.
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6.2 Future Work

In the future, the author plans to conduct more diversified usability testing,
because due to the tight schedule and academic purpose of the research the
author had to test students and employees of their university. Since interviewees
were from one city and initially predisposed to active Internet usage, the results
can be biased.

As a future development of the project, the author and the developers plan
to introduce additional features which were extracted from user interviews and
created during an Ideation session. One of such features is the introduction of
study plans - roadmaps containing a list of courses needed to learn a profession.
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Abstract. A decent characterization of the occurrence of service
requests (SRs) for modification is extremely important for software com-
panies because the resolution of SRs is a time and resources consum-
ing process. Software reliability growth models are used in this study
to describe SRs arrivals in three open-source mobile operating systems.
The systematic literature review was held for purpose of the investiga-
tion of two research questions. First, possible methods for constructing
confidence intervals for parameters of the software models. Second, mea-
suring the stability of the model to errors in data collection. Confidence
intervals were found for model parameters using a bootstrap method.
Confidence intervals of estimations support more accurate effort predic-
tion and release time estimation. These predictions have great impor-
tance for the software development managing process. Verification of the
model resistance to human errors in collecting data was conducted with
the application of Monte Carlo simulation with Gaussian noise.

Keywords: Software reliability · Software reliability growth models ·
Bootstrap · Monte Carlo simulation · Confidence intervals

1 Introduction

The software has become an essential part of business processes and software
systems’ vulnerabilities and breakdowns might cause unwanted effects on busi-
ness operations. To reduce the risk of such breakdowns, it is crucial to efficiently
predict the behaviour of software systems. Also, to make justified decisions for
the resolution of service requests (SRs) caused by the systems’ potential break-
downs, project managers need to estimate the number of service requests. The
proper estimation of the service requests enables better planning, recognizing the
bottlenecks, resource allocation, and precise estimation of the time for the sys-
tem to become ready to release [7,16,33]. One approach to predict the system’s
behaviour and supply the necessary estimations is by way of obtaining the confi-
dence intervals for parameters of the software reliability growth models (SRGMs).

Previous research efforts used stochastic differential equations [20,21,34],
Bayesian method [35] and adaptive testing [36] for finding the confidence inter-
vals. Though the said methods proved to perform well each on the specific data
c© Springer Nature Switzerland AG 2021
G. Succi et al. (Eds.): ICFSE 2021, CCIS 1523, pp. 63–83, 2021.
https://doi.org/10.1007/978-3-030-93135-3_5
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distribution, none of them can perform independently from the data distribution.
Hence, in this research project, we aim to find ways to determine the confidence
intervals of the estimations of SRs and investigate the sensitivity of the models
to errors in collecting data. We believe that the outcomes of this research will
enable managers to make more accurate calculations of the reliability of software
systems [1,9–12,18,19,22,26,28,31,37,38,41,42,46,47,51,52,57].

To this end, we constructed confidence intervals by using the bootstrap
resampling method. Unlike previously used methods [8,13,14,32,40,45,48,49,
53,55,56,58,59,62–65,67], the suggested method requires no assumptions about
the distribution of the input data; this means we can define reliability for the
data with any distribution.

2 Background

2.1 Identification of the Relevant Literature

Confidence intervals are used in the different fields such as medicine [2,39,43],
system dynamics [15], mediation modeling [50,69], etc. In this study, we will
cover only the usage of confidence intervals with implications in the software
measures and software models.

The following sections explain the procedure of the Systematic Literature
Review (SLR): identification of the research questions, explanation of the search
procedure and queries, listing inclusion and exclusion criteria. These sections
also provide answers to the research questions of the literature review.

To identify the primary studies that address the topic of our SLR we formu-
lated the research questions (RQ):

RQ1: How is it possible to construct a confidence interval for typical software
measures and software models?
RQ2: How is it possible to describe the error in collecting software measures
and understand its implication in typical software models?

In the search process, Google Scholar and Springer Link search engines were
used. The original search string for RQ1 was:

(’construct’ OR ’build’) ’confidence interval’ AND ’software measure-
ment’

The search string for RQ2:

(error OR ’margin of error’) AND collect* AND ’software measure*’
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Table 1. Identified keywords

Area Keywords

RQ1 Confidence interval, sample statistic, bootstrap, software measures,
software models, confidence interval for typical software measures
and software models, confidence interval for software measures

RQ2 Margin of error, error in collecting software measurement,
implication of error in software models

For each RQ, the keywords were extracted and the proper search queries
were specified using the keywords. The overall web were inspected using Google
engine. The resulting keywords are shown in Table 1. After searching and retriev-
ing the set of potentially interesting papers, we have applied the following inclu-
sion and exclusion criteria on the set.

Inclusion Criteria

– Type of intervention: Articles that are oriented on software measures and
software models

– Type of outcome: Described methods and approaches for building confidence
interval

– Topic/scope: Software reliability growth models
– Language: English
– Type of publication: Original research, book, review research, papers

Exclusion Criteria

– Any paper that fails to meet any of the inclusion requirements
– Papers that do not have the full text will be excluded

These criteria have been applied in three phases leading to a final selection of
eighteen papers (Table 2):

Phase 1: All publications were evaluated by title and abstract.
Phase 2: The result was renewed considering introduction and conclusion.
Phase 3: A final selection was performed based on a full-text analysis.

Then, we have analysed the results following the guidelines:

– The tags which characterise each publication in terms of the topic that it
covers were added.

– All papers were separated according to their affiliation to RQs.

We used Zotero research assistant, where we store all found publications.
Figure 1 shows the distribution of papers by year.
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Table 2. Filtering results

RQs Phase 1 Phase 2 Phase 3

RQ1 33 20 9

RQ2 30 14 9

Total 63 34 18
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Fig. 1. Distribution of papers by years

The data extracted from the reviewed papers were:

– The research question(s) of the study
– The authors of the research
– The summary of the research
– The gaps in the research and the areas of further studies

We manually searched 63 papers. After the second stage of the filtering, we
had 34 papers. After the third stage, we rejected some papers due to lack of
relevance to our study and fully analysed 18 papers. The full list for the Final
review for each RQ is presented in Tables 3, 4. In Fig. 2 we can see a distribution
of papers across conferences. The distribution of studies per journal is depicted
in Fig. 3.

2.2 Existing Techniques for Constructing the Confidence Intervals

For purpose of constructing the confidence intervals, we studied previous
researches on this topic. We found out that confidence intervals are used in:

– Software Reliability modelling [20,21,25,34–36]
– Software Effort estimation [5,44]
– Optimal Release Time estimation [21,25]

There are several methods for estimation of confident intervals for software
metrics. The construction of confidence intervals for reliability assessment and
Optimal Release Time estimation can be done with:
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Fig. 2. Distribution of papers by conferences

– Bootstrap methods [25,60]
– Stochastic differential equations [20,21,34]
– Bayesian method [35]
– Adaptive testing [36]

For effort estimation the following methods are used:

– Ridge Regression Conformal Predictors [44]
– Robust Confidence Intervals [5]

Skylar et al. in the work [60] evaluate different bootstrap metrics for the
calculation of the confidence intervals of the basic software metrics [17]. It was
found that confidence intervals for median, mean, and Spearman correlation
coefficient were accurately estimated. The confidence intervals for variance and
kurtosis were underestimated. In contrast with our work, Skylar et al. do not
apply the bootstrap method in the case of software reliability models.

Inoue et al. [25] discuss a bootstrap method for estimating confidence inter-
vals of software reliability and cost-optimal software release time. For this pur-
pose, the authors utilize the discretized exponential software reliability growth
model. The mentioned model is the discrete analogue of the continuous-time
exponential software reliability growth models, that our research is focused on.

Unlike previous researches that used stochastic differential equations [20,21,
34], Bayesian method [35] and adaptive testing [36], our method do not require
assumption about distribution of the data.

In papers [5,44] the machine learning methods are applied for finding the
confidence intervals of effort estimation. Though, we concentrate on defining the
confidence intervals for parameters of software reliability growth models. These
parameters denote the number of SRs and the speed of their detection.
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Fig. 3. Distribution of papers by Journals

2.3 Overview of Methods to Describe the Error in Collecting
Measurements

We found that measurement error can be calculated by:

– Multiple Imputation (MI) and its extension Multiple Overimputation (MO)
[3,4]

– Generalized linear models [24]

Measurement uncertainty can be found according to the:

– “Guide to the Expression of Uncertainty in Measurement” (GUM), Convolu-
tion method and Monte Carlo method [6]

– Analysis of variance (ANOVA) [30,54]
– An extension of UML and OCL types [66]

Blackwell et al. proposed the MI and MO methods [3,4] to handle observed
data measured with error. The MI and MO methods can be used when the degree
of measurement error can be analytically determined. In our case, the goal is to
find the degree of measurement error. Thus, we chose a different method to reach
our goal.

Hardin et al. introduce additive measurement error in a generalized linear-
model context [24]. However, we consider non-linear models in our work.

The GUM, convolution and Monte Carlo methods were evaluated in [6] for
estimating the uncertainty for individual measurement processes errors. All three
methods can be used and showed comparable results.

Also, uncertainties arising at different stages of a measurement process can
be estimated using analysis of variance (ANOVA) on duplicated measurements
(Table 5).
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3 Method

3.1 The Proposed Methodology

1. Collect data about defects from the issue tracking system.
2. Fit SRGM curve with collected data.
3. Find confidence intervals of parameters of the software model with a boot-

strapping method.
4. Check model sustainability to errors in collecting data by conducting Monte

Carlo simulation.

3.2 Software Reliability Growth Models

Software reliability growth models [68] account for indicating the number of
cumulative failures that may be found after the software was released and thus
can specify the time when the software is ready to be released. SRGMs con-
tain concave and S-shaped models. Concave models are described with concave
function. S-shaped models are formulated by convex function and after reaching
maximal error-detection point by concave function. S-shape models are justi-
fied by peculiarities of the software testing process such as firstly the team does
not know the software in details, it causes a slow process of the defect removal.

Table 3. Studies included in the final review for RQ1

Ref. Authors Year Title Venue

[21] C. Fang, C. Yeh 2011 Confidence Interval Estimation of Software

Reliability Growth Models Derived from

Stochastic Differential Equations

IEEE IEEM

[36] J. Lv et al. 2014 Estimating confidence interval of software

reliability with adaptive testing strategy

JSS

[35] L. Yin, S. Trivedi 1999 Confidence Interval Estimation of

NHPP-Based Software Reliability Models

ISSRE

[34] T. Lee, C. Fang 2013 Confidence Interval Estimation of Software

Reliability Growth Models based on Ohba’s

Inflection S-shaped Model

JIII

[60] S. Lei, M. Smith 2003 Evaluation of Several Nonparametric

Bootstrap Methods to Estimate Confidence

Intervals for Software Metrics

IEEE TSE

[25] S. Inoue, S. Yamada 2013 Interval Estimations of Software Reliability

and Optimal Release Time Based on Better

Bootstrap Confidence Intervals

IEEE IEEM

[20] C. Fang, C. Yeh 2015 Effective confidence interval estimation of

fault-detection process of software reliability

growth models

IJSS

[44] H. Papadopoulos et al. 2009 Reliable Confidence Intervals for Software

Effort Estimation

AIAI

[5] P. Braga, A. Oliveira 2007 Software Effort Estimation using Machine

Learning Techniques with Robust

Confidence Intervals

HIS
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Table 4. Studies included in the final review for RQ2

Ref. Authors Year Title Venue

[4] M. Blackwell et al. 2015 A Unified Approach to
Measurement Error and Missing
Data: Overview and
Applications

SMR

[30] T. Khoshgoftaar 2004 Comparative Assessment of
Software Quality Classification
Techniques: An Empirical Case
Study

ESE

[54] P. Rostron et al. 2020 Confidence intervals for robust
estimates of measurement
uncertainty

AQA

[3] M. Blackwell et al. 2017 A Unified Approach to
Measurement Error and Missing
Data: Details and Extensions

SMR

[60] S. Lei, M. Smith 2003 Evaluation of Several
Nonparametric Bootstrap
Methods to Estimate Confidence
Intervals for Software Metrics

IEEE TSE

[66] A. Valecillo et al. 2016 Expressing Measurement
Uncertainty in Software Models

QUATIC

[29] Joint Committee for
Guides in Metrology

2008 Evaluation of measurement data
- Guide to the expression of
uncertainty in measurement

JCGM

[24] J. Hardin, R. Carroll 2003 Measurement error, GLMs, and
notational conventions

STATA J

[6] S. Castrup 2010 Comparison of Methods for
Establishing Confidence Limits
and Expanded Uncertainties

MSC

When the team have acquainted with the software the defects start to be removed
faster.

In our work we consider the SRGMs described in Table 6 with the respec-
tively mentioned formulas. The Table 6 was adopted from [61,68]. We fit each of
SRGMs curves with data about system failures. By calculating the goodness of
fit metric proposed by [61] we assess the quality of the models.

According to the conducted SLR, the bootstrap method demonstrates consis-
tent results across different metrics. The bootstrap method does not require an
assumption on the distribution of the input data. We use the bootstrap method
for constructing confidence intervals of parameters a, b, c in Software reliability
growth models.
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Table 5. Summary of findings for RQs

Research question Summary of findings

RQ1: Construction of
confidence intervals

The construction of CI for reliability assessment
and optimal release time estimation can be done
with:

– Bootstrap methods
– Stochastic differential equations
– Bayesian method
– Adaptive testing

For effort estimation the following methods are
used:
– Ridge Regression Conformal Predictors
– Robust Confidence Intervals

RQ2: Ways of description
of the error in collecting
software measurement

Measurement error can be calculated by:
– Multiple Imputation and its extension Multiple
Overimputation
– Generalized linear models

Measurement uncertainty can be found according
to:

– “Guide to the Expression of Uncertainty in
Measurement”, Convolution method and Monte
Carlo method

– Analysis of variance
– An extension of OCL and UML types

Parameter a usually represents a total number of SRs, parameters b and c
describe the speed of receiving SRs. It should be noted that parameters b and c
are not comparable between models due to their different impacts on the models.

For evaluation of sensitivity to human mistakes, we use Monte Carlo simu-
lation with added Gaussian noise represented in the number of service requests.

3.3 Collected Data

We use data from issue tracking system about service requests (SRs) for modifi-
cations in three open-source mobile operating systems: Tizen1, CyanogenMod2

and Sailfish3. SRs arise during the development process, code reviews and test-
ing phase. Our data contain SRs on the early usage stage of the software. We
have an assumption that all SRs influence the system equally.

The projects are written in multiple programming languages, such as Java,
C, C++. The sizes of the projects are 97,041,969 lines of code (LOC) for Sailfish,

1 https://bugs.tizen.org/.
2 https://jira.cyanogenmod.org/.
3 https://bugs.nemomobile.org/ and https://bugs.merproject.org/.

https://bugs.tizen.org/
https://jira.cyanogenmod.org/
https://bugs.nemomobile.org/
https://bugs.merproject.org/
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Table 6. Software reliability growth models

Model name Model type Formula

Goel-Okumoto (GO) Concave a(1 − e−bt), a ≥ 0, b > 0

GO S-Shaped (GoS) S-Shaped a(1 − (1 + bt)e−bt), a ≥ 0, b > 0

Logistics (L) S-Shaped a
(1+be−ct)

, a ≥ 0, b > 0, c > 0

Hossain-Dahiya (HD) S-Shaped a (1−e−bt)

(1+ce−bc)
, a ≥ 0, b > 0, c > 0

Weibull (W) S-Shaped a(1 − e−btc), a ≥ 0, b > 0, c > 0

W more S-Shaped (WS) S-Shaped a(1 − (1 + btc)e−btc), a ≥ 0, b > 0, c > 0

Yamada Exp. (YE) Concave a(1 − e−b(1−ect)), a ≥ 0, b > 0, c > 0

Yamada Raleigh (YR) S-Shaped a(1 − e−b(1−e
−c t2

2 )), a ≥ 0, b > 0, c > 0

122,166,906 LOC for Tizen and 50,523,609 LOC for Cyanogen dataset as men-
tioned in [27]. For the Sailfish operating system, we have data from two projects
- Sailfish-Nemo and Sailfish-Mer. The information about SRs was transformed
into a cumulative number of SRs per date. Then, data were normalized to reach
the convergence faster.

3.4 Implementation of Software Reliability Growth Models

We are fitting SRGM curves by using the nlstools package4 in R language.
We fit SRGM to the dataset with nonlinear least-squares Levenberg-Marquardt
(nlsLM). The formula is transformed into a function that returns a vector of
residuals whose sum of squares is minimized by nlslm. The optimized parameters
are then transferred to nlsModel in order to obtain an object of class ’nlsModel’.
The least-squares problems appear in the situation of fitting a parameterized
mathematical model to a set of data points by minimizing an objective expressed
as the sum of the squares of the errors between the model function and a set of
data points.

The Levenberg-Marquardt algorithm [23] couples two numerical minimiza-
tion methods: the gradient descent algorithm and the Gauss-Newton algorithm.
In the gradient descent method, the sum of the squared errors is reduced by
updating the parameters in the steepest-descent direction. In the Gauss-Newton
method, the sum of the squared errors is reduced by assuming the least-squares
function is locally quadratic in the parameters and finding the minimum of this
quadratic. The Levenberg-Marquardt method acts more like a gradient-descent
method when the parameters are far from their optimal value, and acts more
like the Gauss-Newton method when the parameters are close to their optimal
value.

4 https://cran.r-project.org/web/packages/nlstools/nlstools.pdf.

https://cran.r-project.org/web/packages/nlstools/nlstools.pdf
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3.5 Bootstrapping and Building Confidence Intervals

We apply bootstrap resampling [25] by using nlstools package in R. The mean-
centered residuals are bootstrapped 100 times. The bootstrap method creates
multiple resamples (with replacement) from a single set of observations, and
calculates the effect size of interest on each of these resamples. The bootstrap
resamples then can be used to determine the 95% CI. The resampling distribution
of the difference in means approaches a normal distribution. This is due to the
Central Limit Theorem: a large number of independent random samples will
approach a normal distribution even if the underlying population is not normally
distributed.

Bootstrap resampling provides two benefits. First, there is no need to assume
that our observations, or the underlying populations, are normally distributed.
The resampling distribution of the effect size will approach normality because of
the Central Limit Theorem. Second, easy to build the 95% CI from the resam-
pling distribution.

4 Evaluation and Discussion

4.1 Curve Fitting

The results of the fitting process are depicted in Fig. 4, 5, 6, 7 for each dataset.
Time in days and cumulative number of SRs were normalized for reaching con-
vergence faster.

According to empirical results, we can conclude that for Tizen and Cyanogen
datasets models L, YR, HD, W, WS succeed in fitting the data. Models GO,
GoS and YE do not show acceptable results. Because of this reason, we do not
consider GoS model in our evaluation of confidence intervals for each dataset.
Models GO and YE we do not evaluate on Tizen and Cyanogen datasets.

Fig. 4. Fitting cumulative normalized SRs in Tizen dataset with SRGMs
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Fig. 5. Fitting cumulative normalized SRs in Cyanogen dataset with SRGMs

Fig. 6. Fitting cumulative normalized SRs in Sailfish-Nemo dataset with SRGMs

Fig. 7. Fitting cumulative normalized SRs in Sailfish-Mer dataset with SRGMs



An Analysis of the Sensitivity of Software Reliability Growth Models 75

We chose the metric Goodness of fit (GoF) for the evaluation of fitting results.
The goodness of fit shows how well the model fits the data. The unit used for
GoF in Table 7 is the number of SRs. This criterion is measured using the root
mean square error, the standard deviation of residuals.

For Tizen and Cyanogen datasets Logistics model demonstrates the best
values for GoF. For Sailfish-Nemo and Sailfish-Mer the WS model indicates the
best results. For Sailfish datasets all models are showing comparably similar
results and fitting the data well. For Tizen and Cyanogen datasets models GO,
GoS, YE displayed the worst results that make a sign that these models do not
fit the data properly. In Table 8 the ranking of the models is presented according
to the Goodness of fit metric.

Table 7. Goodness of fit for each dataset

Model Tizen CyanogenMod Sailfish-Nemo Sailfish-Mer

GO 470.0 1031.0 49.9 98.5

GoS 471.5 1033.6 51.3 105.9

L 84.8 314.6 45.0 116.0

YR 202.8 570.4 44.2 124.3

HD 95.3 355.6 43.4 93.2

W 128.7 431.8 43.7 92.9

WS 143.9 486.0 42.4 92.2

YE 474.3 1038.7 49.9 95.5

Table 8. Ranking of SRGMs according to goodness of fit metric

Tizen CyanogenMod Sailfish-Nemo Sailfish-Mer

1 L L WS WS

2 HD HD HD W

3 W W W HD

4 WS WS YR YE

5 YR YR L GO

6 GO GO YE GoS

7 GoS GoS GO L

8 YE YE GoS YR

4.2 Confidence Intervals Evaluation

In Tables 9, 10, 11, 12 we demonstrate the built 95% confidence intervals for
parameters a, b, c (if available) for each dataset. The tightest confidence intervals
are encountered with the Logistics method across all datasets for parameter a.
The widest confidence interval was noticed in model YR for Tizen, Sailfish-Nemo
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and CyanogenMod datasets. In Sailfish-Mer the widest CI is produced by HD
model. Parameters b and c are not comparable between models because their
interpretation varies in different models.

Table 9. Confidence intervals for parameters of SRGMs in Tizen dataset

Model a(2.5%) a(97.5%) b(2.5%) b(97.5%) c(2.5%) c(97.5%)

L 5538 5563 49,46 51,65 8,15 8,25

YR 6174 6278 73,20 263,98 0,02 0,07

HD 5583 5610 7,68 7,80 37,73 39,87

W 5525 5572 4,71 4,94 2,58 2,63

WS 5650 5713 5,65 5,89 1,65 1,69

Table 10. Confidence intervals for parameters of SRGMs in CyanogenMod dataset

Model a(2.5%) a(97.5%) b(2.5%) b(97.5%) c(2.5%) c(97.5%)

L 11256 11352 51,13 55,83 7,90 8,10

YR 12569 12915 62,79 267,42 0,06 0,36

HD 11287 11409 7,58 7,86 41,36 47,07

W 11036 11169 4,87 5,28 2,73 2,82

WS 11302 11487 5,70 6,07 1,73 1,80

Table 11. Confidence intervals for parameters of SRGMs in Sailfish-Nemo dataset

Model a(2.5%) a(97.5%) b(2.5%) b(97.5%) c(2.5%) c(97.5%)

GO 854 868 3,28 3,44

L 765 772 11,43 13,35 12,26 12,98

YR 781 921 1,84 4,73 8,02 18,55

HD 781 789 8,29 9,00 3,09 3,90

W 792 799 6,35 7,02 1,35 1,42

WS 797 808 7,23 7,86 0,90 0,94

YE 857 878 16,70 165,77 0,02 0,20

4.3 Sensitivity of the Models

The process of data collection can be influenced by human errors. We assessed
the resistance to errors in collecting data by one of the methods mentioned
in RQ2. We conducted a Monte Carlo simulation with Gaussian noise with a
standard deviation varying from 1 up to 800 errors. The simulation is executed
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Table 12. Confidence intervals for parameters of SRGMs in Sailfish-Mer dataset

Model a(2.5%) a(97.5%) b(2.5%) b(97.5%) c(2.5%) c(97.5%)

GO 1082 1116 2,65 2,85

L 993 1022 3,79 4,39 5,62 6,23

YR 920 1246 1,33 7,48 4,83 21,83

W 1633 2380 0,61 1,09 0,62 0,71

WS 1674 2460 1,50 2,18 0,38 0,45

YE 1145 1972 0,91 9,03 0,31 1,80

Fig. 8. Monte Carlo simulation for Tizen dataset

Fig. 9. Monte Carlo simulation for CyanogenMod dataset
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Fig. 10. Monte Carlo simulation for Sailfish-Nemo dataset

Fig. 11. Monte Carlo simulation for Sailfish-Mer dataset

for each value of standard deviation 100 times. From every simulation, we find the
parameters of the model. We check if the parameters fall inside 95% confidence
intervals of the original models, we evaluate percentile.

We apply the Monte Carlo simulation technique only to models that showed
sensible results in previous steps of the research such as the empirically valid fit
of the data points and positive values for parameters of the models.

In Figs. 8, 9, 10, 11 the x-axis is the standard deviation of the added noise,
expressed in the number of errors. The y-axis represents the percentage of the
total number of simulation runs, for the given standard deviation, with the
parameters of the resulting model within the confidence interval.

For the Tizen dataset, all the evaluated models have good resistance to noise
up to standard deviation equals to 50 errors, the percentile is bigger than 95.
For Cyanogen dataset the standard deviation of 43 errors is an acceptable level
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of noise to not significantly influence the model. The standard deviation of fewer
than 66 errors let all models in the Sailfish-Nemo dataset stay in the 95 percentile.
For the dataset Sailfish-Mer, 49 errors in standard deviation value of noise is
possible to resist. Basically, the models with wide confidence intervals show the
strongest resistance to the noise (YR model). However, such models are not
highly useful in giving valuable information about the occurrence of failures.

5 Conclusion

In this work, we used a non-linear least squares technique to model software reli-
ability curve. We applied bootstrap method to construct the confidence intervals
of estimations of the software reliability growth models. We tested our method
on datasets of SRs that appeared in the three operating systems.

For Tizen and Cyanogen datasets Logistics model demonstrates the best
values for the goodness of fit. For Sailfish-Nemo and Sailfish-Mer the WS model
indicates the best results. The worst results for the goodness of fit metric are
shown by GO, GoS and YE models for Tizen and CyanogenMod datasets.

With the usage of the bootstrap resampling technique, we found confidence
intervals for parameters of the SRGM models. The Logistics model showed the
tightest confidence intervals across all examined datasets for parameter a that
indicate information about the number of failures. The widest confidence inter-
vals are produced by GO, GoS, YE for Tizen and CyanogenMod systems. For
the Sailfish project, the YR and HD models displayed the widest confidence
intervals.

After testing on all datasets, models L and WS appeared to be the best
performing models in terms of GoF, confidence intervals range and resistance
to errors in collecting data. The worst performing models are GO, GoS, YE for
Tizen and Cyanogen datasets, YR and HD for the Sailfish dataset.

We assessed the sensitivity of the models by conducting a Monte Carlo sim-
ulation with added noise. All models showed acceptable results and were able to
resist mistakes with a standard deviation of up to 50, 43, 66, 49 errors for Tizen,
CyanogenMod, Sailfish-Nemo and Sailfish-Mer datasets, respectively.

The assumption of this study is that the number of releases equals one. This
assumption provides an opportunity for further research on multi-stage models
with several releases.
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Abstract. The influence of design decisions on quality characteristics
has been studied extensively in research with various viewpoints, aims,
measurements, and quality attributes, resulting in contradictory and
difficult-to-compare conclusions. Until now, the results on the effect of
design patterns on software quality are controversial. There are two
objectives of conducting this study. The first one is to analyze the impact
of design patterns on software quality. The second is investigating the
approaches used for detecting design patterns. All the analysis is done
with the use of a technique called systematic literature review (SLR).
The SLR findings demonstrate that pattern documentation, pattern class
size, and pattern dispersion degree have a significant effect on the quality
of software. Similarity scoring, graph-based, and machine learning-based
approaches are the existing proposed methods for detecting design pat-
terns. The results have shown that there is a need for benchmarking
design patterns detection proposed approaches.

Keywords: Software design · Design patterns · Quality assurance ·
Software development

1 Introduction

Object-oriented design decisions were presented in the1990 s as a systematic list
of typical solutions to ordinary design problems, and are examined as a level
of “good” projects [12]. Alexander[3] first presented the concept of patterns in
the architecture area. Later Gamma et al. [12] also known as the gang of four
(GoF), modified design patterns idea to match with product design in the field of
software development. The researchers [12] listed 23 design decisions, categorized
by two factors namely: purpose and area. Purpose, describes the motivation
of the design pattern. Area, determines the level on which a design pattern
is implemented (class or object level). Using the two aforementioned factors
the gang of four proposed three main categories of design patterns: behavioral,
structural, and creational patterns.

The use of design patterns over the years has proved to be an important
aspect of software development. In [12], the researchers offer that using determin-
ing product design decisions provides simpler reusability and easier possibilities
c© Springer Nature Switzerland AG 2021
G. Succi et al. (Eds.): ICFSE 2021, CCIS 1523, pp. 84–96, 2021.
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to support, clearer implementation, and more flexible scopes. Here it is impor-
tant to illuminate that Gang of Four patterns are not the only design decisions
in existing literature related to software development.

There also exist a number of design decisions from different scopes, such
as game design patterns, computational patterns, computational patterns, and
others. Many researchers have been taken attempts to analyse the influence of
GoF decisions on product quality in recent years. Exploring the existing papers
on the impact of design solutions application on program quality produces con-
tentious outcomes. Up to this day, researchers tried to explore the results of
design patterns application concerning software conditions through experimen-
tal techniques, such as surveys or case studies, but due to results leading to
various directions, reliable conclusions cannot be made. As introduced in [8]
and [1], design solutions suggest developing patterns for common tasks that can
be performed with easier solutions.

The aim of paper is to analyse the influence of different design decisions on
the quality of software and existing approaches for design patterns detection. To
reach our goal we conduct a systematic literature review that aims to answer
the following research questions:

1. RQ1: When design patterns are applied, what confounding circumstances,
practices, or programming structures impact quality attributes?

2. RQ2: What are the quality attributes that are examined and measured, and
what are the metrics that are employed?

3. RQ3: What is the link connecting design patterns and software quality?
4. RQ4: What are the existing design patterns detection approaches?

The rest of this paper is organised as follows. Section 2 presents background
information on software Design Patterns and their relationship to software qual-
ity. Section 3 describes methodology that was taken for conducting this research.
The literature review approach is discussed in detail, listed different steps.
Section 4 gives answers to research questions and discusses the quality impact
of Design Patterns. The paper is concluded Sect. 5 where future works are also
outlined.

2 Background and Related Works

2.1 Design Patterns

A design pattern in software engineering is a typical repeatable solution to a
frequently arising issue in product design. A design decision is not a complete
solution that can be modified straight inside the code. Pattern is a template for
resolving a difficulty that can be applied in a multiplicity of cases. Developers
can observe the details of the pattern and create a solution that comes to the
realities of the task.

Area of design decisions has been extensively explored in the realm of software
and has been shown to increase knowledge conversion [32]. Design patterns can
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assist software developers in creating better software. Design patterns also cap-
ture the experience, offer a consistent glossary for computer scientists through-
out range boundaries, and improve software documentation [33]. According to a
study conducted by Mcnatt [22], software design decisions are considered as one
of the most significant pieces of knowledge for software professionals. Study [20]
of researcher Lanza contains the most well-known collection of software design
templates.

2.2 Software Quality

Software quality refers to whether or not a piece of software meets its specifica-
tions. It is customary to call two types of software requirements - (1) functional
and (2) non-functional.

Functional Requirements define what it should be able to perform. Exam-
ples of how can such requirements look like are: computations, data processing,
data manipulation technical details. All of them are about the process of achiev-
ing some desired objective.

Non-Functional Requirements express the way which system was per-
forming how a system should perform. Non-functional criteria, often called as
“quality characteristics”, include disaster recovery, privacy, portability, security,
usability, and supportability.

Software quality is influenced by a number of variables[27]. We will go
through the most essential components of software quality, as well as some prac-
tical techniques to measure them, so one can make sure the whole code put into
production meets its goals. The ISO software quality model is an excellent place
to start when learning about software quality. To achieve a comprehensive pic-
ture of software quality, integrate the quality characteristics mentioned in this
model with additional relevant criteria.

ISO 25010 Quality Model. The ISO 25010 software quality model [10]
includes the following eight quality characteristics:

1. Functional Suitability: indicates the rate to which a system performs func-
tions that fulfill established and inferred demands.

2. Performance efficiency: measures how well a system performs in relation
to the number of resources it consumes under certain circumstances.

3. Compatibility: The rate to which a system can interact with other compo-
nents or execute its tasks during dividing the one environment among them.

4. Usability: The Degree to which a system can be used by specified users to
achieve given goals with efficiency and effectiveness in a specified place of use.

5. Reliability: The extent to which a system executes defined functions for a
set amount of time under specified conditions.

6. Security: The rate to which a product secures data so other components
have the proper level of data access for their degrees of permission.
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7. Maintainability: This feature denotes an ease with which a product or
system may be updated to enhance or rectify changes in environment or needs.
This quality attribute is the most analyzed by researchers in their papers.
They state the connection between the positive impact of design patterns
and this quality attribute.

8. Portability: The rate at which a product may be moved efficiently from one
place to another.

CISQ Quality Model. Another popular quality model is CISQ. Researchers
actively investigate the importance of its attributes for the quality of software.
To supplement the level of measurement in ISO 25010, CISQ has defined source
code level measures of four quality characteristics:

1. Maintainability: The simplicity with which one may alter the system, fit
it for new uses, and move it from one developer to others is known as main-
tainability [31]. Software is maintainable when it follows software architecture
guidelines and uses consistent code across the program.

2. Performance efficiency: The utilization of resources by an application and
how it influences user happiness, scalability, and time for response is referred
to as performance efficiency. Performance efficiency is aided by design and
architecture.

3. Reliability: The danger of system halting and the strength of a code when
subjected to unforeseen situations are referred to as reliability. There is little
downtime, strong data continuity, and no mistakes that impact customers in
reliable software.

4. Security: of an application is determined by how successfully it protects data
from software breaches. A software system’s security level is determined by
the number and severity of vulnerabilities discovered. Software vulnerabilities
are frequently caused by poor coding and architectural flaws.

3 Methodology

‘A Systematic Literature Review is a way of discovering, analyzing, and under-
standing accessible research related to a certain research topic or phenomena of
concern,’ according to Kitchenham [19]. In this paper, we conduct SLR using
Kitchenham’s principles [19]. The following are the goals of this SLR:

– Identifying conflicting elements that influence design pattern application.
– Identifying if a design pattern’s structure and application have an impact on

quality metrics.
– Identifying the metrics from research estimating the influence of design deci-

sions on quality to evaluate quality characteristics.
– Explain the influence of the design patterns on quality of software and how

to achieve coherence in this approach.
– Explain methods to identifying and measuring the effect of design patterns

on software quality.
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– Identifying and recording challenges to reliability that have been observed in
research evaluating the impact of design decisions on software quality.

The details of the methodology are presented in the following sections.

3.1 Research Questions

The research questions of this Systematic Literature Review are extracted from
the research goals:

– RQ1: When design patterns are applied, what confounding circumstances,
practices, or programming structures impact quality attributes?

– RQ2: What are the quality attributes that are examined and measured, and
what are the metrics that are employed?

– RQ3: What is the link connecting design patterns and software quality?
– RQ4: What are the existing design patterns detection approaches?

Quality in software is frequently stated as a context-dependent term [26].
There are a number of factors to consider in order to produce high-quality soft-
ware. Many factors can affect on the quality of software produced. These issues
cannot and should not be removed when using design patterns. Furthermore,
how developers apply design patterns and their degree of experience might have
an impact on how well they use them. By answering this question, we may learn
about the aspects that researchers considered when analyzing design patterns
from primary studies. We also determine if other criteria should be taken into
account.

The second topic concerns the significance of quality parameters, which aca-
demics believe are linked to the application of design decisions. The area of soft-
ware quality contains numerous aspects, some of which may be mutually exclu-
sive. As a result, we should determine which characteristics may be impacted
by the application of design patterns, and which have been underestimated.
Another key consideration is the measures applied for assessing quality criteria.
Such analysis aids to understand why various research provide varied outcomes.

The response to the RQ3 is expected to help organising future work in terms
of avoiding faults when conducting empirical assessments on the topic of mapping
the impact of design decisions on quality attributes.

Finally, the answer to the fourth research question describes existing design
patterns detection approaches and shows challenges the appeared while investi-
gating this topic in the existing literature.

3.2 Search Process

The investigation was conducted in 2 stages. The initial increment was to
explore appropriate papers with similar topics in digital libraries. Identifying
data sources and selecting search criteria are all parts of this process. The study
selection approach is used in the second stage. The inclusion/exclusion criteria,
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as well as the quality evaluation approach, must be specified in the second phase.
The next sections go into the specifics of these procedures.

Keywords and Resources for Search: Using research questions, we came up
with the keywords and search phrases. In order to conduct the searching process,
we have defined other quarries based on the keywords presented in Table 1.

Table 1. Search keywords

Research questions Keywords

RQ1 Design patterns, quality attributes, practices, programming
structures

RQ2 Quality metrics, quality criteria, quality attributes

RQ3 Design patterns, software quality, impact of GoF patterns

RQ4 Design patterns detection, detection approaches

In order to separate the results of a search process by research questions, I
used different keywords for all of my RQs. The keywords which were used for
conducting a search are presented in the 1.

The following well-known online resources were searched for relevant articles:

– IEEE Digital Library (ieeexplore.ieee.org)
– Wiley Online Library (onlinelibrary.wiley.com)
– ACM Digital Library (dl.acm.org)
– Google Scholar (scholar.google.com)
– Science Direct (www.sciencedirect.com)

The amount of studies received from all the above-mentioned online libraries
is shown in Sect. 4. We searched using above mentioned strings through main
parts of metadata such as title, keywords, and abstract. The interval of years
was restricted from 2000 to 2021, which corresponds to the time range covered
by this work. Because many publications are indexed in many databases (for
example, an ACM/IEEE conference paper), there is a significant percentage of
duplicated articles. It means that similar articles are present on different search
engines. In my research, around 60% of the retrieved articles were redundant.

This is similar to what Chowdhury et al. [6] discovered (∼51% of redundant
articles). According to Aichberger et al. [1], databases Wiley and Google Scholar,
produced similar results of the search to IEEE and ACM. At this point, there
are 717 articles that have been retrieved (after removing duplicates).

3.3 Selection of Primary Research

The following criteria for inclusion and exclusion was used:

– Only peer-reviewed publications release in Scopus are included.
– Include studies that investigate the influence of adopting design decisions on

object-oriented software programming languages, such as Java.
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– Exclude articles about non-GoF [14] design patterns.
– Include only studies written in English language.
– As a primary study, we examine only the journal versions when one article is

published in more than one place[9].

Studies that do not match requirements for inclusion are not accepted. Read-
ing the title of paper, abstract, and keywords determines whether or not an
article is relevant.

From all the retrieved studies based on the search quires, we used the inclu-
sion and exclusion criteria and we were left with 57 papers as a result for deeper
analysis. The remaining papers were then subjected to the quality evaluation
strategy.

The following factors were used to evaluate the 57 potential main studies:

1. The paper contains specific goals that are relevant to our research.
2. The study technique is fully described in the publication.
3. The study defines the factors that are used to assess criteria of quality and

explains their measurement.
4. Threats to validity of research constraints are discussed in this article.

To perform the quality evaluation, one must read the whole text of each
candidate’s primary research. We organized the candidate’s primary papers by
publication date in ascending order to conduct a quality assessment. Starting
with the oldest articles on the list, we compiled a list of potential main studies.
A number of factors influence the number of articles in each category.

4 Results and Discussion

This section presents the results achieved by applying methodologies for exam-
ining the impact of design patterns on the quality of software development.
Applying techniques of conducting a systematic literature review, the process
began with searching for existing articles in online libraries. On the 2 results of
search in each of them are shown.

Removing duplicates, that appeared in different search engines, the resulting
amount of retrieved papers was 717. These 717 were taken for further analysis.
After applying the study quality assessment the number of studies reduced to
57. Visualisation of these results are shown on Fig. 1.

4.1 RQ1: When Design Patterns Are Applied, What Confounding
Circumstances, Practices, or Programming Structures Impact
Quality Attributes?

The software’s quality is influenced by a number of variables. Other elements
that impact the usage of patterns must be found when researching the influence
of design decisions on quality. The factors, programming structures, or practices
that impact product quality in the presence of design decisions are discussed in
the following sections.
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Table 2. Summary of search process

Research
questions

Search engines

ACM-DL IEEE xplore Science direct Google scholar

Hits Relevant Hits Relevant Hits Relevant Hits Relevant

RQ1 423 7 118 6 273 5 460 11

RQ2 352 8 681 14 523 3 160 12

RQ3 265 6 58 19 478 18 398 9

RQ4 197 8 95 3 285 8 542 7
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Fig. 1. Comparing the number of papers before in/ex criteria and after

Documentation: It is hard to overestimate the importance of the documen-
tation for the product development, efficiency and maintenance. Many articles
described the impact of discussing design decisions construction inside the doc-
umentation. Below presented some of them.

Aichberger [1] describes the results of a survey conducted on fifty software
developers on the importance of describing the design solutions used in the
project code. According to the survey, 80% of developers voted for their col-
leagues to describe in detail the reasons for using certain design patterns. Aich-
berger sums it up by talking about the positive effects of documentation and the
strengths of documented code.
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Weyuker [34] outlines the benefit of documentation in terms of maintainabil-
ity. Programs with good quality of documentation tends to decrease the expense
on maintainability. This article clearly conveys the idea that the likelihood of
a developer understanding the code significantly increases, regardless of what
type of documentation was provided to him. The results of the analyzed articles
are similar. All articles have concluded that documentation of design decisions
plays a positive role in the process of improving product quality. Unfortunately,
the studied articles did not analyze the weakness or absence of documentation
of design patterns, which may be a subject for future work.

Design Decisions as Complex Issues: Being a complex systems, design pat-
terns sometimes can negatively influence on the quality of software. Evidence of
such negative impact of design patterns on a system can be found in the existing
literature written by various researchers. For example, Sandhu [29] notes that
the use of code templates can lead to the complexity of changing the imple-
mentation in the future. Further software development slows down and becomes
more costly.

Another aspect of the negative impact of applied design patterns on software
quality can be found in the article [1] written by Aichberger. Researcher discovers
the idea of decreasing modularity by the use of creational design patterns in
code. He shows that applying design patterns in huge programs brings to high
possibility of bugs and defects appearance. The research field of design patterns
is constantly developing, so, there is no answer - what is the reason of defect
proneness, complex systems, or defects proneness [24]. This is a good field for
possibility to expand this work in future.

4.2 RQ2: What are the Quality Attributes that are Examined
and Measured, and What are the Metrics that are Employed?

The topic of quality models and metrics are widely investigated nowadays.
In Sect. 2.2 there were briefly discussed two models - ISO 25010 and CISQ.
Researches are constantly taking attempts on exploring the connection between
quality attributes of these models and metrics. In order to visualize findings of
different researches, we summarised all studies where various quality attributes
were examined by appropriate metrics in Table 3.

Alebrahim et al. [2] assessed the three quality criteria recommended by ISO
25010. Maintainability, performance and correctness are the factors that were
assessed. Quality was evaluated in both libraries and independent apps, accord-
ing to the researchers. The researchers concluded, that the results are contro-
versial. Some design decisions have a larger impact on quality, while others have
the opposite effect.

4.3 RQ3: What is the Link Connecting Design Patterns
and Software Quality?

The link between the study of design patterns and the topic of software quality
can be seen in many articles published between 2000 and 2021. Researchers
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Table 3. Quality attributes summary

Quality attribute Study Metrics

Maintainability [2,5,7,16,21,31] LoC, amount of changes, time for maintenance,
comprehension

Performance [4,11,17,25,36] Number of violation of rules, amount of
changes, time for response

Effectiveness [2,30,31] Faults per class, time for response

Correctness [2,12,31] LoC, coupling, amount of defects

are studying the impact of applying design decisions on the quality of the code
written by the developer. The quality of the code, in turn, is assessed by various
metrics.

Qamar and Nosheen [28], in their article on the impact of design patterns
on complexity and size, noted that metrics as cyclomatic complexity quite suc-
cessfully evaluates the state of the code after the insertion of various design
patterns into it. The researchers summarize by talking about the difference in
results among different types of design patterns such as creational, behavioral,
and structural.

4.4 RQ4: What are the Existing Design Patterns Detection
Approaches?

The field of recognizing design patterns in code has become the subject of study
by many researchers lately. There are many methodologies based on machine
learning, graph analysis, deep learning and others. Scientists note that the great
difficulty in creating an ideal method for recognizing design patterns is the lack
of a benchmark dataset that would allow training the model.

According to [18] the graph-based approach has a limitation in testing on
huge datasets. It was tested only on small cases, there is no certainty that it
will work for large ones with the same accuracy. Gueheneuc and Antoniol [13]
investigated the quality of the learning-based approach in their article. They
outlined the excellence of results of the application of this method on different
size datasets. Though this approach has one important disadvantage - it took a
lot of time to train the machine learning model before it produced an accurate
result.

Moha et al. [23] outlined the importance of the similarity scoring approach
in the field of design patterns detection. The limitation of this method is con-
centrated in the types of design patterns detection, i.e. it is possible to detect
only behavioral and creational patterns. This is explained by the definition of
the Structural design patterns - they are about objects’ interactions [14].

A variety of prediction patterns in the code is widely studied. Each of them
requires different compiling times, datasets of various sizes. Fehmi [15] showed a
distinction between the results of the use of methods in accordance with the size
of datasets. Many approaches have similar challenges [35] in conducting an ideal
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detection process. A benchmark dataset is required for analysis of the accuracy
of the proposed detection methods in order to achieve high precision and recall.
For now - there is no such a dataset. Another important limitation, which refers
to Deep learning approaches - the need for big-size data. In order to train the
machine learning model of design patterns detection, these approaches require a
huge dataset. Creating such a big dataset costs much time and resources.

5 Conclusion

Understanding the effects of using design patterns in the coding process could
be helpful for developers who want to achieve a good quality of the software.
With the aim to investigate and present the effect of using design decisions
in development process, this thesis combines design patterns detection, quality
models analysis, and evaluating the impact of creational design patterns on soft-
ware quality. The thesis work concentrates on studying the influence of design
patterns on the quality of software by applying the methodology of systematic
literature review of the available literature.

Using the aforementioned methods, we came to the results of the work in
the form of answers to research questions. Among them: describing confound-
ing circumstances, practices, and programming structures influencing quality
attributes, which are examined and measured by different metrics. In order to
explore these topics as well as the relationship between design patterns and soft-
ware quality, we conducted a systematic analysis of the available literature, which
led to a result of 717 articles, and after applying the inclusion and exclusion cri-
teria, we received 57 articles that were carefully analyzed. Also, in our analysis
of existing approaches used to detect design patterns in source code, we found a
that there is a lack of benchmark datasets. As future work we plan to compile a
benchmark dataset from open source projects and evaluate the existing design
patterns detection approaches. In addition to compiling a benchmark dataset,
we plan to analyse if there is any energy impact that comes with implementation
of different design patterns.
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Abstract. Agile development, which has been accepted by many organizations
in the area of management and software engineering in the last two decades,
nowadays, tends to become an emerging teaching and learning methodology in
higher education. A great number of educational institutions are offering courses
in programming and software engineering using agile methods, setting aside the
traditional teaching. This paper attempts to point out the impact of agile
methodology in skills’ development on university students. Its aim is to explain
Scum’s application in university students of a computer science program in a
capstone project. It tries to identify the role of agile methods in improving
students’ transversal skills such as communication, collaboration, team cohe-
sion, team self-organization and autonomy, problem-solving, creativity, and
generally project planning skills as well as the need for training in agile
methods. The research is based on a survey concerning a capstone project
implemented by students of Hellenic Open University (HOU). Results indicate
that implementation of agile methods can benefit project team members and help
them develop both their transversal skills and team working characteristics.

Keywords: Agile methodology � Higher education � Transversal skills

1 Introduction

During the last years, a new teaching and learning methodology based on Agile
methodology tends to enjoy acceptance by plenty of educational organizations in
higher education. Agile methods are widely accepted in software engineering industry
as traditional processes in software engineering and information systems development
cannot cope with the increased complexity, constant changes and challenges that occur
in modern software development. Project stakeholders are required to work as a team in
order to deliver higher quality projects in less time [3]. With the great impact and the
growing implementation of agile methodologies such as eXtreme Programming and
their processes such as Scrum and Kanban, graduates can gain the knowledge and skills
needed to be productive and successful in their future professional activity [40].
According to Lang [20], Agile Learning is “the application of the processes and
principles of agile software development to the context of learning”. The use of agile
methodologies can help them to communicate and collaborate better in order to
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overcome the challenges they face in their student project teams [15, 43]. Relevant
researches has shown a great impact of Project-based learning to computer science,
software engineering and information systems students [9, 24, 38] and teaching agile
methods continues to gain prominence for information systems projects [39]. Also, in
software engineering, agile methodologies, as they include continuous communication
and iterative development, can promote knowledge management [21]. Educating stu-
dents in a communicative environment through agile development is a key goal for the
instructors in computer science programs in higher education [19]. It also constitutes a
more dynamic and effective approach to teamwork/project management compared to
traditional management [25]. For these reasons this research implemented a new
didactic approach based on Agile Methodology by engaging students of the computer
science program from HOU in a capstone project, using the Scrum method, as part of
their software engineering/programming curriculum.

In the next section the relative literature of agile concepts in education in general
and of Scrum methodology in particular, as well as their impact in team members skills
are presented. In continuous the research questions set and the research methodology
followed are described in detail. Next, the survey and its results are analyzed both
quantitatively and qualitatively. Finally, conclusions are drawn in the final section.

2 Theoretical Background

2.1 Agile Mindset

Although agile software development has been around over the last decade, imple-
mentation of agile methodologies in a learning and teaching context is in its infancy,
but it has drawn a lot of attention in educational and research conferences. Researchers
emphasize that software engineers need to develop not only technical skills but also a
set of soft skills that are required to make their work more efficient. They also
emphasize the same for the field of education arguing that students have to apply agile
methods to their projects because theoretical lectures are not enough for their personal
development [5]. Traditional teaching and learning produce graduates with skills and
knowledge but don’t provide a context for applying those skills. In contrary, agile
methods provide active learning by having students to work in a way that makes them
to face real problems like they will do on their future jobs [19].

Agile mindset includes a set of methods and procedures that try to engage students
with real world experiences in an iterative team-based approach which focuses on team
communication and interaction. It diffuses the values and principles from Agile
Manifesto [4]. According to it, agile means iterative, quick response to changes,
interactive, incremental development and quick feedback. Quick and continuous
feedback is among the most important principles in Agile, as the enablers learn from
the previous iterations and improve every next iteration, detecting their mistakes early
and fixing them as soon as they can. Creative problem solving is also encouraged by
continuous feedback through sprint retrospective in the Scrum Framework [19].
Feedback from all stakeholders leads to continuous improvement for any organization
[17]. In Agile there is no concept of best practices. More and better practices will
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emerge through continuous iterations [17]. There is no need to follow a specific plan
but always shape the plan according to the changes that occur.

The Agile principles and values in the context of learning, as Peha’s [33] version
says are:

• “individuals and interactions over processes and tools
• meaningful learning over the measurement of learning
• stakeholder collaboration over constant negotiation
• responding to change over following a plan” (Peha [33]:23; [30]).

Agile methodologies include quite a few software development and project man-
agement processes, such as Scrum, eXtreme Programming (XP), Kanban, Dynamic
Systems Development Method (DSDM) and others. The most popular agile approach
to software development is Scrum.

2.2 Scrum Framework

Scrum is a framework for developing, delivering, and sustaining complex products.
Applying as an alternative educational methodology for team work increases students’
perception of learning by allowing self-managing of their time and resources for
meaningful active learning [27]. It consists of short project cycles, called “sprints”. The
team members have to deliver a designed, built, tested, reviewed and useful product
iteratively and incrementally through continuous feedback. If students understand
Scrum rules they will be able to overcome any occurred obstacles, and to tackle
management and teamwork as real professionals. All these imply an increased need for
soft skills, as success depends on effective and efficient communication and fast exe-
cution [10].

2.3 Skills Development Through Agile Methodologies

According to a variety of researches, soft skills are as important as hard skills [32]. All
required soft skills are described in the conference “Supporting Key Competence
Development: Learning approaches and environments in school education” about
Education and Training from European Commission which took place in November
2019 at Brussels, Belgium, in which it is highlighted that key competences are best
developed in systems, which promote and use a variety of learning approaches and
environments, support their teachers and assess and validate key competences [29]. The
implementation of an agile approach in the context of learning contributes to personal
and team development. Further, according to the Association of American Colleges &
Universities, the majority of hiring managers believes that graduates cannot succeed in
entry-level positions because of their poor soft skills, locating the problem within
higher education (Association of American Colleges & Universities 2019 [2]),
emphasizing that graduates are not able to apply learning in real-world settings. That's
why employers try to hire graduates with soft skills in order to contribute to today’s
economy [7]. Because of the social dimension of agile practices, skills such as col-
laboration, communication, teamworking, self-managing, trust and transparency are
being developed.
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An empirical study about an implementation of eXtreme Programming (XP) in a
laboratory course, focused on disseminating knowledge through collaborative practices
such as pair programming, has shown that there is a huge potential to enhance the
development of collaborative skills. Because the fact that it relies upon sharing
knowledge and information, leads to the development of organizations [18], it could
help teachers and students share technical knowledge through their teamworking. In
pair programming students as partners discuss and work on the given problem while
sharing their experience and knowledge [47]. Thus, agile learning becomes a self-
regulated learning process because the students learn through iterative cycles and
continuous knowledge exchange among them according to their needs. Traditional
teaching cannot arouse students’ interests, which results in less active engagement in
learning. Therefore, teaching students by embracing changes with agile practices, is
appropriate both for students’ needs and also for improving teaching quality [45].

In an adaptation of a Scrum process has been found that interpersonal communi-
cation has been developed. The regular and early meetings helped students improve
their communication. It, also, helped them to develop problem solving skills, and
creative solution skills through complex adaptive systems methods, leading them to
continuous improvement addressing the issue and improving the confidence among the
team members [25]. The adoption of Scrum can be very helpful for the student learning
processes, empowering their teamworking [14]. It increased students’ commitment
allowing them to self‐reflect on their performance in the Sprint Retrospective meetings
[35]. Continuous communication through iterations contributes to mutual learning and
increasing progress among team members [45].

Universities are required to develop students’ skills needed to have a successful
hands-on experience in a software engineering environment close to the real world
[31]. Thus, in another case study on a capstone project in a Scrum-based training it has
been found that students maximize their performance and develop their problem-
solving skills [36].

During a research project where agile-method learning tools were used, project
participants, by employing their personal abilities, developed their skills in cooperation
and creativity. This happened as the project kept them engaged itself, because of the
common understanding about the goals which have been set [26].

According to Hof et al. [16], collaboration and communication are key to suc-
cessful agile software development through agile values as respect, openness, trans-
parency and trust in a multiweek Scrum simulation project, the evaluation showed that
students enjoyed more fun, and the collaboration in the team.

Agile working promotes a psychologically safe working environment. Agile
meetings lead students to improve communication, and increase a shared sense of
responsibility and respect among them [25]. Because of the fact that the agile approach
has no strict rules but is based on useful principles, it seems to suit perfect skill
development [5].
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3 Research Methodology

The aim of this research is to identify if teaching agile can improve transversal skills
such as communication skills, collaborative skills, and team cohesion, team self-
organization and autonomy, problem-solving, creativity, and generally project planning
skills.

More specifically, in this research we would like to examine the following research
questions:

RQ1: Which are the skills that are developed during the implementation of a project
using agile methods?
RQ2: Is necessary team members training in agile methods before participating in
an agile project?
RQ3: Are the agile team organization and team roles easily comprehended and what
are the challenges faced by students?
RQ4: In which way is the agile software development process affected by factors
such as a) the team’s geographical distribution, b) task switching between project
work and other activities, c) lack of team members’ commitment?

To achieve the objectives set a survey was conducted with students of Hellenic
Open University (HOU). In particular, students of the computer science program of
studies were asked to take part in a survey with regard to the skills they developed after
the implementation of the capstone project using Scrum methodology. During their
third year of study, these students were taught agile methods by engaging themselves in
a capstone project as part of their software engineering/programming curriculum. HOU
students are mainly distance learning students. Students of two separate years of studies
were asked to participate in order to be able to see differences that arise with modality.
Specifically, the survey included all students that attended the module during academic
years 2019–2020 and 2020–2021. Students were organized into groups. Each group
had between 20 to 30 students leading to 8 to 9 student groups per academic year.
Finally, students asked to form their own capstone project team using the “self-
selection method” that consisted of 3 to 4 persons. The “self-selection” method is a
method that gives full responsibility to the students in contrast to random selection or
alphabetical methods. Further, it allows the formation of excellent and/or poor per-
forming teams, in contrast with a random selection that produces usually “average”
performing teams [1].

In this capstone project, students were given a product backlog for developing a
java application and they were asked to implement this application using agile prac-
tices. The product backlog contained approximately ten user stories. The user stories
described a software system that contained a simple graphical user interface, the use of
a restful API, storage and retrieval of data to a relational database, the creation of an
XLM file, and the creation of threads.

The teaching team was directing the students to use the SCRUM method. The
duration of the capstone project lasted roughly two months, giving them sufficient time
to run up to three sprints. However, the duration of each sprint was at the discretion of
the team. Teams usually consisted of three to four members, and they were self-
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organized, meaning selection of members of the team and as well the assignments of
the roles to members of the team. A member of the teaching team was assigned to the
position of product owner, while another member of the team was assigned to the role
of scrum master. Each team was required to submit reports on a variety of software
engineering topics, such as system design, requirements prioritization, sprint backlog,
and risk management.

More specifically students were asked as a deliverable of their capstone project to
provide the following:

1. Calculation of the required effort per requirement documentation in detail how to
calculate the effort. It was suggested to use the planning poker method [23].

2. Calculation of the priorities of the receivables documenting in detail the way of
calculating the priority. More specifically, for prioritization, the teaching team
recommended the priority poker method, which is a variant of planning poker,
where participants, instead of choosing effort estimates for each user story, choose
priorities. The method can be ap-plied using “T-Shirt Sizes” cards with the
assumption that XXS (eXtra-eXtra-Small) corresponds to the lowest priority and
XXL (eXtra-eXtra-Large) to the highest [37].

3. The sprint backlog as it was formed after each iteration.
4. For each of the user stories of the product backlog, the acceptance criteria.
5. The assignments of responsibilities to the team members in each repetition (sprint).
6. The implementation time per user story/per sprint compared to what was planned,

as well as the burnt down chart
7. A retrospective review report.

As an output of the retrospective report students were asked to evaluate several
factors that relate to the difficulties they faced either concerning the project techni-
calities or about teamwork. As well, they were asked to report on how they would
improve their work taking into account the acquired experience. These reports were
used as a qualitative input for this research. More specifically, students were asked to
report on:

1. the problems the team encountered during the implementation of the capstone
project,

2. the deviations of the actual implementation from the sprint planning,
3. the usefulness of the online collaboration tool that was used to assist the team in

their daily work
4. the risks that occurred during the project, and their response to them,
5. to propose changes in the work practices for a next subsequent project, and on
6. the knowledge, competences, and skills acquired.

This research had two parts. The quantitative part was conducted with the devel-
opment and administration of a questionnaire and the qualitative part which was based
on the views as they were expressed by students at the retrospective review report.
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3.1 Quantitative Research

The research took place by uploading the questionnaire online using Google Forms and
sending it out to the selected students. Before sending out the questionnaire, it was
tested internally with a pilot group to ensure its validity as in its structure, language and
questions asked. During the pilot research, it was confirmed that the questions were
easily comprehensible, engaging, and offered answers relative to the scope of the
research. The questionnaire was sent out to 239 current (the academic year 2020–2021)
and 238 from previous academic year students (2019–2020) at the Hellenic Open
University (https://www.eap.gr/en/). All of the students had or are currently attending a
computer science course at the university that included agile software engineering. The
students had 30 days to answer and of the total 477 students, 115 replied to the
questionnaire, a percentage of 24.1%.

The questionnaire that was distributed had three sections:

• The first section included questions regarding the level of familiarity of the former
students with the agile concepts both in university courses as well as in their work
environment and some personal information about them.

• The second section consisted of questions regarding the perceived improvement of
students’ communication skills after the implementation of the project. This section
included questions such as, if the students’ ability to communicate with other
project stakeholders and to understand customer needs or requirements has
improved. It was asked if the use of scrum practices and roles helped organize their
work and overall improved the communication.

• The third section of the questionnaire focused on the efficiency of agile methods and
their use to improve collaboration and overall team cohesion. Students were asked
to evaluate the active participation of each member of the team in the planning of
the project goals in each sprint, if sprint retrospectives helped to identify the
weaknesses of the team and each member individually, or to improve team mem-
bers’ commitment, etc.

• The next section was focused on how agile methods affect team self-organization
and group autonomy. Students were asked to evaluate if Scrum affected their ability
to create their own sustainable work pace, how the ownership of the decision
making affected project execution etc.

• The fifth section was related to problem-solving and creativity skills. The questions
in this section were evaluating if agile methods can affect the ability of the team
members to solve problems and to be more creative.

• Finally, the sixth section of this questionnaire was related to planning skills and if
agile methods affect the ability of team members to manage time, to evaluate the
effort estimations required per sprint or user story, etc.

3.2 Qualitative Research

The questions asked in the retrospective review report were the basis of the qualitative
analysis. The retrospective review reports were similar to interview questions. Usually,
in a semi structured interview, a set of 5–7 topics is formed and the respondents are
prompted to talk about, while the interviewer is taking notes [46].
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Further, these reports were considered as student feedback. Student feedback is
used systematically by all universities to assess the quality or to assess if the learning
outcomes were met.

Considering that this was a group assignment where teams had between 3 to 4 team
members and the fact that some students have not submitted their assignment at all, and
some assignments were incomplete in this section, a total number of 109 assignment
reports were evaluated.

In the literature, it is suggested that one effective way to analyze qualitative input is
the use of Computer Aided Qualitative Data Analysis Software programs (CAQDAS)
such as NVivo and SPSS, etc. Such tools implement learning analytics algorithms that
enable researchers to discover insights by qualitatively analyzing student feedback
[13]. However, the student input language that was Greek did not allow us to use such
tools.

For the above reason, an inductive research approach was used. When the inductive
approach is used, research findings emerge from the raw data. Usually, the topics that
emerge are the most frequent, dominant, or significant themes [22, 44]. Consequently,
interpretation of themes is done by comparison. The inductive approach is flexible
since it is not strongly guided such as grounded theory, narrative research, or case
study.

When the inductive approach is used [44] five are the main steps:

1. studying the raw data which in our case were the retrospective reports,
2. identification text that is related to the specific research questions
3. labelling text to relate the text with the initial research categories and addition of

new emerging categories,
4. reducing overlapping categories, and
5. creating a model consisting of the major most influential categories.

The data collected were statistically analyzed with descriptive statistics for sum-
marizing the findings.

4 Research Analysis

4.1 Quantitative Survey Analysis

In total 115 responses received during the survey. Initially participants were asked to
declare if they had any prior experience in software development projects and assess
this experience according to a 5-scale Likert scale ranging from “No experience” to
“Excellent experience”. According to responses 47.8% had none or insignificant
experience, 23.9% had moderate experience and 28.3 had very good or excellent
experience in software projects (see Fig. 1).

Next, they were asked to evaluate the experience gained from their participation in
the project using the same Likert scale. According to their responses, 7.9% declared
that they still had none or insignificant experience, 34.2% declared that they now have
moderate experience and 57.9% declared that they have very good or excellent
experience in software projects (see Fig. 2).
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The project was conducted using Agile methods and specifically the SCRUM
methodology. It is worth notice that only 14.9% of the participants had previous
experience in agile methods while 85.1% of them had no previous experience in using
Agile methods. The survey tried to identify if agile methods helped them to improve
their transversal skills such as communication, collaboration, team working and the
effectiveness of Scrum method in teamworking improvement.

Respondents could answer using a 5 point Likert scale in all questions. In all cases,
more than 65% of the responders declared that their transversal skills were improved or
very much improved, about 25% declared that had a moderate improvement and less
than 10% declared that had no or insignificant improvement.

Specifically, 74.6% declared that they had improved or very much improved their
personal communication skills, 21.9% had a moderate improvement and only the 8.8%
said that had no or insignificant improvement. Regarding the effectiveness of Scrum in
team level communication either through role assignment to team members or sprints
more than 65% of participants declared that Scrum methodology significantly con-
tributed to team communication improvement while less than 12% said that there was
insignificant improvement. The rest declared that there was indeed an improvement
although in moderate level. As that, it can be undoubtedly concluded that team
members’ communications skills can be improved by their participation in an agile
(Scrum) project.

Participants were asked to evaluate the importance of team members participation
in setting sprint backlog, the role of sprints and retrospections in revealing personal and
team weaknesses, the contribution of sprints in team members commitment and will-
ingness to concentrate both to personal and team success. Regarding the first two, more

Fig. 1. Level of experience in software projects before participating in project

Fig. 2. Level of experience in software projects after participating in project
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than 85% of responders identify them as important or very much important (values 4 or
5 in Likert scale) while for the rest the same opinion is little higher than 70%.
Responses that consider all the above as insignificant are lower than 12% in all cases.
This sets a grounded base that agile methods can improve team collaboration and
cohesion skills.

Considering team organization issues, respondents believe that team members
should have autonomy and authority in making decisions about topics related to their
work and members performance evaluation should be also made by the same team
members and this approach can improve project progress. Specifically, 25.7% of
responders believe that teams’ self-autonomy and authority to make decisions have a
moderate effect in project success, 45.1% have a significant effect and 26.5% have an
extreme effect on it. Considering the topic of self-evaluation, 27.7% strongly agree with
it, 33% agree with it, 30.4% neither agree or disagree and 8.9% disagree or totally
disagree. According to these, agile methods foster team team-autonomy and self-
evaluation skills.

Next, it was examined if agile methods and scrum specifically can improve
transversal skills such as problem analysis, change management and providing feed-
back. Specifically, 16.7% of responders strongly agree that their change management
capabilities were improved, 55.3% agree that there was an improvement, 20.2% neither
agree or disagree and the rest do not believe that there was any improvement.
Regarding improving problem analysis skills, about 70% of the participants believe
that their capabilities to analyze problems, evaluate alternatives and merging different
approaches and proposals were clearly improved (values 4 or 5 in Likert scale) due to
requirements for repetitions and retrospectives set by Scrum methodology. As for their
capabilities improvement in providing feedback, 51.8% of responders believe that there
was indeed an improvement, 18.8% consider there was an extreme improvement,
17.9% believe that was a small improvement and 11.6% believe that essentially there
was no improvement. These also consist of a solid base that the aforementioned skills
can also benefit from agile methods application.

Finally, participants were asked to evaluate the effect of Scrum methodology and
generally of agile methods in planning and management skills of team members. They
were asked to evaluate to what degree Scrum structure and processes e.g. sprints, user
stories, burndown charts, actions for task prioritization improve their time management
skills. In all relative questions, at least 70% of the responders declared that their time
management capabilities were significantly or very much improved, about 25%
declared that they had a moderate improvement while only 5% responded that there
was no or insignificant improvement. Considering the improvement in planning and
effort estimation capabilities, about 55% of responders declared that they had more than
a significant improvement, about 25% declared that had a moderate improvement and
less than 10% declared that had no or insignificant improvement. As such, it can be
concluded that planning and management skills can also be improved.

From data analysis and considering RQ1 can be concluded that the implementation
of agile methods in a project can benefit project team members and help them develop
and grow both their transversal skills and team working characteristics such as cohe-
sion, collaboration, effective communication, clear role assignments and mutual
understanding.
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4.2 Qualitative Analysis of Students’ Feedback

As it was mentioned in the research methodology section, students were asked to
provide a critical assessment of their work and on the challenges that they faced during
their work. More specifically, they were asked to report on the challenges they faced,
the risks that occurred, and their response to them, and, also, on the possible changes in
their work practices that they could recommend. Finally, they were asked to report on
the knowledge, competences, and skills acquired during this project.

According to the feedback received by students the most frequent
problems/challenges the teams encountered were the following:

Student initial education and information: Initially, students were not familiar with
the agile principles and the culture behind these principles. Even though agile practices
were easily comprehensible, the adoption of them was challenging for most of the
teams. Some students mentioned that the agile methods were introduced quickly and
thus the provided material and guidance was inadequate in the beginning. We can
provide numerous examples of the challenges faced by students in their projects. For
example, this lack of agile culture or agile experience was expressed with many dif-
ferent symptoms:

• Inability to deliver user stories according to the planning and keep up a constant
delivery pace

• Inability to deliver working and tested software at the end of each day (daily build)
or the end of the sprint

• Daily communication with the product owner
• Use of visual tools for reporting the progress of the team (the team were instructed

to use a collaborative online tool (e.g. Trello)
• Etc.

Similar findings have been reported in other studies such as in Gandomani et al.
[11] and Nuottila et al. [28]. The aforementioned provides a clear answer in RQ2 about
the necessity of agile education prior project execution.

Team organization and roles. It was a mandatory project requirement for all student
teams to use agile roles. However, there were problems in team organization and
assignment of roles, since students could not comprehend in practice the responsibility
of each role. A typical paradigm, and maybe the most common, for a software
development team, is that team members are assuming a vertical role e.g. acting as
analysts, as designers, as programmers, etc. This is not the case in agile software
development that requires cross-lifecycle developers, developers that execute all steps
of a software development process. This fact caused confusion and communication
difficulties, especially during the first weeks of the project. Further, in many cases, the
roles of scrum master and product owner were not clear to the students, since scrum
masters were reluctant to contact product owners (a role assumed by members of the
teaching team) asking for clarifications or decisions. Finally, there were cases where the
scrum master was acting as a project manager since he/she was dictating to other team
members assignments and deadlines. The project manager is a role that is not supposed
to exist in an agile project. The existence of a project manager in agile projects that has
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been revealed in this research indicates a gap between theory and practice that is in line
with the findings of other studies [41].

Nevertheless, these problems were expectable to a certain extent since capstone
projects are short, in duration, projects, which implies that the team has not sufficient
time to be well organized. The above analysis provides a clear answer to RQ3 that the
agile team organization and team roles are difficulty to comprehend, especially in the
beginning of the implementation, adversely affecting project execution.

Student commitment: HOU students are part-time students attempting to combine
in most of the cases work, personal life, and studies, which is directly linked with time
constraints. As was expected, most teams reported that the available time was not
sufficient. From this fact, we can conclude that agile methods are better applicable
when team members are working full-time on a project. This is in line with agile lean
principles where context switching is considered as a source of waste [34].

Student distributed location. According to Calefato and Ebert [6], “Today, software
engineering is characterized by two strong trends: agile and distributed. Both together
are increasingly demanding and challenging teams and projects due to lack of disci-
pline, insufficient transparency, agile “ping-pong,” and thus overheads and rework.”
This was the case for all these capstone projects since they were administered during
the spring semester of the academic years 2019–2020 and 202–2021, academic years
where the HOU used exclusively distance learning, due to the COVID-19 pandemic.
According to literature [42] distributed agile teams suffer from some problems, such as
inadequate communication, insufficient knowledge sharing, project and process man-
agement discrepancies, technical issues, etc. All the above symptoms were present and
they were reported by the students and especially insufficient knowledge sharing,
project and process management discrepancies.

User stories effort estimation. Planning poker is an agile software estimation
technique that has two main prerequisites: a) software developers have experience from
previous projects, so they can estimate the size of the user story and b) they are familiar
with group decision-making techniques that require consensus. Both the above were
important constraints that were faced by the students since in most cases they didn’t
have relevant experience. Reaching consensus on the size of user stories is the core
principle of Planning Poker [23]. To overcome the challenge of reaching consensus,
students used averaging which is not considered an accurate method [12]. Overall, the
application of effort estimation didn’t produce accurate results since most of the teams
reported deviations of the actual implementation from the sprint planning.

For many of the students, it was the first time they worked as part of a team during
their studies and especially in a project that had technical, tooling, methodological and
organizational challenges. As it was reported:

• The successful implementation of the project improved their collaborative skills,
teamwork skills along with their technical skills, and this was considered as one of
the most positive outcomes of the project. In relation to the above outcome, we are
quoting from one of their reports that “Finally, with the delivery of the project, we
have the feeling of satisfaction for the successful completion of such a demanding
project.”
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• Knowledge sharing was considered as an important benefit from this capstone
project and according to some of them, knowledge sharing and distribution of work
accelerated the overall work outcome. This is in line with personal efficiency
improvement objectives “to do more work in less time”.

• The fact that the teams were self-organized allowed the students to assume full
responsibility for their work including the planning. This empowered them and
improved their organizational and planning skills.

• The fact that students had to work in a distributed fashion enabled them to use
modern collaborative tools and to improve their ability to work within a team
remotely, which was considered quite important.

The aforementioned provides a clear answer to RQ4 that project execution can be
negatively affected by factors such as geographical distribution, task switching between
project work and other activities and lack of team members’ commitment.

5 Conclusion

This paper presents an implementation of a Scrum training model in an agile learning
environment for university students. The methodology was implemented in a capstone
project, using the Scrum method, as part of their software engineering/programming
curriculum. To evaluate the impact of the agile methodology implementation a survey
and a retrospective review were completed by with the students and analyzed by data
analysis.

The results of the analysis indicated a great level of student satisfaction with the
agile method implementation. It also have been indicated a positive impact on their
performance as well as they improved both their software development skills and their
transversal skills such as communication, collaboration, team cohesion, team self-
organization and autonomy, problem-solving, creativity, and generally project planning
skills. They became very responsible for their work by using collaborative tools,
improving their ability to work within a team.

Knowledge sharing was considered as an important benefit from this capstone
project as agile methodologies including continuous communication and iterative
development, can promote knowledge management as stated also by Levy et al. [21].

Although there were problems in team organization and assignment of roles
causing confusion and communication difficulties, especially in the beginning of the
project continuous communication through iterations contributed to mutual learning
and increasing progress among team members as also stated by Yang et al. [45].

In conclusion, according to the above findings, it can be assumed that Agile
methodology could be of interest to anyone planning to implement agile procedures to
projects in a context of software engineering curriculum, as well as in other disciplines
in higher education [8], in order students to develop not only technical skills but also a
set of transversal skills that are required in today’s economy.
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Abstract. This case represents a brief story of a start-up company pro-
ducing innovative IT solutions for the forest industry. The start-up was
launched in 2015 as experts had suggested the necessity of the digital
transformation for the industry. The development process was accom-
panied by a number of management faults which ultimately led to the
lack of commercial success of the developed product. The most critical
mistakes were made in the sphere of project communication management
with almost all the stakeholders in the project. Thus, the analysis from
the viewpoint of communication management is given here followed by
some recommendations.

Keywords: Case studies · Business-case analysis · Project
management · Collaboration exchanges · Patterns

1 Introduction

To the date of the 1st of November, 2018 the total income of Xemeria company
was 87 000 rubles. Thus, I had to fire all the personnel and begin the bankruptcy
procedure. Looking back, I am trying to remember all milestones and twists on
our path to the current catastrophic situation.

It started 3 years earlier, at the beginning of 2015, when the grant for inno-
vative project development was won and, as a result, Xemeria company was
founded. The R&D project was aimed to develop a complex solution for forest
enterprises that will allow them to monitor and control the turnover of raw mate-
rial, such as roundwood, in automated mode. The idea of this project has come
from one of the industry experts, ex-owner of a logging plant. He helped with
the grant application and act as an investor in the project. With the investor’s
money and grant, I was able to initiate this ambitious project.

The project for automatic monitoring and control of forest enterprise activity
consists of two parts:

1. Manufacturing execution system (MES) for dispersed data processing for the
purpose of forest enterprise operations management, i.e. automatic processing
of such operations as:
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– Accounting of incoming timber products from the declared cutting areas
as a result of the logging team output and wood skidding,

– Accounting of the timber processing operations at the roundwood yard
connected with transportation and crosscutting,

– Accounting of the timber shipment in terms of vendor contract and des-
tination,

– Low landing stockpile analysis,
– Generating of the shipping document,
– Generating reports on productivity of logging chews, handling chews and

truckers.
2. Software for automatic calculating of volume of the log batches via image

processing.
According to the plan, the primary product to be developed is software for

automatic volume calculation which can be used as a separate product. Xemeria
had hired two programmers, so at the beginning, it consisted of four persons: a
director, two programmers, and an accountant. Due to the limited size of the
team and the lack of management experience, the development process was ad
hoc, with periodical (usually, weekly) reporting of programmers to me about
current progress. The approximate plan was established in grant application, so
the team was aware of current progress of the project.

In 9 months the first version of the software for the PC was produced, so it was
a time for industrial testing of the program. Hopefully, two months before this
date I met the director of the medium-sized logging enterprise Nova-LesProm,
who became interested in our project and agreed to test our programs at his
plant. In October, 2015 we provide the employees of Nova-LesProm with software
and cameras for tests. The communication with the responsible person of the
plant was established via email. The feedback that we obtained shown us that the
solution has a low level of usability - it is uncomfortable to make a photo on the
camera, upload an image to the computer, and process it in our software. Thus,
I decided that the software should be adapted to mobile devices. Unfortunately,
it involved a complete redesign of the GUI and some modules of the algorithm.
It was the end of 2015, thus I decided to start a new development iteration the
next year.

In 2016 we started with the development of a new version of automatic
volume calculating software - for mobile devices. The grant was prolonged for
one more year with additional funding. This time Nova-LesProm had become
the investor of the project. Because of the re-development of the software, I
found the project behind the schedule. Furthermore, it became clear that the
project is much more complex than I thought at the beginning. These facts
led to the decision to outsource the development of the MES system. On the
recommendations, I contact the local IT company Polus, who has experience in
the development of such systems. They agreed to modify their own solution to
our area (the forest industry) and add interfaces for interaction with our software
for the purpose of a completely automated monitoring and control process. We
start from the several interviews with the director and personnel of the Nova-
LesProm to elaborate the activity diagrams and use cases for the developing
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system. We provide three meetings - one in February and two in March - to
gather all necessary information and after that Polus was working on the system
alone with monthly reports to me.

In parallel with it, our key partner introduced me to the rector of the Forest
Engineering University (FEU). I assumed it as an opportunity for the rapid
growth of Xemeria, since this university has many contacts with enterprises
all over the country. The rector found our project extremely important for the
industry and expressed a willingness to support it. We agreed on presenting of
our software at some industrial exhibitions and directly to particular companies.
At this time, in the middle of 2016, one of the programmers left the project.
It was a massive blow to the company, and I devoted 2 months to find new
personnel for this project. Thus, it was September when we presented our new
software to the Nova-LesProm. Polus delivered their system in November.

The industrial tests of the software and system were conducted till the end
of April, 2017. The director of Nova-LesProm explained such a huge delay with
the high workload of the staff and inability to introduce new technologies in
the manufacturing process in this period - i.e. high season. Finally, I received
feedback on our complex solution with several shortcomings described, mostly
on system performance. This feedback was addressed to Polus and Xemeria, in
turn, started modifying several parts of the software. As far as Xemeria still has
no sales, I transferred employees to piecework.

During the modification stage I conducted several meetings with directors of
forest plants which contacts were given to me by the rector of FEU. The result of
this meeting was that the idea is interesting and perspective, but each enterprise
needs some specific features and not ready to buy our solution right now.

Therefore, I decided to concentrate all effort to Nova-LesProm, but the pro-
cess of our solution implementation still was extremely slow. Employees of the
Nova-LesProm were accustomed to Excel and discovered the new system hard
to use. Tallymen were afraid of using innovative technology for log batches mea-
surement and it was hard to convince them. In fact, the introduction of a novel
approach was faced with rejection from employees, and the director, in spite of
his interest in the project, was not ready to force it against the will of employees.

I spent the rest of 2017 and the beginning of 2018 in negotiation with Nova-
LesProm. Finally, all complaints were resolved and in June 2018 Xemeria was
ready to deliver the whole system to its primary client. At this moment I found
out that the director of Nova-LesProm decided to sell his company to the large
forestry concern against the background of an unstable economic situation. Up to
this moment, Xemeria has only several sales of the software for automatic volume
calculating of the log batches. The funds, received in 2015–16 years come to an
end and there is still no customer for our system. There were a lot of mistakes
done in the management process for Xemeria project. However, in my opinion,
the most important one is that I gave too little effort to the development and
management of the communication along with the project. Investors, partners,
development team, new clients - for the overall success of the project, it was
necessary to pay more attention to all the stakeholders, even it looks impossible
for me at the moment.
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In the next chapters, I will try to provide an analysis of possible techniques
and approaches to project communication management, which can help you to
avoid the described mistakes and lead to a successful project.

2 Literature Review

Principles of communication management are discussed in a broad number of
sources. Foremost, Project Management Institute (PMI) provides a thorough
description of tools and techniques involved in project communication manage-
ment [17]. In [15] a number of articles present current trends in digital commu-
nications as well as analysis of their impact on various types of organizations.
More details on communication tools and techniques and communication obsta-
cles analysis are given in [20]. Paper [23] describes some communication man-
agement practices, which apply not only for the given domain but in any sphere
as well. Focus on communication between project team members is given in [12]
where specific practices which help to significantly improve cross-communication
among team members also provided. A survey on the implementation of com-
munication management techniques in companies with different organizational
structures is provided in [19]. Impact of communication on organizational pro-
cesses during its change investigated in [21] in respect to postmodernism, chaos
and complexity theories of management. Problems of communication manage-
ment faced by project managers are thoroughly observed in [13].

Some research papers are devoted to the problem of communication man-
agement in the software development process. These are the most relevant to
the described problem. In [5] several approaches for effective communication are
proposed: active listening, consistent understanding of the development effort,
and communication infrastructure. VCSD tool for visualizing various types of
communication flows between developers is presented in [22]. The problem of
weaknesses in definitions of project-critical terms as a critical aspects of the
communication process is observed in [24] with a novel method for a higher-
quality glossary construction. Some fundamental aspects of communication in
agile projects are investigated in [11,16], indicating the hidden threats of external
communications in SCRUM and XP practices. The investigation of communi-
cation management in the agile projects continues in [3,8,14], where authors
analyze the impact of communication channels and practices in Agile Software
Development.

3 Case Study Analysis

This chapter provides a thorough explanation of the drawbacks of communica-
tions management. Communication channels are investigated. As far as commu-
nication management is about the exchange of information, this aspect of the
project (the lack of infrastructure) is also taken into account. At the end of the
chapter, the decision on the critical level and possibility for surveillance of the
case project is provided.
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Let’s return back to the given case study and perform its thorough analy-
sis in the context of communications. Foremost, the stakeholders of the project
should be structured in some way for further analysis. One well-known approach
is stakeholder register [17, p. 514] which includes the classification of stakehold-
ers based on their relation to project or impact, identification, and assessment
information, like the name, role, expectation, etc. The initial stakeholder register
can be created as given in Table 1.

Table 1. Project’s primary stakeholders

Company Name Position Role Time period
Xemeria Kirill Senior developer Development of core

functionality of the software
Untill June,
2016

Ilya Developer Software functionality and GUI
development

All along

Stepan Developer Development of interfaces for
MES and software integration

Since
August,
2016

Svetlana Accountant Bookkeeping All along
Nova-Les Prom Oleg Director, investor Contract execution. Successful

example for future sales
Jul.,
2015–Jun.,
2018

Pavel Tallyman System (MES + software)
acceptance

Oct.,
2015–Jun.,
2018

Polus Irina Senior developer Contact partner from
organization who responsible
for MES development

Feb.,
2016–Apr.,
2017

FEU Evgeniy Rector Provide support for product
testing, sales. Direct contacts
with logging companies.
Collaboration in sales

Since Feb.,
2016

– Daniil Expert, investor Mentoring, participating in
company development. New
investors engagement

All along
(periodi-
cally)

Fund Ksenia Inspector Contact person from
government investment fund

Mar.,
2015–Sep.,
2017

This table serves as the basis of the stakeholder register for our communica-
tions problem analysis. It can be expanding in terms of stakeholders’ numbers
(we can also include additional investment funds and logging enterprises) and
their descriptions. However, it is excessive effort as far as the main goal here is to
keep all stakeholders in mind during communications analysis. To characterize
project communications, we need to define their possible grouping categories, or
dimensions [17, p. 361]:
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– Internal/external - stakeholders within organization or external stakeholders.
– Formal/informal - reports and formal meetings or general daily communica-

tions.
– Upward/downward/horizontal hierarchy - the comparative position of the

stakeholder in social hierarchy.
– Official/unofficial - reports to regulators and government bodies and contracts

or establishing and maintaining of the project and building strong relation-
ships.

– Written/oral.

Also for communications description it is important to take into account such
factors as [17, p. 364]:

– physical location of stakeholder - whether they are in the same geographical
zone or globally separated; distance and time zones are taken into account,

– communication technology - tools and techniques for direct and indirect com-
munication,

– language and culture differences - usage of one or more languages, specific
vocabulary.

Fortunately, the given project is a local one, so physically stakeholders were
located in one region (except the investment fund, which located in Moscow)
with a maximum distance of 150 km (to Nova-LesProm). The language barrier
is absent, however, there are sufficient cultural differences as far as some stake-
holders related to IT industry and others - to forest one. Regarding the com-
munication technologies, the commonly used are telephone calls and face-to-face
communication for oral communications and emails for a written one. Based on
this classification the determination of Xemeria director communication channels
with each stakeholder can be performed. (Table 2).

Table 2. Communications’ classification

Name Internal
(I)/external
(E)

Formal
(F)/informal
(I)

Hierarchy Official
(O)/unofficial
(U)

Written
(W)/oral
(O)

IT/Forest
(F)
Domain

Location

Kirill I I D U O IT Ekaterinburg
Ilya I I D U O IT Ekaterinburg
Stepan I I D U W IT Pervouralsk
Svetlana I F D U W – Ekaterinburg
Oleg E I U U O F Rezh
Pavel E F D U W F Rezh
Irina E F D U W IT Ekaterinburg
Evgeniy E I U U O F Ekaterinburg
Daniil E I U U O F Ekaterinburg
Ksenia E F H O W – Moscow

Another instrument for communication analysis is the communication matrix
(who-to-who matrix) [10]. It shows how many contact channels on the project
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exist and to which extend each stakeholder is involved in project communication.
The rows in the table show the initiation of the communication by this person.
For better understanding, the analysis is given for the 3 time periods: 2015,

Table 3. Communication matrix 1 (2015)

Artem Kirill Ilya Stepan Svetlana Oleg Pavel Irina Evgeniy Daniil Ksenia
Artem + + – ? + – – – + ?
Kirill + + – – – – – – – –
Ilya + + – – – – – – – –
Stepan – – – – – – – – – –
Svetlana ? – – – – – – – – –
Oleg ? – – – – ? – – – –
Pavel – – – – – ? – – – –
Irina – – – – – – – – – –
Evgeniy – – – – – – – – – –
Daniil ? – – – – – – – – –
Ksenia ? – – – – – – – – –

+ - the person often initiates communication (on daily or weekly basis)
? - the person rarely initiate communication (on monthly basis or less often)
– - the person never initiate communication

- the person was not involved in project at the moment

Table 4. Communication matrix 2 (2016–2017)

Artem Kirill Ilya Stepan Svetlana Oleg Pavel Irina Evgeniy Daniil Ksenia
Artem ? + + ? ? ? + + ? ?
Kirill – – – – – – – – – –
Ilya + – – – – – – – – –
Stepan + – – – – – ? – – –
Svetlana + – – – – – – – – –
Oleg – – – – – ? – – – –
Pavel ? – – – – ? – – – –
Irina + – ? ? – ? ? – – –
Evgeniy ? – – – – – – – – –
Daniil – – – – – – – – – –
Ksenia ? – – – – – – – – –

Table 5. Communication matrix 2 (2016–2017)

Artem Kirill Ilya Stepan Svetlana Oleg Pavel Irina Evgeniy Daniil Ksenia
Artem – ? + ? ? ? – ? – –
Kirill – – – – – – – – – –
Ilya ? – – – – – – – – –
Stepan ? – – – – – – – – –
Svetlana ? – – – – – – – – –
Oleg – – – – – – – – – –
Pavel – – – – – – – – – –
Irina – – – – – – – – – –
Evgeniy – – – – – – – – – –
Daniil – – – – – – – – – –
Ksenia – – – – – – – – – –
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2016–17, and 2018 years. Some of the relations are given approximately, as far
as communication rate was not constant and stable, but has peaks and gaps.
Thus, these tables show an approximate evaluation of the communication rate.

From the data given above and some additional explanations on case study
the following statements could be given:

1. Communication of the project manager with team members was based on
the informal agile approach, which seems to be a good solution for a small
start-up company. However, some necessary ideas of agile were not fulfilled,
for example, Product Owner was never presented in the team, and it is not
a good practice when the project manager takes this role. The project had a
government contract in form of grant in 2015–16, which means the detailed
plan of R&D works with clearly defined milestones and set of activities. In
this case more formal, waterfall-based approaches seem more suitable [17] for
project management. That also leads to more formal communications between
the team and the project manager.

2. In fact, it was a reason why Kirill had left the company. Initially, he started
work with relative freedom of what and how to do in the project. Over the
course of the project, his tasks had become more strict and prescriptive, which
also result in a formal way of communications between him and the director.
He was not ready to accept a new model, so the conflict had arisen and he
quitted.

3. Another aspect related to the proper usage of formal and informal commu-
nication styles is communication with Oleg, director of Nova-LesProm. As
can be seen from Table 2 the most often used style was an informal one. It is
natural and only welcome in the case of first client, when relations are usually
based on enthusiasm and emotional aspect. However, during the project, this
communication channel should become more formal at certain point, which
means the contract negotiations. The mistake of Xemeria director was that
he postponed this activity until it became too late. That is the result of the
missing project communication plan and schedule [17, p. 378].

4. By analysis of the communication matrix, it can be concluded that about
90% of all project communications were held with the participation of one
person - the director. It is a common situation for project communications,
as far as the primary role of a project manager is communications. In case
of a start-up company, the role of communication is even bigger because the
manager also involved in technical aspects of the project. This scenario is
described in [4] and demonstrated in Fig. 1.

5. It can be seen that all communication threads go from one group to another
through the project manager, the technical team is limited to a few people
and there is no Project Management team. The case study closely matches
this template. However, the communication rate is low for most stakeholders:
only with the technical team, it keeps on a sufficient level.

6. Regarding the communication within the team, we can also see that con-
tacts between members were weak. In fact, all conversations were performed
through the director - even the development and testing issues for the phase
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Fig. 1. Project manager’s communications

of MES and software integration pass from one developer to another through
the director. That is a big problem of project communications, as far as an
extra node in the communication chain significantly reduces the effectiveness
of communication due to noise and additional factors [17, p. 373].

7. Analysis of the communication matrix also demonstrates the decline of
involvement of the stakeholders in the project. It is reasonable for such per-
sons as Kirill (leave the project), Irina and Ksenia (complete their work).
However, for others, it may mean a loss of interest in a project. It is critically
important to control this parameter on regular basis and perform correction
actions.

8. For example, Oleg, director of Nova-LesProm, has started with a moder-
ate interest in the project, as far as it was not critically important for his
own business. The primary task of Xemeria director was to maximize the
involvement of Oleg by providing him with weekly reports on current status,
performing interviews and regular industrial tests. However, as we can see
from Tables 3, 4, the communication rate become low in a few months which
finally led to an overall decrease of Nova-LesProm involvement in the project.
The same results obtained for other influential stakeholders - expert and rec-
tor. The problem is again in proper managing of communications: it is highly
important to maintain a high communication level with all key stakeholders
of the project. This problem is thoroughly observed in [7], where the stake-
holders analyzed through an influence/interest matrix (see Fig. 2) to choose
the appropriate way of interaction.

The last communication matrix (Table 5) demonstrates the overall decline
of the project as far as most communication channels do not work and key
stakeholders show no interest to the project. It means that project is at the
hazard of being terminated. However, some positive aspects also exist:

– Product successfully developed and ready for industrial testing and installa-
tion

– Communication channels with key stakeholders are not completely lost yet
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Fig. 2. Stakeholders’ interaction strategy based on their influence/interest

Thus, by taking into consideration the current situation and trends in project
communications, the project closure hazard is highly possible. Nevertheless, it
seems still possible to get project back on track by performing some corrective
actions related to project communications management.

4 Recommendations on Communications Management

Tools and techniques for project communications management provided in this
chapter. It starts from the observation of up-to-dated tools. They will be ana-
lyzed in the view of the given case study and the most appropriate ones will be
suggested for implementation.

In [18] it is said that “communication is the basis for project performance
in any organization”. The author analyzed project communications management
based on the “Triple C model”, where project success based on communication,
cooperation and coordination [6]. The result of this analysis are 5 main areas of
project communication that should be simultaneously taken into consideration
(see Fig. 3).

There are two main approaches for performing project communication man-
agement were discovered:

– International standards and methodologies [1,2,17], and
– Project Communication Management patterns [12].

4.1 Communication Management Patterns

Each described pattern consists of the following fields: context, problem, solu-
tion, q-effect (what communication quality aspects are affected by the pattern



Impact of the Communication Issues: A Case Study of IT Start-Up 123

Table 6. Pattern “Clear rules at the start”

Context While planning various aspects of the project, the area of
communication and documentation management is neglected.
There is no regular contact with the client to inform them about
the progress of the project and for keeping in touch for quick
reaction to possible changes and new requirements

Problem There are no designated persons and tasks related to planning
and managing communication and documentation processes.
Team members feel no need to communicate the status of their
tasks, nor do they feel responsible for informing the client about
the status of the project

Solution Development of a clear, practical and high-quality
communication plan with assigned persons responsible for
communication management, description of communication and
documentation tasks

Q-effect Positive on the following communication quality aspects: meeting
needs of communicating participants. Possibly negative on the
following communication quality aspects: in case of excessive
formalism and bureaucracy participants may be discouraged to
communicate effectively and all communication quality aspects
can be threatened

Applicability The pattern should be used for any kind of project and team,
although it is especially useful for teams with different working
cultures and fixed price projects. The pattern applies to all
stakeholders. All persons assigned to any communication and
documentation tasks should be clearly informed of their
responsibilities

Consequences Ensures that all team members and project stakeholders know
their communication and documentation responsibilities. Client
is instantly informed about the status of the project tasks. It is
important to let the communication plan evolve and alter
throughout the project to make it better tailored to the given
project and team

Implementation Preparing a high-quality communication plan requires time and
effort, so that it is then easy to realize and not burdensome for
the project team; too much formalism may discourage the team;
the communication plan should be communicated already during
the project kick-off meeting, or at least during the initiation
phase of the project

and if it is a positive or a negative influence), applicability, consequences, and
implementation. There are some patterns [12, pp. 10–14] presented in Tables 6,
7 and 8 that fit the case study project.

Based on given patterns the strategy of project communications management
could be established and appropriate practices and tools chosen.
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Fig. 3. Main areas of project communication management

Table 7. Pattern “Visits and team rotations”

Context Project is characterized by having a distributed team and a long realization
time. The direct contact of the contractor’s team with the client’s team is
limited to the kick-off meeting and a few other project meetings

Problem Lack of trust and willingness to communicate within the project team, because
of the lack of direct contact and familiarity of team members

Solution Regular visits of individual team members at the client’s site, as well as
delegating team members to the client’s site for a longer period of time.
Rotation can also be used, so that different team members can get to know
each other and break the communication barrier

Q-effect Positive on the following communication quality aspects: meeting needs of
communicating participants, communication workflow supporting openness,
feedback

Applicability The pattern is designed for big projects with distributed teams. Only willing
team members should be chosen for delegation to other locations, to avoid
discontent and frustration. Shorter visits should be realized by all key team
members

Consequences Building non-professional relations among team members fosters effective and
direct communication. Delegated team members facilitate communication
between the client’s team and the contractor’s team

Implementation Realization of the pattern should be preceded by an analysis of predispositions
and willingness of individual team members to delegations, so that appropriate
plan of visits and team rotation can be developed and included in the budget

4.2 Standards and Methodologies

There are several methodologies consider project communications management.
In [18] three of them are analysed: ICB, PMBoK and PRINCE2 (see Table 9).
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Table 8. Pattern “Basic communication principles”

Context The team consists of inexperienced members. Basic principles of
communication are not respected

Problem Misunderstandings, hostility or animosity among team members
Solution Reminding team members about the basic principles of

transparent, effective and positive communication, and desired
behavior, that is, among others: justifying requests, asking rather
than telling, keeping promises and showing up for appointments,
writing positive e-mails (even criticisms and dissatisfaction in a
positive way)

Q-effect Positive on the following communication quality aspects:
clearness and cohesion, meeting needs of communicating
participants

Applicability The pattern can be used for any kind of project and team,
although it is especially useful for immature and inexperienced
teams, or where there are many introverts, team members are
age or culture diversified

Consequences Good atmosphere in the team, clear and positive relations
among team members and their responsible behavior - all
promoting successful project completion

Implementation Usually the basic principles of transparent, effective and positive
communication are something that every person knows and feels,
and it should not be required to state it explicitly, but in the
cases mentioned above it may be desired to bring them to the
attention of some team members. It is also a good practice to set
the maximum time for response to an email, to ensure the
dynamics of asynchronous communication. If possible
communication rules should be agreed upon together by the
whole team, preferably during the kick-off meeting

The most engaged one in project communication is PMBoK, its project com-
munications management consists of 3 processes: plan, manage and monitor
[17, p 360]. However, by taken into consideration the type of the project and
additional factors, it is possible to exclude some parts of communication man-
agement. In [18] the analysis of project communications management is given
(see Table 10), so the options for small project can be assumed as compulsory
for the observed case study.

Thus, standard-based approach with tailoring to small-scale project prescribe
the following actions in project communications management, which are also
advised for case study project:
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Table 9. Comparison of project communication in international methodologies and
standards of project management

Monitored elements Project management
methodologies or standards
ICB PMBOK PRINCE2

Communication environment
Communication strategy – – �
Organizational structure ? ? ?
Project culture – – –
Communication channel
Commnunication methods ? � ?
Communication tools ? � ?
Support of communication – – –
Communication frequency ? ? ?
Communication cognitive
Communication differences – ? –
Communication skills – – –
Communication system
Feedback system ? ? ?
System of sharing and distribution
of information

– � –

Complementary part
Communcation matrix ? ? ?
Analysis of stakeholders ? � �
− - methodology or standard does not include a specific element
? - methodology or standard describes the element only briefly
� - methodology or standard describes in detail, what the specific element
addresses

– Communication strategy
– Analysis of stakeholders
– List of stakeholders
– Stakeholder’s expectations
– Identification of methods, tools and support of communication
– Verbal communication through personal meetings
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Table 10. Project communication tailoring to different project scales

Project size Small
project

Medium-
sized
project

Large
project

Main characteristics of the project
Number of team members <5 5–9 >9
Number of teams in the project 1–2 2–3 >3
Project duration min 2

months
min 3
months

min 12
months

Initialization of project communication
Commnunication strategy � � �
Organizational structure of project
communication

? �� �

Planning of project communication
Analysis of stakeholders �� � �
List of stakeholders �� � �
Stekeholder’s expectations �� �� �
Responsibility matrix of project com-
munication

? �� �

Identification of methods, tools and
support of communication

�� �� ��

Groupware matrix ? �� �
Communication schedule ? �� �
Communication matrix � � �
Implementation of project communication
Rules of personal meetings �� �� ��
Phone call policy ? �� �
Rules of email communication ? �� �
Non-verbal communication ? �� ��
Project website ? �� ��
Control of project communication
Report about management of project
communication

? �� �

Administrative closure of project communication
Control of documents � � �
�� - compulsory
� - recommended
? - optional
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4.3 Best Tools and Practices

In [23, p 5] author identifies the communication practices as 4 main categories,
which are shown in Table 11.

Table 11. Communication management practices

Category of communication
management practice

Communication management practice

Strategic (involves communication
planning and project environment)

– Clear lines and responsibilities established
up front
– High-quality communication planning
– Good public relations
– Adopt common working language among
members
– Well-defined client authority
– High process visibility for clients

Informational (generating,
collecting, storing and retrieving
project information)

– Shared virtual space, websites, project
tracking software
– Instant messenger, e-mails
– Traditional phone calls
– Using various communication channels

Emotional (regarding relationships
and trust building)

– Face-to-face communication, audio and
video conferencing, more than written
communication
– Support members to communicate
informally with social media
– Kick-off, review and stand-up meetings
– Feedback from members

Practical (clear, positive
communication and behavior rules)

– Employ basic rules for communication
– Eligible attitudes and behaviors
– Short, asynchronous communication loops

Among the given practices it is necessary to provide additional clarification
for some of them.

Shared Virtual Space, Websites, Project Tracking Software. The one
of the interesting approach to the shared virtual channels is provided by FOLIO
[9]. In this project communication channels divided on primary and secondary
ones. The structure of its shared space is given in Fig. 4.
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Fig. 4. FOLIO communication spaces

This idea and tools could be successfully implemented in case study project
for improving internal communications.

Adopt Common Working Language Among Members. This problem
is thoroughly investigated in [24]. The idea is in creating the vocabulary with
definitions of specific turns, as far as project involve stakeholders from IT and
forest disciplines. The method consists of following steps:

– Determine which meaning elements are required to identify the concept and
distinguish it from others

– Draft a candidate definition that includes the selected meaning elements.
– Assess the draft for the common weaknesses and renegotiate the content and

form accordingly until none of the weaknesses are present.

It is highly important to have the shared domain knowledge among all
key stakeholders and to be able to speak with them on the same level of
understanding.

Eligible Attitudes and Behaviors. Communication with key external stake-
holders, especially at contract negotiation phase is an art of persuasion. For the
project manager it is essential to be able to implement specific tools and tech-
niques in this area. It is a large topic which cannot be observed within this paper,
however, the 5 general strategies of negotiation with different type of personali-
ties [25, p 5-6] are given in Table 12 for understanding the basic principles.
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Table 12. Five decision-making styles

Style Characteristics of the decision
maker

Persuasion strategies

C
ha

ris
m

at
ic

s He is easily carried away but
makes final decisions based on
balanced information. High-
lights final results

Pay attention to the results. Give direct
arguments. Emphasize benefits with
visuals. Use the following keywords:
proven, action, easy, clear

T
hi

nk
er

s Hardest of all amenable to
conviction. Prudent, thinks
logically. Avoids risk. Need a
lot of details

Present marketing research, customer
surveys, case studies, cost-effectiveness
analysis. Use the following keywords:
quality, numbers, experts, evidence

Sk
ep

tic
s Disputes every data item.

Decides intuitively
Establish trust, citing the opinion of
the person whom he trusts. Use the
following keywords: to capture the
essence, power, suspect, trust

Fo
llo

w
er

s Making a choice in the present
based on their own or oth-
ers’ previous decisions. Late
accepts new ideas

Use low-risk evidence. Present innova-
tive, yet proven solutions. Use the fol-
lowing keywords: experience, similar,
innovative, previous

C
on

tr
ol

le
rs Non-emotional, analytical.

Hates uncertainty. Imple-
ments only own ideas

Provide highly structured arguments.
Make him recognize your idea. Avoid
aggressively defending your own opin-
ions. Use the following keywords: facts,
reason, strength, just take and make

5 Conclusions

This paper presents the case study of the Xemeria company project related to IT
systems for forest industry. During the project a number of mistakes in project
management were done, thus the analysis of project communication manage-
ment is performed. Analysis shows that project is in the critical stage and some
corrective actions should be done to improve current situation. For the corrective
actions the analysis of two approaches to project communication management is
given: by using templates or project management standards. For second variant
the list of actions that should be performed is obtained, by taken into account
the size of the project and number of current (and potential in short-term period)
external stakeholders. The analysis of stakeholder is provided in second section
of the paper, with recommendation on future interactions with stakeholders. The
only aspect that could be recommended for implementation is weekly analysis of
communication matrix as indicator of project status. The description of specific
tools and practices is given in third section of the paper. There are a number of
tools for online and offline communication. The most appropriate ones for the
given project (as IT start-up) are given. Finally, two important aspect of com-
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munication process are briefly observed: using of specific language vocabulary as
part of shared domain knowledge strategy and negotiation techniques as impor-
tant skill for interaction with key external stakeholders (clients or investors).
This set of practices and tools, being applied to the given case study project
may help to get it back on track. This case study is a good example of neces-
sity to plan and control project communications right from the project initiation
stage. The result of neglecting communications can be catastrophic. “Commu-
nication is a critical part between people, ideas, and information. Therefore, it
is necessary to be constantly engaged with communication” [18].
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Abstract. Hardware and software technologies have evolved greatly through-
out the history of computing. This paper illustrates some of those differences by
comparing a modern approach to information systems design to the papers
presented in a 1982 conference that showed 13 different software design
methodologies applied to the problem of creating an information system to
manage a technical conference, including submission and review of technical
papers and overall organization of the conference. Those solutions predated the
World Wide Web, the advent of personal computers, graphical user interfaces,
agile development methodologies, and various modern tools. The goal of this
paper is to create the same application, taking advantage of four decades of
advances in methodologies and tools.

Keywords: Methodologies � Process � Waterfall � Agile � CRIS

1 Background

1.1 Advances in Computing Technology

The world of computing has changed drastically over the decades. Going back four
decades, the IBM PC was new in 1982, and the Macintosh came out two years later,
bringing mass adoption of graphical user interfaces, which came to Microsoft Windows
3.1 in the early 1990s. The Internet evolved from the ARPANET, which adopted
TCP/IP in 1983, leading to the beginning of the World Wide Web in 1991. Smart-
phones and other mobile devices gained Internet connectivity much later, starting with
the NTT DoCoMo phones and i-mode service in 1999. This ubiquitous connectivity
has also led to dynamically scalable hosted platforms and applications running in the
cloud instead of on fixed hardware.

Software has also evolved rapidly. The first relational databases suitable for
commercial use became available around 1980, and were often accessed across a client-
server network that connected terminals and personal computers to servers. The Unix
operating system was released in 1974, but only received wider use after the release of
Version 4 of the Berkeley Software Distribution (BSD Unix) five years later. New
programming languages and tools emerged, gradually replacing legacy languages such
as FORTRAN and COBOL. Many information system developers used Oracle’s
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PL/SQL to manage their Oracle databases, which gained a leading share of the database
market. Today, a vast quantity of unstructured data is managed by tools such as
Hadoop and MongoDB which do not use SQL and relational models.

As the hardware and software foundation changed, so did the processes by which
information systems were designed and developed. Schema design focused on rela-
tional models of data, and object-oriented design approaches emerged. More impor-
tantly, the flaws of the traditional waterfall model of development became apparent,
and have been increasingly replaced by iterative and agile development. Beyond that,
many organizations have built continuous integration and deployment into their agile
processes, combining their development and IT operations (DevOps).

More detail about all of these changes is beyond the scope of this paper. The main
point is that systems are designed, developed, and deployed much differently today
than they were in the early 1980s.

1.2 The 1982 CRIS Conference

It’s very unusual to find old system design artifacts, even when the resulting systems
remain in use. The existence of a published set of designs for a single application is
particularly rare, and provides an excellent basis for comparison.

In 1980, IFIP Working Group 8.1 (Design and Evaluation of Information Systems)
organized a project known as CRIS (Comparative Review of Information Systems
Design Methodologies) whereby people could submit a paper showing how their
methodology could be applied to the design and development of an information system
that could be used to manage all aspects of a technical conference. Thirteen papers
were accepted (including one by this author), and seven (including this author’s) were
presented at a 1982 conference [1].

In general, the accepted papers (excluding this author’s) focused primarily on the
analysis and design phases of solving the problem, with the methodologists creating
elaborate conceptual data models and extensive functional specifications, often
including formalisms such as pre- and post-conditions. Most of the methodologies used
a method-specific graphical representation to show such things as objects, relation-
ships, and control flow. Many of the solutions were careful to include “edge cases”,
exceptional situations that could occur in managing the conference.

Some of these methodologies were being used in commercial settings to design
systems, but the majority were still in a research stage, with the conference manage-
ment application allowing the methodologists to test and refine their approaches. Taken
as a group, they represented the state of the art in information systems design circa
1982.

Even then, however, it was clear that the waterfall model of system development
had significant weaknesses, including the often-lengthy interval between requirements
gathering and system availability. Both the requirements and the available technology
often changed during the development period. The high rate of system development
failures (late delivery, over budget, poor usability) led to extensive efforts in the
information systems and software engineering communities to improve the success
rate.
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The concept of agile development was the most significant approach to emerge
from this work. While most readers will be familiar with agile approaches to devel-
opment, we include here some of the most significant aspects of agile methods as a
prelude to showing its use in addressing the CRIS problem.

2 Agile Development

2.1 Basic Concepts

The Agile Manifesto [2] appeared in 2001, and challenged all of the traditional
development processes with its preference for individuals and interactions over pro-
cesses and tools, and working software over comprehensive documentation. The 17 co-
authors of the Agile Manifesto enumerated 12 principles of agile software develop-
ment. Among the more significant principles are:

1. Our highest priority is to satisfy the customer through early and continuous delivery
of valuable software.

2. Deliver working software frequently, from a couple of weeks to a couple of months,
with a preference to the shorter timetable

3. Business people and developers must work together daily throughout the project.

Agile development downgraded the value of the detailed design documents found
in the CRIS papers, and other similar methods of that era. The expectation was that the
“business people” had the domain expertise and that developers needed to work closely
with them to make certain that the code reflected the customer’s requirements. While
not every application was well-suited for agile development, the conference manage-
ment example was a good fit for this approach, while designing the avionics for
commercial aircraft was not. The leaders of the agile movement also gave a lot of
attention to developers and teams, recognizing the importance of technical excellence.
They encouraged empowered, self-organizing teams to produce the best architectures,
requirements, and designs. Teams would regularly reflect on how to become more
effective, then tune and adjust its behavior accordingly.

The Scrum [3] method was developed by Ken Schwaber and Jeff Sutherland in the
1990s, and has emerged as the most widely used agile method. In a Scrum project, a
team, led by a Product Owner and a Scrum Master, would break the project down into
sprints, each covering a period of 2–4 weeks. Each sprint begins with a planning
meeting to identify the product features (and/or non-functional enhancements) that the
team intends to complete during the upcoming sprint. The end of a sprint is marked by
deliverable code: a working piece of software. Agile processes rely on a “release early,
release often” approach, so interested users can participate in early evaluation and
testing of the emerging product, giving feedback to the team. Teams use “burndown”
charts to show progress through the sprint, and often use a lightweight management
tool, such as Trello or monday.com, and a collaboration tool, such as Slack or Mat-
termost, for communication and coordination.

Along with the change in process from waterfall to agile, the process for gathering
requirements changed, with a much greater focus on “pain points” identified through
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multiple interviews with potential users and customers. Blank introduced the concept of
Customer Discovery as the first of his “four steps to the epiphany [4].” Informally, the
idea is for a product designer to “get out of the building”, i.e., away from the IT
department and into the user’s world, ideally in the context of where users are expe-
riencing their pain points. That increases the likelihood that a proposed solution, i.e., a
system, will address a significant user issue, and that the user will be more likely to
adopt the resulting solution. This concept is also central to the Rapid Contextual Design
process [5].

2.2 User Stories

The Customer Discovery process normally proceeds through interviews with people
who are seeking solutions to specific problems. For example, the task of buying a new
vehicle has multiple pain points, including: 1) the difficulty of creating a short list of
candidate vehicles from the large number of options in the market; 2) the effort needed
to do research and to visit dealerships to make a choice; 3) the negotiation over the
purchase or lease price, and 4) disposing of the owner’s old vehicle. (There are other
pain points associated with buying a used vehicle.)

The above list provides a foundation for selecting one or more problems to be
addressed in a solution, i.e., a system. The planned features for the system can be
addressed in short, structured phrases, known as user stories, that describe them from
the perspective of the user or customer of the system. For example, some user stories
might include: 1) as a user, I want to be able to specify a type of vehicle and see a list of
makes and models of that type; 2) as a user, I want to be able to further refine that list to
those in a specified price range, and; 3) as a user, I want to create tables and charts that
help me compare the refined list.

The product developer presents these user stories to potential users, including those
who were initially interviewed, along with others having domain expertise and the
ability to validate the ideas or suggest modifications, and other stakeholders. Obtaining
these different viewpoints may lead to adjustments in the user stories and thus makes it
more likely that a resulting system will satisfactorily address the problems identified in
the interview process.

This activity of gathering of user stories is particularly effective for the develop-
ment of customer-facing applications, where human users with interact with the
application.

2.3 User/Developer Communication

Communication between the development team and the various stakeholders is a
central issue in gathering system requirements and designing an application. In the
early days of information system development, this communication usually took the
form of a single lengthy document created at the end of “systems analysis”. Many of
the information system design methods described in the CRIS Conference papers used
complex graphical notations to illustrate the intended system behavior. These notations
tended to emphasize the data model associated with the system over the user-centered
functionality to be performed by the system. That approach addressed the needs of the
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system developer and the data modeler, but made it difficult for a potential user to
comprehend the planned behavior of the system and thus to suggest changes prior to
system development. Agile development, by contrast, emphasizes user-centered com-
munication mechanisms, and makes data modeling an iterative process [6], where each
sprint includes evolution of the data model.

One such communication technique is storyboarding, similar to that used by
screenwriters and other story tellers, which shows user scenarios in a format resembling
comic strips. One popular approach uses two such storyboards for each user story,
creating two scenarios, one representing how a process works currently, and the other
showing how the process would work in a proposed system. In that way, a potential
user can see the surrounding context for each user story in the system. There are
numerous tools available for this task, including StoryboardThat [7].

Another approach to user/developer communication is through use case diagrams,
originally developed by Ivar Jacobson for his object-oriented software engineering
method ObjectOry [8], also included in the Unified Modeling Language (UML) [9].
A use case diagram presents a high level view of a system, bounding its scope and
showing the actors and the activities to be performed by the system. The diagram itself
doesn’t show any control flow or the detailed steps of each activity, which are elab-
orated later.

Figure 1 shows a use case diagram for an online library system, as created by the
developers of the Visual Paradigm modeling and management tools [10]. Without
going into detail, one can see Borrower and Librarian actors, a Maintenance subsystem,
and a total of 10 different activities. The diagram is well-suited for discussion between
a development team and those looking for a solution, i.e., librarians and borrowers.

Use case diagrams and user stories serve a similar purpose. For example, the
information in the use case diagram could be addressed by ten user stories, such as: 1)
as a Borrower, I want to make a reservation for an Item, and; 2) as a Librarian, I want to

Fig. 1. High level use case diagram for online library system
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add a Title to the system. In both cases, these descriptions serve as mechanisms for
communication between the development team and its stakeholders. The team would
receive feedback about any problems with the concept, and make any needed adjust-
ments. (There are several problems in the model of Fig. 1.)

The high level descriptions are just a starting point. Each user story or activity must
be elaborated, i.e., described in more detail, to show its associated steps. For example,
the steps for Lend Item might include: 1) validate Borrower; 2) assign Item to Bor-
rower’s record, and; 3) determine the due date for the Item. Those steps enumerate the
“normal” operation for that story. Beyond that, it’s also necessary to enumerate the
exceptional conditions, i.e., the conditions that would prevent the normal operation,
and the business rules governing that use case.

Note that the identification and elaboration of the user stories is iterative and does
not require a complete description of their steps or the exceptional cases before pro-
ceeding. It’s not unusual for agile developers to implement the normal case first and
return to complete the implementation later. Also, it’s common to select a subset of the
user stories to be implemented during a specific sprint. In this case, the first sprint might
focus on the Maintenance subsystem, since it contains many of the basic activities
needed to provide services to Borrowers.

2.4 Business Rules

In following an agile approach, the requirements are typically developed iteratively by
working with likely users, customers and experts on the application domain. They have
the knowledge about constraints on data values, relationships among data types,
industry or government regulations, conditions that trigger associated events, the
business process to be implemented by the system, and other relevant information. For
example, the rules associated with “validate Borrower” above might include: 1)
checking to see that the Borrower’s library card has not expired, 2) preventing a
Borrower from having more than 10 items checked out at a time, and; 3) preventing a
Borrower with unpaid fines to check out any items.

Software developers rarely have such a detailed level of domain knowledge, but
proper operation of the resulting system makes it essential to capture such information
in the code or in a business rules “engine” that separates the rules from the program
logic. Many of these rules emerge from the elaboration of user stories or use cases.

2.5 User Interface Prototyping

An alternative approach to communication between developers and stakeholders is to
develop mockups (or live) versions of the intended user interface for the system. Some
people gain a better understanding of the features of a planned system by seeing how
they will use it. The mockup is designed to show the layout and content of screens,
whether for a standalone application, a web application, or a mobile app, and letting
potential users view it and possibly work directly with it to see how it would be used in
practice. With the appropriate tools, it is possible to design and modify these user
interfaces very quickly so that the designer can be highly responsive to user requests
and easily demonstrate the planned user experience.
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Building these mockups requires the designer not only to have an appropriate tool,
but also an understanding of the features to be provided to the users, with the expected
inputs and outputs. To do that, the user must usually work through the use cases or user
stories and then manually transform that understanding into the user interface design.
One effective technique maps a user story into a user command, which may be
implemented by text input, menu selection, gesture, or voice input.

In effect, the user interface mockup becomes an alternative approach to require-
ments gathering and validation. Some users get a better sense of the system features by
working with such mockups rather than with a set of user stories or use case diagrams;
there are many tools available for building such prototypes, including Balsamiq
Wireframes [11]. That approach is central to the author’s User Software Engineering
methodology, as presented at the CRIS conference [1, 12].

There are some risks in proceeding with the user interface mockups and bypassing
the step of validating user stories with stakeholders. Users of the mockups may have an
incorrect impression of progress, thinking that the application is largely built when only
the proposed façade has been designed. They may also be less able to find errors or
omissions in the overall system. Balsamiq’s product helps to overcome this problem,
since their wireframes are lower fidelity rather than highly precise.

3 An Agile Approach to the CRIS Conference Problem

The CRIS Conference Problem, as originally stated, is reproduced in the Appendix.
Because of space limitations, we will give primary attention to the stories associated
with the Program Committee. This approach is in keeping with an agile process, where
the stories of the Organizing Committee are addressed in later sprints.

3.1 User Stories

Working from the problem statement leads to the enumeration of the following user
stories:

1) As a Program Committee Chair, I will prepare a list of people to whom the call for
papers is to be sent;

2) As a Program Committee Chair, I will record the letters of intent from people
intending to submit a paper;

3) As a Program Committee Chair, I will register the papers when they are received;
4) As a Program Committee Chair, I will distribute the papers among the referees;
5) As a Program Committee Chair, I will collect the referees’ reports and select the

papers accepted for the conference program, and;
6) As a Program Committee Chair, I will group the selected papers into sessions for

presentation, selecting a chair for each session.

A knowledgeable user would quickly find some important gaps in the problem
statement. These include failure to create a Call for Papers, failure to invite people to
serve as referees, failure to establish a deadline for referees to return their reviews,
failure to identify a decision process when too few reviews are received, absence of a
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process for notifying authors about the acceptance or rejection of their papers, failure to
establish a deadline for submission of the camera-ready copies of the accepted papers,
and more. The problem statement refers to referees, with the implicit (and possibly
erroneous) assumption that they constitute the Program Committee. Each of these gaps
leads to the creation of new actors, user stories, and possibly to modifications of the
existing user stories. This, we might add more user stories:

7) As a Program Committee Chair, I will invite people to serve on the Program
Committee and be referees for the submitted papers.

8) As a Program Committee Chair, I will prepare a Call for Papers and ask Program
Committee Members to review it prior to sending it out.

9) As a Program Committee Member, I will prepare reviews of papers sent to me by
the Program Committee Chair and return those reviews before the review deadline.

10) As a Program Committee Chair, I will notify authors about the acceptance or
rejection of their submitted paper(s), and provide them with copies of the reviews.

11) As a Program Committee Chair, I will provide authors of accepted papers with
information about the procedure for submitting the camera-ready version of their
paper.

It’s also possible to view some business rules from this list. For example, the
system needs a rule to avoid conflicts of interest, making sure that referees are not
assigned a paper that they or a close colleague submitted. It’s also likely that rules are
needed about the maximum length for an accepted paper, the number of papers in a
session, and many other constraints and rules.

In this way, it is possible for user stories to serve as the basis for creating a clear,
complete, and consistent set of requirements, as well as to identify serious errors in the
original problem statement. Even the most rudimentary effort to validate the original
problem statement with domain experts and prospective users would easily highlight
these gaps, business rules, and missing user stories, long before anyone built complex
system models or wrote any code. Because of ongoing interaction with users, the agile
approach works better for user-centered development than any of the methods,
including this author’s, described by the 13 methods in the original CRIS Conference,
which collectively failed to find any of the problems so quickly identified here.

3.2 Use Case Diagrams and Their Elaboration

While user stories are a highly effective mechanism for user-centered design, they are
not intended to capture system behavior, data produced and consumed by the system,
or all of the interactions among the actors and system. A use case diagram can address
these issues, as well as illustrating the scope of the system.

Figure 2 shows an incomplete use case model for the IFIP Working Conference,
reflecting the user stories shown above and some system actions needed for basic
operation of the system, such as providing login/logout capabilities for users, who may
be members of the Organising and Program Committees, authors, and members of the
sponsoring Working Group(s) and Technical Committee(s). This diagram may be
changed frequently, as the application requirements are better understood. Note that
these operations, as with the user stories, are shown at a high level of abstraction.
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Each of these use cases needs further elaboration so that it can be validated and
subsequently implemented. For example, the use case “Send review to Program Chair”
might be elaborated as:

1. Fill in standard review form with referee name and scores for 
quality, originality, and reviewer knowledge of subject area. 

2. Write comments about the paper to be transmitted to the author by 
the Program Chair

3. Write optional comments about the paper to be seen only by the 
Program Chair.

4. Recommend whether the paper should be accepted or rejected.
5. Transmit the completed review to the Program Chair.

While the first implementation of this use case for a Minimal Viable Product [13]
may address only the “normal” case, it must eventually address the alternative or
exceptional cases, such as:

Fig. 2. Preliminary use case model for IFIP working conference problem
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1. The referee is unable to complete the review before the deadline 
and does not submit a review.

2. The referee asks a colleague to do the review in their place.
3. The referee is unfamiliar with the subject matter of the paper and 

is unable to prepare a review.

Such exceptional conditions are typically uncovered through the same process of
interviews that provides the normal flow of the use case.

3.3 Evolving the Data Model

In earlier solutions to the IFIP Working Conference problem [1], database schema
definition played a key role in the early stage of development. With an agile approach,
however, the data model is iteratively derived from the use cases and their elaboration,
as noted in [6]. Most of the earlier models were relational or entity-relationship, but the
advent of NoSQL database management systems [14] provides new ways of storing
and managing large volumes of unstructured data. It is much easier to modify the
model of unstructured data as developers address each new sprint.

Switching the perspective from the relational approach to the non-relational
approach provides the opportunity to store data according to its logical meaning
without having to transform the various objects into a set of tables with interrela-
tionships. In that way, the use case models and/or the user stories yield a set of objects
that can be stored directly and whose properties can be defined.

Thus, the use case models refer to objects such as authors, invitees, users, letters of
intent, papers, reviews, and sessions. For each of those objects, the requirements
gathering process provides information about their properties:

Paper (title, abstract, keywords, authors, corresponding_author, 
email, paper_body, reviews, decision) 

Session (title, location, date_and_time, length, chair, papers)

Once again, these definitions will be refined over time as more is learned about the
application and its exceptional situations. For example, it’s possible that the Working
Conference will have invited papers as well as submitted ones, where the invited papers
are automatically accepted without review and scheduled, often in a specially
designated session.

3.4 User Interface Mockups

As noted in Sect. 2.5 above, preliminary designs of the user interface are an
effective complementary technique for identifying requirements, as well as assuring the
usability of the completed application. For example, as shown in Fig. 3 using
123formbuilder.com [15], it’s easy to build a “live” high-fidelity mockup of the referee
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review form that can be tried and reviewed by a user. Many user suggestions can be
quickly implemented so that the user can iterate on the design, including doing a/b
experimentation of alternatives [16].

There are also numerous tools for building mockups for mobile devices, as
needed for mobile app design. Figure 4 shows a preliminary version of a mockup
using Balsamiq.

Fig. 3. Mockup of a referee review form
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3.5 Agile Development with Scrum

As the Product Owner [17] addresses the requirements in the problem statement and
reviews them with domain experts and potential users, it’s possible to begin imple-
menting the application itself. Following the basic concepts of Scrum described in
Sect. 2.1 above, the Product Owner and the Scrum team would start by selecting a set
of user stories or use cases for the first sprint. Each sprint would have a backlog of tasks
to be completed within the time allocated for the sprint.

One possible approach in the IFIP Working Conference example is to group the
Program Committee activities into four categories:

1) Set up basic system infrastructure: user management, establish program committee,
manage author submissions (letters of intent and papers);

2) Processing of submitted papers: logging submissions, assigning papers to referees,
collecting completed reviews, deciding which papers to accept;

3) Author notifications: send letters of acceptance and rejection, send publication
instructions to corresponding authors of accepted papers, and;

4) Session formation: define session titles, appoint session chairs, assign time and
location, assign papers to session.

Each of these stories would be refined as needed, with the Product Owner working
with domain experts to find and resolve issues. The user stories associated with
the activities of the Conference Organizing Committee could be developed in
subsequent sprints.

Fig. 4. Mockup of reviewer screen with Balsamiq
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It’s long been known that early detection of requirements errors can provide major
cost savings over detection of problems later in the process or after application
deployment. Even with today’s tools for continuous integration and continuous
delivery (CI/CD) [18], early error detection can reduce the number of bug fixes and
allow the developers to devote more time to enhancements and new features.

With this decomposition of the conference system implementation, the system can
be delivered in small pieces. By the end of the second sprint (Processing of submitted
papers), there should be enough functionality to release it on a limited basis as a
Minimum Viable Product, with the remaining sprints adding valuable capabilities while
building out the robustness of the system and addressing the exceptional conditions that
were omitted earlier.

4 Conclusion

Revisiting the IFIP Working Conference example after almost forty years shows how
greatly information system design methodologies have changed in the interim, driven
by agile methods, the Internet and the World Wide Web, as well as by huge advances
in computing hardware, networking, and displays. Today’s ubiquitous personal com-
puters had just entered commercial use in 1982, and mobile “smartphone” applications
were nearly two decades away. Many of today’s most popular applications could barely
be conceived, let alone implemented, in that earlier era.

The growth of open source software has also made a substantial contribution to
rapid development of information systems and other applications. As one example, it’s
possible to use an off-the-shelf event management system, the open source Conference
Organizing Distribution [19], built on the open source Drupal content management
system [20], that comes very close to providing all of the features (plus some others) of
the problem statement for the IFIP Working Conference. With access to the source
code, one could consider modifying that code for the IFIP Working Conference system
rather than going through the agile process shown here.

The original CRIS Conference deserves credit for bringing greater attention to the
early stages of the design process. Today’s methodologies for system design place even
greater emphasis on meeting user requirements, as well as assuring a positive user
experience with the application. Those aspects of information system design will
certainly endure through future generations, even as new technologies emerge.

Appendix – Problem Definition

Here is the original problem definition that was used in the call for submissions to the
CRIS conference.
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invited conference which is not open to everyone. For such conferences, 
it is something of a problem to insure that members of the involved 
Working Group(s) and Technical Committee(s) are invited even if they do 
not come. Furthermore, it is important to ensure that sufficient people 
attend the conference so that the financial break-even point is reached 
without exceeding the maximum dictated by the facilities available.

IFIP Policy on Working Conferences suggest the appointment of a 
Program Committee to deal with the technical content of the conference 
and an Organising Committee to handle financial matters, local 
arrangements, and invitations and/or publicity. These committees clearly 
need to work together closely and have a need for common information and 
to keep their recorded information consistent and up to date. 

2. Information System to be designed
The information system which is to be designed is that necessary to 

support the activities of both a Program Committee and an Organising 
Committee involved in arranging an IFIP Working Conference. The 
involvement of the two committees is seen as analogous to two 
organisational entities within a corporate structure using some common 
information.

The following activities of the committees should be supported.

Program Committee

1. Preparing a list to whom the call for papers is to be sent.
2. Registering the letters of intent received in response to the call. 
3. Registering the contributed papers on receipt.
4. Distributing the papers among those undertaking the refereeing.
5. Collecting the referees’ reports and selecting the papers for 

inclusion in the program.
6. Grouping selected papers into sessions for presentation and 

selecting chairman for each session.

Organising Committee

1. Preparing a list of people to invite to the conference.
2. Issuing priority invitations to National Representatives, Working 

Group members, and members of associated working groups.
3. Ensuring all authors of each selected paper receive an invitation.
4. Ensuring authors of rejected papers receive an invitation.
5. Avoiding sending duplicate invitations to any individual.
6. Registering acceptance of invitations.
7. Generating final list of attendees.

3. Boundaries of System
It should be noted that budgeting and financial aspects of the 

Organising Committee’s work, meeting plans of both committees, hotel 
accommodation for attendees and the matter of preparing camera ready 
copy of the proceedings have been omitted from this exercise, although a 
submission may include some or all of these extra aspects if the authors 
feel so motivated.

1. Background
An IFIP Working Conference is an international conference intended to 

bring together experts from all IFIP countries to discuss some technical 
topic of specific interest to one or more IFIP Working Groups. The usual 
procedure, and that to be considered for the present purposes, is an 
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Abstract. The article is devoted to the study of an actual problem of decision-
making in the field of business process planning. In the decision-making pro-
cess, the analyst is faced difficulties in accounting for restrictions on all types of
resources, including stored and non-stored ones, and time restrictions on a
period for work performing. Analysis of the existing methods for solving a
problem revealed a lack of consideration in the methods of restrictions on stored
resources. The article proposes a hybrid method for planning business processes
based on the integration of simulation, multi-agent and evolutionary modeling.
The method is implemented in the decision-making software based on the
BPsim family of products using the developed genetic optimization wizard. The
developed technology has been tested in solving the real problem of planning
business processes.

Keywords: Decision-making � System modeling � Processes planning �
Problem-oriented software

1 Introduction

Planning is one of the key tasks of organizational systems managing. The problem of
developing computer systems for supporting planning processes to increase the effi-
ciency of developed plans has a great economic importance. In connection with this,
development of the planning and modeling method in a problem-oriented software that
implements this method is relevant.

Complexity of the solved planning problem is associated with availability of
restrictions on resources and time during works planning. We consider both limited
non-stored and stored resources including the lifetime of the stored resources. Non-
stored resources include resources that can be reused after release, for example, staff or
mechanisms. Stored resources include resources that are completely consumed in a
given volume during execution, for example, technical objects during installation.

One of the key problems that the manager faces during planning is occurrence of
contradictions between deadlines and restrictions on non-stored resources. A possible
solution is to attract subcontracting resources in case of inaccessibility of own
resources. In view of the abovementioned, the purpose of planning in addition to meet
the deadlines is to reduce the cost of attracting subcontracted non-stored resources.
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2 Analysis of Existing Methods for Business Processes
Planning

We investigate application of the scheduling theory methods to the problem of project
works planning.

Sevastyanov S.V. in [1] considers the problem of scheduling with definition of the
minimum schedule length in the presence of restrictions on non-stored resources and
interruptions. The authors introduce a concept of “migration delay in execution”
associated with the natural time delaying of work when it is interrupted and then
resumed execution on another parallel machine. A low-labor approximate algorithm is
proposed for the case of two machines with an estimate of the complexity and quality
of the solution. Advantage of the work is expansion of the classic scheduling problem
with migration delays. The disadvantages include consideration of the restrictions only
on non-stored resources and lack of the deadlines accounting.

Another close problem being studied in the framework of scheduling theory is the
problem of scheduling optimization of a parallel system with identical machines with
the presence of given deadlines for fulfilling works. Tanaev V.S. in [2] provides an
algorithm for constructing a schedule with maintenance at specified times. The
Tanaev V.S. method ensures that restrictions on the time of works and on the non-
stored resources used are considered. At the same time, the method does not allow one
to optimize the cost of attracted non-stored subcontracted resources and does not
consider stored resources.

Let’s consider application of the critical path method (CPM) – one of the network
scheduling methods [3]. CPM in accordance with the logic of implementation and
duration of the works allows one to calculate the earliest completion time of the project
and determine the critical path, that is, identify works that have zero-time reserve. For
distribution of the resources among the projects, special algorithms are used that assign
priorities to the works. An important aspect of the CPM method work is presence of
precedence-following relations between the works. However, there are several
scheduling tasks for which precedence relationships are not required. For example, the
task of documentation development for the ready-made technical solutions. In addition,
network methods as shown by the authors in [4] have limitations on the description of a
life cycle of stored resources: supplies, consumptions and resource lifetime.

A comparative analysis of the scheduling problems solved by the considered
scheduling theory and CPM algorithms is shown in Table 1. As follows from the
analysis, the CPM algorithm is the most universal from the considered ones. It includes
operations of individual projects, network representation of operations, directive
deadlines, priority of operations and the possibility of interruptions. In addition, this
algorithm is implemented in the commercial software MS Project [5].

There are following restrictions of applying these algorithms to the considered
scheduling problem:

• the algorithm doesn’t have accounting for the lifetime of the stored resources
(lifetime is determined, for example, by the coagulation of concrete in construction
or cooling of steel in metallurgical production);
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• the algorithm doesn’t have accounting for the specified dates for the early start of
works;

• the algorithm doesn’t have searching for the optimal assignment of the non-stored
resources to work in terms of minimizing the cost of subcontracted resources
applied.

Presence of these restrictions indicates the need for additional methods for solving
the considered planning problem, namely, application of a system modeling to consider
the identified criteria.

We investigate some modeling methods including discrete-event simulation, agent-
based modeling and evolutionary modeling.

Table 1. Comparative analysis of the planning methods.

Evaluation criterion CPM method Algorithm of Tanaev
V.S.

Algorithm of
Sevastyanov S.V.

1. Operation input data
1.1 Duration Yes Yes Yes
1.2 Order delay Yes Yes Yes
1.3 Early start dates Yes No No
1.4 Policy deadlines Yes Yes No
1.5 Priority Yes No No
1.6 Interruptions Yes Yes Yes
1.7 Belonging to the
project

Yes No No

1.8 Cost Yes No No
1.9. Network view Yes No No
2. Resource restrictions
2.1 Stored resources No No No
2.2 Non-stored
resources

Yes Yes Yes

3. Target function
3.1 Makespan
minimization

Yes Compliance with the
policy deadlines

Yes

3.2 Subcontracting cost
minimization

No No No

4. Free software
implementation

Commercial
software

Test implementation Test
implementation
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3 Analysis of Simulation and Evolutionary Modeling
Application to Solving the Planning Problem

The scheduling process using system modeling begins with consideration of some
initial feasible plan obtained experimentally or based on the data reflecting the current
situation at the enterprise. An objective function is used to determine the need to
change the parameters of the resulting plan. The simulation model does not impose
restrictions on the objective function structure. Agent modeling is one of the directions
of computer modeling [6]. Modern approaches are widely used in supply chains [7, 8],
industrial automation [9–12] and research of operations [13, 14].

A simulation model is a computer model of a system designed to carry out
experiments on it. Simulation modeling is intended to obtain system characteristics, for
example, performance or reliability when study ongoing processes, analyze statistical
data and identify the optimal configuration and parameter values of complex systems.
Simulation modeling provides the analyst with a tool for developing control actions
and assessing the impact of the developed actions on the system functioning.

A multi-agent system is a system that contains agents interacting with each other to
achieve their goals. Agents are models of the decision makers. The collective behavior
of agents in multi-agent models presupposes the cooperation of agents in collective
problem solving. During the operation of a multi-agent system, an agent can turn to
other agents for help if he is not able to solve the task assigned to him on his own. The
basic types of interaction between agents include the following ones: cooperation or
collaboration, competition or confrontation, compromise considering the interests of
other agents, conformism with giving up one’s interests in favor of others and
avoidance of interaction.

Multi-agent software Magenta has been used to allocate restricted non-stored
resources on the works with time restrictions satisfaction in [15]. In this case, each non-
stored resource and each single work is represented by an agent. The agents interact
with each other and allocate the resources to the works by mean of negotiations.

As a result of the comparison of multi-agent models [16] for formalizing the
scheduling and execution processes, a multi-agent resource conversion process
(MRCP) model has been selected due to its full compliance with the stated require-
ments. The agent in the MRCP model is a manager model whose knowledge about
resources allocation is formalized using production rules in the form ‘If-Then’. In
addition, the MRCP model includes a logistics agent that monitors the current volume
and lifetime of the stored resources and monitors the fulfillment of the restrictions on
the stored resources. The logistic agent generates requests for production (purchase) of
the required amount of the stored resources in case if their current volume is decreased
to a critical value or is exceeded resource lifetime.

Depending on the paradigm of multi-agent systems, the following system archi-
tectures are distinguished: 1) reactive architectures based on stimulus-response models;
2) deliberative or intelligent architectures based on the knowledge; 3) hybrid archi-
tectures that combine the first two. Currently, almost all multi-agent systems have a
hybrid architecture that supports a multi-level view of the agent’s functionality.
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The hybrid architecture of the agent, simulation, expert modeling and modeling of
queuing systems are implemented by the MRCP model. A reactive agent in the MPPR
model has a knowledge base formalized with the help of the production rules. The
agent’s response is the impact on the processes, resources and claims of the MPPR
model. An intelligent agent in the MRCP model searches for a solution according to the
decision search diagram, which is the extension of a sequence diagram of the UML
language. In the considered planning processes, agents represent a model of a decision-
maker.

The advantages of using simulation multi-agent models in the decision-making
process in the planning subject area include possibility of assessing alternative solu-
tions of the problem using a computer model of the process under study, accounting the
dynamic characteristics of the process, probabilistic assessment of the process
parameters and considering the decision-maker’s model at various decision-making
levels.

The disadvantage of using simulation multi-agent models in solving the scheduling
problem is the need to formulate such an experiments plan with the model that would
contain an effective or optimal solution, which is impossible without application of the
experimental theory methods or additional heuristic methods. Popular heuristic meth-
ods are evolutionary modeling methods.

Based on the integration of simulation, multi-agent, and evolutionary modeling,
authors developed a method of multi-agent genetic optimization (MAGO) [17] inten-
ded to solve the investigated problem of the business processes scheduling. The pro-
posed MAGO method allows to search for a decision to the scheduling problem using a
modified genetic algorithm. The MRCP model is designed to assess the fitness function
of decisions during the operation of the genetic algorithm. The controlled parameters
(start dates of the operations) and initial parameters described during the problem
statement are fed to the input of the MRCP model. The parameters formed in the
decision-making process are model outputs: the cost of attracting subcontracting
resources and the downtime of the own resources of each competence. In the MRCP
model, agents are used to implement the distribution algorithm of the stored and non-
stored resources and consider restrictions on the stored resources; simulation modeling
is used to describe the performance of operations.

4 Development of a Software for System Modeling
and Planning of Business Processes

In order to implement the new MAGO method, the products of the BPsim family [16,
17] have been selected as the most fully meeting the requirements of the multi-model
simulation and decision support in the field of organizational systems management.
Currently, the family is represented by the following products: BPsim.MAS dynamic
situation modeling system, BPsim.MSN technical and economic design system, and
BPsim.SD CASE-tool for designing of the information systems. Products of the BPsim
family are free software designed to support decision searching and business process
modeling.
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The BPsim.MAS system is intended to development and application of the MRCP
models of the studied processes. The BPsim.MSN system supports development of
intelligent agents or wizards to manage the developed models and implement their
integration while solving the user tasks.

The architecture of the developed software is based on the InteRRap architecture of
a hybrid agent. This architecture is a set of vertically ordered levels linked through a
common management structure and using a common knowledge base. The architecture
consists of the following blocks: an interface with the external world, a reactive sub-
system, a scheduling subsystem, a subsystem for cooperation with other agents and a
hierarchical knowledge base. The interface with the external world determines the
agent’s capabilities in perceiving objects or events of the external world, influencing
him and the means of communication. The reactive subsystem uses the basic capa-
bilities of the agent for reactive behavior and partially uses the knowledge of the agent
of a procedural nature. The scheduling component contains a scheduling engine that
allows one to build local agent plans that are not related to cooperative behavior. The
component that responsible for the cooperation of agents participates in the con-
struction of plans for the joint behavior of agents and coalitions to achieve some
common goals.

The architecture of the hybrid agent and the software developed is shown in Fig. 1.

All components of the agent-based architecture of the software developed are
linked through a common management structure and a common knowledge base. In the
architecture of the MRCP model, the general knowledge base is a combination of the
tactical knowledge base that stores the agent’s production rules and the strategic
knowledge base on frames.

A method of developing a wizard using products of the BPsim family is presented
in the IDEF0 standard in Fig. 2. Functional definition, construction of a conceptual
model of the subject area and design of the wizard operation algorithms are carried out
via the BPsim.MSN system using the DFD diagrams, class diagrams, use cases and
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Service bus
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Fig. 1. Agent-based software architecture.
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sequences diagrams with the conversion of some diagrams into others. In the CASE-
tool BPsim.SD, the user configures interface screen settings and generates the wizard
code, database and documentation structure.

To solve the task of implementing the MAGO method, a genetic optimization
wizard has been developed and integrated with products of the BPsim family as part of
the development of a unified software for decision-making, modeling and planning of
business processes.

The genetic optimization wizard is designed to search for the next population of
solutions and transfer information about each solution to the BPsim.MAS modeling
system. The BPsim.MAS system is intended to build the MRCP model of the work
execution processes and evaluate the fitness function of the current chromosome or
coded work schedule. The BPsim.MSN system is intended to encode the solution
phenotype or work schedule into the genotype or bit string-chromosome. Software
implementation of the basis of the BPsim family products and genetic optimization
wizard was possible due to application of a single database based on MS SQL-server.

The developed software has the following features:

1. Integration of simulation, expert, multi-agent and evolutionary approaches.
2. Description of system models using graphical notations of MRCP and UML.
3. Providing users with the ability to customize the work of the evolutionary com-

ponent, namely the genetic algorithm (GA), for the specific conditions of the
planning task by setting the parameters of the GA: used genetic operators, proba-
bilities of their use, population size, stopping criterion, rules for the formation of the
initial population.

4. Providing users with the opportunity to correlate simulation and evolutionary
scheduling models with the help of a wizard technology or interactive software
assistant.

5. Support for development by users of their additional coding options for solving the
alternative problem decision into genes of the GA chromosome.

The forms of the MAGO wizard user interface are shown on Fig. 3 and Fig. 4.
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Fig. 2. Wizard development method using BPsim family products.
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The agent-based architecture of the software for system modeling and planning of
business processes includes three layers: 1) data storage; 2) data exchange with other
information systems of the enterprise and local databases; 3) agent-based modeling and
decision-making on the formation of a control impact on the process model.

The first layer of the software architecture is designed to store data in a local
database and a shared knowledge base for using the data in decision making. Storage is
carried out using the MS SQL Server database management system.

The second layer of the software architecture is intended for data exchange with
enterprise information systems. Software agents include receptors and actuators for
exchanging information with external systems. Receptors are designed to form ante-
cedents of the rules for the reaction of agents to the influence of the external envi-
ronment; actuators are designed to form a control action on the external environment
based on the results of the agent’s search for a solution to the problem.

The third layer of the software architecture is intended for the following actions:
development of MRCP models, development and adjusting of the MAGO genetic
optimization models, finding a solution to the problem based on inference from the
tactical knowledge base using genetic optimization and the MRCP model.

As a result, the multi-agent genetic optimization wizard using BPsim.MAS, BPsim.
MSN and BPsim.SD tools, UML language sequence diagrams, Transact-SQL database
management language and Microsoft SQL Server has been developed.

Fig. 3. Form for establishing compliance and data exchange between scheduling simulation and
evolutionary models.

Development of a Method and a Software for Decision-Making 155



5 Conclusion

The aim of the study was to develop a method and a software for decision-making,
modeling and planning of business processes. Analysis of the existing mathematical
approaches to solving the scheduling problem has been carried out, their advantages
and disadvantages have been identified, the conclusion has been drawn on the need to
use simulation multi-agent modeling to consider all restrictions of the problem of
business processes managing. The method of multi-agent genetic optimization of
decision support that integrates simulation and evolutionary approaches to provide an
optimized search for a solution has been developed. The new method has been
implemented in the software for decision-making based on products of the BPsim
family. This technology has been tested in solving the problems of business processes
scheduling at the “Telesystems” enterprise [17].

Future work is related with the further approbation of the proposed method and
software in solving real problems of planning business processes.

Acknowledgments. This research was funded by Act 211 Government of the Russian Feder-
ation, contract no. 02.A03.21.0006.

Fig. 4. Form for viewing the output characteristics of the found solution to the problem.
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Abstract. During the 2020 pandemic a new modality for the capstone
project in Software Engineering was introduced to our third-year stu-
dents in Computer Science. They have been tasked with the development
of a non trivial software product - a Twitter client capable of visual ana-
lytics - using some Agile practices, exploiting a Scrum-like process model,
and using only open source tools. Due to circumstances that were either
planned (in the selection of tools and requirements) or unintended (the
pandemic forbade any physical meeting), the project had some interest-
ing outcomes. The project was not easy to enact, neither for the students
nor for the instructors. The main problems were two: the students were
not ready to practice agile teamwork, and the open source tools they had
to use were demanding and only partly suitable for the goal they were
chosen for. We term this experience - where students applied an agile dis-
cipline and were required to use only open source tools - an “extreme”
agile development project. This paper - written by two students together
with their instructor, summarises some lessons learnt: characteristics and
features of the tools and practices used, the evolution of product artifacts
and some difficulties encountered, along with the solutions we adopted.
An important lesson learnt is that an agile project developed by Com-
puter Science students requires specific training in communicating cor-
rect information at the right moment, and avoiding telling “social lies”
concerning the status of both the product and its development process.

1 Introduction

Agile software development has been introduced more than twenty years ago,
and it is now considered mainstream in the industry.

Countless higher education institutions have adopted agile as a way of intro-
ducing students to teamwork during software development. There are several
approaches to teaching agile practices, most of them including some kind of
teamwork training, like pair or mob programming.

However, Computer Science students notoriously do not like and are scarcely
trained to teamwork [24], so the adoption of agile process models inside under-
graduate courses suffers from a number of impediments. One of the most impor-
tant impediments is that students have to work in groups with scarce or zero
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training to build “self-organizing teams”. In fact, the topic of team building is
a crucial one for agile developments, and student teams are no exception [20].
Another issue is that the students are not used to self tracking their productivity,
and even less to “team tracking”, namely the act of measuring the effectiveness
of their teamwork.

Yet another impediment derives from the necessity of face to face coopera-
tion between a “customer”, who is often the instructor of the course, and the
developing teams. The agile principles highlight the importance of face to face
communication and cooperation over process and tools. This kind of commu-
nication is intended to increase the trust and collaboration spirit between the
product owner and the developers. However, in an educational setting there is a
specific problem: the students tend to develop the project as an effort necessary
to pass the exam, so it is natural for them to minimize efforts and possibly lie
about the real status of their process.

This situation changed dramatically in the spring of 2020 as the pandemic
compelled most teaching to be offered online. The project has been introduced
to overcome the limitations connected to a traditional exam based on written
exercises. Students were given specific training concerning the process and the
tools to use during the development. The tools were all open source and made
available online on a departmental server, in a form downloadable and deployable
on a cloud using Docker.

Students were introduced to some team build activity with the serious game
Scrumble1, that is a Scrum simulation. Students were also instructed to conduct
their retrospectives with the help of Essence cards [16].

In this paper we will describe a project-based course with 21 teams including
each five or six students as developers, and two people (one instructor and a
teaching assistant) playing the role of product owners. The teams were requested
to use a set of open source tools especially tailored for agile development. This
condition was especially burdensome for the students, transforming the project in
a sort of “extreme development” experience, as it combined an agile discipline,
that was new for the students, with the mandatory use of open source tools,
which were also new for most students.

The main research questions are the following:

RQ1: Can an agile development discipline (e.g. Scrum) and open source soft-
ware tools be effectively combined when training novice developers?
RQ2: How can we evaluate the teamwork and agility of a team of novice
developers who use open source tools?

The first question concerns the ability of students of using only specific devel-
opment tools, exiting from their comfort zone of well known IDEs and limiting
or even forbidding the use of commercial tools. We call “extreme development”
this combination of agile and open source, plus the requirement of self tracking
their productivity. The second question concerns the evaluation of teamwork in
such an agile setting.
1 Available at http://scrumble.pyxis-tech.com.

http://scrumble.pyxis-tech.com
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After this introduction, this paper is organized in the following sections.
Section 2 summarizes some related works, aiming at describing how novice stu-
dents adopt agile development practices and tools. Section 3 introduces the
course structure. Section 4 describes the tools and practices integrated in the
development process. Section 5 analyzes how process artifacts evolved, and
Sect. 6 describes some issues in the evaluation of the students and their team-
work. Finally, Sect. 7 discusses some issues and gives suggestions for future edi-
tions of the course.

2 Related Works

Recent surveys have shown how widespread the adoption of agile software engi-
neering practices has become [8]; although some surveys report only a portion
of manufacturing companies rely strongly on Agile, the majority of them rely
on a combination of agile methodologies [10], and a large percentage of software
developers use Agile in their work [18].

Although Agile is, at its core, a series of principles and guidelines [2], multiple
frameworks provide actionable plans and activities. One of such frameworks is
Scrum [19], that is reported as one of the most used process models for software
development, but it is not limited to this field: its stated objective is to help
“generate value through adaptive solutions for complex problems” [22]. Scrum
is not the only agile framework, and each of its practices has many variants [1].

Scrum has been used with reported success in high schools [15] and in sev-
eral different university settings, both as the main learning goal, in its same-site
and distributed versions, or as a method for teaching [25]. In contrast to what
has been possible until now, last year’s pandemic has made impossible students
working together in the same room or in close proximity. Moreover, in our case,
relevant government regulations changed considerably the rules to enter uni-
versity labs between the first and the last sprints, making quick adaptations
unavoidable. Few publications have investigated the effects of the sudden move
to remote working [6].

Due to its novel nature, past research on university projects during the
COVID-19 pandemic are scarce; at the same time, industry has already proved
that Scrum (and agile workflows in general) can still be effective in remote
contexts [17,23] the same was true during the pandemic [13]. The additional
challenges presented by the changing environment were exacerbated by the doc-
umented difficulty of evaluating agile processes in university [9,21]: past research
propose various metrics [14] to grade students on their application of agile pro-
cess, but mostly fail to capture the ability of students to be agile instead of
following any given formula. In this paper, we will outline the challenges one
group faced, the support given by instructors, the adaptations they implemented
and why their freedom of choice helped them learn the importance of adapting.
In order to better represent their viewpoints, some parts of this article will be
written from the point of view of the students.
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3 Course Structure and Project Description

The course in Software Engineering at the Department of Computer Science
of our University was reconfigured to face the challenges offered by the 2020
pandemic caused by COVID-19. The main novelty has been the introduction of
a project to be executed using a Scrum-like process, to be enacted using several
open source tools supporting remote collaboration.

In the past, the course had covered agile processes and XP/Scrum like best
practices in the last few years, but only from a theoretical viewpoint. The stu-
dents were tested individually by a written exam and an oral presentation. Since
physical interactions were strongly limited, and written exams in presence were
forbidden, the instructors decided to redefine the final exam as a team project,
to be performed online to avoid unnecessary personal contacts.

The product to develop was a Twitter client, enriched with features for data
analytics: the product should be able to capture large sets of geolocalizable
tweets and: a) put them on a map; b) create a word cloud with their contents;
c) create a temporal diagram to show the distribution of collected tweets across
time, and so on. The main uses case were: a) using Twitter in an emergency, like
an earthquake, to collect help messages; b) using tweets to track the movements
and collect the picture of a group of travelers in a city or across a region; c)
using tweets for simple diachronic sentiment analysis.

In the last few years a research project has developed an open source agile
development environment deployable on a private cloud, thus avoiding any exter-
nal dependence for privacy and security reasons. The environment is called Com-
positional Agile System (CAS) [4]. The main idea behind this environment is
to offer a customizable environment, including powerful albeit free services for
collaborating and managing agile development activities.

Thus, having this resource, that will be described in the next Sect. 4, the stu-
dents could exploit a powerful, fully open source environment to start with. The
environment can be deployed either on personal workstations, or on a depart-
mental server, or in a public cloud.

4 Tools and Practices

The CAS environment in the version we used includes the following tools:

– Taiga for project management;
– GitLab for versioning;
– bugzilla for issue tracking;
– Mattermost for team communication;
– SonarQube for software analyses;
– open source productivity dashboard.

All the tools that were given to the students (including the productivity dash-
board, discussed later) are open-source and available in a self-hosted instance.
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This constraint transforms the project in an experience of “extreme develop-
ment”, where all interactions, all artifacts, all data produced by the tools can
be saved locally and later examined, without any dependency from external
services, for instance on commercial clouds.

4.1 Proposed Tools

The instructors introduced us to the basics of Agile Development and Scrum,
but they were confident in both our ability to pick it up as we went and the
importance of practice. Because of the nature of the course, we did not approach
this in the most focused or comprehensive way, but instead considered various
alternatives and recent advances: a clear example of this is the use of Essence
Cards. We will outline this and other tools and practices in this section.

Taiga. Taiga, as its website says, is “an open source project management soft-
ware that supports teams that work Agile across both Scrum and Kanban frame-
works”. Clearly, this software is one of the two main tools we used, together with
GitLab, to manage and organize the teamwork during the software development
process. Taiga’s capabilities are vast; so vast, in fact, that we found some of
them useless for a project of our size, and we ignored them. They range from
the basic Kanban board, to a sprint task board for each sprint, the availability
of a point breakdown of each user story and task, an issue tracking system, a
comment system, different roles with varying responsibilities and a lot more. For
us, Taiga was a most sensible alternative to Jira, that was out of the question
as fully closed-source and mostly enterprise oriented. The use of Taiga will be
documented in the next section.

GitLab. GitLab needs no introduction: as the most popular open-source alter-
native to GitHub, it was suggested by the instructors and we quickly adopted it
as our (only) version control software.

BugZilla. BugZilla was initially proposed as a complementary service to Taiga
for issue tracking, thanks to its integration possibilities and historical relevancy.
We decided not to use it, as our organizational overhead was already too large
to include one more tool we were not likely to use.

Mattermost. Mattermost was the solution of choice by the instructors for day-
to-day communication and light issue tracking (which would then be moved to
either BugZilla or GitLab, integrated with Taiga). Mattermost works well: it is
light, the self-hosted instance is simple to set up, it has a well-working mobile
app and an appealing interface. Unfortunately, all of us had been using Telegram
for the longest time (partly open-source), so even though we completed the setup
we jointly agreed we would favor Telegram.

SonarQube. SonarQube was new to the students: it is a code analysis tool
that runs static analysis on source code and brings vulnerabilities or possible
future problems to the attention of developers. Then, it generates a report on
the current position, and proposes changes to improve the code. The students
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used SonarQube starting from the second sprint, and it helped to find some hard
to spot vulnerabilities.

Productivity Logger. The Instructors were also interested in our productivity
data, for future research purposes. The environment has a logging facility which
can record any keystroke pressed when using an IDE like Eclipse. This logging
function was not fully set up at the start of the project. This resulted in some
misunderstandings on our part and moreover raised privacy concerns that we
later brought up with the Instructors. We had two main problems with the logger:
its scarce availability constrained us to a single IDE we were not comfortable
with and we were not given a self-hosted version to install on our own server.
We will now tackle those issues and describe the steps we took to resolve them.

The plugin availability was a direct consequence of the nature of the software:
this logger is the result of a mentioned research project [4]. The plugins that
were made available were for the following IDEs: Atom, Eclipse, and IntelliJ.
Most of our development team uses VS Code, or alternatively vim for remote
development, so we were not thrilled to be requested to move to and learn a
completely new (and sizable) IDE as IntelliJ WebStorm.

Some teams investigated for alternative ways to track development activity
and the related productivity measures. Since the productivity data were required
in the final report for documenting the process, some teams settled for using
Wakatime, as described in Sect. 4.2.

Essence. Essence is an open standard for the creation, use and improvement
of software engineering practices and methods. In order to classify, explain,
apply and evaluate such practices, the Essence Kernel was created as part of
the SEMAT initiative [12]. The Essence kernel and the Essence Language as
embedded in the cards for Agile allow teams to describe, discuss, evaluate, and
improve both their product and their process. Essence is now an OMG standard
[16]; because of its agnostic viewpoint, independent from any software process
model, it is well suited to the educational setting [3].

Essence allowed our students to avoid to study the classic Scrum documen-
tation: they used the Essence cards for Scrum, instead. Condensing information
to the size of a card is a great way to keep a reader interested and give a bird’s
eye view that aids understanding, without getting distracted by specific details
and missing the complete picture or, on the opposite side, skipping key parts
of the process. The cards themselves proved to be very useful as well, since the
students used them in two “serious games” which helped us approach the Review
and Retrospective activities.

The first game we learned consists of going through the seven “Alphas”
- the key elements and areas of interest common to all software projects, as
identified by the SEMAT Kernel - and for each of them identify which state the
current product resides in. The seven Alphas are Requirements, Software System,
Team, Work, Way of Working, Opportunity and Stakeholders, and their states
are complemented by checklists, informal ways to move in-between states. This
provides the developers with two great advantages: a clear idea of where the
project sits (and which Alphas still need to be worked on), and a clear path
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ahead, due to the checklists. We completed this activity at the end of all sprints,
since we found it extremely useful for the two uses outlined here.

Instead, in the Retrospective, we adopted a second serious game called “Prac-
tice Patience”. A detailed description is available here2, and discussion about it
can be found later in this paper in Sect. 4.4.

4.2 Final Tool Configuration

Throughout the first two sprints, the tool selection varied. What we will now
describe is our final usage, what we used since the end of the second sprint.
We find that this selection allowed us to respect the Instructor’s wishes without
adding so much configuration work to go beyond a full sprint’s number of hours.

We hosted all self-hosted tools on a Google Cloud machine. We picked this
because of both ease of use and how generous the “first use” credit is: thanks to
the initial credit and how long it lasts, we were able to use it for free. All man-
agement and system administration tasks were completed by the development
team.

GitLab. We already discussed GitLab in the previous section. Git Lab was the
corner stone of our tool architecture and contained the complete source code and
branches. Initially, we mainly worked together on one branch, but later we moved
to a feature branch approach, with new features being developed in experimental
branches and merged in master once they were completed and tested. Tests were
man operated.

Taiga. As we mentioned in the last section, Taiga was our management software
of choice. We installed a self-hosted version of it in the same cloud as the other
services, but initially used the web version while the setup was being completed.
Our management of Taiga is discussed in the first Sprint Reports, but we will
outline the main characteristics here. In order to include both User Stories and
Development Needs, we used Taiga cards as “Backlog Items”. Each Item would
then go through a pipeline of stages from New to Archived. The stages were New,
Wait Approval (by the POs), Wait Verify (confirm the request is within technical
constraints of Twitter API and architecture), Ready, In Progress, Ready for Test,
Done, Archived and Rejected. If either approval or verification failed, or if we
deemed them too minor to include them at all, they were Rejected. User Stories
could be moved to Done once they respected the Definition of Done; they were
then Archived after the end of the Sprint. User Stories not explicitly required
by the PO were marked as “optional”. To distinguish between User Stories and
Dev Needs, we used tags.

We used the Wiki to archive Sprint Documents, the Definition of Done and a
Useful Links section. We included the Scrum Master role, but the point attribu-
tion quickly got out of hand, so we only used it partially. Each User Story had
an estimated time attribute. User Stories were divided into tasks, both at the

2 https://essence.ivarjacobson.com/publications/blog/better-scrum-through-essence-
part-2.

https://essence.ivarjacobson.com/publications/blog/better-scrum-through-essence-part-2
https://essence.ivarjacobson.com/publications/blog/better-scrum-through-essence-part-2
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start and during a Sprint. Each task has a field for recording how long it took
to complete it, and the Tasks follow a similar pipeline to User Stories (but don’t
need to be approved or verified). Not all tasks were assigned, because we often
worked in pairs or groups and Taiga does not allow multiple assignees for Tasks.

SonarQube. We used SonarQube since the second sprint. We did not include it
into an automatic pipeline but ran oneoff scans. In each Sprint Report a section
is dedicated to SonarQube metrics and performance. SonarQube was installed
as a selfhosted service in the same Google Cloud account as the previous two.

Telegram. Because of our familiarity with Telegram, as soon as we picked our
group members, we made a Telegram group and started chatting there. This
made switching to a different service complicated. Telegram is partly open-
source. We used basic messaging features, occasional polls, file upload and pinned
messages the most.

WakaTime. WakaTime was our time tracking software of choice. Although all
its plugins are open-source, the server code and front end are not. We under-
stand this was a compromise on the Instructors’ position, but it was driven by
urgency and ease of use. In a more organized setting or a future installment,
we suggest switching it with either Kimai, fully opensource but requiring more
customization for our chosen use, or looking into other alternatives, such as
Super Productivity or GitLab time tracker. We only used Wakatime to track
IDE usage, but a Word plugin and a chrome extension are available.

Etherpad. This is a service we used for short-lived text, shared and collabo-
rative documents. We decided against hosting it on Google Cloud and used an
alternative provider (riseup) instead.

Discord. This is one of the two completely non-open-source tools we used. We
used Discord because of our familiarity with it and the vastness of its features.
We tried replacing it a few times with open-source tools such as Jitsi Meet,
but its reliability made us use it more often than not. Still, we do not deem it
unavoidable: there are many tools which provide similar functionality and, with
some time and effort, we’re sure they could be used instead.

MS Live Share. For the sake of completeness, we mention that we frequently
used the Microsoft extension Live Share while pair-programming. It is not open-
source.

4.3 Discussion

In this section, we will discuss our experience with two pervasive themes of
software engineering: Being Agile compared to Doing Agile, and using Open
Source Software for university projects. Then, we will review our use of Essence
and what we achieved with it.

The implementation of the Agile process in our academic environment differs
substantially from what is commonly done in a standard working environment:
instead of following a specific set of Agile practices and a specific framework
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such as Scrum, we spent a lot of time thinking about what we really found
useful and what we wished to change, both at the beginning and during the
actual development.

This “Being Agile” way of thinking, i.e. continuously questioning our way
of working while trying to improve it, as opposed to sticking to any pre-defined
practice or tool, helped us a lot while having to work through unexpected prob-
lems without increasing product risk or unbalancing the team stability. These
problems were either unexpected and external, such as the COVID-19 pandemic
that forced us to shift to a remote setting, or internal and expected, such as
the additional requirements proposed by the PO on every sprint or the privacy
concerns about the logger that worried the team.

This is not to say that a completely disorganized course would be more ben-
eficial than a structured course: as we mentioned in Sect. 3, this is only the first
iteration of the new structure of the course, which meant a short amount of time
to put it together. Add to this the unfortunate coincidence of the pandemic, and
it is easy to see how hard it would have been to prepare accordingly. Moreover,
the differences between teams made it complicated for the Instructors to grade
such vastly different projects objectively. At the same time, we do wish to make
an argument in favour of putting the students through some tough choices; after
all, this is not a Scrum course, or a programming course: as a software engineer-
ing course, the skills of being able to select, learn, and adapt to new methods,
tools, and best practices are fundamental and well connected to the modern
practice of software development.

At the start of the project, we were instructed to prefer OSS (Open Source
Software) tools to organize our work. As we mentioned in the Sect. 4.2, we opted
against some of the suggested ones and proposed alternatives, such as WakaTime
instead of the CAS Logger, that served similar purposes, although it is not a
completely open-source solution. Additionally, the decision of self hosting the
majority of our tools (except for Wakatime, which does not allow users to self-
host) gave us a lot of freedom since we were not affected by some delays and
issues which afflicted the departmental server, both at the beginning and during
the project.

4.4 Essence and Framework Independence

We here discuss the role Essence had in the development project, both from
process and product perspective. In our team, Essence received overwhelmingly
positive feedback, so here we will outline the three most important advantages
we found.

– Product State. The ability to clearly define the Product and Process allowed
us to clearly communicate our self-evaluation to the Instructors; its checklists
provided immediate actionable feedback, and going through the serious game
did not need an excessive amount of time or specific tools.

– Scrum Cards. We used the Essence cards for Scrum. They were used in
“Practice Patience” game, the Scrum Master printed them for quick reference
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during the first Sprint. We found that Practice Patience revealed our true level
of understanding and ability of applying Scrum, and how much we evolved
compared to the previous instance.

– Relative Novelty. Although we understand this may not be true for all
teams, and definitely should not be considered a strength of Essence per
se, we found that its relative novelty allowed us to think for ourselves and
“figure it out as we went along”, rather than rely on predefined structures
and practices.

Lastly, we mention an additional usage of Essence cards that we initially
considered but later scrapped: using Essence to formalize the process of get-
ting feedback and acting on it by the Product Owners (and possibly even the
Professors); due to the universality the Essence kernel aims at, it is possible
(and suggested) to include additional practices by using Essence to formalize
practices from different development frameworks. We believe this would be an
enlightening guided activity in following iterations, as it truly shows the power
of Essence as an neutral, agnostic standard (as the authors call it) for formal-
izing and streamlining practices from different frameworks. At the same time,
it would be unreasonable to expect student to have reached a sufficiently deep
understanding of the standard to complete it on their own, which is why we need
to be guided by instructors.

5 Artifacts

At the end of each sprint the students wrote a Final Sprint Report documenting
some process data and the product status. Because of the data we collected this
way, we were able to track progress throughout sprints; here, we report three
relevant analyses.

5.1 User Story Evolution

First, we report a cross-section view of the way our Product Backlog evolved.
In this case, we picked a main feature of the product - an epic - and a few of its
notable derived user stories. Figure 1 shows some user stories in form of cards.
In each card, the Sprint in which the US was completed is shown in the top left.
We also included its description, part of the acceptance criteria, the points we
assigned it, how long we estimated it would take to complete it and how long it
actually took.

As we can see, our first story was in line with the minimum viable product;
on the technical side, it required handling of the twitter API and a minimal user
interface. In the second sprint both real-time and bulk versions were developed;
the user story related to the map, completed in sprint 3, was included in the
second sprint as well, but only completed later. The last user story, technically
complex and initially optional, was only tackled in the fourth sprint.
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Fig. 1. User story evolution across sprints. The central card is an epic. In each card
the completion sprint is shown top left in a circle
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5.2 Sprint Backlog Sizes

Reporting the final state of our Backlog brought another restriction to our atten-
tion: for both sprints 2 and 3, a single User Story was delayed to the next Sprint
only to be completed in the first few days of the next Sprint. In fact, a developer
mentioned this in the third Sprint Review:

“I really wish we could have had a few more days to complete our User
Story. Even just one day would have meant not carrying it over to the next
sprint...”

Although slight modifications to the timetable were allowed, because we had
already overestimated our speed for sprint 2 we collectively decided that our
mishandling should be accepted in order to avoid making the same mistake
again, and moved it to the next sprint. That said, we believe both choices make
sense, but giving a clear guideline at the start may clarify the process.

5.3 Review and Retrospective Evolution

As mentioned, our practices shifted considerably during the sprints: although
our experience is of a single team, we believe further investigating the degree
of strictness of rituals as teams mature would lead to interesting results. For
what concerns our evolution, both Sprint Review and Retrospectives shifted
considerably:

1. In our first Sprint Review, we first dedicated some time to recording a video
showing the product, and then identified our current state using the “Alpha
State” activity. We considered this part of the Sprint Review, but we acknowl-
edge its purpose falls within the Retrospective as well. For our Retrospective,
we held our first Practice Patience, and focused on giving actionable feedback
to follow through on our observations.

2. The second Sprint’s final activities were the same as the first, but further
discussion was held based on our irregular progress on the Sprint Burndown
Chart. Figure 2 shows the result of the Patience Practice game with Essence.
We believe this retrospective was important to the team’s feeling of growth
and progress.

3. The third Sprint included a less structured activity, which we just called
“Team Feedback”. Although not all members were equally as vocal, a lot of
useful feedback was collected: we agreed that the session was successful, and
repeated it for both rituals.

4. The fourth Sprint included the Product State and Practice Patience serious
games as well, but they only took on a communicative role to record our state
and inform the PO of where we stood. The Team Feedback section became
the main focus of both rituals.

As was outlined in the progression, our reliance on structured games and
activities decreased steadily, as did our perceived gain from them. About this,
we report our Scrum Master’s thoughts as reported in the Fourth Sprint Report:
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Fig. 2. The result of the retrospective of the second sprint. The top row of cards
includes the seven alpha states of Essence, which represent the auto-evaluation by
the team of the state of the project. The bottom part titled “Scrum card evaluation”
represents the judgement on the sprint using the technique “Mad, Sad, Glad” [7]

“During this review, we all agreed that sharing the team’s feedback was in
fact a better way to voice our opinions than most serious games or guided
activities. In my opinion, though, this was not always the case: although
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the developing team was very open about their doubts and trophies in this
fourth review, this was not the case in some of the earlier ones.”

6 Evaluation

The teams produced the following artifacts: a demo video of the final product
release, its source code in gitlab, a SonarQube report of the final release, the
team diary, the Essence cards arrangement produced during each sprint retro-
spective, some UML diagrams, personal questionnaire about team interactions.
The evaluation of teams and their teamwork was conducted discussing the prod-
uct in a final review and using two different quality models analyzing the main
artifacts produced.

We used a teamwork quality model and an Agile maturity model. The team-
work quality model is inspired from [11], thus we name it the Hoegl-Gemuenden
model. It is based on the assumption that any human behaviour in a team can
be summarized in two major areas: activities and interactions.

The evaluation constructs are the following:

– interaction analysis;
– effectiveness analysis about software quality;
– work efficiency, which only considers schedule efficiency, because there was

no budget;
– satisfaction analysis, which considers team satisfaction about learning, prod-

uct, and process of Hoegl-Gemuenden’s.

Since the data collection involved different evaluation metrics (1 to 5 Lik-
ert scale for students’ opinions from a questionnaire about team interactions,
decimal scale for instructors’ evaluation of process and product, marks of Sonar-
Qube for the product internal quality ratings, and percentages of completing user
stories and tasks), in the data processing they were all converted in percentages.

The Agile maturity model we used is inspired by the Yin model presented
in [26]. It includes five maturity levels and explores seven inner categories of
analyses.

The radar graphs in Fig. 3 show the percentages obtained in each category
of quality and maturity model, respectively.

The evaluations have be discussed in a companion paper [5]. We here sum-
marize the results as follows.

The teams who performed best showed good balance of personal contribution
and strong mutual support. The teams which performed worst were characterized
by low quality of internal communication, scarce perception of effort spent in
the project, unbalance of members’ contribution to the project.

Moreover, these teams exposed often a conflict of opinions about team inter-
actions, clearly indicating different perceptions and attitudes about teamwork.

The results of the evaluation allowed the instructor to rank the teams. How-
ever, we remark that the ranking was not used to give a grade to the students,
who were evaluated in a traditional way after an oral discussion concerning the
final report and a demo of the last release.
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Fig. 3. Radar graphs of worst teams (left) and best teams (right) according to respec-
tively the teamwork (top) and agile (bottom) models. From [5]

7 Conclusion

We presented the experience of one of the 21 agile teams that made up the 2020
Software Engineering Course class in our University. We aimed at reviewing
the development process, in order to produce useful feedback for future work in
similar contexts.

Concerning the Research Questions, we can give the following answers:

Answer To RQ1. We have asked our students to combine in a project of
“Extreme Development” an Agile discipline and some Open Source tools; we
believe that the combination is quite challenging and demanding for 3rd year
Computer Science students of Software Engineering. All teams completed their
projects, with a variety of grades.

Answer To RQ2. We have developed two quality models, one for teamwork
and one for agile maturity, which have been quite effective and useful for assessing
the results.

In this final section we summarize the main issues the students met through-
out the sprints and what could be done in the future editions of the course.

7.1 Tools and Methods

Throughout this article, we mentioned how, in order to reach a suitable tool con-
figuration, it was necessary to dedicate a sizable amount of time to exploratory
testing and preliminary meetings. The experience was “extreme” especially
because there was a strong push on using open source tools made available on
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a departmental server. We believe this helped push our team towards a better
understanding of Agile. At the same time, we wish to reiterate that this had an
effect on our productivity in our first two sprints: this is why we believe that
such an activity, if deemed helpful, should be moved to the weeks preceding
the start of the sprints. As part of the research behind this article, we looked
into established tools selections or recent proposals, but we only found very few
mentions. Some only took into account git hosting, while others expected a large
infrastructure - e.g. Jira - to be supplied by Instructors. This is clearly a topic
for further research.

Moreover, if the instructors wish to grade the teams on the quality of the
process applied, we believe regular meetings should be held. The proposed solu-
tion of producing sprint reports was adequate for the instructors, but we believe
a periodic meeting would prove more useful to both instructors and students.
We understand the time instructors can dedicate to such activities is limited, so
we propose that the meeting is held after Review and Retrospective have been
completed, and aims at briefing the instructor on the contents of the meeting
rather than participating in the rituals themselves. Alternatively, in order to
include the figure of Product Owner, the instructors may only be part of the
meeting for a limited amount of time.

7.2 Overlap of Learning and Applying

As outlined in the previous section, we believe less overlap between the learning
and applying periods - of scrum, in our case - would have been useful to us. The
Scrum Masters are also expected to have a general idea of their future duties;
to these aims, we propose the following road map; although its steps may seem
obvious, we found that many groups fail to complete the steps separately, and
end up having difficulties during the actual coding.

1. Course and project introduction: both the course and the project should
probably be introduced in the first few lessons. The introduction should make
it clear that it is not possible to start early, as work will be tracked throughout
the sprints, but also that listening attentively to agile practices and techniques
will help make both the coding and reviewing events much easier.

2. Team building: we believe forming groups earlier would be beneficial to their
ability of starting well and avoiding wasting time on simple tasks. The group
will then face learning and setup as a “unit”, which will help with forming
interpersonal relationship that will facilitate their project development.

3. Tool setup: this is especially important if the students are expected to install
their own versions of self-hosted software, as it is a time-consuming and diffi-
cult task. If some students need time to learn how to use such software, this
is the correct time to do so.

7.3 Using Scrum for a Student Project

Lastly, we want to mention that in the future it should be made clear that Scrum
is only a reference framework that could be modified and tailored to a specific
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workflow. This is because some of the requirements and practices of Scrum simply
cannot be adapted to our context. As an example, we bring daily scrums: in our
context of online remote education, when we have to attend several other courses
beyond Software Engineering, they simply had no meaning whatsoever. They are
annoying to organize, and do not allow for any further scheduling, as everyone’s
time constraints make it impossible to synchronize. Moreover, Scrum expects a
level of involvement from the Product Owner which is simply unsustainable for
an instructor alone with multiple teams.

Some teams suggested merging some of the rituals together; while we under-
stand how useful it can be, we would advise taking into account developer
exhaustion. This is because during our first two sprints, we completed review
and retrospective meetings back to back; partly due to our ignorance, they both
took longer than we expected, and we ended up frustrated by the amount of time
they took. We also want to mention that the Retrospective - based on Essence
guidance - was most definitely the most important ritual for our growth: this is
supported by the final results by the teams.

As a final note, we recommend making sure to distinguish final activities and
sprint planning, as they quickly collapse into one giant less-than-useful activity
where it is very hard to accomplish all that’s needed without growing annoyed
and losing all enthusiasm.
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Abstract. Energy Consumption poses a major constraint in the battery
lifetime of mobile devices, data centers and their power-hungry servers.
Understanding the difference in energy consumption induced by differ-
ent implementations of software and systems can equip the engineers
with the necessary knowledge to make better design choices early on.
Our goal is to study the impact of programming languages on energy
consumption. This paper is twofold: a Rapid Review to investigate the
available literature and a meta-analysis comparing Python and Java in
terms of energy consumption. The review yielded 17 relevant studies and
showed that Java, C, C++ are the most-widely studied languages. The
meta-analysis of five eligible papers showed a non-significant difference
in energy between Python and Java. We anticipate more research in this
area to extend our work.

Keywords: Energy consumption · Energy efficiency · Power
consumption · Programming languages · Rapid review · Meta-analysis

1 Introduction

The Information and Communications Technology (ICT) sector used up to 4.6%
of the global energy consumption in 2012 [99] and is increasing to higher rates
[12]. In 2018, Google alone used ten TeraWatt-hours of energy [3] - more than
what is annually consumed by the state of Hawaii [3,6]. The negative environ-
mental repercussions led to governmental interventions with policies such as the
European Code of Conduct for Data Centre Energy Efficiency [12]. The Euro-
pean Commission included in their 2020 “Key Actions” [33] that the ICT sector,
particularly Data Centers, must achieve energy-efficiency and climate-neutrality
by no later than 2030.

In the ICT sector, excessive energy usage translates into high financial cost
implications for companies [2] and limits the workload and productivity in Data
Centers [72]. Moreover, the ICT sector is estimated to contribute to more than
2% of the global carbon emissions [33]. Thus, reducing the energy consump-
tion of computing systems has become a major undertaking for such industries
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[2]. Over the last decades, ICT companies became major investors in renew-
able energy to compensate for their environmental footprint via Power Purchase
Agreements (PPA), especially the top hyperscale Data Center operators such as
Amazon, Microsoft, and Google [2]. For instance, Google’s “carbon offset pur-
chases” match 100% of the energy consumed by their offices and Data Centers
by funding renewable energy projects [3]. And while such efforts are of great
impact, these companies cannot themselves rely on renewable energy and still
have to majorly use grid suppliers at high financial and environmental costs.

Research has been carried in this area in efforts to reduce the energy of
cloud systems and servers, many of which focus on platform optimizations
through energy-aware resource management and task scheduling techniques
[17,39,62,71]. But since Data Centers are house to software services, what are
the implications of software development approaches and frameworks on the
energy consumed by such computing systems? This question has been addressed
in [20,22,23,26,27,34,45,53,59,60,64,65,74,75,83,84,91], especially in mobile
development [18,21], showing that Software Architecture does factor in energy
consumption as discussed by Jagroep et al. [43]. Thus, understanding such impli-
cations could help the developers in making informed design choices early on.
According to a study by Manotas et al. [58] that surveyed employees from
Google, ABB, Microsoft, and IBM, engineers are eager to adopt energy-efficient
approaches in development and are open to change programming languages,
however, they lack the necessary knowledge to do so. Thus, in our paper, we
study the impact of programming languages on energy consumption. For that,
we conduct a review of studies carried out in this area and a meta-analytical
comparison of two languages that are widely-used, especially, in Data Centers
software systems.

The Stack Overflow Developer Survey [7] surveyed in 2020 nearly 65,000
developer. The results showed that the majority of respondents used JavaScript
(67.7%), Python (44.1%), Java (40.2%), C# (31.4%), PHP (26.2%), C++
(23.9%), and C (21.8%). Other programming languages included Go (8.8%),
Rust (5.1%), Swift (6.1%), Perl (3.1%), Ruby (7.5%), and Haskell (2.1%) were.

Accordingly, we compare Python and Java, two of the most widely-used
programming languages, making their comparison a necessity in this study. The
majority of the Big Data Analytics stack lives in the Java ecosystem [61,86] with
Python also integrating some libraries for Big Data [61] such as Pyspark [40,94].
For instance, in 2019, the FANG giant Netflix stated that they rely on Python in
Big Data Orchestration and Data Analytics [5]. Scala is another language used in
Big Data. Gupta and Kumari [40] compared Scala with Python in terms of how
they use Apache Spark, a framework used in processing large data, while Omar
et al. [70] compared Scala with Java in terms of time performance in Apache
Spark MLlib and Hadoop HDFS. Moreover, in the realm of Machine Learning
(ML), Python has become a de-facto language [80]. Netflix also uses it in their
Personalization ML infrastructure for marketing and recommendation systems
and even in Video Encoding and Information Security [5]. Nevertheless, Java
has also grown to include tools for ML and Deep Learning, beyond the ML tool
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Weka, such as Deeplearning4j, RapidMiner (Deep Learning, ML, text mining),
and Stanford CoreNLP libraries. Therefore, there is a need to compare these
two languages, and in this study, we investigate their energy-efficiency through
meta-analysis.

Meta-analysis is a statistical tool that aggregates empirical results from
“combinable” primary studies. Its application in Software Engineering research
is an emerging area that was adopted from Medicine and Psychology in the
mid-90’s according to Sheppard et al. [90]. With this paper, we aim to further
popularize the application of meta-analysis in this discipline. Accordingly, the
contribution of this study is:

Firstly, a Rapid Review that aims to answer the following research questions:

RQ1 What are the existing studies on the energy consumption of programming
languages?

RQ2 What are the widely studied programming languages with respect to energy?
RQ3 What are the widely used energy/power units in energy vs. language exper-

iments?

Secondly, to use meta-analysis in testing the hypothesis:

H0: There is no significant difference in Energy Consumption between Python
and Java
with the alternative one:
H1: There is a significant difference in Energy Consumption between Python and
Java

This paper is organized as follows: Sect. 2 provides examples of primary and
secondary studies related to the impact of languages on energy consumption,
Sect. 3 presents our Review and meta-analysis methodologies, Sect. 4 reports the
Review results and the meta-analytical comparison of the energy consumption
of Java and Python, then Sect. 5 is the discussion. The paper is concluded in
Sect. 6 with possible future research directions.

2 Related Work

To the best of our knowledge, our paper is the first to apply meta-analysis to
compare Python and Java in terms of energy consumption. We also believe that
it is the second meta-analytical study after the work of Kholmatova [49] to com-
pare languages or energy consumption in software. This study [49] used Google
Scholar and snowballing to search for papers related to software development
and energy consumption between the years 2010 and 2020. In this study, Khol-
matova uses the Random Effects Model to compare Java vs C++ and Java
vs C, three languages used in Android Mobile Development. The meta-analysis
showed that the studies are homogeneous and no significant differences in energy
consumption.
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Nevertheless, there are meta-analytical studies that investigated other themes
in the Software Engineering discipline. Kakarla et al. [46] compared two fault-
based testing techniques: Mutation vs Data-flow, showing that Mutation is more
effective while Data-Flow is more efficient. Lu et al. [56] investigated the ability
of 62 Object-Oriented metrics to predict change-prone classes. They found that
the Size metrics Stmts (The number of declarations and executable statements
in methods of a class) and SLOC (non-commentary Source Lines of Code) had
the best predictive abilities whereas Inheritance metrics had the lowest. Yi et al.
[102] proposed a unique usage and technique in meta-analysis to mine hypotheses
and applied it to a literature of software defect prediction. Their results showed
that three out of the five generated hypotheses were indeed studied by other
papers. Hosseini et al. [41] compared two defect prediction techniques which rely
on using training data either from external projects or from the same project.
The results showed that WPDP (within project defect prediction) outperforms
CPDP (cross project defect prediction).

On the other hand, there are primary studies that compared languages, par-
ticularly Python and Java, in different environments which we identified in our
review and meta-analysis. In 2017 Georgiou et al. [38] compared 14 program-
ming languages executing nine different small tasks and reported Swift as the
most energy consuming. Pereira et al. [77] compared 27 software languages run-
ning three different benchmarks. Their experiments reported Java in the fifth
place while Python was second to last with considerably higher energy. In 2020,
Kesrouani et al. [47] compared languages in terms of recursive vs. iterative imple-
mentations with Java and Python consuming the most energy compared to C++,
C, and Ocaml. Georgiou et al. [36] compared languages in different platforms
(Intel and ARM) across three Inter-Process Communication ipc technologies.
Then in 2021, Pereira et al. [78] extended their benchmarks to nine in total
(reported in this paper). Out of 15 languages, Java ranked 10th overall, while C
and Python were the most and least energy-efficient respectively. More informa-
tion on these five papers are found in our meta-analysis results (Sect. 4).

Finally, a comparative analysis between Python and Java was carried out by
Khoirom et al. [48] where the interchangeability of Python and Java in areas
such as Web Development and Machine Learning was compared based on code
size, execution time, memory consumption, robustness, and reliability, but not
energy.

3 Methodology

The review aims to bring insight to researchers and developers by synthesizing
studies that answer our RQs [51]. The meta-analysis estimates the difference in
energy consumed by Java and Python. Our approach is explained in detail in
the next sections.
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3.1 Literature Review

A Systematic Literature Review (SLR) is a rigorous means of synthesizing stud-
ies to answer a research question. In their tertiary study, Kitchenham et al. [52]
add that SLRs promote the abidance of research to evidence-based guidelines,
particularly, in Software Engineering.

We chose to conduct a Rapid Review due to time constraints. Cochrane
defines Rapid Reviews to be “a form of knowledge synthesis that accelerates the
process of conducting a traditional systematic review through streamlining or
omitting specific methods to produce evidence for stakeholders in a resource-
efficient manner [35]”.

A review protocol is integral in SLRs to reduce Researcher Bias [51]. In our
protocol and review methodology, we use as a guideline an abbreviated version of
Kitchenham’s Procedure for Performing Systematic Reviews [51] in the Software
Engineering field.

Search Strategy. Preliminary searches, from IEEE, WOS, and ACM, among
other journals, were done by the authors to investigate the existing studies
related to our RQs and identify the common keywords for our search (Table 1).
We define the Boolean Strings in Sect. 4 Table 4 following the PICO approach
[66] to conduct the search.

Table 1. RQs and keywords

RQs Keywords

RQ1 Energy, consumption, programming languages

RQ2 Programming languages, energy

RQ3 Energy, power, efficiency, programming languages

The search criteria is:

– Language: English
– Date Frame: 2011–2021
– Search Method: Sort by relevance

Our chosen electronic database is: Google Scholar. We further conduct a
limited targeted search on IEEE and ACM Digital Library and Backward Snow-
balling only for papers with possibly relevant titles/keywords to the RQs. Back-
ward Snowballing is the inspection of reference lists from relevant works to mine
additional primary studies [101], which, according to Kitchenham [51], is a must
in Systematic Literature Reviews.

– Google Scholar: 10 pages. Select all the papers appearing on the search
page.

– IEEE and ACM: one search page per engine. Select a limited number of
papers.
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Inclusion and Exclusion Criteria. The Cochrane Rapid Reviews guide
explains that a mandatory standard in SLRs is to define clear inclusion and
exclusion criteria. According to Cochrane’s recommendations, they should also
be defined in the protocol of Rapid Reviews [35].

Defining pre-set criteria minimizes Researcher Bias [51] in reviews. More-
over, they allow to stay within the scope of the RQs and the PICO (Population,
Intervention, Comparators, and Outcomes) elements of the search. Sheppard
et al. [90] explains that the collected literature must be scanned against these
criteria to remove the irrelevant and low-quality papers because they can “con-
taminate” the results of the review and the meta-analyses. Following are our
defined criteria that have to all be met:

1. Inclusion criteria
– Paper describes the experiment
– Paper reports empirical results of the energy of programming languages
– Paper compares at least two high level programming languages

2. Exclusion criteria
– Grey literature, non-research articles papers

Kitchenham [51] notes that Publication Bias can lead to a bias in the review.
This occurs because the studies that reject the null hypothesis are more likely
to be published compared to those that report negative results. She states that
conference proceedings could address this bias, hence why we decided to include
them in our review.

Quality Assessment. Quality Assessment applies narrower criteria. A quality
instrument was agreed upon by the authors following some of the quality guide-
lines of empirical studies specified by Kitchenham et al. [50]. The questions were
scored with “yes” or “no”. The paper is included only if all the three questions
are answered positively.

Table 2. Quality assessment questions for the review

QA QA question

Context guidelines Is the hypothesis clearly/implicitly stated?

Data collection guidelines Are the software measures and their units clearly
defined in the experiment? (e.g. Power (W),
Energy (J), EDP, EE%..)

Presentation guidelines* Are the quantitative results presented?

When it comes to the Study Designs, all levels of evidence, except for the
Expert Opinion, were considered as this is usually the norm in Software Engi-
neering [51]. If a primary study has more than one version, the latest is chosen.
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Data Extraction. After collecting studies from the search, we extract the nec-
essary data to scan these studies against the pre-defined criteria and the QA
instrument. Moreover, Kitchenham [51] explains that designing a Data Extrac-
tion form for the review reduces the possibility of bias. The following form was
piloted among the authors on a sample of studies to ensure clarity and robust-
ness. We extract this information mainly from the abstract, experiment, and the
conclusion:

– The title, year of publication, and journal
– A description of: the goal, the experiment and energy units, and the result.
– Is the experiment related to energy consumption in computing systems?
– Is the experiment is related to energy vs. programming languages?

3.2 Meta-analysis

Meta-analysis is an optional part of a systematic review [66]. While our review
attempts to answer Research Questions from the literature, meta-analysis is a
statistical tool with a limited focus and a specific hypothesis [90]. As Sheppard et
al. [90] explain, it encompasses two purposes: (1) assessing a common Effect Size
among primary studies, and (2) assessing and analyzing heterogeneity between
studies with the I2 statistic. In the following sub-sections, we explain in detail
our meta-analytical methodology.

Quality Assessment. The quality assessment applies criteria that are even
narrower than the review ones. In addition to the QA questions in Table 2, the
Presentation Guidelines are updated in QA1 of Table 3 which was chosen from
the checklist compiled by Kitchenham et al. [50].

Table 3. Quality assessment questions for the review

QA QA question

QA1 Does the paper provide the mean and standard deviation or the necessary
values to compute them? (Units limited to Joules for energy)

QA2 Does the paper report more than two experiments per language?

Due to the limited number of papers found in our search that compared
Python and Java, we added two more specific search strings which are in Table 5.
The search was conducted following the same protocol, but the exclusion was
performed during the search rather than after the data collection.

The paper is included if (1) its preview on Google Scholar shows the terms
“python” and “java”, (2) the title is relevant, and if (3) it passes the review
inclusion criteria.

The paper is excluded if (1) it appeared in our initial search, or if (2) it
passed the review exclusion criteria.

Finally, the paper is included to meta-analysis if it passes the Review QA
(Table 2) and the meta-analysis QA (Table 3).
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Data Extraction Steps. For the review, we extract information that allow
the authors to include or exclude a given paper to/from the review. In this sub-
section, we define the numerical values that are a prerequisite to conducting our
meta-analysis [51].

After scrutinizing the papers against the meta-analysis Quality Assessment,
for each group (Python and Java) in a given study, we collect the following data:

– n: The number of experiments per group.
– xi: The reported energy consumption (Joules) per experiment in a group

From this, we calculate the following for each group (Python and Java) in each
study:

– Mean: The mean energy consumption of a group’s experiments: x̄ =
∑n

i=1
xi

n

– SD: Standard Deviation in the group: S =
∑n

i=1
(xi−x̄)2

(n−1) .

The Meta-analysis Steps. Effect Sizes represent the difference in energy
consumption between the two languages in each study (with an independence
assumption of the groups). Besides the sampling error, there is a high likelihood
that co-variates exist in experiments. Therefore, we assume that each paper is
estimating a different true effect, and it is generally assumed that these true
effects are normally distributed [13]. Therefore, our Summary Effect estimates
the mean μ of the distribution of the true effects Δi.

Hence, we use the Random Effects Model (REM) to estimate the distribution
of true effects. For each study, the Effect Size is Hedge’s g Standardized Mean
Difference that estimates Δi - the study’s true mean difference (true effect).
Following are the calculation steps of the Effect Size g and its standard deviation
SEg [13]:

g = J × d (1)

where j is Hedge’s correction factor:

J = 1 − 3
4df − 1

(2)

d is Cohen’s standardized difference of the sample means:

d =
X̄1 − X̄2

Swithin
(3)

and Swithin being the pooled within-groups standard deviation (SD), with an
assumption that σ1 = σ2. S1 and S2 are the SDs in the two groups and n1 and
n2 are the number of experiments per group.

Swithin =

√
(n1 − 1) S2

1 + (n2 − 1) S2
2

n1 + n2 − 2
(4)
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The variance and standard deviation of each Effect Size g is:

Vg = J2 × Vd (5)

SEg =
√

Vg (6)

where Vd is the variance of Cohen’s d:

Vd =
n1 + n2

n1n2
+

d2

2 (n1 + n2)
(7)

Finally, each study’s weight is calculated as:

W ∗
i =

1
V ∗
gi

(8)

V ∗
gi = Vgi + T 2 (9)

Vgi is the within-study variance (Eq. 5) and T 2 is the between-studies variance
(Eq. 11).

The variation in a study’s observed effect gi, as illustrated in Eq. 10, is due
to: (1) εi: The distance of the study’s observed effect from the true effect, and
(2) ζi: The distance of the true effect from the mean of its True Distribution. ζi
depends on τ2 - the standard deviation of this distribution.

gi = μ + ζi + εi (10)

We estimate τ2 with T 2 using the DerSimonian and Laird method:

T 2 = (Q − df)/C (11)

where, given k is the number of studies, Q, df, and C are:

Q =
k∑

i=1

Wig
2
i −

(∑k
i=1 Wigi

)2

∑k
i=1 Wi

(12)

df = k − 1 (13)

C =
∑

Wi −
∑

W 2
i∑

Wi
(14)

T 2 is the between-studies variance and is used in each study’s weight calculation.
The Summary Effect estimating μ is the Weighted Mean M∗ of these weights
W ∗

i (Eq. 15).

M∗ =
∑k

i=1 W ∗
i gi

∑k
i=1 W ∗

i

(15)
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The meta-analysis reports M∗ and a 95% Confidence Interval for a two-tailed
test calculated from the estimated standard error of the summary effect SEM∗ .

VM∗ =
1

∑k
i=1 W ∗

i

(16)

SEM∗ =
√

VM∗ (17)

M∗ ± 1.96 × SEM∗ (18)

Table 4. Review search strings

Search string #pages Search engine #papers #unique

((energy OR power) (consumption
OR efficiency)) AND
“programming language”

5 Google scholars 49 27

(compare programming language)
AND ((energy OR power)
(consumption OR efficiency))

2 Google scholars 24 12

((energy OR power) AND
(consumption OR efficiency))
AND (“programming languages”)

3 Google scholars 27 10

((energy OR power) (consumption
OR efficiency)) AND
(programming languages)

1* IEEEexplore 10 6

((energy consumption) OR (power
consumption)) AND
(programming languages)

1* ACM digital library 6 4

4 Results

4.1 The Rapid Review

In our review, we collected 85 papers. As specified in Table 4, out of these papers,
59 were uniquely found from one string. The other 26 papers were found from
more than one string. Out of the relevant papers to our RQs, we performed
Backward Snowballing. We have found three papers, but they did not pass the
Inclusion and QA criteria.

After applying the Review Quality Assessment (Sect. 3), 17 papers were
included to the review: 16 primary studies and one meta-analysis. Figure 1 shows
the distribution of languages across the primary studies, giving insight in regards
to our RQ2, while Table 2 shows the most widely used energy/power units in the
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16 primary studies to answer RQ3. Some papers reported their results in more
than one unit. The distribution of the years and journals across the 17 papers
are in Figs. 3 and 4 respectively.

The literature shows that most of the papers compared Java, C, and C++
(RQ2). All the 17 studies included Java in their comparisons. To test these lan-
guages, the papers mostly relied on micro-benching for instance The Computer
Language Benchmarks Game (CLBG) [1]: [24,25,28,68,69,77] and Rosetta [4]:
[37,38,68,78]. Some compared the languages across different sorting algorithms
[15,38,44,81]. To present insights with regards to RQ1, following are some of the
papers and their results on energy consumption:

1. Java, C, C++
– Corral et al. [24]: C is “more economic” than Java.
– Corral et al. [25]: Native and Regular C consume significantly less than

Java.
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Fig. 3. Distribution of papers by publication year (before and after review QA)

– Rashid et al. [81]: C consumes significantly less than Java.
– Chen et al. [16]: C and C++ consume less than Java.
– Magalhães [57]: C consumes less than Java and C++ and is better in

EDP.
– Kholmatova [49] (meta-analysis): no significant difference between Java

and: C and C++

2. Java, C, C++, C#
– Georgiou et al. [37]: C and C# are the best in terms of EDP.
– Couto et al. [28]: C first, Java second, C# forth in energy efficiency.
– Jain et al. [44]: C# first, Java second, C++ third in energy efficiency.
– Chandra et al. [15]: Java consumes less than C#.Net.

3. Java, C, C++, Python
– Abdulsalam et al. [9]: C++ and C: consume less than Java. Python con-

sumes the most.
– Noureddine et al. [67]: In default setting, Java consumes the least. With

the GNU Compiler Collection (GCC) compiler option O3, C++ consumes
the least, and C consumes less than Java. Python is the second worst in
consumption.

– Pereira et al. [77]: C consumes the least. C++ consumes less than Java. All
were in the Top-5 energy-efficient languages. C# ranked 13th preceded by
compiled languages (except two VM languages: Java and Lisp). Python
is the second worst in consumption.
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– Pereira et al. [78]: C consumes the least. Python is the worst in consump-
tion. C++ consumes less than Java.

– Georgiou et al. [38]: no significant results between Java and: C and C++.
Compiled: Java and Rust consume the most, Go the least. Interpreted:
Python, Perl, Swift consume the most, JavaScript, PhP, Ruby the least.
Java consumes less than Python.

4. Java, C, C++, JavaScript
– Oliveira et al. [69]: JavaScript is more EE than Java.
– Oliveira et al. [68]: JavaScript is more EE than C++ and Java.
– Georgiou et al. [37]: C, C#, and JavaScript are on overall the best com-

piled, semi-compiled, and interpreted languages in terms of energy.
Python and Java were not in Top-5. Python consumed less than Java.

Chen et al. [16], Abdulsalam et al. [9], Georgiou et al. [37], and Georgiou et
al. [38] categorized the compared languages to: compiled (e.g. C, C++) versus
interpreted (e.g. JavaScript, Python). It should be noted that some papers
consider the semi-compiled languages (e.g. Java, C#) as compiled ones. All
these papers report that the compiled languages are the most energy efficient.
Pereira et al. [77] and Couto et al. [28] also concluded that compiled languages
consumed the least energy.

Pereira et al. [77] classified the languages by paradigm: Functional, Imper-
ative, Object-Oriented, and Scripting. They found that the bottom-5 in
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terms of energy-efficiency are all interpreted (Perl, Python, Ruby, JRuby, and
Lua). Java was the 5th most energy-efficient and the only Top-5 non-compiled
language, preceded by C, Rust, C++, and Ada.

4.2 The Meta-analysis

The Eligible Papers. From our supplementary search, we found two papers,
P4 and P5, which we added to our meta-analytical comparison. Both of the
papers were published in 2020, and their corresponding publishing journals are
in the histogram Fig. 4. Backward Snowballing did not yield additional papers.

Table 5. Supplementary search strings

Search strings #pages #papers

energy (“consumption” or “efficiency”) “python” “java” 15 1

(“compare” or “comparison”) (“python” and “java”) AND
(energy (“consumption” or “efficiency”))

10 1

The papers that are eligible for the meta-analysis are:

– P1: Analyzing Programming Languages’ Energy Consumption: An Empirical
Study (Georgiou et al. [38], 2017)

– P2: Energy Efficiency across Programming Languages: How Do Energy,
Time, and Memory Relate? (Pereira et al. [77], 2017)

– P3: Ranking programming languages by energy efficiency (Pereira et al. [78],
2021)

– P4: Energy-Delay investigation of Remote Inter-Process communication tech-
nologies (Georgiou et al. [36], 2020)

– P5: A Preliminary Study of the Energy Impact of Software in Raspberry Pi
devices (Kesrouani et al. [47], 2020)

In P1 [38], nine different tasks from Rosetta Code [4] were implemented
with languages including Java and Python. The languages were grouped into
compiled and interpreted. The total energy consumption when using compiled
languages seems to be much lower compared to that of the interpreted ones. For
interpreted languages in P1, Python showed a considerably high average energy
consumption compared to other interpreted languages in the experiments. It is
noteworthy that the experiments for each task and programming language was
performed in the same environment.

Similarly to P1, it is found in P2 [77] that compiled languages are more
energy-efficient compared to interpreted languages. Performance (including
energy and speed) were measured for different programming problems using the
Computer Language Benchmarks Game [1]. In this study, the top five energy
efficient programming languages, all compiled, consumed the least amount of
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memory space on average, which reckons a direct relationship between energy
efficiency and memory usage. Java was the only hybrid (compiled and inter-
preted) language in this top five list. P3 [78] also presented that interpreted
languages consume more energy compared to compiled languages, with Python
at the bottom, being the least energy efficient language.

The experiments in P4 [36] were performed on computer platforms equipped
with Intel and ARM processors and based on the popular Inter-Process Com-
munication (ipc) systems implemented in Go, Java, JavaScript, Python, PHP,
Ruby, and C#. The study found that JavaScript and Go implementations offer
the lowest energy consumption and execution time. The authors of P4 further
analysed system call traces and found that inefficient use of system calls can
contribute to increased energy consumption and poor execution time.

P5 [47] presented a software-based and multi-formulas power estimation
model according to CPU utilization. The experiments extracted from P5 were
on Fibonacci and Tower of Hanoi with separate recursive and iterative imple-
mentations respectively. In these experiments, Java was found to be least energy
efficient of other programming languages. Second to Java was Python. The excep-
tion was in the recursive Fibonacci experiment in which Python consumed more
energy.

In our meta-analysis, we separate the experiments in P4 and P5 by platform
type and algorithm implementation respectively. P4 performed two experiments:
one on two Intel systems (client and server) and the other on two ARM systems
(client and server), and they retrieved measurements from the clients and the
servers separately. Therefore, we considered them as four different experimental
environments in our meta-analysis. We aggregated across the three Inter-Process
Communication (ipc) technologies studied in this paper. As for P5, because
the languages consumed considerably more energy on average in the recursive
compared to the iterative implementations and because the experiments were
repeated 200 times, we decided to separate them into two experimental environ-
ments in our meta-analysis to highlight that difference.

The Forest Plot. We visualize and contextualize the meta-analysis with a For-
est Plot (Fig. 5) using the metacont function from the R library meta. Total is
the number of experiments per group (Python or Java), Mean is the mean energy
of all the experiments for one group (Python or Java) in a given study, and SD
is its standard deviation (with Basel’s correction). SMD are Hedge’s standardized
mean differences g between each two groups (Python and Java) of a study. I2 is
the percentage of the observed difference in the true effects that is not caused
by sampling error. It is a descriptive statistic and not an estimate.

– Effect Sizes
• Squares: opposite to each study is a square. It reflects the contribution

of the study to the Summary Effect. The bigger its size, the bigger the
study’s weight.

• Horizontal Lines: represent the 95% Confidence Interval of the study. The
narrower the line, the higher its precision.
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• Vertical Line: represents the null line, i.e. the standardized mean differ-
ence is 0

– The Summary Effect
– Diamond: represents the summary effect
– Diamond width: represents the 95% Confidence Interval. The narrower

the width, the higher the precision.

Fig. 5. Meta-analysis forest plot: Python vs Java

We observe that all the studies include the null value, hence, they all report
statistically non-significant results. The summary effect crosses the null line and
has a p − value = 0.62, therefore, we do not reject our null hypothesis
that there is no difference in energy consumption between Python
and Java. I2 reflects the amount of overlap between the studies’ confidence
intervals. Our value is less than 25% indicating a low heterogeneity [14].

5 Discussion

In this section, we discuss our findings from the review of the studies that passed
Quality Assessment and the results obtained from meta-analysis.

5.1 Discussion of the Review

The programming languages found in the reviewed studies were compared in dif-
ferent aspects including energy consumption, speed, memory usage, CPU usage,
and execution time. The languages and programming tasks were also catego-
rized into: compiled and interpreted, functional and object oriented, native vs
cross-platform frameworks, recursive vs iterative algorithms, etc.

A total of 85 unique papers were collected using the search strings in Table 4.
Out of these, 17 passed the review Quality Assessment: 16 primary studies and
1 meta-analysis. 52.94% of the papers were published by ACM followed by IEEE
(35.29%) after QA. To answer our RQ1, the papers gathered in this study bench-
mark programming languages in isolation (as a standalone tool) without taking
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into account the various fields of application of these languages. None of the
papers reviewed used heavy data processing tasks or ML algorithms as bench-
marks to compare languages such as Python, Scala, R, Java, C++. It could be
opined that performing such benchmarks requires some expertise in the area.
Therefore, more research should be carried out to compare or determine the
energy efficiency of programming languages using real applications as bench-
marks. In these benchmarks, different units of measurements were used including
EDP, Watt, and Joules. To answer our RQ3, Joules was the most-widely used
unit of measurement (81.25%) in the papers that passed QA.

To answer our RQ2, the majority of the papers studied Java (100%), C
(81.25%), and C++ (62.50%), with respect to energy consumption. This can be
attributed to their popularity in the software development industry [7,8]. The
languages that were reported in these papers to be the most energy-efficient,
such as C++, have not yet gained a large adoption by the community for
Machine Learning (ML) or Big Data tasks in which Python and Java are popu-
lar [103]. This is due to the relative difficulties in language presentation (syntax
and semantics), learning curve, maintainability (bulkiness and readability), and
language level (low-level or high-level) [10]. Python’s simple syntax allows for a
more natural and intuitive ETL (Extract, Transform, Load) process and means
that it is faster for development when compared to C++. The State of the
Developer Nation Q3 2020 report by Developer Economics [8] surveyed more
than 17,000 developers from 159 countries and reported that Python is the most
popular language in Data Science (DS) and ML among developers. According to
this survey, 77% of ML developers and Data Scientists use Python and only 22%
use R. Moreover, while Java was reported to be the next overall popular lan-
guage after Python, the survey showed that it is most popular in cloud systems
and one of the least popular in DS and ML. This could be due to its structure
complexity compared to Python [48]. Thus, the popularity of Python in ML is,
again, attributed to its simplicity and readability. It is noteworthy to point out
that popular Python libraries like Numpy, Scipy, Sklearn, and Cython used in
ML have bindings to other languages like C, C++, and Fortran. It is clear that
the inter-operability between C or C++ and other high-level Languages com-
monly used in ML or data processing makes it an interesting topic for further
investigation [82].

Other programming languages like Scala, which is widely compared with Java
and Python, would have been a good additional subject in our meta-analysis but
proved impossible due to the limited research carried out on them.

5.2 Discussion of the Meta-analysis

The meta-analysis resulted in a non-rejection of our null hypothesis, showing no
significant difference in the energy consumed due to using Python or Java. The
weights of the studies rely on the within-study standard deviation. The lower
the variance, the higher the precision and the higher the weight. Therefore, a
higher number of experiments (Total) also contributes positively to the weight.
We notice, nevertheless, that all of the studies confidence intervals cross the null
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line, and therefore, none of them report significant differences. Moreover, the
I2 statistic is less than 25% indicating that the studies are homogeneous, and
therefore, the variability between them is non-significant.

It is also worth noting that all of these five papers relied on testing on micro-
benchmarks rather than real applications, which according to Sahin et al. [87],
leads to different results. Therefore, it is unclear whether or not these results
generalize to large scale inputs and intensive computations commonly used in
Data Centers such as Big Data tasks.

6 Conclusion

In this paper, we reviewed the impact of programming languages on energy
consumption and used meta-analysis to compare it between Python and Java.
We found no significant difference between them.

Because we did not conduct a Systematic Literature Review, our study is
limited by the number of pages per search string investigated. Hence, we only
found 17 relevant studies for the review. We also only found five papers for the
meta-analysis which could be due to Python being a newly adopted language.
Moreover, Rapid Reviews are known to bring about Selection Bias. We aim to
having addressed the Publication Bias by considering Conference Papers in the
inclusion criteria, which is, according to Kitchenham [51], a means to tackle it.
By using a Review Protocol, we aim to also having reduced the possibility of
a Researcher Bias [51]. In spite of these possible limitations, we believe that
our results are of value. With this paper, we also encourage the usage of meta-
analysis in Software Engineering and shed the light on a serious problem in
software and system engineering, that of excessive energy dissipation [30,55].

For future research, we look forward to more comparative primary studies
between these two languages to extend our meta-analysis. In a similar vein, Scala
is a widely-used language in Big Data, yet we did not find studies in our review
that compared it in terms of energy efficiency. Thus, we encourage research on it
[19,29,54,63,73,76,79,85,88,89,92,93,95–98,100]. We also anticipate that stud-
ies do not only rely on micro-benchmarks for testing and to extend the research
by using real applications [11,31,32,42] or long and intensive computations to
simulate large scale data processing and analytics and Deep Learning tasks.
Finally, since energy consumption is also a concern in mobile devices, we antic-
ipate more research that compare the languages and frameworks used within
iOS (e.g. Swift, Objective-C, cross-platform) and Android development (Java,
Kotlin, cross-platform).
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Abstract. Background: A growing amount of software is available to
children today. Children use both software that has been explicitly devel-
oped for them and software for general users. While they obtain clear
benefits from software, such as access to creativity tools and learning
resources, children are also exposed to several risks and disadvantages,
such as privacy violation, inactivity, or safety risks that can even lead
to death. The research and development community is addressing and
investigating positive and negative impacts of software for children one
by one, but no comprehensive model exists that relates software engi-
neering and children as stakeholders in their own right. Aims: The final
objective of this line of research is to propose effective ways in which
children can be involved in Software Engineering activities as stakehold-
ers. Specifically, in this paper, we investigate the quality aspects that
are of interest for children, as quality is a crucial aspect in the devel-
opment of any kind of software, especially for stakeholders like children.
Method: Our contribution is based mainly on an analysis of studies at the
intersection between Software Engineering (especially software quality)
and Child Computer Interaction. Results: We identify a set of qualities
and a preliminary set of guidelines that can be used by researchers and
practitioners in understanding the complex interrelations between Soft-
ware Engineering and children. Based on the qualities and the guidelines,
researchers can design empirical investigations to obtain deeper insights
into the phenomenon and propose new Software Engineering knowledge
specific for this type of stakeholders. Conclusions: This conceptualization
is a first step towards a framework to support children as stakeholders
in software engineering.

1 Introduction

A massive and ever growing amount of software intensive technologies is available
today to children of younger and younger age through sites such as Facebook
and Instagram, apps, games, and Internet of Things (IoT) devices embedded in,
for example, cars and toys. In some cases, the software is specifically made for
children, but, in other cases, it is made for the general users, like Facebook and
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Instagram, and also used by children. In some cases, the software aims at solving
a problem, like helping children with reading difficulties to learn how to read [1]
or children with obesity to exercise [2]. In other cases, the software’s goal is to
enhance children creativity [3], like Scratch [4]. In most cases, software is made
for commercial and entertainment purposes, like war games.

With the advancement of technology and the development of new IoT appli-
cations, games, and social media sites, it is getting increasingly difficult to keep
up with the associated threats and vulnerabilities for all stakeholders, and espe-
cially for children. The increasing presence of robotics, automated systems, and
AI makes software more and more pervasive at all levels and for all ages. This
has ethical and social implications for software engineers and users, especially
for a particularly vulnerable category of users like children [5]. In the last few
years, we have witnessed a series of problems generated in the digital ecosystem
populated by software and children. Children can fall victim to cybersecurity
threats like social engineering, cyber bullying, hacking, viruses, and damaging
malware, cyber stalking, etc. through search engines, online advertisements and
social networking websites such as Facebook, Twitter and lots of other websites
[6]. The US National Safety Council, which tracks hot car deaths across the
United States, reports than an average of 38 children under 15 die each year
of heatstroke related to being trapped in a hot car—whether due to caregiver
error or a child climbing into a vehicle and being unable to escape. Children’s
safety apps like “Kars 4 Kids” have been developed and are available to parents
who want to eliminate these risks. Solutions that have been not specifically been
designed for children, like airbags, pose serious risks for children. Available data
indicate that, on average, children under the age of 13 are more likely to be
harmed by an airbag than to be helped by it [7]. Mental health issues and even
suicide are been caused by interaction with software. Instagram removed nearly
10,000 images related to suicide and self-harm every day in the months follow-
ing the Molly Russell scandal (according to the Telegraph newspaper). Physical
health issues, like obesity [8] and diabetes have been linked to the excessive use
of videogames.

Given the greater exposure of children to digital technologies, the interac-
tion design research community take into account children’s abilities, interests,
and developmental needs [9] when designing interfaces of software for children.
International organizations that focus on Child’s Rights, such as UNICEF [5]
have recently started to examine the emerging ethical considerations regarding
software development for children.

We observe that the community is producing new software for children to
address the problems generated by software without considering the problems
that the new software will produce. For example, [2] reports about development
and evaluation of an exergame based on a shooting game, to improve physical
well-being without considering how the other qualities (for example mental well-
being, or privacy) will be impacted by this new game. This is a classical trade-
off in software engineering: when optimizing one quality attribute, for example
performance, one needs to be careful not to compromise other qualities, like for
example readability and maintainability.
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The final research objective of the line of research of our paper is the devel-
opment of new knowledge which will enable to recognize children as competent
stakeholders in Software Engineering.

Existing quality models, e.g., [10] already deal with some of the qualities that
are important for children, e.g., security. However, it is not straightforward to
figure out whether and to what extent they also deal with qualities like creativity
or well-being. It is therefore necessary to build a comprehensive quality model
for software development when children are stakeholders. This quality model
should be used for several purposes: (1) assess the overall quality of the final
software product; (2) assess the quality of the various artifacts produced during
software development; (3) allow software stakeholders to make informed decisions
about the inevitable trade-offs between all of the relevant qualities during the
development of a software product for children; (4) allocate resources in an
effective way to reach quality objectives with the available budget.

In this paper, we introduce an initial set of qualities that are relevant to chil-
dren as Software Engineering stakeholders. The main qualities that we propose
are: Security, Well-being, Fun, and Creativity. We also provide a preliminary set
of guidelines for researchers and practitioners that can help them understand
the complex interrelations between Software Engineering and children. Starting
from the qualities and the guidelines, researchers can design empirical investiga-
tions to obtain deeper insights into the phenomenon and propose new software
engineering knowledge specific for this type of stakeholders. Practitioners can use
the provided knowledge to better understand children as stakeholders of their
software products.

The remainder of this paper is organized as follows. Section 2 presents the rel-
evant background on software quality and quality models. In Sect. 3, we propose
a set of qualities that form a preliminary software quality model when chil-
dren are primary stakeholders. In Sect. 4, we propose preliminary guidelines for
research and practice. Section 5 provides conclusions and an outline for further
work.

2 Software Quality Models

A number of different process and product qualities have been identified as
relevant for SE practice and research and a large number of measures have been
proposed in the literature for their assessment.

Qualities are traditionally divided into internal qualities, such as software
size, structural complexity, cohesion, and coupling, and external qualities, such
as reliability, usability, and performance [11]. Internal software qualities refer
to a software product or process per se. External software qualities refer to a
software product or process and to its users/stakeholders. For instance, the size
of some software product depends only on the product itself, while its reliability
depends on the product itself and the way the product is used.

The distinction between internal and external qualities has practical conse-
quences. Internal qualities have no practical interest per se, while external qual-
ities are the relevant ones from a practical point of view. The number of lines
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of code of a software product is simply a statistic, while an assessment of its
reliability (e.g., how often it fails) is useful to developers and users/stakeholders.

However, this is not to say that internal measures are useless. An internal
measure has practical value if a model exists that relates it to an external quality,
i.e., if a model exists that can be used to quantify/estimate/predict an external
quality of practical interest [12]. For instance, the number of lines of code is
an useful size measure because it is used in several models for various external
qualities, such as reliability, fault-proneness, and reusability.

Software quality models (e.g., those of the SQUARE 25000 series [10]) provide
an organized view of a number of qualities that are believed to be important in
the evaluation of software products (and processes). Quality models are usually
general-purpose, in that their objective is to take into account the needs and goals
of many and diverse software users and developers. However, to be practically
used, quality models need to be “instantiated” for specific sectors, or companies,
or even projects.

The fact that it was promoted from being a subcharacteristic of functionality
in the ISO/IEC 9126-1:2001 standard to being a full-fledged characteristic in the
ISO/IEC 25010:2011 standard shows that Security has become a fundamental
quality for all types of software over the years. Security has five subcharacteris-
tics in the ISO/IEC 25010:2011 standard: 1) confidentiality, i.e., allowing only
authorized actors to access data; 2) integrity of software or its data; 3) non-
repudiation, i.e., proof of the occurrence of actions or events that have taken
place; 4) accountability, e.g., traceability of actions, such as transactions; 5)
authenticity, i.e., identifiability of the actors interacting with software.

The ISO/IEC 25010:2011 standard also includes a “Quality in Use” model,
which includes five characteristics, which are about how a software product inter-
acts with its stakeholders, namely, 1) Effectiveness, 2) Efficiency, 3) Satisfac-
tion, 4) Freedom from Risk, and 5) Context Coverage. Satisfaction is refined
into Usefulness, Trust, Pleasure, and Comfort. Freedom from Risk encompasses:
Economic Risk Mitigation, Health and Safety Risk Mitigation, and Environmen-
tal Risk Mitigation. Subcharacteristic Health and Safety Risk Mitigation is the
one that is most related to safety, but it is quite generic, in that it is related
to potential risk to people in the context of use. We can envision physical and
mental risks related to the use of software.

To the best of our knowledge, no quality models have been proposed or
specifically tailored for software for children, which also balance security, the
various dimensions of well-being, fun and creativity.

3 Relevant Product Qualities for Children

It is therefore necessary to build a comprehensive quality model for software
development when children are stakeholders To this end, in addition to being
functionally correct, software products must have adequate levels of a number
of qualities that are specifically relevant for children.

It is certainly too early to identify the quality levels (i.e., the thresholds and
constraints) that need to be satisfied by software products for children. However,
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as a necessary preliminary step, we need to identify the qualities themselves that
are of interest when children are stakeholders.

Quality models were generally introduced in such a way that they could be
customized for specific application domains, for specific users, and for specific
goals and needs. However, they were all probably conceived with grown-ups
as stakeholders, and there is no indication that children were included in the
set of stakeholders even as an afterthought. However, given the ever-increasing
pervasiveness of software, children are a set of stakeholders that is becoming
more and more important, since software is already affecting children’s lives and
will affect them more and more in the years to come.

We here propose a preliminary set of qualities that are specifically relevant
for children, in several classes of applications, both those explicitly developed for
children (e.g., games, etc.) and those developed for the general users (e.g., social
media, etc.), but with children as stakeholders. Some qualities have already been
addressed in existing quality models, but others may be missing or they may not
have received sufficient emphasis.

The relation between the software and the child is bidirectional. On the one
hand, it is important that the software exhibit some specified characteristics,
but on the other hand is important that the child be empowered with knowledge
necessary to interact with the software so that this characteristic is achieved. For
example, for security, on one hand, the software must be designed and developed
so that it does not have security traps. On the other hand, each child must be
empowered with knowledge and awareness about security. The same holds for
fun, creativity, and well-being.

3.1 Security

Security is an important characteristics of all software products and gets even
more importance when it comes to software for children.

Ensuring secure interaction between children and a software system entails
several different sub-challenges. The two most important subcharacteristic are:

– Cybersecurity is related to all those threats that may affect teenagers and
countermeasures to support teens and their parents and the awareness that
teenagers have on the various cybersecurity threats. For example, [6] reports
an investigation about teen agers and cybersecurity awareness. A mobile app
called CyberAware, destined to cybersecurity education and awareness is
reported in [13].

– Privacy is related to how to ensure that private information about the children
is not made public (privacy). Privacy is a characteristics of the software
system, that has to be carefully addressed by the software engineers. How to
deal with own information and how to share online, is a skill that children and
teenagers have to acquire. [14] reports about the role of parents of influencing
children’s willingness to disclose information online (Fig. 1).
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Fig. 1. Preliminary quality model for children software. Uses picture designed by
user10320847/Freepik.

In this respect, education plays a fundamental role. It is of paramount impor-
tance to ensure that children are fully aware of the importance of protecting
public data (cybersecurity) and own data (privacy).

The ISO/IEC 25010:2011 standard’s subcharacteristic that is most closely
related to the above issues is Confidentiality.

3.2 Well-Being

Well-being has physical, mental, and social aspects that need to be identified
and addressed, as follows.

– Physical well-being is addressed for example by the studies about exergames
which show how children who suffer from game addiction and obesity [8] may
become physically active [2].
In [15], the authors have studied how healthcare games and applications for
toddlers who suffer from respiratory issues. Physical well-being can also be
related to safety, like for example, addressing the question of how to ensure
that cyber physical systems (like robots, cars, and even digital toys) do not
physically harm children safety.

– Concerning the mental dimension, [16] reports about how to develop software
for motivating adolescents with Intellectual Disabilities to become active.

– We define social well-being as the ability to establish and maintain healthy
relations to other people. [17] introduces a digital story tool that facilitates
the process of connecting human beings and increase empathy as a function
of their relation.
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There is a SQUARE 25010 subcategory of the Satisfaction characteristic
of Quality in Use called “comfort”: degree to which the user is satisfied with
physical comfort.

3.3 Fun

One of the main qualities of software for children is that it should be fun. We
define “fun” as the degree to which children enjoy interacting with a software
product. Fun can be divided into two main subcharacteristics:

– Digital Entertainment is mainly associated with teenagers playing video
games online. The interactivity of the medium allows a player to choose set-
tings or the unfolding of a narrative, to participate in the narrative, pursue
goals, accept challenges, and experience. The study of the relation between
software and children has been dominated by computer games research [18].

– Gamification is defined “As a way to use game elements to learn” [19].
Gamification uses game-like features including points and various levels in
a way that is not meant to be mere entertainment, but to provide solu-
tions to problems and/or to provide training, practice, and interactions that
are engaging while utilizing real-world objects” [20]. Gamification has been
defined as a process of enhancing services with (motivational) affordances in
order to invoke gameful experiences and further behavioral outcomes. The
role of gamification in general software is to add a layer that provides the
same psychological experiences as games do.
Since the invention of the digital computer, games have been developed for
education in various subjects, like mathematics and foreign languages, by
adding a layer of gamification to subject learning, and according to [21], edu-
cational games were already popular in elementary and secondary schools in
the 70’s. Key influences on the successful use of games to support struggling
readers (repetition, feedback, motivation, self-efficacy, parental beliefs) are
reported in [1]

Overall, Fun can be seen as related to the Pleasure subcategory of the Satis-
faction characteristic of Quality in Use, which also includes the pleasure to use
a product to satisfy such as acquiring new knowledge and skills.

3.4 Creativity

Digital creativity for children is characterized by creativity support tools and
activity designs to assist users engaged in creative work. Examples of creativity
measures can be found in [22].

Digital creativity is defined as the creativity manifested in all forms that
are driven by digital technologies. Digital creativity can be divided into two
subcharacteristics.
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– Creativity for Storytelling. Digital storytelling tools enable children to
develop multimedia stories. As observed by [23], digital storytelling creativity
cannot be achieved only by digital device to support the creative process. The
software has to be introduced into already existing practices, including the
interaction between the child, the teachers, and educational processes.

– Creativity for Programming. Since the public launch in May 2007, the
Scratch Web site functions as a platform and online community for digi-
tal creativity for children, with people sharing, discussing, and remixing one
another’s coding projects [4]. Paper [24] explores digital creativity for children
and proposes activities that combine art and programming for children.

4 Guidelines

We now provide two sets of preliminary guidelines, one for developers (in
Sect. 4.1) and the other for researchers (in Sect. 4.2).

Common to both research and development is attention to Ethical issues.
When developing for children and with children and when researching children
as subjects, parents or guardians must grant practitioners and researchers con-
sent to collect and store data. Procedures must be established in accordance with
the national authorities for data. When health data are collected, one needs to
be even more careful and requests for extra permissions must be addressed to
health authorities. In general, data have to be anonymized and there must exist
a precise plan for when to delete the data after the analysis. Special attention has
to be given to ethical issues when children are subjects of empirical investigations
for software development. More refined guidelines must be defined specifically
addressing the involvement of children, similarly to existing guidelines for using
university students as subjects in SE research while balancing research and edu-
cational goals [25].

The EU General Data Protection Regulation (GDPR) brought new rights for
European residents to have control over their online personal data. In addition,
online data controllers and processors must also take new steps for ensuring
personal data is secured. GDPR1 devotes one of its 178 recitals (Recital 38
Special protection of children’s personal data). In the United States, Children’s
Online Privacy Protection Rule (“COPPA”)2 imposes certain requirements on
operators of websites or online services directed to children under 13 years of age,
and on operators of other websites or online services that have actual knowledge
that they are collecting personal information online from a child under 13 years
of age.

4.1 Guidelines for Development

Based on previous studies carried out about single qualities, like well-being [16]
[15], we propose a preliminary set of guidelines that we outline next.
1 https://gdpr-info.eu/.
2 https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/

childrens-online-privacy-protection-rule.

https://gdpr-info.eu/
https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
https://www.ftc.gov/enforcement/rules/rulemaking-regulatory-reform-proceedings/childrens-online-privacy-protection-rule
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1. The child and the caregivers should be included as much as possible in the
software development process, including testing. It is not uncommon nowa-
days that children are invited to universities and to industries to participate
in coding workshops. The ideas developed by the children should be incor-
porated as much as possible into the software developed by the companies,
especially when the companies develop software for children.

2. Each of the qualities (and subqualities) should be considered in each
phase of the software development process. If a quality is regarded as
not to be of primary importance for a specific software development project,
the software development team should discuss and document why it is not
important. Consider for example fun. It cannot be intuitive to consider fun
when developing a system for safety, but studies, see for example [26], reveal
the importance of understanding and measuring fun in software systems that
are devoted to children, which should be fun to use.

4.2 Guidelines for Research

Software engineering is a multi-disciplinary field, crossing many social and tech-
nological boundaries. Software engineering processes are studied by interdisci-
plinary efforts that combine technical, business, and social perspectives [27].

Thus, research should be carried out in the context of a general research
question that should guide future research in Software Engineering with children:

– How can Software Engineering knowledge be extended to incorporate knowl-
edge about children as stakeholders?

This general question can be refined in several ways. For instance, if the focus
in on software development, a relevant research question may be

– How to design processes for involving children in Software Engineering devel-
opment?

As an example, when it comes to software quality, this general question can
be refined as:

– What are the relevant qualities of software aimed at children?

We now introduce a few guidelines with the long term aim to develop val-
idated interdisciplinary knowledge about software quality and children to
help answer these research questions (and other related ones).

1. The building of software, whether especially conceived for children or not,
must be studied from the point of view of various stakeholders, such as:

– children of various ages, skills, and different social and cultural contexts
and their caregivers.

– software engineers who work in software projects that develop software
for children.
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– software engineers who work in software projects that develop software
for all, since, as observed before, children use both specific software and
software made for general users.

2. Researchers must be aware of the fact that technical aspects, although neces-
sary, represent only a part of the set of problems that need to be addressed.
To understand processes that develop and evolve software systems with chil-
dren as stakeholders, researchers need to investigate tools and also the social
and cognitive processes surrounding them. Research must draw from several
different sources and disciplines.

3. Research in this field cannot be purely theoretical or speculative, but it must
be carried out via empirical studies. It will be necessary to carry out system-
atic collections and analyses of empirical data to develop validated knowledge
about why and how organizations, teams, and individual software engineers
develop software [28] when children are, or should be considered, relevant
stakeholders.

4. Data collection should be carried out for specific goals and in the framework
of a quality model like the one we proposed in Sect. 3. For each quality,
carefully designed templates should be used to gather information from each
stakeholder about:

– characteristics of the software under development;
– characteristics of the software process in use, like agile, extreme program-

ming, etc.;
– the intention of children to participate in Software Engineering activities;
– the intention of software engineers to integrate children in the Software

Engineering activities;
– relations between qualities and software development phases (Like for

example, “in which phase do you work with mental well-being issues?”)
– the reciprocal relations between the network of qualities and their sub

qualities
– the relative importance of the qualities, like fun can be perceived as more

important by small children, than by adolescents, or software developers.
It will be important to translate these questions into a language that is under-
standable for children, see for example [26] for tools to elicit information from
young children. Study [15] reports about data collection about the interac-
tion of toddlers and their care givers with researchers and medical personnel.
They have used Affinity diagram to structure the elicited knowledge.

5. More generally, it will be important to define what type of Software Engineer-
ing knowledge and education children need to be able to effectively participate
in Software Engineering processes.

5 Conclusions and Future Work

We have proposed a model that puts children goals and well-being as an integral
part of the software engineering processes, so that the children who use software
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systems will be offered new possibilities to influence the future of software sys-
tems and they will be made aware of threads that can be caused by software
systems.

There is no common definition about how to characterize an individual as a
child, given her age. Age-related development periods and examples of defined
intervals include (according to [29]): newborn (ages 0–4 weeks); infant (ages
4 weeks - 1 year); toddler (ages 12 months-24 months); preschooler (ages 2–5
years); school-aged child (ages 6–12 years); adolescent (ages 13–19). In this work,
we have studied children from the perspective of their relation to technology and
we have presented related work and background that spans from research about
toddlers and technology, like in [30] to research with adolescents, like in [16]. A
limitation of our work is that we have not gone in depth into the different age
categories and this distinction by age has to be addressed by further work.

We have reviewed studies devoted to understand single qualities, like creativ-
ity and guidelines to develop for one quality, but the qualities and the guidelines
have not been evaluated in its wholeness yet. The proposed characteristics and
sub-characteristics have to be validated by setting up systematic investigations
of the literature and of the practice. We have proposed a road map to set up
empirical investigations to grasp the perspective of the different stakeholders,
including software engineers, children, care givers. The proposed road map (four
main qualities and guidelines for practice and research) will enable researchers
to set up the empirical investigations interventions in SE with children.

There is consensus in the SE literature about the distinction between quali-
ties and the respective activities to achieve the given quality, like “maintenance”
is an activity, but “maintainability” is the corresponding quality. On the con-
trary, in existing literature about software for children, Gamification is used
for both the quality of the software and the activity of gamifying the software.
The same applies to creativity. Further work will refine our model and propose
increased understanding and better definitions of the qualities and the respective
activities. We will also explore the relationships between existing quality models
and the qualities of interest for children. For instance, while the Confidentiality
of Security in the SQUARE 25010 standard can be somewhat mapped into our
preliminary quality model, the role and relevance (if any) of the other subchar-
acteristics, i.e., integrity, non-repudiation, accountability, and authenticity, still
need to be investigated. In general, further work will establish Software Engi-
neering with children as a sub discipline of Software Engineering with a specific
terminology, models, techniques, and methods.
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