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Preface

This volume constitutes the proceedings of the 18th International Conference on the
Economics of Grids, Clouds, Systems, and Services (GECON 2021). GECON 2021 was
held during September 21–23, 2021, virtually hosted by the Libera Università Maria SS.
Assunta (LUMSA), Rome, Italy.

Every year since 2004, GECON has solicited novel work at the crossroads of
economics and computer sciencewith an aim to generate societal value through research.
As such, the conference brings together an interdisciplinary community of scientists and
practitioners with a strong mandate to maintain and cultivate the ties between them.

The objectives and content of the conference cannot be more relevant nowadays,
considering the convergence between economics and digital technologies currently
happening at full speed. One can safely state that computer science has become the
vessel that enacts economies at all scales. Blockchains, artificial intelligence, the Internet
of Things, cloud and edge computing, and whole classes of applications (e.g., fintech)
bring about new ways to conduct business and move economies. GECON stands at the
center of this convergence and fosters cross-fertilization of ideas and knowledge from
both areas.

This year, we received 41 submissions in response to our call for papers. Each paper
was peer-reviewed by at least four members of the international Program Committee
(PC). Based on significance, novelty, and scientific quality, we selected seven full papers
(17% acceptance rate), which are presented in this volume. Additionally, eight shorter
work-in-progress papers, two extended abstracts presenting new idea papers, and five
short work-in-progress papers presented in the workshop on “Trustworthy Services,
Information Exchange and Content Handling in the Context of Blockchain” organized
by Thanasis Papaioannou are included in the volume.

This volume has been structured following the seven sessions that comprised the
conference program:

• Performance
• AI and Digital Economy
• Blockchains
• Clouds, Fogs
• Regulation, Compliance
• New Idea Papers
• Workshop on Trustworthy Services, Information Exchange and Content Handling in
the Context of Blockchain

In addition to these topic sessions, this year’sGECONfeatured three keynotes, evenly
distributed in the program, and a poster session using Gather.town.

The keynote speaker on the first day was Rosa M. Badia from the Barcelona
Supercomputer Center. Rosa’s keynote “Dynamic and Intelligent Workflows with
eFlows4HPC” presented the recently started project eFlows4HPC with the goal of



vi Preface

providing workflow software stack and an additional set of services to enable the
integration of HPC simulations and modeling with big data analytics and machine
learning in scientific and industrial applications. The project will demonstrate its
advances through three application pillars with high industrial and social relevance:
manufacturing, climate, and urgent computing for natural hazards; these applications
will help to prove how the realization of forthcoming efficient HPC and data-centric
applications can be developed with new workflow technologies.

The keynote speaker on the second day was Nicolas Stier-Moses, Director at
Facebook Core Data Science. His keynote “Pacing Mechanisms for Ad Auctions”
presented the role that budgets play in real-world sequential auction markets such as
those implemented by internet-based companies. To maximize the value provided to
auction participants, spending is smoothed across auctions so budgets are used for
the best opportunities. Motivated by pacing mechanisms used in practice by online
ad auction platforms, he discussed smoothing procedures that ensure that campaign
daily budgets are consistent with maximum bids. Reinterpreting this process as a game
between bidders, Nicolas introduced the notion of pacing equilibrium, and has studied
properties such as existence, uniqueness, complexity, and efficiency, both for the case of
second and first price auctions. In addition, he connected these equilibria to more general
notions of market equilibria, and studied how compact representations of a market lead
to more efficient approaches to compute approximate equilibria.

On the third day, the keynote speaker Orr Dunkelman presented “How Not to Fight
COVID19 Using Technology: An Illustrative Guide”. The COVID-19 pandemic urged a
great deal of emergency response. While many efforts were solely in the medical arena,
e.g., developing vaccines and efficient treatments, there were also some technological
efforts to reduce transmission or reduce the economic costs of the pandemic. Twoof these
solutions, namely digital contact tracing and vaccination passports (or in some cases,
green passports for people who are considered “safe” to go around), are interesting
not just from ethical perspectives but also from technological and legal viewpoints. In
his talk, Orr presented these two solutions in depth, outlining how one can indeed use
modern technology to reduce the case of infections in a pandemic. At the same time, he
presented the impact of small design decisions on human rights, civil liberty, and trust
in governments.

The conference also included a tutorial on “Energy Efficiency Methodologies in
Cloud Computing”, presented by Karim Djemane, and a panel on Law and Computer
Science Challenges, chaired by Orna Agmon Ben-Yehuda with the participation of the
panelists Niva Elkin-Koren of the Tel-Aviv University Faculty of Law and Supreeth
Shastri of the University of Iowa. As law and computer science develop, they pose new
challenges to each other. These challenges were expressed in questions addressed by
the panelists such as, Where must computer scientists stretch their abilities to provide
law with adequate solutions? What legal developments are required to deal with new
computer science achievements?

Any conference is the fruit of the work of many people, and GECON is no exception.
In particular, we wish to thank the authors, whose papers made up the body of the
conference, and the members of the ProgramCommittee and the reviewers, who devoted
their time to review the papers on a tight schedule.Wewish to thank the invited speakers,
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for bringing new viewpoints and inputs to the GECON community. Furthermore, we
would like to thank Alfred Hofmann, Anna Kramer, and the whole team at Springer,
which continues an established tradition of publishing GECON proceedings in its
renowned LNCS series. Finally, we wish to thank the attendees, whose interest in the
conference is the main driver for its organization.

September 2021 Jörn Altmann
José Ángel Bañares

Orna Agmon Ben-Yehuda
Karim Djemame
Vlado Stankovski

Bruno Tuffin
Konstantinos Tserpes
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Workload Evaluation in Distributed
Simulation of DESs

Paul Hodgetts, Hayk Kocharyan, Fidel Reviriego, Álvaro Santamaŕıa,
Unai Arronategui(B) , José Ángel Bañares(B) , and José Manuel Colom(B)

Aragón Institute of Engineering Research (I3A), University of Zaragoza,
Zaragoza, Spain

{738701,757715,716678,756308,unai,banares,jm}@unizar.es

Abstract. Nowadays Discrete Event Systems (DESs) require complex
and large models, for which distributed simulation engines become, in
practice, the tools used to understand and analyse their behaviour. In
this context, we have proposed a methodology based on Petri Nets (PNs)
covering the phases from the modelling of the DES to the distributed sim-
ulation of the PN. The efficiency of the distributed simulation of these
large-scale models is strongly dependent on the generation of initial par-
titions where the workload of the parts is well balanced among the indi-
vidual simulation engines deployed. In the cloud the resources to support
the simulation are provided in a flexible way using its own load balancing
and migration mechanisms. Nevertheless, the distributed simulation of
large DESs requires its own metrics to define the workload and mecha-
nisms for load balancing. This divergence in concepts and mechanisms
poses a significant difficulty in adopting the cloud for simulation, espe-
cially when computation and communication come at a cost. This paper
revisits the basic principles of a distributed simulation of DESs models,
and presents the first experimental results of a framework for simulating
large scale timed PN models in a mini cluster as the necessary previous
experimental work to large scale simulations on the cloud.

Keywords: Distributed simulation · Discrete-event systems · Timed
Petri nets

1 Introduction

This paper revisits the principles of the discrete event system (DES) simulation,
where the evolution from one modelled system’s state to another is produced as
a consequence of the appearance of a discrete relevant fact for the system, that is
called event. The system’s actions happen while the system is in a state. Actions
can have associated information related with the state change that happens
in an atomic manner, such as temporary duration, economic cost, or energy
consumption [14]. Large scale DES models, which are not feasible to be simulated
in a single execution unit, and the desire to speed up simulations by concurrently

c© Springer Nature Switzerland AG 2021
K. Tserpes et al. (Eds.): GECON 2021, LNCS 13072, pp. 3–16, 2021.
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processing events in different processing units are at the heart of distributed DES
simulations.

The discipline of distributed simulation of physical systems, where entities
interact at discrete times, began with Chandy and Misra [6,7] by the definition
of logical processes (LP) that interact with asynchronous messages. Every phys-
ical process or entity is modelled by a LP, and entity interactions are modelled
by asynchronous messages. LPs avoid global variables and the use of a global
clock that will be a bottleneck for the scalability of the model. LPs must pro-
cess events when it is safe, that is, complying with the local causality constraint
[13]. Although the distributed simulation has been a promising discipline, it has
not been able to move from academic to industrial or commercial sphere rely-
ing on the success of cloud computing. The cloud has shown to be an adequate
executing platform for distributed simulation [18], but the complexity for esti-
mating performance metrics and cost make difficult to use popularise distributed
simulation in the cloud. The evolution of the discipline has intertwined the fun-
damental principles of distributed simulation with design decisions limited by
the technical evolution.

We assume that the complexity of distributed simulation requires a previous
experience with a local cluster, and that the use of the cloud is justified by the
need to simulate large scale models. Large-scale models are impossible to analyse
to generate initial partitions. A minimal infrastructure is required for generating
the execution code, deploy the code in the cloud, and estimate the best parti-
tion of workload between nodes. Even if best model partition was achieved and
deployed, small changes in the hardware configuration or the evolution of the
simulation will produces large imbalances. Previous to the simulation at large
scale, some metrics based on the experimentation for the load estimation, and
the adequacy of the load to the node characteristics are essential.

This work reviews and places in the context of our PN-based methodology
the fundamental principles of the distributed simulation discipline of DES. The
efficiency of distributed simulation depends on the implementation of efficient
simulation engines, the definition of data structures representing the workload
and their dependencies, and the dynamic deployment of these workloads between
the computational resources. The impossibility of analysing large models compels
to monitor the simulation. Having adequate metrics to estimate how to distribute
the workload between the nodes to obtain the best performance, and doing cost
analysis before deploying a simulation in the cloud are essential aspects for the
simulation in the cloud to be feasible.

The remainder of this paper is organised as follows: The first three sections
briefly present the state of the art, putting our approach into context. Section 2
reviews the main principles at the basis of our work such as discrete event sim-
ulation, distributed simulation, our vision of partitions, and the mechanisms to
support adaptive partitions at different levels of granularity. Section 3 introduces
metrics for load estimation and to adequate the load to the computational and
communications capacity of the node. Section 4 summarises works related with
cost analysis of distributed simulations on the cloud. Section 5 presents tools for
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the deployment of simulations on a mini cluster with the objective to develop
hybrid simulations on the cloud, and the first experimental results of our frame-
work for simulating large scale timed Petri net models. Finally, in Sect. 6 we
provide some final remarks.

2 Principles of Distributed Simulation

Classical distributed simulation of a model is carried out by means of a set of
indivisible execution units named Logical Processes (LPs), each one devoted to a
piece of the overall model. The execution of a LP depends on the events received
from the other LPs of the set with which is related, and generates new events as
a consequence of the state change produced by the processing of the incoming
events.

In order to generate the set of LPs, the model is partitioned and each one of
the disjoint parts is used to generate the code of LP, that it is not independent
because the existing interactions with the other LPs of the set. However this
methodology does not impose any higher-level model, see for example the
component model defined by DEVS [20]. Observe, that the set of LPs in these
approaches is stated before the simulation itself, requires some criteria to realise
the partition of the model, and once the code of the LP is generated it cannot
be reconfigured in runtime using the information of the starting model (dividing
the LP in two or more LPs, or fusing several LPs in one single LP). It is said
that in these approaches, the distributed simulation application is generated by
compilation of the model into a set of LPs and the interactions among them by
means of events.

The use of PNs as model of the system, contributes with a rich structural
information of the system about the changes of state (transitions of the PN), the
events that produce the enabling of changes (tokens arriving to the input places
of transitions), and the new events produced after a change of state (tokens
arriving to the output places of transitions after its occurrence). Therefore, in a
first instance, this structural information can be used for the definition of LPs
decomposing the structure in spatial subregions (subnets of the PN model) [10],
or rising the level of abstraction by higher-level primitives such as resources,
processes and communication channels [2]. This PN decomposition/partition
can be used to generate the set of LP representing the partitioning of the model,
therefore it must be done before simulation and after the elaboration of the
original input PN model. However, these LPs don’t need to end as a fixed code
ready to be executed and forgetting the PN that aided to its definition.

Our proposal, after the initial partition of the model defining the LPs, main-
tain the visibility of the PN model (or the parts of the model in each LP) during
the simulation phase. That is, a LP in the proposed approach is composed by
a generic simulation engine of PNs specialised in playing the token game, and a
data structure representing the piece of PN, and its current state, corresponding
to the definition of the LP under consideration. It is said that in this approach,
the distributed simulation application is composed of a set of identical simula-
tion engines to play the token game (named Simbots), each one preloaded with
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the data structure and initial marking of the piece of PN that corresponds, and
communicating with asynchronous messages that are the tokens interchanged
by the occurrence of transitions. The execution of one of this LP, execution
model [12], is not the execution of a code resulting from the compilation of the
piece of PN model, but the interpreted execution of the PN model by the generic
Simbot, which is essential for scaling simulations [20].

The translation of a PN based conceptual model to an efficient execution
model of LPs is based on the mechanism of Linear Enabling Function (LEF)
of a transition [3], and the network of LPs for the interchanging of events [1].
Semantic aspects of the conceptual model (the PN model) are separated from the
executable model (the network of LPs) in order to prioritise efficiency, scalability
and load balancing. This means that the simulation results will be reconstructed
after the simulation from the conceptual model and the collection of the dis-
tributed traces. The main characteristics of this LEF-based execution code are
that, 1) the model is not wired with the simulator, which enables load balanc-
ing, that is, the portability of the model to other simulators, 2) the representa-
tion of the event dependency network allows the propagation of events to only
the affected parts of the execution model, which provides efficient interpreters,
and facilitates the evolution of a dynamic graph of LPs since the migration of
code carries the event network dependencies that can be used by interpreters to
redefine neighbourhood relationships, and 3) The granularity of the code is not
defined at compiled time, and it can used at different levels of abstraction.

In the following, for simplicity we will do reference to LPs as the simulation
machine that executes a partition of the Petri net model, called SimBot, and
provides the services to support the simulation as a process, that is, the execution
code interpreter, and the synchronisation protocols.

3 Measurement and Estimation of Load and Performance
Metrics

Different metrics can be used to estimate the LP’s load. The field of distributed
simulation has not the usual interpretation of load. For example, high rates of
CPU utilisation in optimistic approaches can do useless work doing rollback most
of the time.

A metric for fast estimation of the simulation load on a node can be based
on the conceptual model using the number of entities, components, places or
transitions in a PN. But we can have several elements without activity. A better
approach is an indirect measure of the activity or the complexity of the model
based in previous simulations. In a similar way that search algorithms, or rule
based interpreters use the maximum and medium size of agendas to estimate the
complexity of a problem, the number of scheduled events in a LP can be used
to estimate the simulation load. However, a simple count of events in queues
is related only with the model. This metric does not tell us how efficient the
processor is in carrying out the simulation, taking into account other factors
such as efficiency of the simulator or dependencies with other processes.
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The usual metric to compare centralised DES simulators is the processing
event rate (P ), i.e., the number of events by unit of CPU time. In the case
of distributed simulations, the slowest process imposes its simulation advanced
rate to all processes. A complex combination of characteristics of the assigned
partition model, the executing unit processing this partition, latency of commu-
nications, and dependency relationships with neighbouring processes define the
load of this most heavily loaded process. The simulation advance rate is defined
as the rate at which a process advances its simulation clock as a function of the
amount of CPU time. This key concept was proposed in the context of optimistic
simulations considering effective work the advance of simulation clock as opposed
to lost work on a rollback [17]. Glazer and Tropper [15] defined the load of a
process i, Loadi as the CPU time it requires to advance its local simulation clock
one unit, or the inverse of the simulation advance rate: Loadi = CPUi

SAi
, where

CPUi, and SAi, are the CPU allocation (in sec) and the simulated advance time
of the LP (in simSec), respectively.

Next works reverted to a metric based only on the count of events, weighting
in some way events in the queue as an estimate of future work. E. Deellman
and B.K. Szymansky proposed in [8] to count the events in the future event list
to determine the computational load of an LP in the future, instead of using
the measure simulation advance rate, that is a measure of past performance.
The metric was refined by weighting the number of events with the distance of
events from the beginning of simulation. Other variant based on the same idea
was proposed by Boukerche [4], who estimates load distinguishing the size of the
buffer of null and real messages and weighting the addition of these sizes with a
factor that is the result of experimental work.

A more comprehensive metric to evaluate distributed simulations consid-
ering the model and physical characteristics of the node (processing rate and
communications) was proposed by Andras Varga et al. [19] for conservative
simulations. In conservative simulations, a LPi contains an incoming message
FIFO queue for each neighbour LP. Each input queue Qi has a timestamp field
T (Qi) minimum time stamp. The LP can consume events from its own Future
Event List (FUL) queue until time defined by lower bound time stamp (LBTS)
LBTS = min(T (Qi)) is reached. Andras Varga et al. take into account the
latency of communications τ , the lookahead LBTS, and the simulation time
advanced rate called by authors relative speed, R . Authors consider that null
messages should reach the target LP before it runs out of work, and express it
with the condition: τ < LBTS/R. A more intuitive definition of this condition
can be expressed as τ ∗ P < LBTS ∗ E, where P is the event processing rate
(events/sec), and E is the event density, that is, the number of precessed events
per simulated second in (events/simSec) that can be calculated as E = P/R.
This expression shows that the number of events the CPU can process during
message transit (τ ∗ P ), which are dependent on CPU, network latency, and
interpreter efficiency, must be less than the number of events to be processed
by the LP until the next horizon time defined by the LBTS, which is model
dependent.
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Andras Varga et al. also define in [19] the coupling factor λ = LTBS∗E
τ∗P . Values

of λ < 10 are considered too small, that means that the load in the node is low
and we will have low performance comparing with the centralised approach.
To obtain good performances they consider values of λ > 100. This coupling
factor metric can be considered a fitness function that allows us to estimate the
adequacy of the load, which depends on the model (parameters LBTS and E),
to the processing unit (parameter P which depends on CPU processing rate and
interpreter efficiency and τ , latency communications).

We can translate these metrics to our Simbot simulation machines based
on LEF execution code. The wall clock time used in effective work, that is,
in advancing the virtual clock, will depend on the time used in the execution
code, in our case the time taken to interpret the PN LEF code. In conserva-
tive approaches, every LP can safely progress without interactions with other
LPs until a safe temporal horizon. The advantage of use between optimistic and
conservative approaches is neither conclusive, but the implementation of opti-
mistic protocols introduce more complexity [11]. In fact, optimistic approaches
trust the independent progress of LPs because an event is unlikely to come out
or order. This unpredictability of optimistic approaches contrasts with conser-
vative approaches, whose performance heavily depends on the definition of the
lookahead, which is a model-dependent crucial parameter to introduce paral-
lelism in the distributed simulation. In our case, the PN model allow to infer
a precise lookahead parameter from the timed PN (TPN) structure at compila-
tion time. The safe horizon time of simulation, i.e. the LBTS, is given by the
minimum time stamp received by the neighbour LPs. If we consider a simula-
tion step every interpretation of the model until the simulator reach the safe
horizon time of simulation, we can estimate the load for the next step based on
the LEF coded TPN interpreter and the Simbot distributed simulation manager
presented in [1].

To estimate the future CPU allocation to interpret the model every simula-
tion step, we consider that all events in the FUL until the safe simulation horizon
are processed, and in the case they trigger new events, these are scheduled in the
FUL. Therefore, the execution time depends on the number of events in the FUL
whose time stamp is less than the LBTS, and the number of state changes that
theses events produce during the execution time. This last estimation of new
events produced during the simulation step is more complex. An event can pro-
duce several concurrent events in one state and not events in another state. To
solve this problem, we can use the average size of the internal event list (EVL)
used to execute the model. The EVL size provides a good estimation of the load
in the same way the agenda size in search algorithms. In our case, the EVL is
the list of enabled transitions used by the PN model interpreter. The product of
the number of events in the FUL queue by the average number of events in the
EVL divided by the interpreter event processing rate can be a simple estimation
of wall clock time to interpret the PN during a simulation step. We can use brief
centralized simulations to obtain a previous metric of event processing rates of
resources.
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Resuming the load of proposed by Glazer and Tropper [15], we propose as
estimation of the future load of a LPi during a simulation step q, ̂Loadiq as the
inverse of the estimation of the future simulation advance rate:

̂Loadiq =
̂CPUiq

LBTSiq

where ̂CPUiq, and LBSiq, are the estimation of the CPU allocation estimation
and lower bound time stamp of process LPi respectively in the step q. Using the
simplest estimation of ̂CPUiq, it results in the following load estimation:

̂Loadiq =
#events(LBS,FUL)iq × size(EV L)i

Pip × LBTSiq

where #events(LBTS, FUL)iq is the number of events in the FUL queue with
time stamp less or equal the lower bound time stamp LBT in the q simulation
step of the i process, size(EV L)i is the average size of the enabled transition lists
(EVL) in process i, and Pip is the event processing rate of the LPi in the current
processor p. We can follow a similar approach to estimate the coupling factor
in each simulation step, and use these estimations to define fitness functions to
optimise distributed simulations and define load-balancing strategies.

4 Cost Analysis

To the best of our knowledge, few works have dealt with distributed DES sim-
ulation cost analysis. The work of K. Vanmechelen shows that running multiple
LPs on Amazon high-end instance types provides a better trade-off between per-
formance and cost. Although it can deliver higher cost-efficiency in individual
simulations, the variance in performance observing lower-end instance types can
have a significant negative impact on overall cost-efficiency [18]. This experi-
mental work in the cloud confirms the importance of load balancing from an
economical point of view, and the negative impact of resources performance
variance.

A cost analysis of distributed DES simulations in a cloud was presented by
G. D'Angelo in [9]. This work estimates the cost considering the Total Execution
Cost (TEC) as the amount of time that is needed to complete a simulation run,
which is composed of the Model Computation Cost (MCC) and the Commu-
nication Cost: (TEC = MCC + CC). In a distributed simulation the MCC
is reduced with the use of nodes N , but there is a part of the model that can
no be parallelised, and the CC is composed of the synchronization Cost (SC),
the model interaction Cost (MIC), and some Middleware Management Cost
(MMC). We don’t consider MMC because it can be considered included in
the rest of aspects and it is implementation dependent. Migration time for load
balancing is also considered in the D'Angelo work, but we left this aspect out
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for simplicity. It results TEC = MCC
f(n) + (SC + MIC), where f(n) < N repre-

sents the fraction of the model that can not be parallelized. This function is also
affected by the hardware heterogeneity.

The SC time represents the overhead of the synchronisation protocol to main-
tain causality constraints. The experimental work of K. Vanmechelen [18] shows
that the relative performance of different synchronization protocols is retained on
the cloud infrastructure using as reference the Ideal Simulation Protocol (ISP),
introduced in [16]. ISP uses a trace of a previous simulation run to calculate
the LBTS and it determines if an LP can safely advance. In this way, before
deploying to the cloud effort and spending time into tuning a parallel simula-
tion for a new application, a smaller previous simulation can be executed using
ISP to estimate the best possible speedup. And the comparison of speedups on
different benchmarks on the private cloud using ISP can helps us separate the
synchronisation time SC from the rest in the TEC.

The MIC is the time for delivering the interactions among the LPs. The
MIC is composed of local and remote communications: MIC = LCC + RCC,
with a strong impact of the ratio of between Local (LCC) and remote (RCC)
in the total MIC. The objective of minimize remote communication guide the
strategies for defining dynamic partitions and load-balancing.

If we consider an hybrid infrastructure, we can assume negligible the own
infrastructure cost compared to that of the public cloud given the scale of the
model. An hybrid simulation only will have sense if the coupling factor of all
nodes (public and private) are similar. In a hybrid simulation we can distin-
guish the remote communication inside the cloud (RCC) and between the pub-
lic and private cloud (RCC′). Data transfer cost between public and private
cloud includes the cost per connection and duration, and the volume of data
transferred. This cost can be considered negligible compared to the cost of using
machines in the cloud. A first estimation of the cost of the simulation result:
Cost = costpu ∗ (MCC

f(n) + SC + LCC + RCC + RCC′), where the costpu is the
cost of the private cloud machine instance by unit of time.

5 Experimental Work for Load Estimation in DES
Distributed Simulation

Our experimental evaluation is based on two simulation models, which are shown
in Fig. 1. The first model on the left is a pipelined wavefront array that performs
a Matrix-Vector Multiplication problem in streaming fashion. We use this model
to illustrate the LEF based efficiency of the interpreter. The interpretation of
PNs heavily depends on the model size. Different approaches has been proposed
to avoid the exponential growth of the simulation time depending on the size
of the model. As will be seen in the experimental part, the execution time of
an LEF interpreter grows linearly with the size of the model, facilitating the
estimation of CPU time. The right model represents a synthetic PN that can
be easily parametrised with the number of branches, which are chains of events
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Fig. 1. Models for simulation experimentation.

that can be executed in parallel without violating the causality constraint, and
the number of transitions represents the simulation workload of each branch.

5.1 Efficient Scalable Centralized Simulation of DES Models

Java and C++ have been the most widely used languages for developing DES
simulators [5]. Portability and a vast feature-rich library have made Java the
most popular language for simulation. When efficiency is prioritised, the chosen
option is C++ to improve performance. Rust, a language that is focused on safety
and performance is establishing itself as an alternative to C++. Two versions
of the Simbot has been implemented, one previous in Java, a more complete
version taking advantage of available libraries, and another more basic in Rust,
with improved performance and memory usage.

The Rust version has been implemented with version 1.52.1 of Rust compiler.
Table 1 shows the execution of wavefront models with different number of cells
3 × 3, 9 × 9, 27 × 27 and 50 × 50. All transitions have a duration of a unit
of time, and the simulated time for all experiments is 1,000,000 simSeconds.
We will use the simSeconds as unit of simulated time to differentiate it from
the execution time in seconds. The events column shows the number of fired
transitions by simulation. The third column shows the P processing rate in
events/sec, and finally the last column the total execution time. The results
show that the simulation time grows linearly with the size of the model. These
experiments has been executed in a PC with a Intel i5-4690 3.50 GHz processor,
32 GB of RAM and a Ubuntu 18.04 operating system with kernel version 5.4.0–
70-generic.

The simulation time of the 9 × 9 wavefront in a Raspberry Pi 4 with 8 GB
of RAM takes 28,95 s. The processing rate on the Raspberry Pi is approximately
three times slower than on the PC.
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Table 1. Centralized simulation of wavefront with different model sizes.

Model size Events Events/sec Exec. time

3 × 3 16 499 976 35 328 834.91 0.9340 s

9 × 9 87 000 177 23 075 537.98 8.3205 s

27 × 27 747 001 341 15 430 858.56 110.8171 s

50 × 50 2 533 337 667 14 675 993.52 398.6108 s

5.2 Deployment and Tracing of Distributed Simulations

We assume that the complexity of distributed simulation requires the deployment
of simulations in hybrid clouds: A local cluster to experiment, and the use of the
cloud to simulate large scale models. We choose the Slurm Workload Manager
as the main tool to make these simulations in a hybrid cloud as easy as possible.
One node runs the Slurm controller and the other ones, called compute nodes,
run the Slurm daemon, whose purpose is to run processes that are submitted
from the controller. The requirements for starting a simulation is to have the
simulator binary and the files needed for the simulation on every compute node.
Once all this resources are located, a parallel job can be run using Slurm srun
command.

To be useful the simulation is important to collect traces and observe the
distributed behaviour. We have defined a distributed tracing system, based on
Jaeger and OpenTelemetry, with three main considerations: purpose, syncing,
and trace storage. The purpose is to capture as much useful information from
the simulation as possible. A trail of simulation events should be easily tracked,
both for analysis and debug purposes, all with minimally penalising the execution
time and latency between nodes. An easy approach for this is to have an in-depth
metrics system with a granular enable/disable setting upon execution and a per-
node client solution.

The trace system must support the synchronization of its events timeline.
This system should be able to traceback from present simulation time back to the
desired point in form of a string of events. The result is a cascade of simulation
timestamps and events, in a meaningful manner. This is lastly exposed in a Web
UI from the server.

Finally, trace storage must be supported. When a simulation scales up,
so it does the amount of information it can generate. Then, a simple logging
system is not valid. Instead, the approach is to save traces in a logical and
optimised system (considering Jaeger as opentelemetry compliant), backed with
a log system only for warning and error traceback situations.

5.3 Speedup of Distributed Simulations

Table 2 shows the results obtained from the discrete event simulator implemented
in Rust language running on a mini cluster of Raspberries Pi 4 with 8 GB
of RAM, each one. The same PNs have been tested, with variations in depth
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and number of branches, for both versions of the simulator in order to draw
conclusions as to which version is the ideal one in each case. The simulated time
for these experiments is 10M SimSeconds.

Table 2. Distributed simulation versus centralized simulation with different loads by
Simbot implemented in Rust.

SimBot simulator #br. trans/br. Events Nodes Events/s Exec. time

Centr. 2 10 000 19 998 003 1 7 522 936 2.658 s

Distr. 2 10 000 19 998 003 3 2 609 886 7.619 s

Centr. 2 100 000 19 999 803 1 7 529 029 2.656 s

Distr. 2 100 000 19 999 803 3 2 203 961 4.537 s

Centr. 7 10 000 69 988 013 1 4 407 922 17.79 s

Distr. 7 10 000 69 988 013 8 6 652 821 10.52 s

First two columns show lower load case of 2 branches with 10K transitions per
branch, it is found that better results are obtained for the centralised simulator.
However, when the depth is increased from 10K to 100K transitions per branch,
an improvement is observed in the results of the distributed simulator, although
they still do not overcome those of the centralised one. This means that, if the
depth of the branches continues to be increased, the distributed one will be
more suitable than the centralised simulator. Finally, the number of branches
has been increased, trying to find a situation that is more suitable to the use
of a distributed simulator. In this case, the real simulation time is less in the
distributed version, which indicates that if the number of branches that run
in parallel is increased, the simulation time of the centralised one substantially
increases, and a distributed solution is more suitable. The sixth column shows
the total number of events/second in the simulation. Observe, that the number
of nodes is one by branch, and one additional node contains the PN part that
synchronises all branches at the beginning and at the end. This Simbot contains
a negligible number of transitions and is not considered for the processing rate
in each branch. The number of events/second that we reach in the last case with
7 branches is approximately 6 652 821, which is near the centralised approach
in the first row but executing a larger model.

To independently measure the efficiency of this distributed simulator in Rust,
we have obtained parameters P , E and R. Together with the lookahead vari-
ables (LBTS, calculated in each simulation cycle) and communication latency
between simulation nodes (τ), the coupling factor is obtained. Latency in previ-
ous experiments is around 350µs. The coupling factor λ = 13.52 for experiments
with 2 branches and 10K transitions by branch, and λ = 117.49 for 2 branches
with 100k by branch. This means that in the first case, the Simbots runs out of
work and the second case shows an excessive load by Simbot. The λ can be a
useful to interpret results, but it is not enough to globally evaluate a partition.
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In the last case of 7 branches, and 10K transitions by branch, with λ = 17.25,
shows an appropriate size for distribution and the load partitions is adequate.

Table 3 shows similar results for the alternative implementation of the Sim-
bots developed in Java. The Java version shows a slower rate of event processing
per second P . Distributed simulations are executed in 8 nodes, one node by
branch and one node for branch synchronisations.

Table 3. Distributed simulation versus centralised simulation with different loads by
Simbot implemented in Java.

Version Simulated time #br. Trans./branch Events Events/sec Exec. time

Centr. 100k simSeconds 7 2k 699 413 596 515 1.173 s

Distr. 100k simSeconds 7 2k 699 413 403 521 1.734 s

Centr. 100k simSeconds 7 5k 699 773 632 243 1.107 s

Distr. 100k simSeconds 7 5k 699 773 554 145 1.263 s

Cent. 100k simSeconds 7 10k 699 893 613 455 1.141 s

Dist. 100k simSeconds 7 10k 699 893 819 608 0.854 s

Cent. 1M simSeconds 7 10k 6 998 813 817 306 8.564 s

Dist. 1M simSeconds 7 10k 6 998 813 1 612 394 4.341 s

6 Conclusions and Future Work

This paper has reviewed the model partition in disjoint LPs as the core of DES
simulation. The classical LP methodology has been shown to require decom-
posing the conceptual model in a static graph of LP at compilation time. It
can limit dynamic load balancing in execution. Our methodology based on PNs,
which covers all phases from modelling to deployment and simulation, translates
the PN based conceptual model to an efficient execution network model for the
interchanging of events. The executable model is not wired to the simulator,
which facilitates the evolution of dynamic partitions and load balancing.

We have also reviewed the metrics for evaluating and estimation of workload.
These metrics has been adapted to the simulation algorithms that execute LEF
PN execution code in a conservative simulation. We have shown how estimation
metrics can be defined more precisely in function of the simulation interpreter
and the PN model. Factors that will affect the simulation cost on hybrid infras-
tructures have been also presented.

Finally, the experimentation and deployment of services required in a mini
cluster of Raspberries Pi has been presented as previous work to develop sim-
ulations on the cloud. The efficiency of distributed simulation depends on the
efficient implementation of simulation engines. Our results shows that the cen-
tralised simulation time grows linearly with the size of the model. The experi-
mentation also shows that the coupling factor metric can be a useful metric to
interpret if Simbots are running out of work or with excessive load. However, it is
not enough to globally evaluate if distributed simulation will improve centralised
simulation.
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Future work is focusing on the deployment of simulations in hybrid clouds,
the implementation of load balancing mechanisms, and the use of metrics to
define fitness functions for optimising partitions.
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Abstract. Cloud resource providers are putting more and more empha-
sis on efficiently management the resources of their data centers to
achieve high utilization while minimizing energy consumption. Despite
these efforts, an analysis of recent data center traces reveals that the
utilization of CPU and memory resources has not improved significantly
over the past decade. Resource overcommitment is a promising approach
to improve resource utilization, because most workloads show a signif-
icant gap between their guaranteed and actually consumed resources.
A wrong prediction of the actual usage, however, can lead to a severe
performance degradation on overloaded nodes. Combining resource over-
commitment with live migration of tasks can alleviate the situation,
but its prohibitively high cost has so far prevented a wide adoption.
Recent and rapid advancements in networking technology, however, are
changing the status quo. With throughputs surpassing 100 Gb/s in 2021,
even large tasks can be migrated within a few seconds. In light of these
improvements, we believe it is time to rethink the application of resource
overcommitment and live migration to improve data center resource uti-
lization. Based on real-world cluster traces published by Google in 2019,
we show that combining resource overcommitment with task live migra-
tion can reduce the mean task turnaround time by 16%, demonstrating
that further research in this direction is both warranted and promising.

Keywords: Live migration · Data center · Virtualization · Load
balancing

1 Introduction

Due to the huge benefits of flexibility and efficiency, many users and organi-
zations have come to cloud computing to either use or service various prod-
ucts [14,18]. During this trend, virtual machines (VMs) have been the funda-
mental unit of cloud computing with the advantages of security, performance
isolation, and ease of management [5]. Nowadays, the growing popularity of
resource-intensive applications such as artificial intelligence (AI), machine learn-
ing (ML), and big data analytics demand larger VM instances to accommodate
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their workloads. There is a clear trend of increasing instance sizes to run resource-
intensive applications; the median memory size of a VM in AWS EC2 catalog
is 64 GB, and VMs with a memory size above 32 GB in Microsoft Azure see an
increase from about 5% [3] to 10% [4] of all instances.

Despite the growing demand for computing resources, machines in the data
centers still suffer from low resource utilization. The recently published cluster
trace from Google [16] reveals that the average utilization of CPU and memory
stagnated at the 60% level, indicating significant room for improvement. Other
providers such Microsoft Azure [7] and Alibaba [9] report similarly low average
resource utilization.

Under utilization is typically caused by tasks that reserve more resources
than they actually use. Since tasks are scheduled onto a machine based on
the requested resources, it is not easy to avoid under utilization if the total
sum of requested resources are to fit within the node’s capacity. To tackle this
issue, resource overcommitment [8] became a promising solution to improve the
resource utilization. However, the huge gap between the reservation and the
actual usage makes seamless overcommitment challenging. An inaccurate pre-
diction of resource usage causes a waste of resources when overestimated, or a
performance degradation when underestimated. Since no prediction can be per-
fect every time, load balancing the key to achieve high utilization of nodes [12].

Live migration enables load balancing and is thus a promising solution to
alleviate the problem of low resource utilization. A task is live migrated from
one machine to another by copying its entire volatile state, i.e., its memory, from
one machine to another and thus is a resource-intensive operation in itself. With
typical virtual machine memory sizes reaching 64 GiB, however, migrating a task
can take several minutes and is thus not typically used for load balancing.

Recent advancements in networking technology change this situation. With
the arrival of Terabit Ethernet [15], even large tasks can be migrated within
a few seconds, opening up new possibilities for resource overcommitment and
load balancing. An interesting question in this context is by how much resource
utilization can be improved in such environments. This paper explores this ques-
tion by simulating the execution of a 2019 Google cluster trace in a data center
cluster with an 100 Gb/s interconnection network.

The remainder of this paper is organized as follows: Sect. 2 discusses VM live
migration and the 2019 Google cluster trace. Section 3 explains our simulator
in detail, and Sect. 4 analyzes the experiments conducted with the simulator.
Section 4.3 discusses related works, and Sect. 5 concludes this paper.

2 Background and Motivation

2.1 Cluster Scheduler and Scaling

The job of the cluster scheduler is to place incoming jobs on the cluster’s nodes
to improve throughput, turnaround time, and overall resource utilization. A job
often comprises multiple tasks that each can be placed on different nodes. A
node executes multiple tasks in parallel to maximize resource utilization and job



Can VM Live Migration Improve Data Center Resource Utilization? 19

throughput. Finding the proper balance when co-locating tasks is an important
task of the cluster scheduler.

A major challenge in designing a cluster scheduler is accurately predicting the
resource demands of each task. The mismatch between reservation and actual
usage of resources makes it difficult to maximize the utilization of a cluster. For
example, despite a task requesting 4 CPUs and 8 GiB of memory, the actual
resources usage can be much lower than the requested amount of resources.

Task migration is an important tool to correct load mispredictions and allows
rebalancing the load of each node. However, due to the high cost of migration,
cluster schedulers try to minimize the number of migrated tasks. Instead, after
assigning tasks, horizontal or vertical scaling or a combination of both [1,13]
are used to achieve higher utilization. While these techniques can exploit slack
caused by low average utilization, such scaling techniques are challenging to be
applied during load spikes [2].

2.2 VM Live Migration

VM live migration is a useful technique that enables relocating a running VM
to another node without a significant downtime. It is especially useful when a
cluster has to change the placement of VMs for load balancing. With VM live
migration, a task running on a heavily loaded node is migrated to a lightly loaded
node to utilize resources better and improve overall task completion time.

A challenge with VM live migration for load balancing is reducing the total
time of the migration itself. Migrating a VM requires sending a copy of the entire
VM state to the destination node; for current VMs, this can take several minutes
even with 10 Gb/s networks. A fluctuating resource usage of a task also makes
applying VM live migration difficult. If migration takes too long to complete,
the VM can be migrated at the wrong time, resulting in a waste of resources.

Due to its prohibitively high cost, in general, VM live migration is not used for
load balancing purposes [7]. The rising popularity of fast networks, however, is
bringing this cost down by several orders of magnitude. It is thus important to re-
evaluate live migration as a load balancing tool. Currently, network performance
doubles every few years; network throughputs of 100 Gb/s are now available
for inter node data transfer [15]. Such fast network dramatically reduce the
overall VM migration time and thereby make live migration for load balancing
feasible [11]. Considering such technique employed in data centers, operators
may need to rethink the use of VM live migration for load balancing.

2.3 Google Cluster Trace 2019

Google has published cluster traces of their warehouses in 2011 [17] and 2019 [16].
In this paper, we use the cluster trace published in 2019 for our analysis. The
main content of the cluster trace is per-task resource usage over time. The trace
includes 5-min averaged normalized CPU and memory usage with percentile
values. By summing up the resource usage of tasks running on the same node,
we can compute the total resource usages of each node over time. To analyze
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potential improvements in resource utilization, we simulate an overcommitted
data center with and without live migration.

3 Cluster Simulation

To test the hypothesis of this work, we have implemented a cluster simulator. The
simulator simulates a given number of heterogeneous physical machines for a num-
ber of tasks that are described in terms of their resource usage over time. In the
following, the design and implementation of our simulator are explained in detail.

3.1 Simulation Parameters

The simulator is controlled with three main parameters. The overcommit factor
determines by how much the resources of a physical node can be overcommitted.
With an overcommit factor of 2, for example, the resources of a node can be
reserved up to 200% of its actual capacity. The overcommit factor is a key
parameter that significantly affects node utilization during the simulation. The
migration parameter that controls whether tasks are allowed to be live migrated
to other nodes for load balancing purposes. The epochs parameter, finally, sets
the duration of the simulation in epochs. The number of simulated expochs
should be sufficiently high to allow most tasks to terminate.

3.2 Tasks and Machines

Every task is associated with a resource reservation request and a resource uti-
lization history. The resource reservation request defines how the amount of
resources that the task reserves on a node. The resource utilization history
of a task reflects the actual resource utilization of the task over time. Physi-
cal nodes are defined with a certain amount of resources. The sum of all co-
located tasks’ resource reservations on a node must not surpass the amount
of resources multiplied by the overcommit factor. If the sum of the co-located
tasks’ actual resource utilization at a given point in time exceeds the physically
available resources, the tasks experience a performance degradation (see below).
All resources, resource requests, and resource utilizations are normalized to the
largest amount of resources available in a single node.

3.3 Task Arrivals

We assume that all tasks are submitted at the beginning of the simulation
(epoch 0). This is to have a large pool of schedulable jobs ready to get a better
understanding the effect of live migration and resource overcommitment on the
utilization of a data center. Simulations with task arrivals over time are left for
future work.
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3.4 Task Performance Degradation

As stated above, the sum of co-located tasks’ resource reservations never exceeds
the node’s resource multiplied by the overcommit factor. It is, however, possible
that the accumulated resource usage of all co-located tasks for a given epoch
surpasses the physically available resources of the node. This situation is called
overload. Since all resource metrics are normalized, overload factor is identical to
the total of all co-located task’s resource utilization. Whenever overload occurs,
all co-located tasks on the overloaded node experience a performance degrada-
tion. The In this work, we slow down all co-located tasks equally by dividing
the resource utilization by the overload factor. For example, if four co-located
tasks request 50% of the physically available CPU resources on a node (an over-
load factor of 2), each task receives only 50/2 = 25% CPU resources, effectively,
halving their performance.

3.5 VM Live Migration Duration

For slower networks, the duration of live migration is an important metric since
at least one full copy of a task’s volatile state needs to be copied from the
source to destination node. In dependence of the live migration algorithm, a
significantly larger amount of data may get transferred [10]; this is especially
true for algorithms based on pre-copy that iteratively send the modified data
from the source to the destination node [6].

With network bandwidths approaching (or even exceeding) 100 Gb/s, live
migration becomes “instant” for most practical purposes. A VM with 64 GiB
of RAM, for example, can be migrated in less than 10 s even when assuming a
duplication factor of 1.5 for pre-copy (i.e., copying 96 GiB of data). Since the
sampling interval of Google’s trace data with one sample per 5 min is significantly
larger, we ignore the duration of live migration in this work.

3.6 Simulation Procedure

The simulator runs from epoch 0 to epochs as defined in the simulation parame-
ters (Sect. 3.1). We only consider CPU and memory resources in this work; other
resources such as network bandwidth are left for future work. At the start of each
epoch, overcommitment and VM live migration are simulated as follows:

1. Migration Candidate Selection. In this first step, all nodes are checked
for overload by summing up the current resource usage of each co-located
task. The co-located tasks of a node are visited in random order. As soon as
overload occurs for either the CPU or memory resource, the current and all
following tasks are marked as migration candidates.

2. VM live Migration. In this step, the simulator tries to migrate all migration
candidates to nodes with sufficient resources. The simulator tries to migrate
each candidate task a node with idle resources; the order in which the nodes
are visited is random. If no machine can host the task without getting over-
loaded, the task is not migrated and stays on its initial node.
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3. Task Scheduling. After all migration candidates have been processed, the
scheduler tries to place tasks from the job wait queue onto the cluster. Tasks
in the wait queue are not reordered, i.e., task scheduling stops at the first
task that cannot be mapped onto the cluster anymore.

4. Proportional Scheduling. In this last step, the performance of overloaded
nodes is adjusted to simulate performance degradation. All co-located tasks
on an overloaded node progress with the reciprocal of the overload factor for
this epoch.

3.7 Implementation

The simulator is implemented in Python.

Table 1. Task completion and turnaround time in dependence of the over-commit
factor.

Completion time Turnaround time

×1.0 ×2.0 ×2.5 ×3.0 ×3.5 ×1.0 ×2.0 ×2.5 ×3.0 ×3.5

Median 7 8 9 12 14 38 10 11 13 15

Mean 39.4 40.6 43.1 46.2 50.4 2191.3 70.1 60.5 63.5 67

95%ile 77 82 89 98 109 9923 269 189 195 204

99%ile 645 647 698 658 742 11579 1284 980 965 981

Std. Dev. 250.5 250.9 252.4 251.8 255 3446.6 289.8 268.8 268.3 270.3

Table 2. Task completion and turnaround time depending on task live migration.

Completion time Turnaround time

W/o Migration W/ Migration W/o Migration W/ Migration

Median 9 7 11 9

Mean 43.1 40.7 60.5 50.7

95%ile 89 87 189 145

99%ile 698 653 980 823

Std. Dev. 252.4 253.1 268.8 260

4 Evaluation

For the evaluation, we simulate 20 physical nodes and 400’000 tasks randomly
selected from the 2019 Google Cluster Trace [16]. We first analyze how the over-
commitment factor and task live migration affect the simulation in Sect. 4.1.
Next, we investigate resource utilization over time with and without live migra-
tion in Sect. 4.2.
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4.1 Task Completion and Turnaround Time

Table 1 shows the effects of different overcommit factors without task live migra-
tions. The completion time denotes the time from then the task is scheduled to
its completion. The turnaround time, on the other hand, reports the time from
the task’s submission time to its completion, i.e., includes the wait time between
submission and the start of the execution. The results show that no overcom-
mitment is best for tasks (as there is no performance degradation) but seriously
harms the throughput of a data center. As the overcommit factor is raised, the
data center’s throughput increases significantly with a moderate increase in task
completion time. We also observe that too much overcommitment starts to hurt
data center performance but is still well above no overcommitment at an over-
commit factor of 3.5.

Next, we analyze the effect of task migration on completion time and
turnaround time. Table 2 shows the results for an overcommitment factor of
2.5 with and without task migration. We observe live migration that both com-
pletion time and turnaround time improve with live migration. The mean com-
pletion time is reduced by 5% while the mean turnaround time decreases by
16% compared to no task migration. While these numbers seem moderate, the
benefits in terms of cost and energy savings are significant at warehouse-scale.

(a) Without task live migration (b) With task live migration

Fig. 1. Node CPU utilization heatmap with and without task live migration.
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(a) Without task live migration (b) With task live migration

Fig. 2. Node memory utilization heatmap with and without task live migration.

4.2 Resource Utilization

Cluster resource utilization and task throughput are visualized by Figs. 1 and 2.
The figures show heatmaps of CPU and memory utilization for simulations with
an overcommit factor of 2.5 with and without task migration. Since all tasks are
assumed to be submitted at the beginning of the simulation, the cluster utiliza-
tion is high during the first 2500 epochs even without migration. We observe,
however, that even in such an extreme scenario, it is not easy to continuously
and fully utilize all resources of a node without migration. With live migration,
on the other hand, we clearly see that tasks are migrated to less-loaded nodes
and thus, the overall utilization of the cluster goes up. Most tasks in the Google
Cluster Trace are short-lived with a few very long running tasks. We observe
that with live migration, most short-lived tasks are scheduled and complete by
epoch 2500 during which the cluster utilization is close to 100%. After epoch
2500, few long-lived tasks keep running. Without live migration, on the other
hand, cluster utilization is much lower on average during the first 2500 epochs.
This effect is observable for both CPU and memory resource.

4.3 Discussion

The simulation in this work-in-progress paper are admittedly limited. Both the
simulator itself, and the simulated scenario can be improved. Nevertheless, we
believe that these initial results reveal the potential of live migration in fast
networking environments. In future work, we plan to extend our simulator to
include more realistic task scheduling and migration policies and also account
for the overhead of live migration. This will require finer-grained resource usage
statistics since the 5-min interval of the Google Cluster Trace does not allow
exact modeling of performance degradation under overload or live migration
scenarios.
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5 Conclusion

In this paper, we have shown that new and faster network technologies allow
for a renaissance of live migration for load balancing and, thus, better resource
utilization in data centers. Using real-world task traces provided by Google, our
simulations show that live migration has the potential to significantly improve
overall resource utilization, task completion time, and task turnaround time. For
future work, we plan to extend our simulator into a full-fledged cluster simulator
to serve as a test bed for exploring new algorithms and policies for live migration,
job placement, and overcommitment.
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Abstract. As consumers progressively turn to e-commerce for all their
shopping needs, on time delivery is of major importance. Logistics com-
panies struggle to find strategies that improve efficiency and reduce costs.
Drone-based distribution is an alternative for last mile delivery, gaining
popularity, as it can provide reliable and safe services. In this paper
the severe challenges of last mile delivery are discussed and a techno
economic analysis is presented, introducing and describing a drone dis-
tribution model. In addition the drone distribution model is compared
with the classic two-wheeled motorcycle distribution model, highlighting
the fundamental contribution drones can have in the supply chain.

Keywords: Last mile delivery · Drone · Capital expenses · Operating
expenses · Techno-economic analysis

1 Introduction

Last mile delivery refers to the last step of the delivery process when a parcel
is moved from a transportation hub to its final destination, which usually, is
a personal residence or retail store. Growth in Last Mile Delivery (LMD) had
been strong for a number of years. Then came the COVID-19 pandemic and has
created a spike in demand for delivery. The LMD market is constantly growing
and is predicted that will record a Compound Annual Growth Rate (CAGR) of
over 14% during 2020–2024 [1]. Therefore, it is not surprising that major Logis-
tics providers, such as UPS, FedEx and XPO Logistics offer last mile delivery
services to small and large retailers.

A large challenge when delivering products is the time frame upon which the
product will be delivered. Several proposed strategies have studied the complex
problem of packages distribution in last mile logistics chain. Based on literature
the last mile delivery can be successful by combining drone with truck [1], or
by using electric vehicles that are considered feasible solutions in reducing the
carbon footprint [11]. In addition, introduction of known distribution algorithms
that resolve delivery problems such as the Vehicle Routing Problem with Time
c© Springer Nature Switzerland AG 2021
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Windows (VRPTW) and the classic version of Vehicle Routing Problem (VRP)
are evolved by proposing a transport model and achieving the goal of successful
deliveries [5,8,10,12].

Companies need to explore and adopt innovative technologies to enhance
their LMD services. Into this context, businesses can gain a competitive edge
by adopting drones for last mile delivery optimization. A delivery drone is an
autonomous vehicle that transports packages, food or other products.

Drone technology is a rapidly evolving research area, focusing on the technical
improvement of air crafts, their operation through a combination of technologies,
including computer vision, artificial intelligence and other similar aspects [17].
However, so far the contribution to the literature, related the techno-economic
assessment of the drone technology is relatively limited, despite the fact that the
economic standpoint of a corresponding investment of paramount importance.
Established commercial companies and transportation service companies inte-
grate their distribution systems services by using drones. Amazon, Google, UPS
and DHL are some of these companies developing pilot drone projects for the
last mile delivery of their products [17].

Towards this direction a techno-economic analysis is introduced, examining
the employment of drones in the LMD service. The analysis introduces a case
study that compares and evaluates the drone and the traditional motorcycle-
based delivery approaches. In addition, the work performed in this paper and
the derived results can also serve as a valuable input for potential investors and
provide a roadmap to the drone technology business.

The rest of the paper is organized as follows: Sect. 2 introduces the case
study, where a motorcycle and a drone last mile delivery service are compared.
Section 3 discusses the results and finally Sect. 4 presents the conclusions, the
limitations of the paper, together with future research.

2 Last Mile Delivery-Case Study

In the proposed scenario, a hypothetical local courier distribution center handles
the last mile delivery services, named HuaLmd. The proposed case study is
initially implemented by a motorcycle-based last mile delivery model and then
a drone last mile delivery model is adopted. The scenario of using an electric
motorcycle was initially considered, but this technology has not been adopted
by Greek distribution companies yet.

Capital Expenses (Capex) and Operating Expenses (Opex) are estimated
for each individual model. Capex correspond to the money an organization or
corporate entity spends, in order to buy, maintain, or improve its fixed assets,
such as buildings, vehicles, equipment [9] where as Opex are the ongoing costs
for running a product, business, or system [14]. The following delivery details
describe the specifications of each delivery model:

– Transport box dimensions.
– Parcel characteristics, such as the dimensions and the weight of the parcel.

Without loss of generality, an average parcel was chosen.
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– Delivery Points: The end point where the user receives the parcel.
– Package Delivery: In the current work each delivery consists of only one parcel.
– Estimated Time: The time required from the departure of the parcel from

the distribution center to its final recipient.
– Completed Routes: Number of successful deliveries in a prearranged time

frame.

2.1 Last Mile Delivery by Motorcycle

The delivery details for the LMD motorcycle model are based on data collected
by courier companies [3,15,16] and are presented in Table 1. A Greek urban area
was chosen for the implementation of the model (Egaleo, Greece). In Egaleo the
longest delivery route is 6 km while the shortest route is set to zero (0). Therefore,
the average distance equals to 3 km.

Table 1. Motorcycle LMD details.

Transport box dimensions L0, 57 cm×W0, 52 cm×H0, 54 cm

Parcel dimensions and weight L0.20 cm×W0.10 cm×H0.05 cm and 1,5 kg

Delivery points 48

Delivery packages 48

Completed routes 2

Estimated time 8 h

In themotorcycle distributionmodel, theCapex includes the cost of purchasing
the motorcycle (2200.00€) which is an average price of a motorcycle model for
deliveries and the shipping box (170.00€). Thus the estimated total amount equals
to 2370.00€. The operating expenses of this case are presented in Table 2.

Table 2. Total operating expenditure cost of motorcycle on an annual basis.

Salary 9100.00€
Fuel consumption 1576.80€
Vehicle tax fees 22.00€
Insurance premiums 190.00€
Motorcycle maintenance costs 450.00€
Total 11338.80€

2.2 Last Mile Delivery by Drone

The delivery details for the LMD drone model are based on drone specifi-
cations.The specific drone [13] can fly in moderate weather conditions with
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temperatures between –10 ◦C and 40 ◦C. The climate of Greece is Mediter-
ranean with low possibility of rain and snow, thus drone can fly without weather
many interruptions. For comparative reasons the characteristics of the transport
box and parcel are similar to the corresponding characteristics of motorcycle
model. The details of the drone model are presented in Table 3.

Table 3. Drone LMD details.

Transport box dimensions L0, 57 cm×W0, 52 cm×H0, 54 cm

Parcel dimensions and Weight L0.20 cm×W0.10 cm×H0.05 cm and 1,5 kg

Delivery points 61

Delivery packages 61

Completed routes 61

Estimated time 8 h

Flight time [13] 32 min

For comparative reasons, the selected urban area where the last mile delivery
takes place remains the same. The longest distance that drone will need to
cover from the starting point (HuaLmd’s distribution center) is 1.93 km, The
shortest route is set to zero as in the motorcycle delivery model. Thus, the
average distance is defined almost at 1 km. Based on drone’s specifications [13]
the autonomy of the drone with a load of 1,5 kg is 32 min, thus the drone is
capable of four completed flights with a full charge. Aiming to avoid delivery
interruption due to battery recharging, four DJI TB48S flight batteries and the
corresponding DJI hex charger model are purchased [7]. The required time for
a full charge is set at 110 min [13]. After four completed routes the first battery
will be replaced by the second fully charged and the first one will begin charging.
Then having completed four more flights, the second battery will be replaced by
the third one while the second will also begin charging.

In the drone distribution model, the drone purchase considers to be the main
capital cost (4.300,00€) [13]. As mentioned above, the company purchases four
back-up batteries (768,00€), thus the distribution will not be interrupted by
the re-charging of the battery. Finally, for charging simultaneously up to four
batteries a specific charger was bought (333,00€). Capital expenditure of drone
case study equals to 5401,00€.

The operating expenses of this model includes the cost for purchasing rout-
ing platform software [13] and power consumption cost during batteries charg-
ing. Finally, insurance premiums[4] and maintenance cost service are taken into
account. The insurance covers compensation for personal injury, material dam-
age to third parties, replacement of the drone, ground navigation system coverage
and payload coverage. The maintenance cost includes occasional changes of spare
parts like propellers of the drone. In addition, the operator of the routing plat-
form is one of the existing employees of the company. The depreciation period of
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the drone is 3 years while the depreciation period of batteries is 4 years, so the
batteries are not replaced prior to the deprecation of the drone. Table 4 presents
the operating costs.

Table 4. Total operating expenditure cost of drone on an annual basis.

Routing platform software 6.360,00€
Electricity consumption 1211,80€
Insurance premiums 300,00€
Maintenance cost 190,00€
Total 8061,80€

In order to set the best possible prices for the last mile service provided by
HuaLmd, the following framework is formed:

– The company already owns a fleet of motorcycles for the distribution. In the
existing fleet a drone is added in order to cover the needs of its customers
that arising during the day.

– Motorcycle driver completes two routes within an 8-hour period. The first
route refers to orders that have been placed the previous days, whereas the
second route includes deliveries from same day orders.

– The success of drone LMD service is related to the lead time, which is limited
to 10 min per order. Lead time is the time from the moment the customer
places an order to the moment it is ready for delivery.

– The arrival of orders follows a Poisson distribution, with mean value and stan-
dard deviation, deriving from the available courier data. Poisson distribution
is a discrete distribution that measures the probability of a given number of
events happening in a specified time period [2].

– The distributions serviced by drone, will execute the same day orders. Services
with a short lead time delivery will be offered with additional charge.

– In the motorcycle distribution model, orders are grouped twice a day and the
loading is scheduled every four hours at the distribution center.

– In motorcycle scenario 50% of the deliveries have lead time same day delivery
and the remaining 50% of deliveries have lead time next day deliveries.

– In drone model, the number of delivered packets are estimated by Poisson dis-
tribution based on the lead time. Therefore, drone carries out 65% of deliveries
within 8 h, 25% of deliveries within 4 h and 10% of deliveries within 1 h.

Pricing is based on the lead time and it is derived from the average market
prices [3,15,16]. Therefore, HuaLmd offers next day delivery at 6.00€ and same
day deliveries at 13.00€. Regarding the drone distribution service, the proposed
pricing scheme includes three different prices for the same day deliveries based
on the lead time of the delivery, in particular the shorter the lead-time implies
the higher the price. More specific, the price for 8, 4 and 1 h lead time equals to
13€, 18€ and 35€ respectively.
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2.3 Application Scenario

The techno-economic analysis presents the investment process of the case study
for the following three years. Delivery service pricing, initial cost investment and
the monthly operating expenses are taken into account through the analysis.
Furthermore, the most important assessment indices, the Net Present Value is
calculated [30]. NPV is the sum of the present values of incoming and outgoing
cash flows over a period of time, as presented in Eq. 1.

NPV =
n∑

t=0

Rt

(1 + i)t
(1)

where Rt represents net cash flow at time t, i denotes discount rate and t defines
time of the cash flow [6].

Motorcycle Last Mile Delivery Scenario. In the current scenario the two-
wheeled motorcycle, based on lead time, the 50% of the deliveries are served
the same day and the remaining 50% are delivered the next day. Based on the
above assumption, Table 5 presents the parameters that are taken into account
for the calculation of the NPV. By setting the annual discount rate to 10%, the
calculated NPV for the first three years of operation is: 270088,37€.

Table 5. NPV parameters.

Lead time Price per delivery Deliveries Revenue/year

Next day 6€ 8760 52.5606€
Same day 13€ 8760 113.880€

Drone Scenario. In the drone scenario, the drone serve orders of the same day.
The number of delivered packets are estimated by Poisson distribution based on
the lead time. Therefore, drone carries out 65% of deliveries within 8 h, 25% of
deliveries within 4 h and 10% of deliveries within 1 h. Table 6 presents the overall
number of deliveries. Taking into account the Capex and Opex, the calculated
NPV for the first three years equals to 62.1180,05€.

Table 6. NPV parameters.

Lead time Rate of deliveries packets Revenue/year

8 h 65% 189800.00€
4 h 25% 98550.00€
1 h 10% 76650.00€
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3 Results and Discussion

In both models, the motorcycle and drone purchase constitute the main factor
of the Capex, since the cost of acquiring the appropriate transportation mean
contributes up to 93% and 80% of the total capital cost, respectively. As shown
in Fig. 1, the total Capex of the drone model is twice the cost of the motorcycle
model. The annualized Capex for motorcycle and drone equipment is depreciated
over 8 and 4 years respectively.

Fig. 1. Comparative analysis of motorcycle and drone Capex.

The average depreciation period of a motorcycle, provided that it is used
only for product distribution, is estimated and equals to 8 years, and the annual
rate equals to 13%. Regarding the drone distribution model, the average depre-
ciation period is estimated and equals to 4 years and the annual rate is set at
25%. Drones’ depreciation estimations are based on data derived by distribution
models in Canada, Australia and new Zealand where drone delivery service is
already applied [18].

In the motorcycle distribution model, the driver’s salary and the annual
consumed fuel contribute highly to the operating costs. These two individual
costs represent the 94% of the total operation expenses. In the drone distri-
bution model the software platform that replaces the driver of the motorcycle
contributes up to 82% of total expenses.

Electricity consumption follows with an estimated contribution up to 16%
in the Opex. Even though the cost for drone purchase is twice as much as the
motorcycle purchase, the corresponding annual operating costs of the motorcy-
cle are 1.5 times higher than the drone and is equal to 3577.00€. The project
is scheduled to be carried out for the following three years, therefore, the dif-
ference at the end of the three year is equal to 10731,00€. Figure 2 presents a
comparative illustration between motorcycle and drone Opex.

Summarizing the two different models, it is evident that the drone last mile
deliver service is more profitable than the classic two-wheeled motorcycle deliv-
ery. Comparing motorcycle and drone-based scenario an increase in the number
of the deliveries is highlighted. Replacing the motorcycle by a drone, 13 more
deliveries are made per day. The growth rate is 27%. The growth of services in
combination with the new price in the price list, increase revenues in the realistic
scenario with a drone by 117% compared to the scenario of motorcycle. Over
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Fig. 2. Comparative analysis of motorcycle and drone operating expenses.

the three-year period, the differences widen even more for the drone distribution
scenario, as compared to the two-wheeler motorcycle scenario. The comparison
between the two distribution models is illustrated in Fig. 3

Fig. 3. Comparative scenario analysis

4 Conclusions

The proposed techno-economic analysis focused on the last mile delivery, thus
a case study was introduced that proposed HuaLmd, a hypothetical established
distribution company, which added a drone to its of already owned fleet of motor-
cycles.

According to the results, it is evident that the required Capex for the drone
adoption for the last mile delivery service is rather high, however the correspond-
ing annual operating costs of the motorcycle are 1.5 times higher than the drone
costs. The results indicate that the drone approach is more profitable than the
classic two-wheeled motorcycle distribution service, maintaining a substantially
higher level of revenues.

The current techno-economic analysis is subject to some limitations. Initially,
HuaLmd is assumed to be active in the Greek market for several years, therefore
it has already a pool of customers who will try the drone delivery. The offered
pricing list service was also based on popular transportation companies of the
Greek market. The application cost of the drone distribution model in a startup
transportation company with a limited clientele is expected to be higher. Thus,
a techno-economic analysis based on a startup company would be an interesting
future research direction. In addition, a comparison between a drone and an
electric car or motor-cycle distribution model would be challenging.
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Abstract. In this era of digital revolution, artificial intelligence stands
to be one of the emerging technologies to revolutionize the way we live,
work, or communicate. While everyone is fighting to lead in this technol-
ogy, their readiness differs and adoption challenges arise in many sectors.
These competitions also result in various economic impacts on countries,
firms, and individuals. This paper uses a systematic literature review to
analyze the existing economic impact of AI adoption and the technology
used. Overall, this paper presents clear evidence that AI adoption has
a large effect on an economy. Findings of this research help researchers
and practitioners to identify important economic impacts of adopting
AI, identify directions for future research, and set policies that need to
be put in place.

Keywords: Systematic literature review · Artificial Intelligence ·
Adoption · Economic impact · AI technology

1 Introduction

Countries, firms, and even individuals are economically impacted by technologi-
cal change. Their decision to adopt a certain technology and its effective use can
be crucial to their success. Artificial intelligence (AI) is considered as one of the
most time changing technologies in this era of the 4th industrial revolution. Rao
and Verweij projected in 2017 that by 2030 the global GDP will grow by 15.7
trillion US dollars [1].

Artificial intelligence is one of the computer science branches, in which
machines can work and respond like humans [3]. In this paper, we consider
AI as a combination of technologies that allow machines to act at a high level
and enable humans to increase their capabilities in different activities.

Countries are racing in adopting AI technologies. Chen et al. expect that
the adoption of AI can directly increase countries’ GDP [4]. The adoption of AI
in different sectors is expected to make countries become leaders in those sec-
tors, hence increasing that country’s economy and hegemony. In 2017, according
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to the Chinese State Council’s development plan, China made AI a “new and
important” driver of their economy, they expected to become global leaders by
2020, which they have achieved with the AI Chinese industry able to generate
around $59 billion US Dollars annually [4]. Similarly, other countries have for-
mulated strategic policies related to the adoption and diffusion of AI. Examples
are South Korea, Canada, Russia, Philippines, and India.

Not only have countries recognized the importance of AI, but firms also
adjusted their business strategies by adopting AI. For example, Google was the
pioneer when it formulated the first AI policy followed by Apple. In China, big
companies such as Baidu, Tencent, and Alibaba have responded positively by
investing in startups that have interest in AI. In that context, small firms chose
to adopt AI in search of new investments.

According to the McKinsey Global Institute report released in 2018, more
than 70% of firms will adopt AI in their businesses by the year 2030. It also pre-
dicts that the global economic output production will grow by 16%. In terms of
AI market share structure, the latest report by Allied Market research forecasts
that the global artificial intelligence market size is expected to reach $169,411.8
million by 2025 with a growth rate of 55.6%. The prediction also identifies seg-
ments of AI that would lead the market such as machine learning, natural lan-
guage processing, image processing, and speech recognition.

Furthermore, the large-scale adoption of AI not only generates economic
growth to countries and firms but also affects individuals that use that technology
every day. So many social implications are being witnessed. Many people are los-
ing their jobs mainly due to the use of AI for automation. In the article about the
effect of artificial intelligence on China’s labor market, Zhou [8] estimates between
201 and 333 million jobs replaced by either automation or use of robots by 2049.
He also highlights that benefits on individuals will be relatively high compared
to the time before AI adoption. For example, considering the acceleration of the
aging population, elderly people will be able to physically work with less energy
due to the use of AI-controlled robot support. To investigate this cost and benefits
in more detail, a review of existing literature would be very helpful.

Therefore, the main objective of this systematic literature review is to inves-
tigate the economic impact of AI adoption with respect to identifying the indus-
tries impacted, the motivation for adoption, and the AI technology used. The
Objective of the research can be expressed in detail with help of the following
three research questions (RQ):

RQ1 What AI technologies impact the most?
RQ2 What motivates countries, firms, or individuals to adopt AI?
RQ3 What are the industries in which the impact of AI adoption is mostly

observed?
Subsequent sections of this paper are organized as follows. Section 2 presents

the background. Section 3 presents the methodology used, including the details
on the systematic literature review protocol. Section 4 presents the analysis and
the findings of the review. Section 5 discusses the findings and draws directions
for future research. Finally, the conclusion wraps up the key points of the review.
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2 Background

In this paper, AI is considered as any type of learning-based technology that
is able to increase human performance or replace humans in executing some of
their everyday tasks by exhibiting some degree of intelligence or autonomy, if,
at the end, they gain a positive economic benefit. AI can be integrated into
voice assistants, facial recognition, or embedded in special hardware devices like
robots, drones, or Internet of things. Chatbots are AI systems that use natural
language processing techniques to conduct a conversation via text or audio.
It allows recognizing voices and understanding what is said and being able to
respond accordingly. Autonomous machines are defined as a machine that can
perform different tasks with no human interventions.

Machine learning is an AI subset that focuses on learning algorithms for
machines. It allows machines to learn about new data with no human interven-
tion.

AI is a busy word that is interchangeably used with other terms and words, in
this article. The following technical terms will come up very often: automation,
mechanization, virtual personal assistance, machine vision, deep learning, NLP,
platforms [28], and machine learning.

3 Methodology

To conduct the systematic literature review (SLR), this paper adapts the
methodology by Webster and Watson [12]. The methodology is explained in
the paper “Webster, J., & Watson, R. T. (2002). Analyzing the past to prepare
for the future: Writing a literature review”. The Webster and Watson Systematic
literature review model identifies relevant literature in a certain field, in order
to identify what theories, concepts, and developments are currently discussed
in that field. It also helps identifying possible gaps with the aim of developing
new theories and new research proposals. Many authors tackling emerging issues
on topics such as AI, IoT, Big Data, and Drones use the Webster and Watson
model.

Below are the methodological steps that we follow, while conducting this
research:

– Step 1: Define topic,
– Step 2: Formulate research questions,
– Step 3: Identify keywords,
– Step 4: Identify search terms,
– Step 5: Identify search in specific databases,
– Step 7: Set selection criteria (i.e., publication types, dates, and languages)

and quality assessment criteria,
– Step 8: Collect articles, then use EndNote to organize them,
– Step 9: Reduce the number of articles by applying set of selection criteria,

screening,
– Step 10: Fill the data extraction form with the selected papers,
– Step 11: Analyze and document data.
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3.1 Review Protocol

The review protocol stores detailed information about the steps applied while
searching, selecting, including, and assessing articles to be reviewed in this study.
It includes information about:

Research Questions and Keywords: After finishing setting up the topic and
the research questions, as laid out in the introduction, keywords are identified
that are synonymous to the words used in the research questions.

Search Terms: A manual search was conduced using the terms “artificial intel-
ligence AND adoption”, “artificial intelligence AND adoption AND economic
impact”, “artificial intelligence AND adoption AND benefit”., in order to check
the list of terms used.

Databases: The selection of databases comprises the three most frequently
used databases by researchers in the technology area. They are Scopus, Web of
Science, and Science Direct.

Inclusion Criteria: In order to clearly describe the relevant articles that
answers our research questions, we developed a set of inclusion criteria:

– Inclusion criterion 1: As publication date of the research articles, the years
between 2000 and 2021 should be selected.

– Inclusion criterion 2: As publication languages, only research articles written
in English or French should be selected.

– Inclusion criterion 3: Among the studies obtained, only research articles pub-
lished in journal articles, conferences proceedings, and early access journals
should be selected.

– Inclusion criterion 4: In order to assure quality, articles that comprise an
analysis of data and a discussion of results should be selected.

– Inclusion criterion 5: Studies that address the domains of automation, artifi-
cial intelligence, and economics should be selected.

Search Queries: Search queries were performed in the three electronic
databases using the three search terms. The number of articles obtained after
performing the search queries are:

Selection Process: The initial search using the search queries produced a total
of 627 articles. After applying the predefined selection criteria (i.e., inclusion cri-
teria), 63 articles were recorded related to automation, AI, and economy. Those
63 articles were read, in order to decide whether those articles are relevance to
the research topic and the research questions. Then, the quality of the research
articles has been checked, resulting in 30 articles that are used for the systematic
literature research.

4 Analysis of Results

This section describes the results obtained from our analysis of the selected
research articles, organized into a descriptive analysis and findings that answer
our research questions (Table 1).
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Table 1. Summary of collected articles.

Search queries Electronic databases Records

Artificial intelligence AND adoption Science Direct 16

Web of Science 19

Scopus 449

Artificial intelligence AND adoption AND
economic impact

Science Direct 7

Web of Science 14

Scopus 2

Artificial intelligence AND benefit Science Direct 24

Web of Science 24

Scopus 72

Total 627

4.1 Descriptive Analysis

Our findings are based on the results presented in the 30 articles selected. All
30 selected articles were peer-reviewed articles in scientific publications or con-
ference proceedings. Among those 30 articles, 15 were from Web of Science and
the other 15 from Scopus. None of our reviewed articles is from Science Direct.

Even though we searched for papers published in year 2000 onwards, those
that addressed our research questions started from year 2018. As no other paper
could be found that was published before 2018, it can be stated that the economic
impact of AI adoption is still a new topic of research. Moreover, most of the
research papers (i.e., 12 of 30 research papers) were published in 2020. As this
research was conducted in early June 2021, the number of research papers might
increase until the end of the year 2021.

The distribution of selected papers considering countries, in which the AI was
adopted, indicates that most research papers on AI adoption focus on emerging
and developing countries. Countries like India, China, South-Africa, and Philip-
pines have many research articles on AI adoption.

Regarding the areas of AI adoption, most selected research articles show that
AI was adopted in the private sector, followed by a combination of private and
public institutions.

Several research methods have been used by research articles selected in our
review. Most research articles use surveys though. One of the findings is that
most research on AI adoption in countries and firms tend to address practical
issues by using surveys. They focus on conceptual framework or policies on how
to better adopt and diffuse the use of AI.

4.2 Economic Impact of AI Adoption

This section presents the findings with respect to the research questions. The
findings address (RQ1) the different types of AI technologies that impact the
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most (Subsect. 4.2.1), (RQ2) the motives of countries and firms for adopting AI
(Subsect. 4.2.2), and (RQ3) the industries, in which the economic impact of AI
adoption is mostly observed, (Subsect. 4.2.3).

4.2.1 Technologies Adopted
Figure 1 shows the types of technologies adopted together with AI, according
to the reviewed research articles. Although many selected articles only mention
AI adoption to reach their goals, some articles are more concrete by mentioning
adoptions of combinations of AI with other related technologies. For example,
they are highlighted as AI & automation, AI & robots, AI with satellites and
drones, AI & cloud computing & IoT & blockchain & big data, automation
through robots, as well as Big Data powered with AI.

Fig. 1. Distribution of types of technologies adopted from the selected articles.

The AI mentioned in most articles are algorithms and software (e.g., deep
learning), which are able to investigate behaviors and support big data analysis.
Furthermore, AI robots were also mentioned. It was defined as a combination
of machines with software, which is able to act like humans or which is able
to be controlled remotely. An example given was electronic vending machines.
AI and automation were also mentioned in few articles. It has been identified
for cost reduction as well as production growth, but was mentioned mostly in
combination with the retail and construction industry.

4.2.2 Motives for AI Adoption
The findings from reviewed articles reveal what motivate countries and firms have
when adopting AI. The exhaustive list of 13 categories of motives for AI adoption
are summarized in Table 2. The most mentioned motivation for AI adoption was
to catch up with AI trends and technologies. This motives was given in 10 articles
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[9,14,18,21,23,25,29,39,41,43]. Our interpretation is that most articles focused
on emerging economies (e.g., China, India, South Africa, and Philippines). These
nations are racing to achieve global innovation advantage in AI, in order to catch
up with the global leaders (e.g., United States of America, Korea, or Israel) by
boosting competitiveness and increasing productivity. The second explanation
is that these countries do not want to be left behind in this technology. Support
for this is that there are also a few articles with the “catch up” motive that end
with designing and formulating “AI policy implementation plans”. Examples for
that have been articles on India, China, as well as Philippines.

Another major motive that should be highlighted is Pressure to Change. The
articles [15,16] address this motive in the context of SMEs in Australia and the
wine industry in France. Australian startups and SMEs have a lot of pressure,
in order to change the way they serve their clients. Similar issues were identified
in the case of the wine industry in France.

The motive “Positioning as a Leader” in AI was also mentioned often in the
selected studies. Atwal et al. [4] highlight how the French wine industry, which
is currently the global leader, has to adopt AI if it wants to keep its position.
As China is competing for global hegemony with the USA in AI [4], it needs
to demonstrate leadership. Germany, which is the leader in oil and gas drilling,
wants to keep its position as a leader [18] with the help of AI. South Africa
that wants to keep its banking sector dominating the African economy [36] by
using AI. Similarly, Romania [43] and India [9] want to become leaders in the
automobile and health sector with the help of AI.

The motive “Competition” was one of the main motives of AI adoption as
well. Nations as well as firms’ competitiveness depend on the capacity to innovate
[30,35]. In this case, many countries and companies chose to adopt AI, increase
R&D funds, or to develop AI policies, in order to be able to compete with
other rivals on the global market. In detail, articles were found, which stated
the main reason for adopting AI to be: pressure to competition [17]; competi-
tiveness [9,20,29,39,44]; competition [4,23,37,41]; sustain global competitiveness
[32]; increase competitiveness [33]; maintain competitiveness advantages [36]; and
get competitiveness advantages [43].

Another motivation for AI adoption, which is related to the private sector, is
productivity. India plans to increase productivity in agriculture and health sector
[33], the EU attain productivity growth [24], Greece wants to increase produc-
tivity efficiency in the transport sector [31], and China envisages to increase
productivity and economic growth in almost all sectors [8].

With respect to the motive Country Plan, which is about aligning AI adop-
tion with a country’s goals [44], India is a good example. Although India is still
far away from AI adoption and diffusion, it aims to attain technological matu-
rity, according to the article of Krishna [32]. For this, the article proposed an AI
framework and policy plan for India for almost all sectors of the economy.

Other motives, which are mentioned in the selected articles, are either focused
on a single economic aspect or are very general. The motives that were mentioned
are Cost [36,38], Customer Acquisition [37], Profit Maximization [37], Saving
Money [27], Employment Opportunity [24], and the general motive Economic
Benefits [19,20,26,27]. Table 2, summarizes the motives for adopting AI.
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Table 2. Overview of motivation for AI adoption.

Number Category of motive for
adopting AI

Sub-motives

1 Catching up Catching up with the AI trend (Bello et al. 2019;
Alrashedi & Abbod 2020; Chatterjee 2020;
Concepcion et al. 2019; Fouda 2020; Hammer &
Karmakar 2021; Rosales et al. 2020; Somjai et al.
2020; Srivastava 2018; Turlacu et al. 2018)

2 Pressure to change Pressure to change (Alsheibani et al. 2019); external
pressure and organizational readiness (Atwal et al.
2021)

3 Positioning as a leader Positioning as a leader in AI (Atwal et al. 2021);
leader (Bello et al. 2019); be the leader in AI (Chen
et al. 2021); maintain economic advantages
advantages over other countries (Mamela et al. 2020);
market positioning (Srivastava 2018); position itself
in global market (Turlacu et al. 2018)

4 Competition Pressure to competition (Bab et al. 2021);
competitiveness (Casalino et al. 2020; Hammer &
Karmakar 2021; Rosales et al. 2020; Srivastava 2018;
Tyson & Sauers 2021); competition (Chen et al.
2021); Concepcion et al. 2019; Nam et al. 2020;
Somjai et al. 2020); sustain global competitiveness
(Krishna 2018); increase competitiveness (Lakshmi
2020); maintain competitiveness advantages (Mamela
et al. 2020); get competitiveness advantages (Turlacu
et al. 2018)

5 Productivity Increase productivity (Lakshmi 2020; Ernst et al.
2019); attain productivity growth (Ernst et al. 2019);
increase productivity efficiency (Kopsacheilis et al.
2020); increase productivity and economic growth
(Zhou et al. 2020)

6 Economic benefits Perceived economic benefits that come with adoption
of new technologies in business (Bilgeri et al. 2018;
Casalino et al. 2020; Gavrilova & Gurvitsh-Suits
2020; Gomes et al. 2020)

7 Country plan Align with country’s goals and objectives (Tyson &
Sauers 2021); attain technological maturity (Krishna
2018)

8 Cost Manage workforce by reducing cost (Pan et al. 2021;
Mamela et al. 2020, Lakshmi 2020)

9 Customer acquisition Gain customers and market positioning (Nam et al.
2020)

10 Profit maximization Profit maximization through reducing cost (Lakshmi
2020)

11 Saving money Saving operational expenses (Gomes et al. 2020)

12 Employment opportunity Obtain employment opportunities and impact on jobs
(Ernst et al. 2019)
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4.2.3 Industries that are Economically Impacted by AI Adoption
A number of economic impacts of AI adoption were identified in industries.
The selected articles covered a wide variety of industry sectors and organiza-
tional aspects of firms, in which AI was adopted: governance, SMEs, beverage &
wine, automobile, oil & gas drilling, automotive, chemistry, firms organizational
structure, government, telecom, manufacturing, high tech, agriculture, indus-
trial production, manufacturing, education, transport, distribution, agriculture,
accounting, hydrology (dam), transport, healthcare, banking, and tourism. It
shows that AI will have an impact in all aspects of our economy.

Several targeted aspects of firms included: increasing performance, cost
reduction, increasing sales, competitiveness, production growth, value creation,
reducing resources in organizational structure, increasing productivity, and
increasing GDP. These aspects are general objectives of a firm [40].

By adopting AI, articles stated that the performance was increased. In some
countries after implementing AI policies, their positions on the global markets
rose. Examples are China and India. In the case of firms, many firms increased
productivity, saved costs and time after adopting AI. Some mentioned improving
operating efficiency and solving many optimization problems.

5 Discussion and Conclusion

In this paper, a systematic review of existing literature from 2000 to 2021 on the
economic impact of AI adoption by countries and firms has been presented. We
carried out a systematic literature review identifying relevant research articles
that answered our research questions from Scopus, Web of Science, and Science
Direct databases, eventually resulting in 627 papers. After applying selection
criteria, 63 papers were considered for cross-reading and quality checking. After
this process, 30 articles remained for our final review.

All research articles in our sample were published in the last four years. Most
research papers in our sample focus on emerging and developing countries and
also show that the majority of the AI adoption happened in firms. This paper
also identified different technologies that were adopted in combination with AI,
those are 1) AI & automation, 2) AI & robots, 3) AI with satellites and drones,
4) AI & cloud computing, 5) automation & robots, and 6) big data powered
with AI.

Referring to research questions, this paper identifies the motives of AI adop-
tion. The most repeated motives were catch up, pressure to change, positioning
as a leader, competition, increase productivity, reduce cost, other perceived eco-
nomic benefits, attain technological maturity, align with the country’s goals,
market positioning, and saving operational expenses.

We were expecting cases of papers about AI adoption by certain individuals.
Many jobs will be carried out by machines, software’s, or robots, in this sense
AI adoption can affect workers. We couldn’t find any specific article explaining
which jobs would be lost or which new job opportunities were created by the AI
adoption and how it impacted certain individuals.
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Most cases were either AI adoption by countries or firms. A number of eco-
nomic impacts were also identified, including increasing performance, cost reduc-
tion, increased sales, competitiveness, production growth, value creation, reduced
resources in organizational structure, increased productivity, and increased GDP.
This confirms that AI is a technology that can be adopted across different sec-
tors of the economy. Deep and more research on economic adoption of AI in
different industries (financial, government, ...) are proposed for future research.
Our review couldn’t find articles related to the economic impact of AI adoption
on individuals. The economic impact of AI adoption by individuals mostly on
employment or any cases where AI can make individuals’ life simpler or relaxed
is proposed for future studies. Which jobs are to be lost as well as which industry
to be affected by AI adoption and which industry is to produce new jobs will be
good research questions. Also, research on AI best practices is needed, most of
our research is from countries where the AI index is low, further research about
the economic impact on countries with higher AI index is recommended.

Furthermore, research on economic factors that led to the adoption of AI as
well as economic factors that challenges the Adoption of AI is proposed for future
studies. Today, it is hard to measure the positive effect of AI adoption or the
negative effect of AI adoption. We would like to propose a kind of performance
measure for AI adoption for future studies.

Finally, we will provide tools and technologies used for the adoption and
diffusion of AI which can benefit individuals looking for new skills and new jobs
opportunities.
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Abstract. In this research we study the statistical mechanics of cooperation
through a simple case of aspiration-driven dynamics in structured populations
with mixed strategies. Comparing to the existing literature, we define a pool of
possible behaviors for the agents based on the bandits learning algorithms and
we highlight settings of the Iterated Prisoner’s Dilemma Game which may have
positive influence on the emergence of cooperation from the aspect of both the
entire population and the individual players. We present the level of cooperation
and its variation in terms of the median (M) and the interquartile range (IQ) in
accordance to the observed topological characteristics of the network structures
and partner selection strategies. Our experimental results show that regardless of
the underlying network structures, it is difficult to maintain a fully cooperative
society in the shade of Random and Epsilon Greedy partner selection strategies.
The reported Median values are the lowest and the changes in the IQRs do not
follow a sharp increase or decrease in both strategies. Contrary to this, it will even
take a shorter time to see a fully cooperative population thoughUCB, Epsilon First
and Epsilon Decreasing strategies. Our observation with respect to different net-
work structures also shows that, considering a certain level of heterogeneity both
in terms of distance to others as well as clustering coefficient is more conductive
in the spread of cooperative behavior among a networked population.

Keywords: Iterated prisoner’s dilemma · Cooperation · Reinforcement
learning · Network structure · Network measures · Agent-based modeling and
simulation · Bandits learning algorithms

1 Introduction

An important part of understanding cooperative behavior of humans is to investigatewhat
motivates it, how it growswithin a population, andwhich conditions stop it from happen-
ing. Kimmo Eriksson in [1] defines the evolution of cooperation as a hard problem. Such
a definition cannot be beyond our imagination, considering the complexity of human
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behavior, individual variation with respect to cooperative inclinations, the expected out-
come out of cooperation, change of rules, strategies to deal with non-cooperative indi-
viduals, spatial proximity or social arrangements, operational rules within institutions,
capability to switch partners, coalition partnerships, noises, infinite or unknown length
collaborations, memory of interactions, and possible effects of other existing parameters.
Hence, a large body of literature has grown up showing how the emergence of coop-
eration can be measured using a variety of very different parameters, including those
mentioned above. Some even used the combination of the parameters which make the
inter-comparison of the studies so difficult.

The first step to reproduce the cooperative behavior of humans through artificial
agents is to incorporate explicit agent motivations that are chosen to favor cooperative
responses. In this regard, variety of models based on imitation dynamics and aspiration-
driven dynamics have been proposed in the literature [4]. Imitation dynamics have been
considered for scenarios in which individuals imitate the strategy of a more success-
ful partner [5–7] and it has been widely studied in the literature (i.e., with both mixed
strategies and structured populations) [5–10]. An Aspiration based model depicts how
aspirations on an individual level could affect the evolution of cooperation. It can be
considered as a form of self-learning or self-testing model in which based on aspiration,
an artificial agent could adjust its strategy persistence level during the game. That is to
say, agents hold to their played strategies longer if it brings them a satisfactory pay-
off, otherwise they will switch to other alternative choices. Aspiration-based dynamics
require less information about an agent’s strategic environment comparing to the imi-
tation dynamics so it has a simpler setup comparing to imitation-based models. The
findings of several studies in the literature [11–13] show that an appropriately tuned
aspiration value may be seen as a universally applicable promoter of cooperation.

The second step in the creation of an artificially cooperative society is to look into
the characteristic of the agents’ social interactions. At the macro level, variety of net-
work structures can be utilized to introduce a level of social connectedness among the
individuals. Through such network structures the social system will be able to apply a
certain level of control on its members. For instance, it can restrict or promote the level of
interactions within the individuals. Even within the introduced boundary of social con-
nectedness, individuals still can follow different strategies for selecting or filtering the
interacting partners. Findings of several conducted studies elaborate on the importance
of modeling the capability of an individual to freely choose his/her interacting partners
[14, 15]. Knowing that the choices of an artificial agent for selecting the partners are
limited to the designed network structures, the agent still needs to decide who is going
to be the “neighbor of choice”. Due to the underlying network structure, a self-learning
agent has certain choices in selecting partners with uncertain outcomes. The question
here is how should the agent act tomaximize the quality of its outcomes overmany trials?
One can easily imagine that each neighbor the agent chooses as a partner has a different
payoff associated with it, therefore, a successful cooperation requires good exploration
abilities and strategies. We need to figure out an algorithm that explores enough of our
search space (in this case selecting the right partner) so that the agent can exploit the
best actions. When it comes to modeling an agent’s ability to explore its environment,
various exploration strategies have been proposed. For instance, the literature shows
the promising results of reinforcement learning algorithms (such as Q-learning agents)
in which the interaction between an agent and an environment is modeled as a Markov
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decision process [14, 16]. Also, variety of actor-critic architectures such as TD3 and SAC
[17, 18] have been presented to incorporate an entropy measure of the policy into the
reward to encourage exploration. We can also find examples of evolutionary algorithms
(EAs) which are based on Heuristic search procedures [19]. Bandit algorithms such as
ε-greedy [20], ε-first or ε-decreasing [21], Exponential-weight algorithm for Exploration
and Exploitation (EXP3) [22] and Upper-Confidence Bound algorithms (UCB) [23, 24]
are also being used in a lot of research projects [25] but they have typically received little
attention as partner selection strategies in the context of the evolution of cooperation.

In this research, by taking into account the network structures, individual differ-
ences in partner selection strategies and self-learning process we aim to investigate
the emergence of cooperation through a numerical simulation and Iterated Prisoner’s
Dilemma Game. We study the statistical mechanics of cooperation through a simple
case of aspiration-driven dynamics in structured populations with mixed strategies. We
define a pool of possible behaviors for the agents based on the bandits learning algo-
rithms and we highlight settings of the game which may have positive influence on the
emergence of cooperation from the aspect of both the entire population and the indi-
vidual players. We present the levels of cooperation and its variation in terms of the
median (M) and the interquartile range (IQ) in accordance to the observed topological
properties of the network structures and partner selection strategies. To the best of our
knowledge no study has explored the emergence of cooperation from simultaneous use
of three different perspectives (i.e., Aspiration-based learning, network structure, ban-
dits learning algorithms) in social dilemmas such as Iterated Prisoner’s Dilemma Game.
The rest of this paper is organized as follows: In Sect. 2, we formulate our methodology
and experimental setup. This is followed by an explanation of the statistical estimates
and experimental results in Sect. 3. A summary of our findings has been presented in
the conclusion section of the paper which is presented in Sect. 4.

2 Methodology and Experimental Setup

The main objective of this research is to shed light on the potential mechanisms that pro-
mote the emergence of cooperation among networked individuals. For this purpose, we
performed a social dilemma experiment to examine whether different partner selection
strategies help in improving the overall level of cooperation among individuals arranged
in variety of network structures (i.e., network of contacts). We divided the experiment
into six separate trials. In the control treatment, agents play a traditional PD game which

is characterized with the payoff matrix

(
3 0
4 1

)
. In one round of the simulation, each

agent interacts with another random agent in its neighborhood. Our framework follows
an aspiration-driven dynamic, therefore, the aspiration value of agents determines the
acceptable desired outcome out of the played game. The propensity of cooperation for
each agent will be updated during the simulation according to the pseudo code presented
in the next section.

In order to measure the effectiveness of partner selection strategies relative to the
control treatment, we setup another 5 separate trials in which the agents follow the
same setup assigned to the control group (depicted in Table 1). In contrast to the control
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treatment, the agents in other trials follow certain partner selection strategies in the hope
that such behaviors lead to a better outcome for them. Suppose the agent has a set of K
neighbors labeled by the integers {1, 2,….., K}. The agent can then play a game where,
in each round, it chooses an action (a partner to play), and it observes the resulting
payout. Over many rounds, the agent might explore the neighbors by trying some at
random. Finally, the agent plays the neighboring partners that seem to pay off well more
frequently so that in the long run this action maximize the agent’s total winnings.

Technically, we can describe the problem as developing a model iteratively such that
it will converge towards the true value of selecting each partner.

Qt(k) = E[Rn|Psn = k] (1)

Where Qt(k) is the estimated, expected reward Rn, when the partner selection strat-
egy (Ps) select neighbor k at step n. The partner selection strategies which we chose
for our analysis are mainly “Random”, “Epsilon-greedy”, “Epsilon-first”, “Epsilon-
decreasing”, and “UBC” which their formal descriptions and their formulations are
presented below.

• Random selection of partners: The most obvious method for an agent to choose a
partner is to select them uniformly at random. We consider this strategy as the base
of comparison for other algorithms.

• Epsilon-greedy approach: Through this approach, at each time step, the agent selects
a partner from its neighborhood which it thinks will maximize its utility.

Psn = max(
k

Qn(k)) (2)

In order to avoid exploiting the maximum reward by an agent, this approach intro-
duces a parameter called “Epsilon” which controls the level of exploitation and explo-
ration activities of our agents. This probability ensures that the agent keeps trying other
options as well.

• Epsilon-decreasing approach: In this approach, Epsilon decays over time because, the
need for exploration decreases over time. Selecting random agents becomes increas-
ingly inefficient because eventually agents gather complete information about the
surrounding neighbors over time.

• Epsilon-first: At the beginning of the simulation, the agents pick their partners at ran-
dom for a certain amount of time, and afterward purely exploits their neighborhoods.
There are two variables which are related to this strategy (Time-frame and Epsilon).

• Upper Confidence Bound Algorithm: This algorithm selects the neighbor with the
highest UCB. The first term X t,k corresponds to the mean observed reward out of
the interaction with a neighbor k at current time t, and nk is the number of times this
neighbor has been chosen so far.

X t,k +
√
2log(t)

nk
(3)

Table 1 also shows our simulation parameters and finally, we setup networks of our
agents to play 5000 rounds of the Prisoner’sDilemmagame. The impact of such topologi-
cal characteristics on the evolution of cooperation is particularly critical and this has been
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discussed by a great number of authors in the literature. For example, the authors in [29]
showed that a static network structure (homogeneity) can stabilize human cooperation.
They suggested that regularity in the network structure can contribute to cooperation.
However, complex social systemswithin human societies may follow network structures
which are not homogeneous in terms of connectivity patterns. This issue appeared as
a new direction for scientific research with an emerging consensus that networks that
exhibit heterogeneity in their connectivity patterns are more conducive to the spread of
cooperative behaviors [30]. In order to show the effect of underlying network structure
on the emergence of cooperation, agents in our simulation are connected to each other
through networks with different topological characteristics (depicted in Table 2). More
specifically, the connectivity patterns followed the “Random” (ER), “Scale Free” (BA),
“Geometric” (GEOM), “Spatially Clustered” (SCM), “Grid”, “Bipartite” (Bip) and three
“SmallWorld” (SW0.1, SW0.03, SW0.3) networks with different rewiring probabilities.

Table 1. Simulation parameters.

Parameter Description

Aspiration value m [2–4] This parameter determines the acceptable
desired outcome out of the played game for
agents

Initial propensity value m [0.2, 0.3, 0.5, 0.8] It defines the percentage of the population
which has higher chance of cooperation with
others at the beginning of the simulation. The
initial value will be the same at the beginning
of the simulation for all agents but will be
updated in time

P_step = 0.1 This parameter depicts the amount of changes
in the propensity of cooperation in case of a
successful or unsuccessful experience during
the game played in each round of simulation

Partner selection strategies This parameter defines how agents decide to
pick their partner

• Random (N = 100)

• ε-first (N = 100, ε =70, Timeframe = 500)

• ε-decreasing (N = 100)

• ε-greedy (N = 100)

• UCB (N = 100)

Simulation time = 5000 This is the maximum value, the simulation run
time will be lower in case we reach a fully
cooperative or defective population sooner
than that
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Table 2. Underlying network structures among agents and their topological characteristics (CC
= Clustering Coefficients, AVL = Average Shortest Path Length). Networks from left to right
(BA, SW0.03, SW0.1, SW0.3, Bip, GEOM, SCM, GRID, EIIiR)

AVL CC Density Diameter

BA 3 0.48 0.04 5

SW0.03 7.64 0.45 0.04 18

SW0.1 6 0.42 0.04 12

SW0.3 3.63 0.12 0.04 7

Bip 3.6 0 0.04 8

GEOM 4.63 0.19 0.04 10

SCM 8.27 0.45 0.04 20

Grid 5.05 0 0.04 10

ER 3.4 0.05 0.04 7

3 Statistical Estimates and Experimental Results

3.1 Effects of the Initial Propensity Value and Aspiration Values on a Sample
Run

In this part of our analysis, we aim to isolate the effects of network structure and partner
selection strategies and focus our attention on two important parameters of our model
which are mainly Initial Propensity Value and Initial Aspiration Value. In order to clarify
the points we wish to raise in this section, at first we need to justify what could be good
values for these two parameters. Initial Propensity Value defines the percentage of the
population which has higher chance of cooperation with others at the beginning of the
simulation. The value of this parameter can be picked from a hypothetical rang such
as [0.2, 0.3, 0.5, 0.8]. For example, a value of 0.3 means that there is a higher chance
that around 30% of the population follows the cooperative strategy (appeared as green
color agents in Table 2) at the beginning of the simulation. This value will be fixed
at the first step of the simulation, however, since the Initial Propensity Value will be
updated for the agents during the simulation, this percentage varies as time goes by.
The following Pseudo code shows the process of the updates. The payoff matrix of the
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prisoner’s dilemma game also shows that the generated outcome out of the game can
be 0, 1, 3 and 4. Therefore, it is possible to set the aspiration value of agents to any of
those values. Obviously if we set a larger value (e.g., 0.5, 0.8) as the Initial Propensity
Value in our model, at the beginning of the game a large population of individuals will
follow a cooperative strategy, and later on the dynamics of the game rule this pattern.
Setting this parameter to a smaller value make more sense because if agents learn to
cooperate in our model this percentage ultimately should go up. Since, the combination
of Aspiration Values with Initial Propensity Values may result in interesting patterns
during the evolution of cooperation, we decided to perform a sensitivity analysis on
these two parameters.

Pseudo code 1: Process of the Updating the Propensity of Cooperation 
IF Cooperate = TRUE  

     IF            (Utility > Aspiration_Value) 
                         propensity_of_coop = propensity_of_coop + propensity_step 

 ELSEIF (Utility < Aspiration_Value) 
                         propensity_of_coop = propensity_of_coop - propensity_step 
     ELSE  

propensity-of-coop= propensity-of-coop 
ELSE 

IF (Utility > Aspiration_Value) 
                         propensity_of_coop = propensity_of_coop - propensity_step 
     ELSEIF   (Utility < Aspiration_Value) 

propensity_of_coop = propensity_of_coop + propensity_step 
     ELSE 

propensity_of_coop = propensity_of_coop 

Our first observation was that despite setting different initial propensity values to
agents, in the long run (we set the Aspiration Values to 3 and we run our simulation for
10000 ticks with random partner selection strategy) the percentage of agents that follow
the cooperative (CC) strategy has been stabilized. That means in such a setting we can
expect to observe the emergence of mutual cooperation among the population in the
long run (almost 48%). In addition to that, since the cooperation survives, the defective
strategy will not be a dominant strategy in the population.

Another interesting observation was related to the effect of the assigned propensity
values. The result showed that with a higher propensity value we can expect to observe a
higher pick for the level of mutual cooperation. Our initial expectation was that a lower
propensity values pushes the population towards a non-cooperative regime. However,
agents within our model successfully learned from their interactions and reinforce the
strategies which produce them a better outcome. It obviously led to an increase in the
percentage of mutual CC strategies. This trend continues until the level of CC strategy
stabilizes itself around 48%. We observed that aspiration values around 2 and 3 produce
a higher percentage of mutual cooperation among the population. The level of mutual
cooperation reaches its peak at 90%, and has been stabilized again around 45%. Larger
Aspiration values (e.g., 4), left us with a population which has less tendency for mutual
cooperation (almost 10%). Our observed behavior is consistent with the results reported
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in the previous findings in [26, 27]. Since, we aim to analyze the emergence of coop-
eration, similar to previous studies we decided to set the Aspiration Value and Initial
Propensity Value to 2 and 0.3 respectively during the rest of our analysis.

3.2 Effects of Partner Selection Strategies

In the second part of our experiments,we look into the joint effect of the network structure
and the partner selection strategies on the evolution of cooperation. We setup networks
of our agents (9 networks) in which they play 5000 rounds of the game for each partner
selection strategy (5 strategies). Therefore, in total we have had 45 experiments and 45
observations about different patterns for the emergence of cooperation. The simulation
stops if we observe a fully cooperative or defective society. Our initial observation was
that, the level of cooperation follows different patternswith respect to the both underlying
network topologies and partner selection strategies.

In order to show that the observed levels of cooperation differ with respect to the
introduced partner selection strategies, we performed a pairwise two-tailed Welch’s t-
test across the experiments, which does not assume equal population variance among the
observations. The results of the test showed that the p-value was very small (0.000) and
we therefore, rejected the null-hypothesis (H0). This outcome verifies, with statistical
significance, that the distribution of the rate of cooperation differs with respect to the
introduced partner selection strategies. As we depicted in Fig. 1, Random and Epsilon
Greedy partner selection strategies produce fluctuations in the level of cooperation (i.e.,
it is depicted as the harmonic mean) and they could not help the society in being fully
cooperative as the simulation time goes by. Contrary to this, regardless of the underlying
network structure, it will take shorter time to see a cooperative population though UCB
and Epsilon First strategies.

Fig. 1. Maintaining different level of cooperation through time (5000 simulation steps). It will
take shorter time for UCB and Epsilon First strategies to produce a cooperative population.

We also followed the methodology presented in [31] to measure the dispersion in
our observations. We reported the level of cooperation and its variation in terms of the
median and the interquartile range and the results of our analysis are shown in Fig. 2. As
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we can see in Fig. 2(A), the reported Median values are higher in top performing partner
selection strategies (i.e., UCB, Epsilon First and Epsilon Decreasing). We observe that
the difference between UCB’s median values are less than the Epsilon First and Epsilon
Decreasing partner selection strategies. That is to say, regardless of the underlying net-
work structure, agents were able to reach a high level of cooperation among each other.
Having said that, as it is shown in Fig. 2(B), IQR values for Epsilon First and Epsilon
Decreasing partner selection strategies show larger dispersion in the level of coopera-
tion especially for certain network structures (i.e., SW0.1 for Epsilon First or SCM for
Epsilon Decreasing). On the contrary, the reported Median values are the lowest and are
almost identical in Random and Epsilon Greedy partner selection strategies. In fact, in
the presence of Random partner selection strategy, the maximum and minimumMedian
values are reached through SCM and Grid network topologies. Also, the changes in the
IQRs do not follow a sharp increase or decrease in both strategies.

Fig. 2. (A) Median (B) The interquartile range (IQR) as a measure of variability or dispersion.

3.3 Interpretation of Results with Respect to Network Structures and Network
Measures

After having the observation that the emergence of cooperation follows different patterns
within our experimental settings, it is time to examine the extent to which network
properties contribute to the propagation of cooperative behavior. In order to do this,
first we compare the networks with respect to their degree distributions. We plot each
degree distribution as a violin plot which features a kernel density estimation of the
underlying degree distribution. As it is shown in Fig. 3, in some cases the shapes of
the plots are different in the lower and upper parts. This shows that the distribution
of the node degrees is not equal among different networks. In addition to that, higher
density is observed around the mean values of the violin plots. The presence of a small
number of nodes with large degrees are noticeable in the case of BA network which
leads to having the largest asymmetric observation among the shape of the violin plots.
Since, the node degree in Grid Network is equal to 4 for all the nodes, its violin plot is
presented as a horizontal line. Similarly, SCM and all the Small World networks (i.e.,
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presented with SW) also show certain degree of symmetry in their connectivity patterns.
Paying attention to the distribution of degrees of connectivity is important in the sense
that nodes with a degree greater (or less) than the average degree are expected to have
more (or fewer) interactions than the others. We should also mention that the ranges in
the frequency of interactions not just differ based on the type of network but also with
respect to different partner selection strategies. To provide a detailed explanation for
this result, we also looked into the frequency of interactions within each network with
respect to the partner selection strategies of the network members. We observed that
regardless of the underlying network topology, Random and Epsilon Greedy strategies
always produce the higher frequency of interactions.

Fig. 3. Underlying degree distribution of all networks.

We reported in Fig. 2A that by following these two strategies agents were not able
to see themselves in a fully cooperative society. Our findings here confirm that higher
frequency of interactions does not necessary translate into the promotion of cooperative
behavior. Contrary to this, UCB limits the number of interactions with only those who
might have a better chance of doing cooperation which promotes the emergence of coop-
eration even in shorter time. Another interesting observation was that, one combination
out of all the combinations of network topologies and partner selection strategies stands
out and that is related to the case of SCM network. In this specific case, UCB delivers
the lowest frequency of interactions. Therefore, we aimed to investigate the topological
characteristics of this network further in details to justify our findings.

As it is depicted in Table 2, SCM is a network with three distinctive features, a
high clustering coefficient, large average shortest path length and a very large diameter.
A large average shortest path length accompanies by a very large diameter in SCM
network is a good indicator that there is a considerable distance among the nodes in
SCM network. Therefore, we decided to plot the Relative Eccentricity Distributions of
all networks. Figure 4 shows the relative eccentricity distributions of all the networks in
our simulation.

The eccentricity of a node v is defined as the length of a longest shortest path from
the node v to any other node [28]. The relative eccentricity distribution lists for each
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Fig. 4. Relative eccentricity distributions of all the networks.

eccentricity value x have been normalized by the number of nodes in the network. In
Fig. 4, the relative eccentricity values (eccentricity values = 10) of the Grid network
have appeared as a blue dot. This is due to the existing asymmetry in the connectivity
patterns of individuals in the Grid network. SCM on the other hand, has the largest range
of eccentricity values (from 10 to 20) which confirms that nodes are far apart from each
other in this network. The second rank goes to the small world network with the lowest
rewiring probability (i.e., SW0.03).

One question that may arise here is that what else distinguishes SCM network from
SW0.03 network. Obviously, the nodes in these two networks are apart from each other
but SCM still performs better. Therefore, we decided to look into the association between
the common features of the two networks which are the distribution of the clustering
coefficient and closeness centrality of the individuals within each network. The results
have been shown in Fig. 5. In this figure, the distributions of the closeness of central-
ity values are shown by violin plots while the clustering coefficients values are shown
through box plots. As it is clearly shown, what distinguishes the SCM from the small
network (i.e., SW0.03) is the variety in the observed values for the clustering coefficient
of individuals. That is to say, in case of SW0.03, we are dealing with a kind of homoge-
neous population in terms of the degree of connectivity, similar patterns of connection
with a large distance between individuals. However, the box plot of the clustering values
in SCM network shows a form of heterogeneity in the population structure. Therefore,
we can conclude that considering such heterogeneity at both levels (i.e., in terms of
distance to others as well as clustering coefficient) is more conducive to the spread of
cooperative behavior among a networked population.

4 Conclusion

There is no doubt that promoting cooperative behaviors and its maintenance are of great
importance for complex human societies. While at the micro level, the interactions of
individuals within a structured population can follow a cooperative or non-cooperative
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Fig. 5. Association between the distribution of the clustering coefficient (box plots) and closeness
centrality (violin plots) of the individuals within different networks.

pattern, at the macro level, the evolution of cooperation can contribute to economic as
well as social benefits or losses. Therefore, any system owner (or its management team)
has a particular interest in prevailing and stabilizing cooperation among the individu-
als rather than encouraging them to compete with one another. Despite recognizing the
broad importance of the evolution of cooperation in the literature, a general framework
is needed to see how the existence of such forces impact the evolution of cooperation.
Therefore, in this research, we argued that there is a feedback loop between forces
which are happening at both micro and macro levels [32–34]. That is to say, differ-
ent combinations of individual choices at the micro levels and intentionally designed
inter-organizational networks at the macro level may lead to different levels of cooper-
ation. In order to simplify the problem at hand we presented a simplified evolutionary
version of the Prisoner’s dilemma game through which each group of networked indi-
viduals could follow different partner selection strategies. Within our framework the
aspiration value depicted the acceptable desired outcome out of the game played by
individuals. Individuals also followed five different partner selections strategies which
were mainly “Random”, “Epsilon-greedy”, “Epsilon-first”, “Epsilon-decreasing”, and
“UBC”. Individuals were connected to each other through different network structures
with different topological characteristics. More specifically, the connectivity patters fol-
lowed the “Random”, “SmallWorld”, “Scale Free”, “Geometric”, “Spatially Clustered”,
“Grid” and “Bipartite” networks. Through this connectivity feature, we introduced and
varied the level of social connectedness among the individuals which could potentially
influence their level of interactions with others.

The results of our analysis verified with statistical significance that the distribution of
the level of cooperation differs with respect to the introduced partner selection strategies
and network structures.We observed that regardless of the underlying network structures
in the presence of the Random or Epsilon-greedy partner selection strategies, the level
of cooperation is significantly lower than other top performing strategies such as UCB,
Epsilon First or Epsilon Decreasing. Expanding on this idea, such winning strategies led
to a rapid increase in the evolution of cooperation among networked individuals. In the
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second part of our experiment, we focused our attention on certain network characteris-
tics and their effects on the emergence of cooperative behavior. On a macroscopic level,
considerable distance among the population turns out to be important for maintaining
the cooperative behavior among the population. However, we found out that spread of
cooperative behavior among a networked population will be more conductive in the
presence of heterogeneity in terms of distance to others as well as clustering coefficient.
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Abstract. Containerization technology helps achieving not only better portability
and interoperability but also better performance and efficiency on various cloud
computing arrangements. Such technology is expected to empower cloud federa-
tions by enhancing portability and scalability across the federation. In this paper,
we propose an architecture by adding two subcomponents to the NIST refer-
ence architecture for identifying resources and managing container orchestration
in cloud federation environments. The architecture adds two subcomponents to
the NIST reference architecture. The proposed two new sub-components enable
resource identification and container orchestration across cloud federation mem-
bers. These names of the two subcomponents are the Resource Identifier and the
Container Orchestrator, respectively. The Resource Identifier component iden-
tifies the appropriate federated member for allocating tasks based on previous
experience and current status. The Container Orchestrator facilitates the manage-
ment and orchestration of containers at the federation level. We also identified
several techniques, which can be used for resource identification. Among those,
linear regression technique is selected for resource provisioning and identification
of federation members. Further, these techniques are also expected to learn from
log files from previous executions and prioritize resources based on the current
resource status and previous experience.

Keywords: Container orchestration · Distributed cloud federation · Artificial
Intelligence (AI) · Resource identification · Linear regression technique

1 Introduction

Cloud federations extend the use of cloud resources beyond a provider’s resources and
enhance collaboration between cloud service providers (CSP) based on a service level
agreement (SLA) [1, 2]. This helps addressing issues related to scalability, interoperabil-
ity, and maximization of resource utilization [3]. Implementation arrangements of cloud
federations can include centralized and peer-to-peer models. In all arrangements, the
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federation manager (FM) is the key component that handles such collaboration between
federation members [1, 4].

One of the key challenges that cloud federation aims at addressing is the scalability
of resources. A certain CSP might experience a lack of resources, while, at the same
time, other CSPs possess extra resources that are not fully utilized [5, 6]. We believe
that orchestrating resources between CSPs can be a game-changer in cloud federations.
Among resource orchestration frameworks that exist in the market (Table 1), only the
MiCADO framework [7] deals with container orchestration. However, MiCADO only
targetsmulti-cloud environments andnot cloud federations. Themain difference between
a multi-cloud and a federated cloud is that the latter is collaborative in nature, while, in a
multi-cloud, the relationships between the CSPs are independent [1]. Other differences
also include service composition and user-provider relationship [8].

Containerization technology can efficiently enhance scalability, security, and gover-
nance of orchestrated resources [7]. Containers are resource-efficient units, since they
require minimum resources to run. A container image encapsulates all requirements and
dependencies of an application into a packaged unit [4, 7, 8]. This makes them highly
scalable and portable [7]. While managing containers is usually the task of the con-
tainer orchestrator (e.g., Kubernetes and Docker Swarm [7]), these orchestrators work
within the resources of a CSP and cannot extend their functionality to other CSPs. As
a result, this restricts the full utilization of containerization technology at the federation
level. Furthermore, implementing container orchestration at the federation level has an
impact on improving the portability and scalability of applications.Moreover, enhancing
that with machine learning capabilities can efficiently optimize resource identification
and prioritization. In this paper, we propose an architecture that utilizes containeriza-
tion technology for cloud federations and allows resource identification and container
orchestrating across a federation.

The remainder of this paper is structured as follows: Sect. 2 introduces the existing
state of art cloud resource orchestration frameworks. Section 3 presents the overall
proposed architecture, and Sect. 4 discusses the new components and how they work in
detail. Finally, Sect. 5 presents the conclusion and future work.

2 State-of-the-Art

There are many resource orchestration frameworks in the market (Table 1). While most
of these frameworks target multi-cloud environments, only MiCADO [7] deals with
container orchestration, though only within the context of multi-cloud environments.
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Table 1. Cloud resource orchestrators available in the market, based on [7].

Name Description

Heat Heat launches multiple composite cloud applications in the form of text
files (via templates) that are treated like a code

Cloudify Cloudify provides integrated infrastructure with Ansible, Kubernetes, AWS
Cloud Formation, Azure ARM, and Terraform

Brooklyn This framework for cloud orchestration allows deployment and
management of applications via declarative blueprints

Startos Startos of polyglot PaaS provides a platform for developing, testing, and
running applications on all major cloud infrastructures

Alien4-Cloud This web-based platform accelerates the design of application
infrastructures and enables reusability by providing a blueprint catalog and
components

CloudFormation CloudFormation is part of the AWS infrastructure and provides a blueprint
of an application that helps to design, model, and set up infrastructure using
JSON encoded templates

Cloudiator This multi-user-capable web-based service allows the description of
application and deployment on different public and private clouds

Roboconf Roboconf is a platform and a tool to deploy and manage elastic cloud
applications using deployment, probes, automatic reactions, and
reconfigurations

INDIGO This data and computing platform targets scientific communities and
provides an e-infrastructure with cloud frameworks, applications, and tools
for clouds and grids

MiCADO MiCADO is a multi-cloud orchestration and auto-scaling framework for
application clusters of Docker containers run on Kubernetes

3 Proposed Architecture

3.1 Requirements for a Cloud Federation Architecture

To utilize containerization technology in cloud federations, the management of contain-
ers requires to:

• Have control over container clusters deployed on different CSPs. It is required, in
order to support the orchestration lifecycle of containers (i.e., create, deploy, update,
scale and terminate) and enhance monitoring.

• Regularly monitor container instances running across different CSPs. It is needed to
check their health status and take necessary actions (e.g., replace failed instances).

• Have elastic resource provisioning so that the load and usage of resources can
efficiently be managed and calculated.

• Have a component that allows secure management of customers’ instances running
across the federation.
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Fulfilling these requirements enables a provider-agnostic and successful orchestra-
tion of containers across a federation and a clear picture to customers on where their
containers are running. Moreover, it facilitates managing, monitoring, and billing of
container clusters and instances running across the federation. Based on the reviewed
literature, the NIST reference architecture is well suited to apply container orchestration
for achieving system portability [4]. Given this, applying container technology enhances
portability, scalability, efficiency, and service resiliency in cloud federations [9].

3.2 Overall Architecture

The National Institute of Standards and Technology (NIST) defines four components
in a cloud federation reference architecture (Fig. 1). These are the Federation Broker,
the Federation Operator (FO), the Federation Audit, and the Federation Carrier com-
ponent [4]. The FO includes six subcomponents namely the Membership Manager, the
Policy Manager, the Resource Manager, the Monitoring & Reporting component, the
Accounting & Billing component, and the Portability & Interoperability component.
These subcomponents are in charge of specific tasks in the federation; the interested
reader is referred to NIST Cloud Federation Reference Architecture [4] for a detailed
explanation of each subcomponent. In this paper, we adapted the NIST architecture
for a centralized (i.e., central broker) arrangement. We further assume that each CSP
has a Resource Manager (RM) interface, through which the current status of the CSP’s
resources can be sent to the central broker.

Fig. 1. NIST cloud federation reference architecture [4]

To meet our objective and requirements, we propose two new components to the
NIST architecture: the Resource Identifier and the Container Orchestrator.

3.3 New Sub-components

Resource Identifier (RI). The purpose of this subcomponent is to identify resources
and enhance the RM’s activity (Fig. 2) through the application of various techniques.
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The most widely used techniques for resource provisioning are neural networks, linear
regression, and support vectormachines [10]. Zhang et al. [11] usemachine learning tech-
niques to analyze a multi-dimensional cloud resource allocation problem and conclude
that the linear allocation algorithm achieves the best performance in their experiment.
Therefore and as a starting point, we also propose the linear regression technique for the
Resource Identifier component.

Fig. 2. The proposed cloud federation architecture, which is based on the NIST architecture,
includes two new components: the resource identifier and the container orchestrator.

We assume the following resource and user information are provided:

Resource Information.We assume that CSPs offer n types of resources such as compute
resources, storage resources, and network resources. The capacity is represented as a
vector C = (c1, c2, …, cn). Given these, the unit cost of each resource is represented in
the vector P = (p1, p2, …, pn).

User Information. A user i can submit requirements denoted by the vector r(i) = (r1(i),
r2(i), r3(i),…, rn(i)), where rs(i) represents the resources of type s (e.g., compute, storage,
network) requested by user i. User i sets a price threshold t(i) that represents the user’s
willingness to pay for requirements r(i). The overall submission information of user i
is represented by vector R(i) = (r(i), t(i)). Over time, a user submits various resource
requirements r(i) and the corresponding price thresholds t(i), which can be considered
in a hypothesis function. The hypothesis function is given by:

hβ(t(i)) = β0 + β1r
(i)
1 + β2r

(i)
2 + . . . + βnr

(i)
n (1)

Where β1, β2, …, βn stand for the predicted unit price of n types of resources
requested by the user i, and β0 is the prediction noise. The variable hβ(t(i)) can be
understood as a price expression of the resources required by user i. This hypothesis
function predicts the unit willingness-to-pay βi for each requested resource by user i
according to the price t(i) that the user was willing to pay.
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Based on the resource information and the user information, the aim is to determine
the appropriate CSPs for handling the required resources requested. The RI component
is initialized when the client’s request for extra resources is received along with the price
that the client is willing to pay. Then, theRI component contacts all CSPs for their current
resource status. Once the status of CSPs is identified, the list of available CSPs will be
filtered. If the forwarded list is empty, which means, there is no available CSP currently,
then the message about the unavailability of all CSPs will be sent to the requester. But if
the list is not empty, then the log file, which contains historical information of requested
resources, proposed price by a customer, and information on allocated CSP for that
request will be extracted from the database. Then, the log files will be checked, in order
to check whether the same request has been fulfilled before. Once identified, the CSP
information, which was chosen previously for a similar request, will be forwarded to
filter the list based on the geographically nearest location. This step is conducted to save
computational power. But if a similar request could not be found in the log file database,
then the component uses Eq. 1 to compute and predict whether the user of the requesting
CSP would accept the available resources of the CSPs. This is the case, if the price of
the available resources of the CSPs is lower than the estimated price. After the unit price
is predicted and a list of CSPs, which can deliver their service based on the price, are
identified. Then, the geographically nearest CSP from the list is selected. Finally, the
resource identifier returns the selected CSP information and updates its log file. Figure 3
presents the detailed step-by-step activity of the RI component.

Fig. 3. Resource identifier algorithm.
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Container Orchestrator. This subcomponent is proposed as part of the Federation
Carrier component. It facilitates the orchestration of containers across the federation.
Whenever the federation orchestrator receives a request, for example, for regular cloud
computing, containers are managed and controlled by the orchestrator (e.g., Docker
Swarm, Kubernetes). However, since cloud federation deals with completely indepen-
dent entities, managing container clusters and updating master nodes that typically lead
to rebuilding the container image, can be challenging from many aspects. To over-
come such problems, the federation container orchestrator takes full control of container
clusters deployed across federation members and manages all their lifecycle. In other
words, creating, deploying, scaling, and terminating containers across the federation is
the responsibility of the container orchestrator.

The container orchestrator is initialized by a request from a CSP along with a con-
tainer’s token. The token is used to uniquely identify each container image. Once the
request is received, this component checks whether or not the image exists in the repos-
itory. If so, the container orchestrator pulls a copy of the container image from the
container repository. If not, it accesses the container image from the requester CSP.
Once the container image has been received either from the CSP or from the reposi-
tory, communication can be established with the CSP, which is selected by the resource
identifier for deploying the container. Figure 4 visualizes the operation of the container
orchestrator component.

Fig. 4. Container orchestrator.
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4 Discussion

Cloud federation provides an inexpensive way of maximizing resource utilization
through increased resource flexibility, scalability, and efficient service delivery. Opti-
mizing resource identification and taking advantage of containerization technology in
the resource management of a federated environment can add more benefits to cloud
clients and CSPs. On top of these benefits are: (i) the resource identification technique
matches the customers’ needed resources within the budget they can afford. As a result,
customers save time and effort as they do not have to hassle looking up and comparing
prices for the resources they need; (ii) The containerization technology maximizes the
efficiency of resources, as containers require less system resources compared to vir-
tual machines and, more importantly, they are highly portable regardless of where they
are deployed; (iii) The combination of resource identification and container orchestra-
tion across federation accelerates deployment and production cycles. This work aims at
achieving that by proposing a component for resource identification and a component
for container orchestration in cloud federations.

Regarding resource identification, Tsakalidou et al. [10] found that the most widely
used techniques for resource provisioning are neural networks, linear regression, and
support vector machines. Linear regression, in particular, is found to achieve better per-
formance compared to other techniques. Therefore, the linear regression technique is
chosen over other techniques for our purpose. The Linear regression technique enhances
resource identification of the cloud federation based on previously generated provision-
ing logs, tracing and monitoring information, and the currently available resources of
the federation members [7]. In this regard, the continuous provisioning of resources by
federation members can be leveraged to create a self-optimizing resource identification
mechanism. This can help optimizing resource provisioning by federation members and
improve their accuracy for future requests. As a result, this continuous optimization of
resource identification and provisioning enhances the overall quality of service on one
hand and helps spot potential improvements of federation members on the other hand.
Moreover, it can help drive better resource allocation decisions and orchestrate resources
in the federation with minimum cost and more efficiency. Therefore, the resource identi-
fier plays an important role not only in choosingwhere to orchestrate resources efficiently
but also in addressing possible improvements of the whole federation.

Regarding the second component, container orchestration solves the problem of
compatibility and portability of applications that are already implemented in other cloud
arrangements [7]. The proposed architecture includes the container orchestrator, which is
a sub-component of the distribution manager, is responsible for orchestrating containers
across federation members. While existing container orchestrator’s work at the provider
level, the proposed one manages container clusters at the federation level. At a high
level, this gives the federation an advantage of maximizing the use of resources in an
efficient way. At a low level, this adds more flexibility and portability support for an
application.Anadditional benefit is that it allows automatedmanagement of applications,
and therefore, reduces the overhead needed to manage the entire lifecycle of containers
deployed across a federation. As container orchestration in the federation has not been
proposed in cloud federation, this sub-component could give additional benefits for
federated clouds with respect to scalability, flexibility, and portability.
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5 Conclusion and Future Work

In this article, we presented a container orchestration architecture in a centralized (i.e.,
cloud broker) federation environment. The proposed architecture allows the resource
manager to prioritize the selection among federatedCSPs based on logs and tracing infor-
mation generated from continuous provisioning of resources, enabling self-optimizing
decisions.

By enhancing the NIST reference architecture, we added two subcomponents called
Resource Identifier and Container Orchestrator. These two subcomponents track the
available resources in the federated cloud and use this information to prioritize and
decide on which federation members shall run the container. By taking advantage of
containerization technology, these sub-components allow managing and orchestrating
containers across federationmembers and, as a result, enhance portability and scalability
of applications in federated environments. For future work, a proper simulation tool will
be selected to analyze and evaluate the proposed architecture by implementing the linear
regression technique for resource identification.
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Abstract. The cyber insurance market is still in its infancy but grow-
ing fast. Novel models and standards for this particular insurance market
are essential due to the use of modern IT (Information Technology) and
since insurance providers need to create suitable models for customers.

In this work, a refreshing approach SaCI for the deployment and
management of contract coverage is introduced. SaCI translates rele-
vant information of a cyber insurance contract to Smart Contracts (SC)
running on the Blockchain (BC). Thus, SaCI (i) allows for recording
agreements in an immutable way, (ii) simplifies interactions between
stakeholders (e.g., customers and insurers), and (iii) ensures a trustwor-
thy and transparent process during the life-cycle of the contract. A case
study is provided to show evidence of the feasibility of the approach,
which is backed by a cost analysis and discussion regarding especially
the application of BCs.

Keywords: Cyber insurance · Cybersecurity economics · Blockchain ·
Smart Contract (SC)

1 Introduction

Cybersecurity stands as one of the key investment pillars for companies applying
IT (Information Technology) to gain competitiveness in the market due to the
continuously increase in the number of cyberattacks on IT systems over the past
years. Predictions state that cybercrime will cost the world 10.5 trillion US$
annually by 2025, up from 3 trillion US$ in 2015, which represents the most
significant transfer of economic wealth in history [9]. In this sense, to reduce the
impact of successful attacks and to enable companies to recover faster and with
less costs, different cybersecurity investment strategies have been investigated
[14], in which one of the most prominent strategies includes cyber insurance
coverage models [12]. Although the cyber insurance market is fast-paced and
is under strong development [6,7], cyber insurance approaches still have room
to advance from a rarely used risk transfer tool to a critical requirement for
companies risk management.
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Currently, different cyber insurance approaches are explored by companies,
effectively expanding the market, either (a) introducing new business models
and mechanisms to gain advantages or (b) improving their insurance services by
using new technologies. However, critical open challenges for a cyber insurance
adoption exist, e.g., the information asymmetry that has to be considered dur-
ing the contract’s design and the customer’s eligibility for coverage [1]. Thus,
different cyber insurance approaches have been proposed and new paradigms
have been applied in such a context [16]. One such a new paradigm that is a
relevant catalyst in the insurance market is the Blockchain (BC). BCs allow
for the implementation of Smart Contracts (SC) to remove intermediaries, auto-
mate the deployment and management of insurance contracts, and support novel
insurance models [4]. Due to the automation of SCs and the immutability of the
BC, BC-based cyber insurance models can provide a trustworthy and immutable
agreement between cyber insurers and customers; thus, both stakeholders can
profit from the benefits introduced by the BC.

This paper introduces a BC-based approach for the creation, deployment,
and management of a cyber insurance contract. SaCI correlates relevant cus-
tomers’ aspects and cyber insurance companies’ (i.e., insurers) requirements,
such as business information, contract constraints, and security aspects, to cre-
ate an SC that describes and manages the agreement between customers and
insurers. Based on this, both stakeholders can interact with the SC to proceed
with coverage requests, contract updates, and premium payments. SaCI ensures
a trustworthy record of the contract coverage and all changes along time; thus,
not only (i) providing automation of the process, but also (ii) acting as a referee
or proof in case of disputes (e.g., customers requesting payment for a loss due
to a cyberattack that the insurer has denied payment for). Further, if funds are
available and contractual requirements are satisfied, SaCI automatically trans-
fer funds between stakeholder to execute payments, such as those related to
premiums paid and loss coverage due to a cyberattack.

The remainder of this paper is organized as follows: Background and related
work are reviewed in Sect. 2. While Sect. 3 introduces SaCI and details of the
implementation, Sect. 4 discusses the feasibility of SaCI and presents a suitable
case study subject to a cost evaluation. Finally, Sect. 5 summarizes the paper
and outlines future work.

2 Background and Related Work

A cyber insurance is a specific product of an insurance company, which is com-
mercially offered to cover damage caused by cyber-incidents, direct or indirect
impacts caused by cyberattacks. A cyber insurance is offered for companies, gov-
ernments, or individuals, who want to reduce or share financial risks of an attack
and which shall cover costs for recovering from an incident [7]. Typically, the
process of cyber insurance contract creation involves three main steps: (i) Risk
identification, which is based on the identification of assets that can be affected
by different threats [14], (ii) Risk analysis, which determines the likelihood of
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a threat and also its impact, and (iii) Contract establishment with a focus on
coverage specifications and premium definition. With the increase of cyberat-
tacks and their actual impacts, the cyber insurance market also has to evolve
to handle different aspects, such as incomplete, asymmetric, or even insufficient
data for pricing premiums and coverage, lack of regulations and standards, and
the gap between cybersecurity and risk transfer [5].

According to a study conducted in South Korea [10], companies with high
incomes, high education, and insurance contracts are more likely to “pay extra”
for insurance policies using BCs and SCs. Thus, a strategic development of insur-
ance products using BCs targeting these customers can increase the number of
policyholders, which can, in turn, increase premium revenues. Thus, the applica-
tion of BCs can provide efficiency and trust in the entire process, while insurers
become innovators in their relation to customers.

In this context, [2] introduces a conceptual framework for cybersecurity
investments and cyber insurance decisions. The framework advocates the use
of SCs for cyber insurance coverage and premium management as one of its
key pillars. A case study focuses on the maritime sector and shows evidence
of the framework’s applicability. However, no implementation details are pro-
vided at all. [17] provides a model for determining insurance premiums based
on the Stackelberg Game to improve the time efficiency of BC applications. A
BC-based crowdsourcing system was developed as a proof-of-concept to show
how the cyber insurance model can protect blocks containing task information.
Although this approach improves the time to perform each crowdsourcing task,
focus is neither laid on information about contract coverage nor on interactions
between customers and insurers.

Furthermore, BlockCIS [8] proposes a BC-based cyber insurance tool, which
offers the insurer and the customer the possibility to reach an automated, real-
time, and immutable feedback cycle for a dynamic risk assessment. For that, the
system interconnects the insurer and the customer over a BC. However, BlockCIS
is presented as a supporting tool and cannot be used as an individual tool to
provide a cyber insurance service. For example, the paying of the premium and
the payment of claims are not integrated into the system, and hence that has
to be managed by external applications. However, such frameworks can well be
used to assess cybersecurity correctly and, based on that, can calculate a fair
premium for a cyber insurance contract.

Thus, although the demands in related work clearly indicate benefits of using
BC-based approaches for cyber insurance, open issues remain, especially with
regards to achieving an efficient model that considers different nuances of the
market. In order to address this gap, SaCI focuses on the mapping of information
and interactions, required to establish a trustworthy and automated interaction
between customers and cyber insurers. Therefore, this work does contribute to
the development of simplified, trustful, and efficient cyber insurance models.
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3 The SaCI Approach

SaCI is proposed to handle different demands of cyber insurance in order to
create a simplified, trustworthy, and automated process for cyber insurance con-
tracts. For that, SaCI describes a JSON (JavaScript Object Notation) file struc-
ture to store relevant information about the contract and to translate it to SC
code within well-defined functions allowing for interactions between customers
and insurers. Therefore, the SaCI allows for the (i) payment of premiums and
contract updates, (ii) request of damage coverage and dispute resolutions, and
(iii) check of contract information and its integrity, whenever it is required (e.g.,
in case one of the parties involved are not following the agreement defined).

Fig. 1. SaCI architecture.

The architecture of the SaCI (cf. Fig. 1) determines the two different stake-
holders (i.e., customer and cyber insurer) at the top and enables the interaction
with the system using those components running on their respective layers (i.e.,
on their own infrastructures). The User Layer is composed out of a Web-based
interface, with which the customer can access and add all information related to
business and demands (cf. Table 1). This information is forwarded to the Con-
tract Builder in charge of mapping these information into the JSON format. The
respective JSON file is sent to the Insurer Layer using the SaCI ’s API.

Within the Insurer Layer the Contract Processor reads information from this
JSON file and stores a copy of all contract information. The Premium Calculator
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estimates the premium for this contract’s coverage. While this paper does not
focus on an optimal premium calculation, it provides relevant information in a
standardized format, e.g., as input for a base rate pricing in which modifications
for the calculation can be accommodated according to insurer preferences.

Table 1. Contract information.

Category Description Example

Business
information

Standard Information about the
company, which is not relevant for
the premium, but which is needed to
identify the company

Company name, Company
address

Contract
constraints

Information about the non-technical
constraints of the contract, which
have to be completely defined in
each contract

Duration of the contract,
Payment frequency

Company
conditions

Non-technical information about the
company’s business number, which
affect the premium

Yearly revenue, Number of
employees

Company security Information about the measures of
the company to increase its cyber
security as well as different metrics
to measure it

Risk assessment metrics, attack
history, security software,
security training

Company
infrastructure

Information about the hardware and
software used by the company

Used technologies, Critical data
amount

Contract coverage Information about what attacks and
impacts are covered by the contract
and by which conditions

DDoS attack: Business
interruption: coverage at 50%;
data breach for third-person
damage: coverage: at 100%

After the premium calculation, the Data Anonymizer component is in charge
of removing from the contract all information that can be critical to identify the
company and its risks. This is essential before deploying the contract within a
public BC (e.g., Ethereum or Cardano). The SC Creator uses all other informa-
tion to transform the JSON file into an SC based on previously defined one (i.e.,
Solidity code) and fills in missing information in those fields mapped. Finally,
the contract is deployed on the BC and available for interactions between all
stakeholders (Actors) involved (cf. Table 2)

In order to define the relevant information for the creation of the cyber
insurance contract, and consequently, the SC, necessary information was defined
based on the related cyber insurance market. Table 1 provides an overview of
these main categories considered by SaCI . Every characteristic demanded for
by a customer is assigned to one of these categories. Note that this type of
information has to be provided by customers, which might result in “inaccurate”
information and can be impacted by companies’ biases, such as metrics related
to risk assessment and threats impacts.
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The business information contains standard information about the company,
which are most likely to be known publicly. This information is needed to iden-
tify the company, but not relevant for a premium calculation. Basic conditions
(e.g., contract duration) are stored in contract constraints. Company conditions
comprise all non-technical characteristics and mainly include information about
business numbers. The following two categories are significantly related to each
other and they encompass all technical characteristics. With the information of
these two categories, the probability and partially the impact of a successful
attack can be estimated to better understand all risks by both actors.

Table 2. Examples of SaCI functions implemented in the SC.

Function Actor Parameters Description

payPremium Customer – Pays the premium converted
in Ethereum’s Wei, increases
time of validity

reportDamage Customer uint date, uint amount,
string type of attack
string logfileHash, uint
damage id

Creates a damage struct on
the contract

acceptDamage Insurer uint damage id Accepts damage with ID and
pays out reported damage

acceptCounterOffer Customer uint damage id Accepts counter offer, which
is paid out automatically

resolveDispute Customer uint damage id Resolves a dispute about a
damage reported, when a
solution is found off-chain

ProposeTo-
UpdateContract

Both uint new premium, string
new file hash

Makes a proposal to update
the contract

While the company security category describes different metrics about secu-
rity deployed and measures taken to improve the security, the company’s infras-
tructure includes all information of hardware, software, and technology as well
as about critical parts of those. Finally, within the contract coverage category,
details about every contract’s coverage are stored in an unlimited list. For every
attack, the costs covered and possibly other constraints of the specific coverage
(e.g., maximum indemnification of insurer) are defined. The contract coverage is
the most important part besides the risk assessment to calculate the premium.
Listing 1.1 shows an example of a contract coverage against four different threats
(e.g., business interruption due to a DDoS attack and third-person damage due
to a data breach) defined in the JSON file’s descriptor. Finally, upon enter-
ing information of all categories, the content can be forwarded to the Premium
Calculator, which will calculate the premium and inputs the SC generation.

At this point, the contract is deployed on the BC and can be accessed by the
insurer and the customer utilizes functions available in the contract (cf. Table 2).
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This list is not exhaustive and other functions are available in the proposed SC,
too, all details are available within the implementation [11].

After the premium is paid and the contract is enacted, the actors can interact.
For instance, in case an attack happened, the customer can call the reportDam-
age() function (cf. Listing 1.2) to ask for refunding or help. The insurer can
accept or deny the coverage requested. If accepted (i.e., acceptDamage(id)), the
payment is made automatically via the SC according to what was defined pre-
viously in the contract. Note that the customer can also provide a hash of a log
file as proof of the attack. This hash is also stored in the BC to further enable
an integrity check. At the same time, the file itself has to be stored off-chain,
especially inside the contract information datasets maintained by both actors.

1 "contract_coverage": [
2 { "name": "DDoS",
3 "coverage": [{
4 "name": "Business Interruption",
5 "coverage_ratio": 100,
6 "deductible": 1000,
7 "max_indemnification ": 300000 }]},
8 { "name": "Data Breach",
9 "coverage": [

10 { "name": "Third -party damage",
11 "coverage_ratio": 100,
12 "deductible": 1000,
13 "max_indemnification ": 300000 }]}]

Listing 1.1. Contract Coverage in a JSON Format.

If the parties cannot reach a conclusion, counteroffers can be made by the
insurer (i.e., payment for a specific loss but not for all financial losses). Figure 2
shows the state diagram of possible interactions after a reportDamage() is called
by the customer. The report damage process has one of the following states:
New, Paid, UnderInvestigation, Dispute, Resolved, or Canceled. This diagram
exmplifies the different functions’s use (e.g., reportDamage(), acceptDamage(),
and acceptCounterOffer()) to claim a settlement.

The Canceled status is an ending state, reached only if the customer cancels
the request. Paid status defines that the insurer accepted to cover the damage,
and it was automatically paid. If the contract has a lower balance than the value
to pay out, the insurer has to transfer funds to the contract, when accepting the
coverage. If the insurer declines the coverage payment, a reason is provided and
a counteroffer is issues. If a counteroffer is not possible to be offered at that time,
the status is defined as UnderInvestigation, which means that further manual
investigations have to be placed off-chain before a counteroffer can be placed.

If the insurer provides a counteroffer (e.g., a lower amount than the initially
requested compensation for that incident) and the customer does not accept
it, the state changes to Dispute. This refers to the fact that no agreement has
been found yet. Either the insurer creates a better counteroffer or the two actors
have to solve the dispute off-chain for which a third party may be considered.
If the dispute can be solved, the final status of Resolved will be achieved. Using
the SC function getAllReportedDamagesWithStatus all reported damages with a
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Fig. 2. Claims settlement state diagram.

specific status can be returned, which also allows verifying the history of past
interactions, e.g., accepted, declined, and under investigation coverage requests.

A prototype of the SaCI was implemented using Python as backend language
and Solidity for the SC development. The Ethereum blockchain running on the
Ganache testbed has been used for the deployment and tests of SC functionality.
For SaCI ’s Application Programming Interface (API) Flask was used in its latest
version. Finally, for the off-chain storage, the prototype uses SQLite. The source-
code and all documentation is publicly available at [11].

The code of the function to report a damage is shown, as an example, in
Listing 1.2. It takes the date the damage happened, the amount of damage,
the damage id, the type of attack and the logfile hash as input parameters as
described in Table 2. As in the payPremium function first some restrictions are
checked. In lines 6–9 it is verified again if the sender of the message is the
customer. After that, it is checked if the contract covers the date the damage
occurred. To do so, the date of the damage is compared to the contract attributes
start date and valid until in line 11. Since damage should not be overwritten,
it must be ensured that there is no damage yet, with the same damage id as the
new reported damage. This check is done in lines 15–18.

When the restrictions are met, a Reported Damage struct is created and
mapped by the id into the contract attribute reported damages. The struct
is created with the values passed by the function and default values for the
counter offer. The current status of the damage is set to New. The new damage
id is added to the contract’s list of ids in line 28, and the count of reported
damages is increased by 1 in line 29.

Theoretically, it is possible to automatically pay out some damages without
a check from the insurer, as shown in lines 31–33. For example, when the dam-
age amount is quite small, and the last reported damages were all covered. This
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would reduce the administrative effort of the insurer and increase customers
satisfaction. However, it offers an additional possibility for fraud, and the con-
ditions when automatic payment is possible should be chosen very well. The
insurer afterward also should be able to challenge paid-out damage automati-
cally in case of fraudulent behavior. Hence, lines 31–33 are not mandatory to be
included in the contract, but they offer an additional possibility to the insurer.
The code of the automaticPayOut function that is called in line 32 is shown in
Listing 1.3.

1 function reportDamage ( uint date_of_damage ,
2 uint amount_of_damage ,
3 uint damage_id ,
4 string memory type_of_attack ,
5 string memory logfile_hash) public{{
6 require(
7 customer_address == msg.sender ,
8 "Only the registered customer can report a damage."
9 );

10 require(
11 date_of_damage > start_date && date_of_damage <= valid_until ,
12 "The contract was not valid at the date of damage."
13 );
14 //check if the id is already given away
15 require(
16 reported_damages[damage_id ]. amount_of_damage == 0,
17 "Already exists a damage with the selected id."
18 );
19 reported_damages[damage_id]
20 = Reported_Damage( date_of_damage ,
21 amount_of_damage ,
22 StatusDamage.New ,
23 damage_id ,
24 type_of_attack ,
25 logfile_hash ,
26 "",
27 0);
28 list_of_damage_ids[count_of_damages ] = damage_id;
29 count_of_damages = count_of_damages + 1;
30 // Possibly allow an automatic payment
31 if(amount_of_damage < premium && count_of_damages < 4){
32 automaticPayOut(damage_id , false);
33 }
34 }

Listing 1.2. Example of the SC Function for Damage Report.

The function takes as parameter the id of the damage and a boolean named
is counter offer. The boolean defines if the value of the counteroffer should be
paid out or the value of the initially reported damage. As this function should
not be called from outside of the contract, it is assigned to be private. The
restriction in lines 3–6 checks if the damage was already paid out, canceled, or
otherwise resolved to protect the insurer of unintended double payout. If the
damage status is not in an ending state, the amount to pay is calculated in lines
7–12. Considering the parameter is counter offer, either the initial value of
the reported damage or the value of the counteroffer is converted into Wei using
the exchange rate returned from the oracle again. Afterward, it is checked if
the contract currently has enough balance to pay out the damage. In the case
that there is not enough balance, the insurer is notified by the error message in
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line 15. Otherwise, the calculated amount is transferred to the customer address
stored in the contract, and the status of the damage changes to Paid.

1 function automaticPayOut (uint damage_id , bool is_counter_offer) private
{

2 StatusDamage current_status = reported_damages[ damage_id ]. status;
3 require(
4 current_status != StatusDamage.Paid && current_status !=

StatusDamage.Canceled && current_status != StatusDamage.
Resolved ,

5 "This damage is already paid , deleted or resolved otherwise."
6 );
7 uint payOutInWei = 0;
8 if(is_counter_offer){
9 payOutInWei = convertEuroToWei( reported_damages[damage_id ].

counter_offer);
10 }else{
11 payOutInWei = convertEuroToWei( reported_damages[damage_id ].

amount_of_damage);
12 }
13 require(
14 address(this).balance >= payOutInWei ,
15 "Not enough Ether available in the contract."
16 );
17 customer_address.transfer(payOutInWei);
18 reported_damages[damage_id ]. status = StatusDamage.Paid;
19 }

Listing 1.3. SC for the Automatic Payment.

4 Evaluation

While evaluations of cyber insurance models as such will cover the precision of
risk models and their prediction granularity, SaCI ’s evaluation here focuses on
the systems’ operations, which are based on a real-world case. Furthermore, cost
analysis and discussion concerning its BC-based implementation are provided.

4.1 Case Study

Suppose that a customer wants to protect her business from financial loss possi-
bly caused by Distributed Denial-of-Service (DDoS) attacks. The customer will
access SaCI ’s Web-based interface and fills all information related to her busi-
ness and respective requirements, such as the company’s conditions (e.g., sector,
revenue, and number of employees), security aspects (e.g., attacks history, risk
assessment, available protections), and coverage demands. The insurer uses this
information to propose a contract offering coverage of 90% of all financial loss, if
a business interruption happens due to a DDoS attack until a maximum amount
of 300,000 e. For that, the deductible amount of 1,000 e is considered besides a
yearly premium of 2,000 e. Figure 3 provides an overview of all interactions and
actors considered for this case study.

After the customer and insurer decided about the contract off-chain, this gen-
erates a JSON file with all information and SC is created with the anonymization
of private information (cf. Sect. 3). Finally, the contract is deployed on the BC
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and the hash of the JSON file with all contact information is stored together
with the SC. Both actors also store a copy of the JSON file (i.e., all contract
information without anonymization) in private databases for further reference,
while the hash stored in the BC allows for an integrity validation. The customer
will finally call the function payPremium(amount) to initiate the coverage.

Fig. 3. Case study’s information and flows.

If an attack happened at the customer’s IT resulting in 15,000 e of loss,
a request for coverage is placed by calling the function reportDamage(date,
amount, type of attack, logFile hash). Based on this, the insurer automatically
checks, if the request complies to the contract and calls the function accept-
Damage(amount), ensuring that the amount is available in the SC for the pay-
ment. The amount is automatically sent to the customer in order to pay for her
losses. If the damage was not accepted, a counteroffer will be placed or further
investigations are required, as discussed above. The logFile hash allows for the
verification of the attack and losses if required. Thus, the insurer can ask the
customer to send log files via a secure channel, e.g., containing network traces,
reports, or internal analysis data explaining the incident. The hash stored in the
BC provides a trustworthy record in case a dispute is required.

4.2 SC Cost Evaluation

Of key relevance for the economic efficiency of such an approach are costs related
to the BC-based solution. Thus, Table 3 summarizes all costs for calling func-
tions available in the SC, including the deployment (i.e., Constructor) of the
contract. These Gas costs in Ethereum were estimated using the function esti-
mateGas provided by the Web3 library. Gas defines the internal pricing to run a
transaction or a contract in the Ethereum BC. Gas does “measure” the compu-
tational usage in terms of monetary costs (e.g., Gas per Swiss Franc or e) [3].
These functions as of today within the proof-of-concept were not yet optimized
in terms of Gas costs; they can be reduced for a production deployment by (a)
using different implementations of BC, which support SCs, and also (b) by opti-
mizing the overall process, such as by increasing the time to process transactions
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to reduce the amount of Gas that have to be spent. Furthermore, as many BC
projects (e.g., Cardano and Polkadot) are promising efficient features, the can
enable a cheapest and most efficient way to implement cyber insurance models
that rely on SCs.

Gas costs were converted into Wei (i.e., smallest denomination of Ether)
using a Gas cost of 20 GWei per Gas, which is the default value of Ganache. The
Ether value was converted into e using an exchange rate of 600 e per Ether,
which is approximately the current exchange rate as of January 2021; in general
the exchange rate from Ether to e changes permanently. The most expensive
function is the one that deploys the contract (i.e., Constructor), followed by
reportDamage.

Table 3. Cost estimations of SaCI’s functions.

Function Estimation in Ether
(20 GWei/Gas)

Converted in e
(600 e/Ether)

Constructor 0.10893 65.36

paySecurity 0.00080 0.48

payPremium 0.00084 0.50

reportDamage 0.00435 2.61

acceptDamage 0.00109 0.65

declineDamage 0.00174 1.04

acceptCounterOffer 0.00082 0.49

proposeToUpdateContract 0.00264 1.58

agreeToUpdateContract 0.00098 0.59

Although this amount has to be paid by the actors involved, this value does
not represent a high values, since it is paid only when the function is called.
Therefore, 65 e are paid for the deployment of the contract and 4.5 e have to
be paid, when a coverage request is done. Note that all of these values already
represent the most expensive case, in which the blocks are mined as fast as
possible. Taking a Gas cost of 2 GWei, which is considered a price that usually
persists a transaction in a block within the next minutes in the Ethereum network
[13], the final cost to deploy a contract can be divided by ten, thus, resulting in
a cost of 6.5 e.

These costs can also be affected due to the choice of the BC technology to
be used. For this prototype, Ethereum was used for convenience (i.e., support
to SC, extensive documentation, and frameworks for development). However,
the approach proposed by SaCI can be implemented using any permissioned or
permissionless BCs that support SCs implementation, such as Cardano, Polka-
dot, and Hyperledger Fabric [15]. The decision might depend upon the insurer’s
demands in terms of performance, privacy, and scalability.
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5 Summary, Conclusions, and Future Work

This work presented SaCI , a blockchain-based approach for the creation, deploy-
ment, and life-cycle management of cyber insurance contracts. SaCI handles the
translation of human-readable demands (e.g., JSON file) to SC contracts exe-
cuted on the BC. The approach proposed allows users’ information input, pro-
vides the SC code with all functions for interactions, and deploys the contract
coverage information as an SC running on the public Ethereum BC for any
interactions required between customers and insurers.

Concluding, the proof-of-concept implementation of SaCI is fully operational
and was developed taking into consideration real-life actors and their interac-
tions. Moreover, the system is fully decentralized, with no intermediaries due to
the usage of a BC. However, off-chain disputes are still possible to resolve open
issues that require interactions, since they cannot be automated at this step
(e.g., analysis of log files, agreement between the premium price, and decision
about the coverage payment). SaCI ’s feasibility was investigated by conducting
a case study and cost analysis that shows basic interactions of the approach as
well as concerns regarding the costs while using public BCs. Besides the advan-
tages introduced by this approach (e.g., automation and trust), it is important
to conduct further investigations to verify the role of BC in the future of cyber
insurance, such as introducing trust and simplifying the process while reducing
its costs.

Future work includes: (i) the development of a Web-based interface for the
interaction with SaCI and the contract running on the BC, (ii) the investigation
of premium calculation models that can provide a fair way to define the value of
the premium and the coverage amount, and (iii) an analysis of different types
of BCs (private and hybrid) and distributed systems (e.g., Inter-Planetary File
Systems) to increase the efficiency of this solution (in terms of costs, privacy, and
time to process transactions), while reducing its overall complexity. Furthermore,
additional studies are still required in the field of cyber insurances to map and
improve all different tasks required from the creation (e.g., contract underwriting
and premium definition) until the termination of a contract.
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Abstract. The Internet is becoming more centralized, more asymmetric
in terms of knowledge and power distribution, more biased, less privacy-
preserving and less trustworthy. Blockchain technologies already enable
the safe and fair exchange of digital assets in a decentralized manner; how-
ever, its application to information exchange remains largely unexplored.
This article exposes our vision for a semantically-enriched blockchain soft-
ware ecosystem named ONTOCHAIN, that enables the development of
trustworthy distributed applications that can empower users, guarantee
both their privacy and high quality of service, and ultimately support
pluralism and democracy. ONTOCHAIN aims primarily to attain trust-
worthy service exchange and trustworthy content handling by means of
advanced knowledgemanagementmechanisms for several domains such as
health, economy, public services, energy and sustainability, news, media,
entertainment, Industry 4.0 and tourism. We present the main compo-
nents of the ONTOCHAIN architecture and their functionality. Finally,
the validity of our approach is exemplified by describing how decentral-
ized applications can be enabled by the ONTOCHAIN ecosystem.
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1 Introduction

The success of the Internet lies in free speech, open innovation and interop-
erability. However, there are growing concerns that openness, trustworthiness,
privacy and security are being threatened by the seek of high performance and
profit. More specifically, multiple threats have been identified when people inter-
act with online services: centralization of power (i.e., information and knowledge
being in the hands of only few actors), unknown provenance of information (e.g.,
fake news), anonymity in favor of criminal activity, personal privacy violations
and personal data exploitation (e.g., Cambridge Analytica scandal), biases in AI
algorithms (e.g., under-representation of certain social groups in training data
can make AI algorithms discriminate against those social groups), no fair rewards
for quality contributions (e.g., provision of credible reviews), and more threaten
the fundamental rights of users.

Decentralization is a key property enabled by Distributed Ledger Technologies
(DLT), such as blockchain [13]. Blockchains are “trustless”, i.e., the mechanisms
in place allow all parties in the system to reach a consensus on what the normative
truth is without requiring any trust in any third party. Thus, the various stake-
holders of the network (e.g., developers, miners, and consumers) share power and
trust, instead of placing it to a single individual or entity (e.g., banks, govern-
ments, and financial institutions). However, so far, blockchain does not deal with
identity management, trustworthiness assessment of data and entities, trustwor-
thiness of data handling, smart contracts that understand data semantics, secure
data exchange or secure storage. Moreover, while being run on a shared decen-
tralized infrastructure, it suffers from the Scalability Trilemma, a term coined by
Vitalik Buterin (founder of Ethereum), that refers to the tradeoffs among decen-
tralization, security and scalability that crypto projects must make when deciding
how to optimize the underlying architecture of their own blockchain.

In this paper, we describe our vision to shape a multi-layer and modular
blockchain framework, to enable the implementation of a number of differ-
ent next-generation real-world solutions, such as trustworthy web and social
media, trustworthy crowdsensing, trustworthy service orchestration, unsuper-
vised, decentralized online social networks, etc. and to empower practitioners
to address the various challenges of the Internet (e.g., centralization of power
and knowledge, unknown provenance of information, anonymous and unreliable
identifiers, personal data exploitation, AI biases, data censorship, fraud, etc.)
through the use of multiple ledger and semantic technologies. Our use-cases are
intended to be built upon different protocols and interactions among different
blockchain components. The proposed blockchain-based framework is expected
to enable higher performance and scalability, through the engagement of differ-
ent business logic, access methods and governance models, whereas to present
scalable solutions for ensuring secure and transparent content and information
exchange as well as service interoperability. Moreover, our use-cases will rely
on successful Semantic Web approaches such as Linked Data, OWL Lite, OWL
DL and other approaches and formats that will deliver a trustworthy, privacy-
preserving, secure, transparent, democratic and traceable approach to manage
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access and operations over ontologies, metadata, data, knowledge and informa-
tion in the ecosystem. Our technology framework will constitute a building block
of the next generation Internet towards a more human-centric Internet that sup-
ports values of openness, decentralisation, inclusiveness and protection of privacy
as well as giving the control back to the end-users to be able to benefit from
democratic, transparent and trustworthy decision making mechanisms.

The remainder of this paper is organized as follows: In Sect. 2, we overview
the background and related work. In Sect. 3, we describe our approach towards a
semantically-enriched, trustworthy blockchain ecosystem. In Sect. 4, we overview
the architecture of our framework under development and describe its main
component. In Sect. 5, we exemplify how our technological framework enables
promising use-case scenarios that tackle fundamental user needs. Finally, in 6,
we conclude our work and outline future work.

2 Background and Related Work

Blockchains became popular in 2008 after Satoshi Nakamoto released the Bit-
coin white paper [13], but their applications span far beyond monetary transac-
tions; energy, mobility, logistics, supply chain, healthcare and insurance are just
a few domains that drive the growth of Distributed Ledger Technologies and
make it one of the most important trends in the IT industry. A blockchain is
a append-only ledger of records, grouped into blocks after validation by a dis-
tributed consensus across the network’s participants [9,15]. Each block typically
contains a timestamp, a cryptographic hash value of the previous block and a
sorted list of validated transactions. This technology builds on a combination
of older technologies, e.g. peer to peer protocols, cryptographic primitives, dis-
tributed consensus algorithms and game theory. As such, the blockchain is more
of a paradigm shift in the way networked applications will be built, deployed,
operated, consumed and marketed than just a technology. Unlike Bitcoin which
supports only simple value transfers, modern blockchains like Ethereum [19] sup-
port smart contracts, i.e., self-executing decentralized programs that can read
and write the state of the blockchain on top of which they are deployed. Smart
contracts [6] enable the specification of advanced logic and the automation of
business workflows. Whereas programs used to imply trust in one or several third
parties from its user, a smart contract is transparent by design: its result (i.e.,
the new state of the blockchain) requires a consensus of the participants, and
once committed on the ledger, it cannot be forged. Depending on implementa-
tion and deployment choices, many other key properties can be insured, e.g.,
the resistance to censorship and tampering, pseudo-anonymity, fault-tolerance,
resilience, and non-repudiation.

In this context, blockchains are foreseen as the core backbone of novel, large,
inter-connected environments such as smart cities and IoT applications where
security and trust in information and data processing services are paramount
to adoption and to the respect of users’ rights. So, the suitability of blockchain
technologies has been demonstrated in numerous works [11], e.g., for the manage-
ment of medical records [12], for notary [16] and public services [17], identity [20]
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and reputation [7] and data traceability [18]. Several initiatives are aiming to
bring the benefits of DLTs to different business domains in an attempt to dis-
rupt virtually every aspect of life. GAIA-X [2] is building a European data
infrastructure for developing innovative trustworthy and sustainable data econ-
omy, by relying on standards and open-source software. The project federates
services from participating providers within one user-friendly ecosystem which
supports federated entities, access-control and privacy-preserving processing by
design. Hyperledger Fabric [4] (HLF) is a permissioned blockchain project origi-
nally developed by IBM and distributed as free software. HLF follows a flexible
modular design which allows to simply replace components (e.g. consensus, smart
contract language) and adapt to various application domains. Although HLF has
demonstrated fast transaction throughput, its limited scalability to a maximum
of about 16 peers [8,14] and its vulnerability to compromised nodes [5] limits
its applicability to small to medium enterprise consortiums. The exploitation
of Hyperledger Fabric as SaaS by IBM1 contributes to its adoption by a large
variety of industries to deploy enterprise blockchain networks. EOSIO [1] offers
a modular framework for creating industrial-scale permissioned or permission-
less blockchains and implements a 2-layer consensus protocol which combines
a Byzantine Fault Tolerant protocol and a delegated Proof-of-Stake protocol.
According to its developers, EOSIO’s protocol allows the chain to achieve up to
8,000 Transactions Per Second, way ahead of Hyperledger Farbic [8], although
no scientific evaluation of EOSIO’s performance have been conducted.

ONTOCHAIN considers several challenges to unlock the tremendous poten-
tial of blockchain technology and make it technically, economically and legally
viable in business environments for ensuring trust and accountability in infor-
mation sharing and data processing. The first set of challenges are technical
ones; although several solutions partly address the topics of identity, privacy-
preserving data processing, trustworthy information handling and data prove-
nance, no blockchain ecosystem supports web semantics natively and enables the
development of information-centric applications like ONTOCHAIN intends to.
The second set of challenges is related to the development of viable business mod-
els and incentives, i.e., creating an environment of peers that all profit from fair
data production and data usage and makes unfair or malicious behavior unprof-
itable. The last sets of challenges are of legal nature; sitting at the intersection of
finance and data processing, ONTOCHAIN must incorporate the recent General
Data Protection Regulation as well as upcoming and quickly changing regulations
aimed at strengthening the privacy of citizens within the EU.

3 The Vision and Approach

Today, the Internet is involved in all aspects of our lives. With the number of
services available constantly on the rise, we are witnesses to an ever-increasing
information overload. In addition, poor content aggregation mechanisms and

1 https://www.ibm.com/blockchain.

https://www.ibm.com/blockchain
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stovepipe systems are making effective collaboration and smart decision making
an even bigger challenge.

Notwithstanding the ability of advanced technologies to distinguish factual
from non-factual data, existing large or small WWW services are used today
with the purpose of spreading misleading information that usually serve a cer-
tain purpose: to damage one’s reputation, win an election, make people buy
products and services. With the confluence of the WWW with the Internet of
Things, the ubiquitous Artificial Intelligence, the existence of Cloud, Fog and
Edge computing platforms and similar, it becomes apparent that the existing
problems of misuse of information can soon achieve even more dangerous levels
of potential manipulation of the people that must be prevented.

As a response to these challenges a new vision has arisen. A vision where
Internet (WWW, social networks, social media and IoT, etc.) data are under-
stood by the machines and made accessible to an array of semantic technologies,
therefore allowing the machines to do more effective and value adding work when
responding to service requests.

Technically, this is achieved by using ontologies, that is, “formal, explicit
specification of shared conceptualizations”. Ontologies make it possible to inter-
twine the data and information into a Web of Knowledge. Several successful
companies have built on the Semantic Web ideas in the past decades and have
had enormous success, with the most popular applications being in the form of
knowledge graphs such as Google Knowledge Graph or IBM Socrates. However,
the Semantic Web does not execute uniformly for all. In such a system actors
can sometimes make completely opposed assertions, such as “that apple is red”
and “that (same) apple is yellow”. This concept becomes especially important in
crowdsensing which allows anyone to contribute the data acquired by their own
connected objects in order to build collaborative knowledge. What is currently
necessary, is to be able to establish the truth from several assertions.

With the emergence of the Internet of Things (IoT), the new wave of Arti-
ficial Intelligence (AI), Orchestration and novel Cloud Continuum approaches
(Edge, Fog, Data Center), we now have the potential to reach a new level of
decentralization, but also of cooperation between various cyber-physical sys-
tems based on the Semantic Web principles. Blockchain technologies with their
main properties of decentralisation, traceability and transparency fit perfectly to
this agenda, and may contribute to achieving trusted operations of such smart
applications and systems [10]. The hypothesis of this work is that with these
intrinsic properties of blockchain, it is possible to establish a common, shared
ledger for the management of shared ontological concepts including instances of
such concepts. An important aspect of ONTOCHAIN is the ability to interlink
off-chain data, information and (AI) services with on-chain information in a way
that reduces the need for costly on-chain operations and provides significant new
properties, such as traceability, privacy, mechanisms for democracy and other.

Membership of different entities (e.g. specific objects, persons), in specific
ontological concepts can be established, for example, by means of independent
evaluation of various stakeholders with the use of AI methods. These entities



98 T. G. Papaioannou et al.

Fig. 1. Our vision and approach.

can be anonymous, but at the same time, they are able to be linked to real-
word identities, when law demands it. Not only ontological concepts may be
well-agreed among the participants, but also they can be directly “executable”
through the employment of various semantic reasoners, operating directly on
blockchain, potentially also employing trustworthy offchain real-world data (e.g.,
IoT) with the use of Smart Oracles and Decentralized Oracles that establish facts
by using democratic, decentralised means. Overall, ONTOCHAIN’s vision is
depicted in Fig. 1, where trustworthy services, data and knowledge are exchanged
in privacy-aware and traceable manner based on a layered approach on top of a
semantically-enriched distributed ledger infrastructure.

4 The Architecture

A multi-layer approach to reach the envisioned ONTOCHAIN framework and
to serve the defined use-cases and applications is followed as described in
Fig. 2. This framework will enable the implementation of a number of inno-
vative different next-generation real-world solutions, such as trustworthy web
and social media, trustworthy crowdsensing, trustworthy service orchestration,
unsupervised/decentralized online social networks, etc. Eventually, we predict
that the diversity, the complexity and the specialization of different real-world
ONTOCHAIN applications will lead practitioners to use multiple ledger tech-
nologies for implementing different solutions. This will enable higher performance
and scalability, while enabling different business logic, access methods and gover-
nance models that require specific chains. ONTOCHAIN use-cases will be built
upon the different protocols shown in Fig. 2. It is important to note that most of
the components of the proposed architecture do not exist into any of the com-
petitive platforms mentioned in Sect. 2. ONTOCHAIN Application and Core
protocols will implement the interactions between different blockchain frame-
works, while hiding them from the use-cases to support effortless inter-service



Blockchain for Trusted, Traceable and Transparent Ontological Knowledge 99

Fig. 2. The ONTOCHAIN architectural framework.

process cooperation. Moreover, data stored at different chains, may be linked
together. This linkage will be stored in new ONTOCHAIN chains.

For enabling scalability, openness and high performance, we employ a mod-
ular approach. Each of the modules and functionality of each layer is built upon
functionality offered by the lower layers. The functionality of the modules at
each layer is described in a top-down manner below, along with the dependen-
cies among them.

Use-Case Layer
Trustworthy Information Exchange: This use case encapsulates the tools and
libraries for the secure exchange of trustworthy data among trustworthy parties.
It employs and combines data provenance mechanisms, decentralized oracles
and user trustworthiness to assess trustworthiness of information. Decentralized
reputation models are employed to assess the trustworthiness of data sources and
that of the data itself, while the secure data exchange mechanisms are employed
to transfer the data securely among transacted parties through cryptographic
mechanisms.

Trustworthy and Transactional Content Handling: This use case enables trust-
worthy data handling by means of any combination of the following: authorized
access/handling of the data, data credibility assessment, implementation of copy-
rights, secure and privacy aware querying of the data (e.g., by means of secure
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multiparty computation and data sanitization approaches). This use case also
deals with the secure transfer of any financial assets among involved parties in a
data transaction. Regulatory alignment of data transactions, as a part of Trust-
worthy and Transactional Content Handling, will define and develop tools and
mechanisms that would allow regulatory, judiciary and law enforcement agen-
cies to introspect and otherwise influence data transactions in strictly defined
circumstances envisioned by legislature.

Application Protocols Layer

Data Provenance: This module will provide graphical and programming inter-
faces for querying and presenting provenance information from ONTOCHAIN
about on-chain and off-chain data. Provenance information will include the com-
plete trail of transactions that resulted in a record.

Reputation Models: This module will provide the functionality of building dif-
ferent decentralized reputation models over the blockchain, so that reputation
feedback is genuine, credible and anonymous. This module is built upon Identity
Verification mechanisms.

Decentralized Oracles: This module will facilitate Smart Contracts to operate
with off-chain data, although by design, Smart Contracts can only read and write
data that is stored on their blockchain. To avoid centralization, some approaches
(e.g. Substrate, ChainLink) apply multiple instances to look at a data source,
and then run a consensus algorithm on-chain to validate the result. This, how-
ever, only displaces the point of centralization from the Oracle to the data source.
While the idea of Decentralized Oracles is simple, its implementation is not triv-
ial: every use-case requires different data sources, and the consensus algorithm
based on multiple data types can become complex.

Market Mechanisms “as a Service”: This module provides the basic support
mechanisms for enabling data/service transaction, and thus enables market
mechanisms. For example, this module will support trading of physical assets
(e.g., tokenization) and price determination (e.g., auctions, negotiation proto-
cols, etc.), billing, customer support, inventory management services and more.
It also provides functionality for enabling the sharing economy, such as value
chaining, value/cost sharing and DeFi support.

Secure Data Exchange: This module comprises the functionality of exchang-
ing data among distributed parties, while verifying the ownership of the data
and access rights, authenticity of transacted parties, the integrity of the data
exchanged and the confidentiality of the data through blockchain underlying
mechanisms. Most often, off-chain data will be exchanged in data transactions,
while on-chain data will store public cryptographic keys and access control lists
based on which elevated data access to different portions of data is authorized
for specific transacted parties.
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Ontology Representation: This module seeks to define new ways for implement-
ing ontologies with the use of blockchain. Semantic agreements can be com-
monly agreed based blockchain-based consensus, similarly to the establishment
of axiomatic statements. Moreover, new ontologies will be defined for smart con-
tracts and decentralized services to enable service searchability and matching
with service requests. This module will also include any reasoning approaches,
tools and methods that can help deduce new knowledge arriving from a sensing
IoT empowered environment.

Multi-source Identity Verification: This module seeks to register and verify indi-
vidual digital identities of physical objects via newly designed ONTOCHAIN
services. For instance, various AI methods could be introduced to operate on
sensing data (IoT based, sensors, cameras and similar) to assert whether an
individual belongs to a specific ontological concept.

Value Sharing and Incentives: ONTOCHAIN ecosystem is to be, by nature, a
public good built upon the resources and efforts of a great number of people.
Proper incentive mechanisms for rewarding the people involved, according to
their contribution, should be in place. Such mechanisms could include: i) the
generation of a certain number of cryptocurrencies for block mining and execu-
tion of smart contracts, ii) contribution assessment.

Core Protocols

Certification: This module refers to the confirmation of certain characteristics
of an object, person, or organization. For example, a government may decide to
offer certificates to cloud providers that have verified GDPR-compliant handling
of private citizens’ data [3]. In such case, certificates can be issued on-chain (i.e.
implemented within Smart Contracts), and can be used as conditions for per-
forming specific transactions, for example, using AI methods to analyse private
data.

Secure/Privacy Aware Storage: This module encapsulates solutions already
existing on blockchain. Together with decentralisation they help reduce the risk
of one party having access to all private data. Moreover, various partitioning,
fragmentation and redundancy methods will be used (e.g., StorJ).

Identity Management: This module deals with technologies and solutions to
address parts of the digital identity puzzle. There are two conflicting require-
ments that drive this development: i) ability to identify oneself in specific inter-
actions (e.g., withdrawing money in a bank), ii) preservation of one’s privacy
(e.g., healthcare data, online buyer’s habits).

Gateways/Bridges: This module will support connections between the
ONTOCHAIN blockchain and the outside world, including other blockchains
in the form of Smart Contracts, as well as several higher-level wrappers for com-
monly used languages (e.g. JavaScript, Java and Python). Our prototype will
be implemented using the Ethereum software stack, because of its important
community of adopters and developers.
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Data Semantics: Since ontology engineering is a complex work that usually takes
many years to complete and test, this module intends to stimulate reuse of this
body of generated knowledge in order to foster the use of various schemata and
ontologies when describing the semantics of data. Ontologies are core build-
ing block of the Semantic Web [https://www.w3.org/]. The W3C consortium
provides mechanisms for their standardisation in order to foster their use in
applications world-wide, with the potential to build various artificial agents that
can cross-link the information, and perform advanced queries via SPARQL. Sup-
porting these standards in the blockchain and providing data semantic annota-
tion, semantics extraction, linking, inference, alignment and reasoning on top of
blockchains will significantly boost the business viability of future applications
involving knowledge management.

Authorisation: Blockchain has stimulated the idea of self-sovereign digital iden-
tity. Various Role-Based Access Control (RBAC) systems have also existed for
decades. With this module, one could easily see systems where a patient is self-
identified on blockchain, while a medical doctor gains access to the medical
records based on her/his role (e.g., surgeon, general practitioner).

Distributed Ledger

Blockchain Consensus Engine: Consensus making mechanisms are at the core
of any blockchain. ONTOCHAIN will be designed to be scalable, open, cost
and energy-efficient, and when possible even as a much improved new consensus
engine. Regarding openness, ONTOCHAIN does not aim for a silo blockchain
ecosystem, but for an open distributed ledger that in principle can be combined
with different blockchain environments.

Decentralised Storage: Various decentralised repositories, such as Peer-to-Peer
and Content Distribution Networks have existed for decades. With the emer-
gence of blockchain, we have witnessed a new wave of participatory storage
repositories that can help address the security and privacy needs, and may help
store practically any kind of data (e.g., StorJ). In the near future, one could
imagine new storage services, that can help store private data in encrypted and
decentralised way, that can help manage data replicas for reliability and Quality
of Service, while balancing the trade-offs with the storage costs.

5 Use Cases

ONTOCHAIN will enable many forthcoming applications, from B2B to C2C to
G2C, in different verticals, including:

– Arts - Remunerate artistic work
– Commerce and Trading – P2P eCommerce - Proprietary data trading
– Education - Credible and authentic eScience
– Finance - Decentralized borrowing and lending

https://www.w3.org/


Blockchain for Trusted, Traceable and Transparent Ontological Knowledge 103

Fig. 3. P2P commerce distributed application scenario.

– Healthcare – Access to patient data – Drug control – Privacy-aware data
analytics

– Industry - Privacy-aware data analytics
– Insurance - Decentralized, Transparent and Trustworthy Insurance
– Manufacturing – Supply Chain Management – Maintenance tracking
– Public Sector – Smart cities Traffic control

A use-case scenario related to P2P e-commerce is detailed as example here-
after. In this use case, users are able to search for products/services provided
by business entities based on data semantics. Users receive the matching prod-
uct/service from the most reputable provider. The product/service transaction
is then recorded in the blockchain as well as the changes of ownership of the
product or the access provision to a service. In parallel, the product/service is
removed from the inventory of the seller and an invoice is automatically issued.
Finally, users may submit rating data on their past transactions. Figure 3 sum-
marizes the main interactions of this application.

Another use-case scenario concerns prorpietary-data trading. Individuals or
data aggregators collect personal/proprietary data that are subject to privacy
concerns and their handling is governed by GDPR. In this application, data is
securely stored, uniquely identified and access to it is restricted to authorized enti-
ties for pre-specified handling. Data handling can be realized in secure enclaves
through predetermined algorithms, also part of the smart contract, without any
disclosure of the original data to any third party. The validity of the smart con-
tract against GDPR is automatically validated and any processing activities to
the data are recorded in the blockchain. Any data transformations that produce
new data, are being treated as tradeable assets, while their provenance can be
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established based on their link to the original data (which has not been disclosed)
and the processing algorithms.

6 Conclusion

In this paper, we presented an overview of the challenges of todays Internet, and
how ONTOCHAIN platform by combining ontological knowledge and blockchain
technology plans to tackle them. We described the architecture and the main
functionality of our innovative blockchain ecosystem. Moreover, using two use
case scenarios, we exemplified how the proposed platform enables innovative
and promising distributed applications. As a future work, we plan to define the
ONTOCHAIN architecture in more depth with detailed APIs among the differ-
ent components and implementation details. Additionally, we will demonstrate
prototype implementations of exemplary distributed applications enabled by the
proposed platform.
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Abstract. The serverless computing model extends potential deploy-
ment options for cloud applications, by allowing users to focus on build-
ing and deploying their code without needing to configure or manage
the underlying computational resources. Cost and latency constraints
in stream processing user applications often push computations closer
to the sources of data, leading to challenges for dynamically distributing
stream operators across the edge/fog/cloud heterogeneous nodes and the
routing of data flows. Various approaches to support operator placement
across edge and cloud resources and data routing are beginning to be
addressed through the serverless model. Understanding how stream pro-
cessing operators can be mapped into serverless functions also offers cost
incentives for users – as charging is now on a subsecond basis (rather than
hourly). A dynamic Petri net model of serverless functions is proposed
in this work, which takes account of the computational requirements of
functions, the resources on which these functions are hosted, and key
parameters that impact the behaviour of serverless functions – such as
warm/cold start up times. The model can be used by developers/users
of serverless functions to understand how deployment optimisation can
be used to reduce application time, and to analyse various scenarios on
choosing function granularity, data size and cost.

Keywords: Petri nets · Serverless economics · Dynamic models

1 Introduction and Motivation

Cloud computing has seen a transition over recent years, from virtual machines
to containers to functions. This transition has mainly been driven by reducing the
overhead of deploying user-based applications within a data centre. Increasing
demand for short running workloads has also driven this trend towards reducing
startup (referred to as cold start time) and deployment time. If the startup time
is significantly higher than execution time of a user application, understand-
ing how deployment optimisation can be used to reduce application execution
time remains an important challenge. Variation in demand (due to dynamically
c© Springer Nature Switzerland AG 2021
K. Tserpes et al. (Eds.): GECON 2021, LNCS 13072, pp. 109–122, 2021.
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changing input data streams) requires application resource scaling (up/down),
forcing cloud providers to respond to this within a time-bounded manner.

Serverless computing generally refers to a cloud computing model that hides
the concept of a server, as a serverless computing platform allows users/develop-
ers to build and deploy their code without dealing with computational resources
(i.e. resource management activities). The unit of deployment is the code, which
is wrapped in several functions, subsequently invoked as a composition of func-
tions that form an application. Serverless computing provides a useful basis for
reacting to dynamically changing workloads in a cost-effective manner for a user.
User requests for computational resources within sub-second intervals provides
a more flexible way to access cloud resources, and enables better budgeting for
users. This also provides a useful business model for cloud providers to make more
effective use of resources that are not used for long running workloads. Using
serverless based resource allocation, cloud providers are also able to utilise their
spare (under utilised) capacity in a more effective way.

Serverless computing and fog computing also benefit from increasing capa-
bility offered in user devices and sensor/actuators [5]. Cost and latency con-
straints prevent cloud-only processing, pushing computation closer to the sources
of data, and introducing important challenges for dynamically distributing oper-
ators across heterogeneous edge/fog/cloud nodes [6], and routing of data flows
to the optimum computation node [7].

Understanding how stream processing operations can be mapped into (usu-
ally short running) functions at the edge/cloud layer, and the cost incentives for
users/resource providers remains a significant challenge for serverless computing.
This paper proposes a dynamic Petri net model of serverless functions, which
considers the computational requirements of functions, resources on which these
functions are hosted, and key parameters that impact their behaviour – such as
warm/cold start up times. The model can be exploited by developers/users of
serverless functions to understand how deployment optimisation can be used to
reduce application execution time, and to explore what-if scenarios for choosing
appropriate function granularity, data size and cost.

This paper is structured as follows: Sect. 2 introduces estimated costs of using
functions across different vendors. Section 3 presents the key contribution of this
work – focusing on developing Petri net models of serverless functions, tak-
ing account of the costing approach adopted by various existing cloud vendors.
Section 4 includes a description of how these models can be used, with evaluation
in Sect. 5, followed by concluding remarks in Sect. 6.

2 Serverless Function Economics

A number of vendors offer serverless functionality – ranging from Amazon AWS,
Google, Microsoft – to a number of additional vendors & open source systems
such as IBM Cloud Functions, Knative based on Kubernetes deployment, Apache
OpenWhisk-based function deployment, Cloudflare workers, Oracle functions,
etc. A single mechanism to compare costs across different serverless offerings is
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very challenging, as the type of infrastructure (CPU type, execution speed), mem-
ory supported (e.g. 128 MB to 8 GB), data transfer rates supported etc., differ
widely across vendors. Azure and Lambda functions are generally integrated with
other services, making it challenging to do a feature to feature comparison across
vendors. AWS offers the widest choice, offering serverless functions with differing
resource characteristics (different RAM and underlying processor architectures).
Figure 1 provides a costing undertaken on AWS Lambda using a number of differ-
ent variables (e.g. user authentication, number of pages processed), and aligned
with other AWS services (e.g. cloud monitoring and CDN (CloudFront)). Google
function allocation is based on the size of memory and processor CPU speed, with
compute time measured from the time a request is received to the time that the
function is signal to be completed (successful termination, failure or a timeout).
Compute time is measured in 100 ms increments, rounded up to the nearest incre-
ment (e.g. a 170 ms execution is billed as 200 ms). For Microsoft Azure functions,
billing is based on a per second resource consumption basis (considering a vCPU)
and number of executions carried out within a time window. Consumption plan
pricing includes a monthly free grant of 1 million requests and 400,000 GBs of
resource consumption per month per subscription in pay-as-you-go pricing across
all function apps in that subscription.

Table 1. Serverless costs – based on [2–4].

Vendor Billable unit (US$) Key considerations

Amazon Lamda
(128 MB)

$0.0000000021 (1ms) Pricing based on requests and
duration

Amazon Lamda
(1024 MB)

$0.0000000167 (1ms)

Amazon Lamda
(10240 MB)

$0.0000001667 (1ms)

Google functions
(128 MB, 200 MHz
CPU)

$0.000000231 (100ms) Pricing based on: compute
time, use of network capacity,
number of invocations

Google functions
(8192 MB, 4.8 GHz
CPU)

$0.000006800 (100ms)

MS-Azure functions $0.000016/GB-s Number of invocations

Replacing existing container/VM-based provision with a function-based offer-
ing (e.g. AWS Lambda) can lead to significant long term savings for a typical host-
ing environment. For instance, consider that it takes 2 s to serve a page view based
on the data from DynamoDB, we can calculate the total cost of serving 100K page
requests. Even with a generous 1 GB memory allocation and relatively sluggish
2 s processing time, the total cost for AWS Lambda would be less than US$5 (cal-
culated based on 1024 MB AWS Lamda costs from Table 1). A key challenge in
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function-based deployments is the keep-alive time of these functions between invo-
cations. A cloud service provider may want to use synthetic data to minimise the
cold start time associated with starting up a function – an important variable that
influences both operational and energy costs for the provider.

Fig. 1. Serverless costs from Amazon AWS [1].

3 Serverless Models

We develop a serverless function model that can be hosted across different types
of resources – from data centre to edge nodes. The model can be used as a
basis to support capacity planning for serverless functions, enabling an appli-
cation designer to investigate their application requirements using the model.
Petri nets are a well-established formalism and have been used extensively to
model concurrent and distributed systems. Reference nets are a specific type of
Petri nets that support greater levels of dynamism than ordinary Petri nets and
support Java code inscriptions. In this work, we make use of Reference nets and
their interpreter Renew to create dynamic serverless function models that can be
configured over a real system’s deployment. A quick introduction to the ordinary
Petri net theory can be found in [12]. An example of how Reference nets can be
applied to the modelling of applications and their mapping to cloud resources
can be found in [13].

Figure 2 depicts Petri net (shorted to net in the description below) patterns
to model a physical, hierarchical edge/cloud infrastructure. On the left, the net
represents a node that contains computational resources to execute functions.
The net in the center models data movement activity that connects two nodes,
or a data source (sink) and a node. The two nets on the right represent a data
source and a data sink. All these patterns can be combined to generate a model
of a hierarchical (layered) physical edge infrastructure, where the lowest layer
comprises IoT sensors and other user devices, and the topmost layer will repre-
sent the cloud data center. All intermediate nodes between the data sources and
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the cloud data center represent different fog nodes, aligning with the systems
architecture proposed by the Open Fog Consortium1.

In our model, data is always transmitted across the infrastructure along
with a processing plan (or user application). The plan specifies a composition
of functions in the form of a Directed Acyclic Graph (DAG) that need to be
applied to its associated data. Furthermore, both the data and its plan are
modelled as tokens in the physical edge model. In our model, the plan specifies
the orchestration of the execution inside a node and across the nodes.

When data chunk and its associated processing plan arrive at a node, then
Transition t1 from Fig. 2 is fired (triggering the invocation of the synchronous
channel begin of the node). Once all function invocations in the graph are accom-
plished, Transition t2 is fired and the processing plan (Variables app and the
data chunk d are obtained from that transition). Transitions i11, i12 and i13
of the node are involved in its initialization. Transition i11 creates an instance
of the underlying serverless node components (faasnode net). The computa-
tional resources of the node are initialized in Transition i12. The model could be
parameterized from a configuration file, but to enhance the readability purpose,
we made the textual configuration visible within the model: We can see that 7
Raspberry Pi 2 devices with 1000 MB and 1000 MIPS are available for the node.
Transition i13 initializes the functions that a particular user wants to place at
that node. In this example, user id 1 places two functions f1 and f2 with the fol-
lowing parameters (from left to right): the first 4 numbers in the tuple represent
the function execution time, the function warm invocation time, the function
cold start time, and the time that the function will be idle in memory. The
next number is the cost per millisecond of invoking the function (aligning with
costs identified in Table 1), the last two numbers represent the computational
requirements, expressed in MIPS and the size of memory required, respectively.

The three main internal components of a node are depicted in Fig. 3: user
application (the composition of functions to be applied to a data chunk), the
user functions available at the node that are managed by the function manager
component (Variable fm in the model), and the machine on which the functions
will be executed. As stated previously, when the pair: data chunk and its pro-
cessing plan arrive at a node, Transition t1 of Fig. 2 is fired. During the firing,
by means of the synchronous channel begin, Transition t1 of Fig. 2 synchronizes
with Transition t21 of Fig. 3, and the token data chunk-plan is moved inside
the node for processing. Once all the required functions are invoked, Transition
t22 of Fig. 3 will be synchronized with Transition t2 of Fig. 2, taking the data
chunk and its processing plan out of the node. The invocations of functions are
accomplished by means of Transitions t23, which represents the start of an invo-
cation, and t24 which represents the end of an invocation in Fig. 3. In these two
transitions, using synchronous channels, a composition plan (app in the model)
is paired with the function manager component (fm in the model). As these
two transitions can be fired concurrently, a processing plan can invoke functions
concurrently in the model.

1 https://opcfoundation.org/about/opc-technologies/opc-ua/.

https://opcfoundation.org/about/opc-technologies/opc-ua/
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Fig. 2. Node infrastructure net patterns: (left) FaaS-based edge/cloud node, (center)
data transfer representation, and (right) data source modelling.

A function needs to meet some conditions to be invoked: (i) it needs to find a
computational resource with enough memory and CPU capacity, (ii) the function
needs to be loaded in memory. Transition t26 binds a computational resource
to a function, a computational resource that matches the function memory and
CPU requirements. It should be noticed that these constrains are enforced by
the inscription: guardmips >= mipsrq&mem >= memrq. This inscription will
only enable Transition t26 when there is a machine whose MIPS and memory are
enough to host the function. Transition t27 frees the computational resources,
it means that the function was removed from memory and placed back on disk.

From Fig. 3, transition t27 enables users to deploy functions, transitions t28
and t29 enable allocation and deallocation of computational resources respec-
tively. Computational resources are represented by a tuple comprising: (i)
resource identifier, (ii) resource CPU performance (in MIPS) and (iii) the mem-
ory size.

The dynamic behaviour is achieved through the function manager compo-
nent, which is inside the node (Fig. 3). While multiple data chunks and their
processing plans can exist simultaneously inside the node model in Fig. 3, there is
only one instance of the function manager component. This component controls
the life cycle of functions and manages their invocations. It consists of two con-
current processes, the function as a service life cycle process (specified in Fig. 4)
and the function invocation process (in Fig. 5). A function is deployed in the
model at Transition t41 in Fig. 4. This transition synchronizes with Transition
t25 in Fig. 3 and with Transition i13 in Fig. 2 simultaneously, by chaining differ-
ent synchronous channels that enable the functions to arrive from the model in
Fig. 2 to Fig. 4. The deployed functions will eventually arrive at the place “Com-
piled & Idle in Disk” in Fig. 4, waiting for an invocation. Once an invocation
occurs, a function instance is loaded in memory (Transition t43 fires), this is
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Fig. 3. Node modelling: a node consists of applications, functions and computational
resources.

called a cold start invocation. At that point, a function in memory is ready to
be called, the actual invocation happens when Transition t45 is fired, and the
invocation finishes when Transition t46 is fired. In the model, after the call, the
function remains in memory idle for some period of time (function parameter
t3), ready to be invoked again. In such a case, the invocation is called warm
function invocation, and it involves firing Transition t44. If the period of time
elapses without an invocation Transition t47 will be fired.

Cold and warm function invocations can have significant impact on func-
tion performance, and cold invocations typically have a higher time than warm
invocations. This is reflected in the model by the time inscriptions on the arcs
– the output arc of Transition t43 (cold invocation) has the time inscription
[uid, f, [tex, t1, t2, t3], ecost, hwrq]@t2, while the output arc of Transition t44
(warm invocation) has [uid, f, [tex, t1, t2, t3], ecost, hwrq]@t1. In both cases, a
token will be available after t2 and t1 units of time after the firing. The model
allows cold and warm times for each function to be parameterized. Similarly,
the actual function execution is modelled by the output arc of Transition t45,
[uid, f, [tex, t1, t2, t3], ecost, hwrq]@tex, which indicates that after the invoca-
tion, the token will be available after tex units of time. While all these time
inscriptions are on output arcs, the model also uses time inscriptions at input
arcs. Once a function is idle in memory, it will remain for a period of t3 units of
time. If no invocation occurs, the function will be removed from memory and the
computational resources freed. This is modelled by the input arc of Transition
t47: [uid, f, [tex, t1, t2, t3], ecost, hwrq]@t3. The effect of the time inscription at
the input arc is that once a function instance is idle in memory, Transition t47
will be only enabled after t3 units of time.
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Fig. 4. Function as a service life cycle.

Another important aspect of the model in Fig. 4 is the consideration of
the economic cost. Serverless infrastructures typically charge users on a per
millisecond basis. This is reflected in the model in Transition t45 that, once
fired, invokes Synchronous Channel this: chargecall(uid, f, ecost, tex). The callee
channel is in Transition m49, which retrieves the accumulated cost for function
f of user uid ([uid, f, accCost]) and adds the incurred cost for the actual invoca-
tion [uid, f, accCost+ecost∗tex], where ecost is the cost associated with function
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f , and it is a parameter of the function in the model. This pricing model is based
on computing time on per millisecond basis, which one of the models described
on Sect. 2. Other models can be implemented by updating that cost formula.

Fig. 5. Function invocation and data movement.

When a function invocation occurs in the model of Fig. 3, Transition t23 is
fired. It involves invoking the synchronous channel startcall of the function com-
position, and the synchronous channel “startcall” of the function manager com-
ponent. In Fig. 5, it corresponds to Transition t31, where the invocation process
starts. At this point, the model considers two concurrent activities: the function
invocation, and the transmission of the arguments of the function through the
local area network links of the node. It is important to highlight that the time
elapsed in both activities will overlap.

The function invocation involves Transitions t32 and t33. Transition t32 will
only be enabled if there is any function instance f idle in memory in the net of
Fig. 4 (warm invocation). Otherwise, Transition t33 will be enabled (cold invoca-
tion). In case of a cold invocation, computational resources need to be allocated.
Transition t33 will allocate the required computational resources by means of
synchronous channel: allocate(r, hwrq). It will synchronize with Transition t26
of Fig. 3, which was described previously.

The data movement activity may only have an impact on the function per-
formance time if the transmission time is significant, considering the argument
size and the LAN bandwidth. There is no need to move data if the functions
are hosted in the same machine. From the user function composition, the model
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obtains the data dependencies for function f . All these dependencies are placed
at the input place of Transitions t34/t35. If the origin function (f1) and the
destination function (f2) are hosted on the same machine (r), then there is no
data movement required, and Transition t34 will be fired. In contrast, if they are
in different machines, Transition t35 will be fired. This transition has an output
arc time inscription [f1, f2, size]@size/bw modelling that the data argument
will require size/bw units of time to arrive from f1 to f2, where size is the
data argument size and bw is the LAN effective bandwidth. Once all the data
arguments are available in f , the actual invocation can start, and Transition
t38 will be enabled. This transition synchronizes with Transition t48 of the net
model of Fig. 4, which was described previously.

Therefore, when tokens move across all these net paths, time and economic
cost derived from processing accumulates, allowing the model to obtain end-
to-end latency for a user data chunk, and the processing bill. The economic
cost derived from data transmissions inter layers of the edge can also be easily
computed by counting the number of messages.

4 Related Work, Model Usage and Characterisation

Modelling and simulation to support capacity planning for serverless and fog
systems provides significant benefit, to the best of our knowledge, this is the
first study that proposes a model for the serverless computing paradigm. The
work in [8] provides a survey of modelling and simulation tools for Fog systems,
covering mathematical models, including Petri nets and Markov Chains, and
various cost parameters that need to be considered. The survey concludes that
only a few simulation tools take account of cost metrics, and that this aspect is
still in its infancy.

Performance and cost modeling of cloud computing has been extensively cov-
ered, but only recently the modelling of Serverless Function has received atten-
tion. In [9], limited user control over resources on FaaS platforms on the cloud is
emphasised, and a formal model of serverless workflows to estimate performance
and cost is proposed. However, Fog computing nodes have limited resources,
which can introduce an added complexity in the modelling of serverless func-
tion behaviors that now must consider the heterogeneity of cloud and edge/fog
nodes – with varying resource capacity. The need to represent the dependency of
serverless applications on data storage and other resources on the cloud is iden-
tified in [10]. In this paper, authors present a dependency graph for serverless
applications that helps to optimize an existing system by identifying hot spots,
supports the generation of test cases and can be used to monitor an existing
system. The problem of scheduling operators between the Cloud and the Fog is
also the focus of several research efforts – these consider both computational and
network resource usage costs [6,11], and propose analytical models and opera-
tor placement strategies to reduce end-to-end latency, data transfer times and
messaging costs between edge and cloud systems.

The Reference/Petri net models presented in Sect. 3 enables us to support
capacity and cost planning for deployment of serverless functions. By varying
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costs and times associated with execution of functions, and the types of resources
on which these functions are hosted, it is possible for a user to plan their appli-
cation design and deployment. The models we propose go beyond existing cost
calculators provided by cloud providers, as we are able to derive a finer grained
analysis taking account of actual deployment and use – achieved by combining
the modelling and simulation capability made possible by the use of a Petri net
model.

5 Evaluation

In addition to the formal semantics provided by Petri nets, another advantage
of using Reference nets is that they can be interpreted by the Renew tool2. In
order to show how the model can be exploited, we provide an example of usage
here in this section. From two synthetic applications, we conducted different
simulations to analyse the impact of cold and warm function invocations on its
performance and the amount of computational resources required. We made use
of simple Reference nets, and the time inscriptions where simulated with action
delays3. For the physical infrastructure, we modeled two nodes: an edge node
with up to 5 Raspberry Pi 2 devices, connected to a Cloud data center, with
multiple Intel Xeon servers. The edge node is connected to two data sources that
generate data continuously at constant rates (every 5 s to 6.75 s), having each
data chunk a size of 1 MB and remaining constant through the simulation.

We designed two synthetic streaming applications: f and g. Application f
is a sequential composition of 5 functions (f1 to f3, at the edge and f4 to f5
at the cloud) and it consumes data generated from a data source. The other
source of data is processed by application g, which consists of 3 functions (g1, g2
at the edge and g3 at the cloud). Table 3 summarizes the characterization and
requirements of the functions: the average execution time, the average memory
size requirements and the average amount of instructions that require its exe-
cution. We simulated 4 different scenarios with different combinations of warm/
cold function invocation times, and keep alive periods, as well as the number of
computational resources allocated to each application, as specified in Table 2.

Figure 6 depicts a graphical representation of the main idea of our simu-
lations, a chronograph corresponding to the edge of two possible scenarios of
applications f (f1 → f2 → f3) and g (g1 → g2): (a) on top, without keep alive
periods of time for functions, whenever a function finishes, the involved compu-
tational resources are released. Therefore, as the two applications are sequential
compositions, each application only requires one computational resource at a
time. In contrast, the case (b) reflects that when introducing keep alive peri-
ods of functions, as functions are kept in memory, the number of computational
resources required increases significantly (five at this early stage of execution of
2 http://renew.de/.
3 The models in Reference nets and the simulation environment are made available

through a Docker container with the aim of enhancing the reproducibility of exper-
iments: https://github.com/rtolosana/fog-modelling.

http://renew.de/
https://github.com/rtolosana/fog-modelling
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applications f and g). Choosing between one or another option, or intermedi-
ate alternatives will depend on the actual cold/warm function invocation times,
on the QoS to be enforced and on the computational capacity available, which
might be scarce at the edge.

Table 2. Simulation parame-
ters (in secs)

Case Warm

invocation

Cold

invocation

Keep

alive

1 0.01 10 10

2 0.01 0.05 10

3 0.01 10 0

4 0.01 0.05 0

Fig. 6. Chronograph: (a) without keep-alive (top)
(b) with keep alive (down)

The results of the simulations can be seen in Fig. 7. Although the simulations
involve the execution of compositions f and g, for clarity purposes and space,
Fig. 7 only depicts the performance of composition f . On the x-axis, the time-
line, and on the y-axis, the end-to-end latency both in seconds. The end-to-end
latency includes processing times, waiting times, overheads, and data transmis-
sions. When the cold function invocation time is higher than the execution time
(cases 1 and 3), it has a significant impact on performance time, unless the
function is kept alive in memory (case 3). Therefore, in case 3, the impact of
high cold invocations on performance only appears the first time the functions
are invoked. However, this is at the expense of consuming more computational
resources. As our models do not consider invocation overheads for the economic
cost, and they only include the actual invocation time, the 4 scenarios show the
same cost. For composition f for all the simulation time, the economic cost is
0.24 USD, as each function pricing tariff costs 0.0000083 USD per msec.

Table 3. Function characteriza-
tion

F Tex (secs) Mem (MB) MIPS

f1 0.2 600 600

f2 0.4 600 700

f3 0.6 600 800

f4 0.04 600 600

f5 0.04 600 600

g1 0.2 200 700

g2 0.4 300 500

g3 0.05 600 600

Fig. 7. End-to-end latency for f over time.
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6 Conclusions

We develop a dynamic Petri net model of a serverless function, demonstrating
how a combination of these functions can be hosted across edge and cloud data
centre-based resources. With the significant flexibility that a serverless model
offers to users, in both costs of use and deployment, many see a transition to
serverless as a natural progression from VM and container based invocations.
The model proposed in this work includes a number of parameters that can be
characterised from a practical deployment, and can be used for designing an
application across different types of resources. Our proposed approach can be
used to undertake a number of what-if scenarios to explore various configura-
tion options available to a developer, ranging from: computational complexity of
hosting nodes (characterised as MIPS and memory), cold and warm start times
associated with initiating a function, data size associated function execution,
time to move function executable to/from disk and computational requirements
(also modelled as MIPS and memory) of the function itself. This approach can
also be used to undertake comparison of executing the same function across
different cloud vendors – who may offer different pricing/power tradeoffs for
function developers.
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Abstract. Acloud federation (CF) is an alliance of cloud service providers (CSPs)
working together to overcome scalability and portability barriers. However, there
are some business challenges (e.g., lack of trust, lack of schemes for revenue shar-
ing, and lack of schemes for resource sharing) and technological challenges (e.g.,
missing schemes for resource provisioning, lack of coordinated resource man-
agement, and little load balancing), causing instability in CFs. As CF alliances
pursue strategic goals, they require intensive knowledge sharing. In fact, practi-
tioners have confirmed a positive impact of knowledge management on stability
and success of strategic alliances (SA). According to the literature, SAs may also
face learning issues such as non–controlled information revelation or unbalanced
dissemination of core competencies. These findings pose challenges about the
nature of the knowledge and how to share it within a CF. Nonetheless, there is
only scarce literature on KM in CF. Thus, the purpose of the paper is to propose
a KM framework for CFs with the aim of strengthening stability and potential CF
commercialization.

Keywords: Cloud federation · Knowledge management · Strategic alliance

1 Introduction

In cloud federations (CFs), various cloud service providers (CSPs) are collaborating,
when it comes to delivering services. However, there are issues and challenges that
hamper the commercialization of CFs; lack of trust between CSPs is considered one
of the reasons hindering CFs [1]. Although trust among CSPs is the basic element
for commercializing CFs, trust-building technologies have not been seen in market yet
[2]. Trust between CSPs could be created in several ways. One solution is providing an
accountable andmeasurable platform, in order to shareCSPs information and knowledge
among the CSPs in a CF [3].

Scholars have not explored the relation between knowledge management (KM) and
CF sufficiently. Only few articles discussed about KM relation with CF such as [4, 5].
This led to the exploration of the relation between KM and SA instead of KM and CF.
From the research on this relation, evidence was gained of a strong relation between KM

© The Author(s) 2021
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and stability of a SA [6–8]. Based on this newly discovered information, a search was
started for a model that explains the relation between KM and SA stability with trust
as the main enabler of knowledge sharing. The search resulted in the adoption of the
model of inter-organizational system collaboration [9]. Furthermore, it was enhanced
by detailing the KM components.

The goal of this paper is to provide insight into how KM helps CFs come closer to
being commercialized [14]. Thus, the following research questions were elaborated:

• What are the requirements of applying KM to CF?
• How should a framework on KM for CF be defined?
• What is the impact of KM on the stability of CF as a SA?

To answer the research questions, a literature review was conducted with the goal
to understand what is behind CFs’ challenges and the motivations to become part of a
CF. The results showed that a lack of trust is one of the main reasons why CFs are not
commercialized, whereas themotivation could be explained with the resource dependent
theory and the resource-based view. Besides, we consider that KM could influence CFs
according to the knowledge-based theory. The contribution of this paper is a proposal
for a KM Framework for CFs, in order to strengthen stability of the underlying SA
by improving trust among the CSPs. Section 2 gives the background on CFs and its
challenges that prevent it from being commercialized. Section 3 explains how a CF
can be viewed as a SA, and how this can explain instability of CFs. Based on this, the
requirements for applying the concept of KM to CF as a SA are defined. Section 4
contains the proposed framework for KM in CFs. In Sect. 5, the article is wrapped up
with a discussion and ideas on how to evaluate the model in the future. Lastly, Sect. 6
presents the conclusion.

2 Background

CF is a group of CSPs working together to overcome scalability problems, which are
of concern in the cloud computing area [10]. Basically, CSPs collaborate to form a
single large CF without merging or changing the individual CSPs functionalities and
strategies. The difference is that, whereas a standalone CSP might have trouble meeting
users’ needs, a CSP in a CF can use available resources of its partners, to meet its
customers’ demands [11]. Another benefit from CFs is that it allows for smaller CSPs to
compete with larger ones [12]. CSPs such as Amazon andMicrosoft already control over
50% of the cloud computing market [13]. Nevertheless, despite the benefits CF brings,
it has been difficult to commercialize CFs [14], particularly because of the following
issues and challenges. Resource Provisioning: A CF requires to integrate various CSPs
with heterogeneous infrastructures. Dynamic service delivery also raises an issue on
the efficient resource provisioning techniques for a CF [15]. Resource Management:
Reliable and flexible management of SLA in CF is needed, to deliver efficient and
flexible services [11]. Security: There is a need for solid user identity management
[16], security protocols, authentication, and authorization [16]. Data Management: CFs
have to provide data transfer protocols between CSPs and must guarantee long-term
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storing and interoperable sharing among CSPs [17]. Trust and Confidence: boosting
trust and confidence between CSPs are important towards the implementation [1, 17]
and commercialization of CF [10].

3 Requirements for Knowledge Management in Cloud Federations

This section describes three requirements for applying the proposed KM framework to
CFs: (1) identifying and defining common strategic objectives among CSPs, (2) iden-
tifying the nature of knowledge to be shared, and (3) protecting the knowledge to be
shared.

3.1 Cloud Federation as a Strategic Alliance

Prior research supports the idea of representing a CF as a SA [18]. A CF is a projection of
SA, specifically, a joint venture between CSPs. The latter is similar to CF establishments,
because both embed signed agreements to join and work in alliance.

Table 1. Mapping motives for CF creation and alliance formation (based on [19]).

Underlying theory Specific motive Seminal authors

Resource Dependency Theory Lack of Self-sufficiency Leads to
Dependence, Vertical Links

Pfeffer and Salancik
(1978), Pfeffer and
Novak (1976), Glaister
and Buckley (1996)

Resource Based View (RBV) Resource Exchange-Access to
Complementary/Supplementary
Resources

Dan and Teng (2000a),
Tsang (1998)

Knowledge-Based Theory Inter-organizational Learning Larsson et al. (1998),
Hamed (1991), Gils and
Zwart (2004)

Moreover, SAs are motivated by some theories such as: comprising resource depen-
dence theory [20], transaction cost economics [21], resource-based view [22], institu-
tional theory [23], and network theory [24]. The motivation to establish a CF can be
projected on those cited theories. However, according to the basic definition of CF, it
is first linked to the resource dependence theory, followed by the resource-based view
(Table 1). It is also proposed to extend existing motivations for a CF creation by utilizing
knowledge-based theory.
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3.2 Strategic Alliance Instability in the Context of Cloud Federations

Despite the growing trend of SA formations, the rate of failure is high [22]. Resource
dependence theory [20] explains one of the motivations for SA formations. Ultimately,
the target of this kind of alliance is to control the resource dependence as well as the
risk. After firms satisfy their needs, and succeed in acquiring the requested resources,
the alliance motivation dies, and the inter-firm relationship may end [22]. In the case of
CFs, the residual mutual resource needs of CSPs may play in favor of the stability of the
CF and create a certain immunity against such turbulences.

Soft facts, such as trust, could be crucial to the stability of the SA. Moreover, hard
facts, such as strategic compatibility and appropriate governance mechanisms, may
strengthen the SA and could have a tangible positive influence on alliance stability
[25]. Thus, the lack of trust and the lack strategic compatibility may lead to instability
of the SA. In addition to that, at the SA level, Bhattacharya et al. [26] defined four
trust-inducing ways: (1) alignment of interests and strategic goals, (2) value alteration,
(3) selectivity in transactions, and (4) research and knowledge revelation. Furthermore,
theory often emphasizes the importance of sharing knowledge, when it comes to build-
ing trust [27]. These findings drive the focus on the relation between knowledge sharing
among CSPs and the identification of the common strategic objectives, which are con-
sidered the first requirement for constructing our KM framework, aiming at raising the
stability of CFs.

3.3 Strategic Alliances and Knowledge Management in the Context of Cloud
Federations

Previous literature has also examined the impact of KM on stability and success of SAs
[6–8]. Moreover, as CF leverages SAs [5], the relationship between KM, SA, and CFs
can be depicted as shown in Fig. 1. In addition to this, both academics and practitioners
work on understanding how to develop alliance capabilities, in order to raise the rate of
alliance success [6]. In particular, the manner, in which the inter-organizational learning
process is managed, has an important role into determining success or failure of the
SAs [7].

Fig. 1. Impact of knowledge management on the success of CFs as a SAs.

A project named Basmati was designed to strengthen the support of applications
and services that run in a CF environment. It improves the service quality perceived
by end users [5, 28]. Within this project, knowledge sharing between components has
been considered but is limited to resource information. If there were more diversified
knowledge sharing between CSPs than only sharing resource information’s, the CF may
gain further stability and trust among CSPs.
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The knowledge theory [27–29] is considered one of the most important theories
that motivates the formation of SAs [19]. In addition, many empirical studies gave
evidence that KM (i.e., codifying, sharing, articulating, and internalizing) has a positive
relation with the overall stability and success of SAs [6]. SAs face some learning issues,
such as non–controlled information revelation, or unbalanced dissemination of core
competences between the SA actors [29, 30]. These issues push to think about the nature
of the knowledge to be sharedwithin the CF. Buckley et al. (2009) argued that combining
specific knowledge benefits firms when implementing common goals, which cannot be
implemented individually [31]. Figure 2 describes this process in a CF environment, in
which CSPs identify a common goal C, identify the knowledge to share while keeping
individual goals A and B separate. Developing the capability of knowing the nature of
the knowledge to be shared within the CF represents the second requirement to build
the KM framework for CFs.

Fig. 2. Relation between the nature of the shared knowledge and the strategic objectives within
CFs (adapted from [31]).

3.4 Strategic Alliances and Knowledge Protection in the Context of Cloud
Federations

Most studies claim to share and protect knowledge, yet, at the same time, reveal certain
incompatibilities of knowledge sharing and protecting [32]. However, few studies argue
that sharing and protecting knowledge is crucial to the overall success of SAs [33]. Guo
et al. [34] demonstrate the existence of a complementarity between applying knowledge
sharing and knowledge protection simultaneously, in addition to the positive effect of
this ambidexterity on SAs [34]. Therefore, the protection of knowledge to be shared
among CSPs has a positive impact on the stability of CFs. Based on this finding, the
third requirement is the protection of the knowledge to be shared.

4 Knowledge Management Framework

Based on the requirements and the literature review aforementioned, various KM frame-
works were examined. Among them, the Inter-Organizational System (IOS) addresses
trust and KM relationships, as well as their impact on stability of alliances [9]. Thus, the
proposedKMmodel for CFs is an extension of the IOS collaborationmodel, with respect
to following requirements: (1) identifying the common strategic objectives among CSPs,
(2) identifying the nature of the knowledge to be shared, in line with the defined common
strategic objectives, and (3) selecting the methods of knowledge protection based on its
nature and existing commitment between a CF and the participating CSPs.
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The proposed framework aims to raise trust and commitment among the participants,
and it also encourages knowledge sharing among CSPs to strengthen the SA [9, 34, 35].
The adopted and extended model (Fig. 3) presents the relation between KM, trust, and
commitment within an IT and communication infrastructure. This choice helps build-
ing on existing software modules used by CFs, dedicated exclusively to managing the
information related to resource management (prediction, planning, and allocation). As
argued by [9], the relation between KM and trust-commitment is bidirectional. There-
fore, it can be stated that the more CSPs trust each other, the more they share knowledge
and cooperate, and that the more CSPs share knowledge, the more they create added
value and trust each other.

Fig. 3. Knowledge management framework for CF (adapted from [9] [31]).

In the proposed framework (Fig. 3), the starting point is to identify CSPs common
strategic objectives, through the “Common Strategic Objectives Extractor”. It also
represents the foundation of a relation built on trust, transparency, and guarantees that
all the members pursue the same goals. Some common objectives may change by the
dynamic environment, or by individual CSPs’ goals. Then, the “Knowledge Selector”
component enables CSPs to identify the nature of the knowledge to be shared, in line
with common strategic goals and service level agreements between federation members.
In the next stage, the “Protection Activator” enables CSPs to select an appropriate
protection mechanism depending on the nature of the knowledge. This knowledge could
be tacit (i.e., knowledge based on experience, perception, judgement) or explicit (i.e.,
knowledge based on data, algorithms, technical documents). Once the knowledge to
be shared is identified, and its protection method has been defined, the knowledge is
shared, and directed to the fourth component, “Knowledge Processor”. Within this
component, new knowledge is created, and new solutions or products are designed.
The output induces to several collaborative advantages, namely agility, productivity,
reputation, and, most importantly, the stability of the CF. The final knowledge output
goes back to the CSPs and CF, while also raising commitment and trust among the CSPs.
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5 Discussion and Future Work

The paper proposes a KM framework for CFs to increase stability and potential CF
commercialization. For themethodology, a literature reviewwas conducted to understand
CFs’ challenges and motivations. The results showed that a lack of trust is one of the
main reasonswhyCFs are not commercializedwhereas themotivationswere the resource
dependent theory and the resource-based view. Besides, it is argued that KM influences
CFs based on the knowledge-based theory.

To clarify the whole process of KM framework, consider a couple of CSPs col-
laborating in a CF. Although every CSP faces a myriad of cyber-attacks, the security
mechanism of each CSP varies from each other due to the difference in their security
infrastructure [36, 37]. This kind information, like security mechanism or attack pat-
terns, is too sensitive to share with any third party [38]. However, within a CF, there is
trust, which makes the sharing of such information possible. By using the proposed KM
framework, each CSP shares their cyber threat information with each other, allowing
them to develop a strong security method. This can be granted as a common strategic
objective. By sharing their explicit knowledge (e.g., necessary cyber threat information
and protection technology) and tacit knowledge (e.g., expertise and skill) a new stronger
security technique can emerge and be used by all CF members.

The framework limitation is the evaluation stage. Thus, it opens awindow to research
about evaluation and test methods. The empirical evidence through tests can be split in
two categories: 1) Analysis of existing case studies of KM in SAs and comparing the
KM dynamics with the present proposal. Similarities and differences with respect to
success or failure of the selected SA will bring further insight towards the validity of the
proposed framework; 2) Perform surveys or interviews with experts in the CF field.

6 Conclusion

This article addressed the trust between cloud service providers (CSPs) in cloud feder-
ations (CFs), for its importance in keeping CSPs in CFs. It also analyzed the impact of
knowledge management (KM) on CF stability from a strategic alliance (SA) perspec-
tive. Based on an extensive SA literature review, a KM framework was proposed and
discussed.
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Abstract. The wide availability of heterogeneous resources at the Edge
of the network is gaining a central role in defining and developing new
computing paradigms for both the infrastructures and the applications.
However, it becomes challenging to optimize the system’s behaviour, due
to the Edge’s highly distributed and dynamic nature. Recent solutions
propose new decentralized, self-adaptive approaches to face the needs of
this scenario. One of the most challenging aspect is related to the opti-
mization of the system’s energy consumption. In this paper, we propose
a fully decentralized solution that limits the energy consumed by the
system, without failing to match the users expectations, defined as the
services’ Quality of Experience (QoE). Specifically, we propose a scheme
where the autonomous coordination of entities at Edge is able to reduce
the energy consumption by reducing the number of instances of the appli-
cations executed in system. This result is achieve without violating the
services’ QoE, expressed in terms of latency. Experimental evaluations
through simulation conducted with PureEdgeSim demonstrate the effec-
tiveness of the approach.

Keywords: Edge computing · Self-organizing

1 Introduction

Traditional Cloud solutions are facing increasing difficulties in coping with novel
sets of applications, like latency-sensitive ones. The Edge/Cloud continuum
paradigm allows to overcome these limits by seamlessly integrating one (or
more) Cloud(s) and wide numbers of Edge resources, geographically distributed.
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However, several challenges are emerging for the management, coordination and
optimization of these large sets of heterogeneous and dispersed resources [25].
Among those challenges, a sensitive problem concerns the reduction of the overall
energy consumption of the system. One way to achieve this results is to optimize
the placement of the instances of the applications requested by the users. This
is a non-trivial task, since it has to take into account the functional needs of the
applications, the computational limits of Edge resources and the non-functional
requirements associated with the users’ Quality of Experience (QoE).

Distributed [1], self-organizing [10,14,20] and adaptive [3,5] solutions have
been advanced for facing these kind of challenges at the Edge. In this paper, we
propose a decentralized, self-organizing and QoE-aware scheme for the optimiza-
tion of the energy consumed by the system. Specifically, Edge entities interact
among themselves and exchange information in order to determine whether the
users of each application can be served using a lower number of instances. This
behaviour allows to reduce the number of instances executed in the system, thus
reducing the overall energy consumed. When taking the decision to shut down a
potential redundant instance, the entities exploit the data they have exchanged
to evaluate whether this decision is in accordance with the services’ QoE and
the computational limits of Edge resources. Experimental results through simu-
lation show that the proposed solution is able to reduce the energy required by
the system up to nearly 40%.

The rest of this paper is organized as follows. Section 2 contextualizes this
work in the related scientific literature. Section 3 presents our the definition of
the problem and the approach we propose. Section 4 describes the experimental
evaluation of the proposed solution. Finally, Sect. 5 draws concluding remarks
and highlights future work directions.

2 Related Work

Edge-based systems are the object of many investigations that try to opti-
mize their performance by limiting the communications to/from centralized
Clouds [23,24]. In fact, these communications could introduce significant over-
head and could potentially degrade the performance of many Edge-based appli-
cations, like locality and context-based services. A common way to overcome
this problem is to use decentralized and/or self-organizing solutions [11,16,18].
These solutions achieve their goal by moving the applications [9,15,21] and/or
data closer to users. When the data is moved in the system, the aim is to make
it easy for the users to access it [6,8,19,22]. In this case, the general strategy is
to shorten the distance between the data storage devices or the data producers
and their respective consumers [2,13]. To achieve an optimization of the energy
consumption levels of the entities at the Edge, we use a method which does not
move data and/or applications closer to each other and/or closer to their users.

The optimization of the usage of Edge resources is proposed by Kavalionak
et al. [12]. In this proposal, the devices fulfill their tasks by sharing and balancing
the required computational costs. Beraldi et al. propose CooLoad [4], a scheme
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Table 1. Table of symbols.

Symbol Meaning

EMC Edge Mini-cloud

E = {EMC1, . . . , EMCm} Set of all the EMCs in the system

A = {A1, . . . , An} Set of all the applications in the system

uij Number of users of aij

Ui Total number of users of Ai

lij Maximum latency experienced by the users of aij

Li Maximum latency admitted by Ai’s QoE

L(j, k) Maximum latency between EMCj and EMCk

wij Weight (resource occupancy) of aij

eij Energy consumed by aij

Wj Max weight that can be sustained by EMCj

W t
j Resource occupancy of EMCj at time t

c(aij) Function that returns True if aij is QoE-compliant

Ei Set of EMCs that can host (w.r.t. QoE) an instance of Ai

Aj Set of apps that can hosted (w.r.t. QoE) by EMCj

where Edge datacenters re-direct their requests to other adjacent data centers
whenever they become congested. Carlini et al. [7] propose a decentralized sys-
tem, where autonomous entities in a Cloud Federation communicate to exchange
computational services, trying to maximize the profit of the whole Federation.
Differently from the previous solutions, in this paper, the efficient exploitation of
the resources at the Edge is obtained by optimizing the energy consumption of
the system as a whole. As we explain in depth in the rest of the paper, this result
is achieved through point-to-point interactions between Edge entities, known as
Edge Miniclouds (EMCs). These entities use their communications to detect
potential redundant instances of the applications requested by the users. As a
result, the users are directed to use only a limited set of instances, thus allowing
to shut down the others. However, an user request could be served by a differ-
ent instance running on another EMC only if the associated QoE constraints
remain satisfied. The outcome of the collective behaviour of the entities at the
Edge is a notable reduction of the energy needed by the system performing the
computational tasks requested by its users.

3 Problem Definition and Proposed Solution

In this paper, we face the problem of how to optimize the execution of appli-
cations at the Edge, in order to minimize the energy consumption level of the
system as a whole, while respecting the applications’ QoE constraints. For the
rest of this paper, we will make use of the symbols reported in Table 1.

Specifically, consistently with the definitions of the EU ACCORDION project
(https://www.accordion-project.eu/), we consider that the system at the Edge

https://www.accordion-project.eu/
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is a federation of so-called Edge mini-clouds (EMCs). Each EMC is an entity
that supervises a set of other devices with limited resources, like IoT devices,
sensors, etc. Applications are sent to an EMC, which is in charge to orchestrate
their execution among the devices it controls.

We consider that E = {EMC1, . . . , EMCm} is the set of all the EMCs in
the system, with |E| = M . The set A = {A1, . . . , An} is the set of all the
types of applications that can be executed in the system, with N = |A|. Each
Ai ∈ A represents a distinct type of service, with specific requirements in term
of resources. In order to meet the requests of the users, several instances of
an application Ai can be deployed among the various EMCs. The symbol aij
denotes the instance of the application Ai executed by EMCj . Running aij has
a weight (in terms of resource occupancy) wij . This weight is composed of a
base weight wfix

i and a variable component wvar
ij , where the variable component

depends on the number of users served by aij . Therefore, if we denote with
uij the number of users of aij , we have that wvar

ij = uijw
u
i , where wu

i is the
weight-per-user of Ai. Thus, wij = wfix

i + uijw
u
i . The overall number of users

served by all the instances of Ai is Ui, while Wj is the maximum weight that can
be supported by EMCj for running all the instances that are assigned to it. In
addition to the functional requirements, in order to meet the required QoE, each
application has also additional non-functional requirements. These requirements
limit the EMCs where an instance can be deployed. We assume that the QoE
is expressed in terms of latency, where any service Ai constraints it to be lower
than a value Li. In fact, latency is one of the main factors that influence a user’s
perception of the quality of a service. Based on this assumption, we also assume
that each time a user requests a service, an instance of it is activated on the user’s
closest EMC (in terms of latency). In this way, the latency is initially minimized.
As a consequence, this allocation scheme can also generate a set of redundant
instances of the same service. In fact, sets of users initially assigned to different
EMCs can be served by just one, properly selected instance, without violating
the service’s QoE. This allows to shut down the other instances and reduce the
amount of energy consumed for serving the same users. Always relaying on the
direct intervention of a distant Cloud orchestrator to reach this result could
be a source of delay and degradation of the QoE. To overcome this limit, we
propose an adaptive self-optimization scheme, based on the autonomous actions
of the EMCs. The global goal of the actions of the EMCs’ orchestrators is to
identify and stop redundant instances of the running applications, thus reducing
the system overall energy consumption. The result is achieved by allowing pairs
of neighboring EMCs, that share instances of the same application, to evaluate
whether they can direct their users to exploit just one of the instances, thus
allowing to turn off the other one. In the next, following the pseudocode given
in Algorithm 1, we describe the steps executed by a generic EMCj . We consider
that EMCj has a set N of neighboring EMCs (EMCs within the communication
range of EMCj). The latency between EMCj and any of its neighbors EMCk ∈
N is L(j, k). Itj is the set of application types running on the instances on EMCj

at time t. Each application Ai ∈ Itj has a maximum agreed latency Li, and a set



Placement of QoE-Constrained Services at the Edge 137

Algorithm 1. Actions performed by a generic EMCj at each time step t

Input: N = set of neighbors of EMCj

Randomly choose EMCk ∈ N
Request Itk,Wk,W

t
k to EMCk

Compute Ijk = {Ai|Ai ∈ Itj ∩ Itk}
if Ijk �= ∅ then

if W t
j ≥ W t

k then
Ajk = {Ai ∈ Ijk|c̃(aik) = True}
Order Ajk in ascending order using wij

Let m be the index of the first application Am ∈ Ajk s.t. W t
k + wu

mumj ≤ Wk

Direct the users of amj to use amk

Turn off amj

else
Ajk = {Ai ∈ Ijk|c̃(aij) = True}
Order Ajk in ascending order using wik

Let m be the index of the first application Am ∈ Ajk s.t. W t
j + wu

mumk ≤ Wj

Direct the users of amk to use amj

Tell EMCk to turn off amk

end if
end if

of users uij , which experiences a maximum latency lij . At regular time intervals,
EMCj randomly chooses one neighbor EMCk ∈ N , using a uniform probability
distribution. This distribution is a good baseline for an initial evaluation of the
approach, while other choices are left for future works. It then asks EMCk for
the list of its running applications Itk with their number of users, its maximum
capacity Wk and its actual resource occupancy W t

k. The solution tries to gather
the users of both the instances on the EMC with the lowest actual occupancy.

Ijk = {Ai|Ai ∈ Itj ∩ Itk} is the set of shared applications. If Ijk �= ∅, s
is the source EMC (the one from which the users will be moved), with d the
EMC receiving that users. Thus, W t

s ≥ W t
d. EMCj builds a set Asd = {Ai ∈

Isd|lis + L(s, d) ≤ Li} containing the instances whose users can be moved with-
out violating the QoE. EMCj traverses Asd in descending order (on the basis
of the instances weights in EMCs), choosing for the exchange the first applica-
tion whose users can be transferred without exceeding Wd. In the special case
where both the EMCs select each other for an exchange, having equal loads and
selecting the same service, the EMC with the lowest ID rejects to receive the
exchange, asking for another application. Once the users are directed to another
instance, the instance on EMCs is turned off. This action allows both to save
energy and to free space for other potential exchanges or new instances.

4 Experimental Evaluation

In this section, we present a validation of the proposed solution. The results are
obtained through a simulation of a target scenario. We use PureEdgeSim [17],
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Table 2. wfix and wu for each application type

Type VCPU Ram BW VCPU (user) Ram (user) BW (user)

Balanced 1 200 20 1 each 10 users 20 2

Comp bound 2 200 20 1 each 5 users 20 2

Mem bound 1 400 20 1 each 10 users 40 2

I/O bound 1 200 40 1 each 10 users 20 4

a discrete-event simulator for Edge environments, that well matches the EMC-
based structure of our scenario, allowing also to easily measure energy consump-
tions. While each EMC is composed of a set of heterogeneous Edge devices, it
is viewed as a single entity, resulting from the aggregation of the resources of
the devices it manages. At the beginning of the simulation, each user requests
a single application to its closest EMC. In case an instance of the requested
application type already exists on that EMC, the user is simply added to the
instance’s local set of users.

In the next, we present results coming from different experiments. In each
experiment the number of users varies in the set {60, 120, 180}. Each user device
is placed randomly in a bi-dimensional area of 200×200 m. In all the experiments
the number of EMCs is fixed to 4. They are placed at predefined locations inside
the simulation space. We assume that any EMC can host any type of application.
Moreover, each EMC is able to communicate with the others. There are three
types of resources available in the system (at the EMCs): the number of VCPU;
the amount of Ram; the amount of network bandwidth (BW).

In the simulations, we use four different types of applications. Application
types differ on the resources they request and, as a consequence, the energy
footprint they produce when their instances are executed. The application types
are divided as Computational Bound (i.e., computational intensive), Memory
Bound (memory intensive) and I/O Bound (networking intensive) applications,
where “intensive” means having double the requirements of the basic Balanced
application type. The load of an EMC is calculated as the mean of the percentage
of availability of the three resources. The fixed weight wfix

i and the weights per
user wu associated with the different application types is shown in Table 2. Ram
and BW are in Mbytes and Mbit/s, respectively. In addition to these parameters,
we also use three different values for the maximum application latency Li: 0.2,
0.3, 0.5 s. Therefore, we have 12 possible combinations of parameters for the
applications: 4 types of applications times 3 different latency constraints. All
the results presented in the next are the average of 10 independent runs.

The first and main result of our evaluation is presented in Fig. 1a. This figure
presents the evolution over time of the energy required by all the EMCs in the
system, including the energy needed for inter-EMCs communications. The results
are presented as the ratio between the energy needed at a time t > 0 and the
energy consumed by the system at the beginning of the simulation. It is possible
to observe that the level that is required to serve the very same number of users
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drops by a minimum of 20% (with 180 users) up to nearly 40% (with 60 users);
this drastic reduction in the energy footprint of the system demonstrates the
high level of efficiency of the proposed approach.
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Fig. 1. Temporal evolution of the levels of energy (a) and average latency (b)

In Fig. 1b we investigate how the configurations adopted by the system are
able to remain compliant with the applications’ QoE. A simulated latency func-
tion is calculated for each user’s device, which is the composition of a fixed part,
which is dependent from the communication channel type, and a linear part,
proportional to the Euclidean distance between the EMC hosting the instance
of the serving application and the user’s device. The average latency is measured
as the percentage of the maximum average latency, as constrained by the appli-
cations’ limits. It is possible to note that there is only a limited increase on the
average latency. Therefore, the proposed solution shows its ability to remarkably
reduce the energy needed to run the instances that serve a given population of
users, while remaining well below the limits of the required QoE.

In order to better understand how these results are achieved, the next set
of figures analyses how the system collectively adapts its behaviour and how it
changes the exploitation of the available resources. Specifically, Fig. 2a presents
the variation over time of the number of running instances in the system. Clearly,
these entities are the source of energy consumption. The ability of the system to
detect and eliminate redundant instances is the basis for the energy minimization
scheme. It is possible to observe a clear and sharp decrease of this quantity. The
final number is nearly the half of the original number of instances. Figure 2b
presents the global level of exploitation of the resources. The y axis presents the
percentage of all the resources that are required to run the application instances.
As in the previous case, we can observe a clear reduction. The amount of this
reduction is lower than that of the number of instances, since users are moved
from a redundant instance to an active one. As we highlighted in Sect. 3, each user
bring an additional cost in terms of resources. Despite this fact, the overall level
of occupied resources is decremented, since the fixed costs needed for running
redundant instances are saved.
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Fig. 2. Variation of the total number of instances (a) and system resource loads (b),
over time

5 Conclusions

This paper presents a solution for application placement performing edge-to-
edge exchanges to reduce the resource usage, while guaranteeing the QoE of
applications by keeping the communication latency below given thresholds. The
paper provides a definition of the problem and the pseudo code of the proposed
approach. An experimental evaluation via simulation shows the validity of our
solution. While the solution is quite a promising one, there is space to improve
the results in the near future. It is worth e.g. considering alternative local search
criteria and heuristics for the selection criteria of the EMC and application for
the swap proposal. This may improve the asymptotic cost savings and is likely to
improve the achieved savings as well as the convergence speed of our algorithm.
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Abstract. As more and more memory-intensive applications are moved
into the cloud, data center operators face the challenge of providing
sufficient main memory resources while achieving high resource utiliza-
tion. Solutions to overcome the unsatisfying performance degradation
of traditional on-demand paging include memory disaggregation that
allows applications to access remote memory or compressing memory
pages in local DRAM; however, the former’s extended failure domain
and the latter’s low efficacy limit their broad applicability. This paper
presents RapidSwap, a hierarchical far memory manager that exploits
the wide availability of phase-change memory (Intel Optane memory)
in data centers to achieve quasi-DRAM performance at a significantly
lower total cost of ownership (TCO). RapidSwap migrates infrequently
accessed data to slower and cheaper devices in a hierarchy of storage
devices by tracking applications’ memory accesses. Evaluated with sev-
eral real-world cloud benchmarks, RapidSwap achieves a reduction of
20% in operating cost at minimal performance degradation and is 30%
more cost-effective than pure DRAM solutions. The results demonstrate
that proper management of new memory technologies can yield signifi-
cant TCO savings in cloud data centers.

Keywords: Memory hierarchy · Far memory · Cloud data center

1 Introduction

Over the past two decades, big data and artificial intelligence techniques have
been adopted by numerous application domains such as data analysis, drug dis-
covery, video processing, and autonomous driving [7,18,21]. A common char-
acteristic of such workloads is their need for large amounts of main memory to
process the big data sets [23]. As these workloads are moved into the cloud, cloud
service providers have started to offer virtual machine (VM) instances optimized
for such memory-intensive workloads. Amazon, Google Cloud, and Microsoft
Azure, for example, support VM instances with up to 24 terabytes of main
memory [5,6,19]. Ideally, data center operators would equip their machines with
sufficient DRAM to store all data; however, this approach negatively impacts
the TCO of a warehouse.
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One way to lower memory pressure is to impose a price penalty on using
DRAM and induce the use of cheaper low-tier storage devices. According to the
pricing policy of different Amazon EC2 instances as of June 2021 [4], DRAM
storage is 45 times more expensive than solid state drive (SSD) storage at the
same capacity. A better approach than offloading the burden of using less DRAM
to the customer is to provide the required performance through an optimized
storage hierarchy that can offer the same service (performance) at a lower price.
Common techniques involve demand paging to local storage [15] and memory
disaggregation. Based on the principle of locality [2], both techniques keep fre-
quently accessed pages (also called hot pages) in the fast and expensive DRAM
and relegate infrequently accessed parts (the cold pages) to slower and cheaper
storage tiers. Both techniques suffer from a significant performance slowdown
the more memory is paged out. This is caused by (1) the large access latency of
far storage tiers and (2) inflexible and slow system software that fails to exploit
new and fast storage technologies such as phase change memory (PCM) [14].

In this paper, we present RapidSwap, a framework built for modern storage
hierarchies to achieve a lower TCO at near-DRAM performance. RapidSwap
classifies pages into different temperatures based on their access history. Hot
pages are kept in DRAM and gradually downgraded to slower devices as they
cool down. RapidSwap’s awareness of the storage hierarchy and its optimized
software stack minimize the page reclaim overhead and achieve a significantly
lower TCO and cost effectiveness than existing solutions.

2 Background and Motivation

2.1 Tiered Storage and Novel Storage Devices

Tiered storage, also known as hierarchical storage, is a widely adopted technique
in computing devices [8]. Faster and more expensive devices are placed at the
upper side of the storage hierarchy, while slower and cheaper media are located
below. Placing the data of all workloads in high-performance devices yields the
best performance at the expense of larger operating costs. One possibility to
decrease the cost while maintaining performance is to monitor and classify mem-
ory pages by their access frequency into different temperatures from hot to cold.
The principle of locality dictates that, in general, the colder a page gets, the less
likely it is to be accessed and can thus be migrated to slower storage devices
without causing a large performance drop.

Recently, new storage technologies with dramatically improved performance
characteristics have entered the market. Non-volatile memory (NVM) devices
such as phase change memory (PCM) used in Intel’s Optane product line have
a read/write theoretical latency of 10µs [11]; three orders of magnitude below
that of conventional Hard Disk Drives (HDD). The NVDIMM interface allows
direct load/store accesses by the CPU and is thus able to benefit from caches.
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Table 1. Comparison of existing techniques and RapidSwap.

Type Granularity Failure domain Overhead

Software-defined far memory [16] Page Local CPU

Hydra [17] Page Remote CPU & Network

RackMem [14] Page Remote Network

RapidSwap Page Local Minimal CPU

Optane PMEM Memory Mode [9] Cache-line Local No SW overhead

2.2 Techniques Proposed to Lower Memory Pressure

Transparent Memory Compression. compresses cold pages in memory with
a lightweight algorithm [3]. Support in the Linux kernel is provided by zswap [24].
Pages that do not benefit from compression are sent to local storage devices.
Zswap is expected to work well if the read latency from DRAM plus the decom-
pression time is significantly shorter than the read latency of the backing store,
however, its efficiency depends on the compressibility of the data in memory.
A practical implementation of zswap is provided by Google’s Far Memory [16].
Applied in their data centers, Google Far Memory classifies around 20% of all
pages as cold, and among those, about 70% achieve 3x compression and are kept
in DRAM. The remaining 30% are stored on traditional storage devices. Google
reports a 4–5% reduction of their TCO.

Memory Disaggregation. pools memory resources from different physical
nodes over a low latency and high throughput network to overcome the lim-
itations of the node-centric computation model. A significant disadvantage of
memory disaggregation is the extension of the failure domain from a single
local to multiple remote machines. Replication, erasure coding [17], or hybrid
approaches [22] are used to achieve fault tolerance, however, these approaches
requires additional storage or computational resources.

2.3 Tiered Storage as a Promising Alternative

Current approaches such as Linux demand paging, transparent memory com-
pression, and memory disaggregation all have shortcomings. On the other hand,
RapidSwap eliminates the deficiencies of existing approaches and implements a
high-performance demand paging system to a local storage hierarchy consisting
of various types of devices with different characteristics. Data is stored in one of
the local storage tiers according to RapidSwap’s page classification. Pages are
assigned a temperature ranging from hot to cold, representing how recently the
page has been accessed. Pages are migrated between the different storage tiers
depending on their temperature to store each page in the most beneficial device.
Table 1 summarizes state-of-the-art techniques and RapidSwap.
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Fig. 1. Overall architecture of RapidSwap.

3 RapidSwap

This section discusses the design and implementation of RapidSwap. RapidSwap
is composed of three main components: an optimized swap handler, a storage
frontend, and a storage backend. Figure 1 shows the overall architecture.

3.1 Swap Handler

Linux’s virtual memory management has been demonstrated to be too slow for
modern storage devices [13,14]. RapidSwap’s optimized swap handler follows
the design of RackMem [14] and manages pages with two quasi-ordered lists: the
active and the inactive page list. To quickly react to page allocation requests,
the inactive list is kept populated by pro-actively paging data out. If the inactive
list becomes empty under high load, victim pages are taken from the head of the
active page list.

3.2 Storage Frontend

RapidSwap’s storage frontend manages the different tiered storage devices and
exposes a uniform paging device to the swap handler. Consecutive pages are
grouped into slabs to minimize metadata and I/O overhead. The storage frontend
swaps in/out slabs from/to different storage devices and maintains a mapping
of virtual pages to their locations in the storage hierarchy.

Slabs are classified into hot, warm, or cold. A newly allocated slab is consid-
ered hot, then transitions over warm to cold if it is not accessed for a certain
period of time. Cold slabs are periodically migrated to the next lower level in
the storage hierarchy. A page fault causes the associated slab to be immediately
migrated up to the fastest storage below DRAM.
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Table 2. Yahoo! Cloud Serving Benchmark (YCSB) workloads [1].

Workload type Distribution Details

A: Update heavy Zipfian 50% Reads, 50% Writes

B: Read mostly Zipfian 95% Reads, 5% Writes

C: Read only Zipfian 100% Reads

D: Read latest Latest Read from the fresh data

E: Short ranges Zipfian/Uniform 95% Scans, 5% Writes

F: Read-modify-write Zipfian 50% Reads, 50% Read-modify-writes

3.3 Storage Backend

The storage backend provides a uniform abstraction for physical storage devices.
When the storage backend registers a device, RapidSwap’s storage frontend gath-
ers information about the storage device including its capacity and the latency
of allocation, deallocation, and 4 KiB read/write operations. RapidSwap uses
this information to establish a hierarchy among the attached storage devices.

4 Results

4.1 Experimental Setup

RapidSwap is evaluated on a data center server node equipped with an Intel
Xeon Silver 4215R processor with 8 cores (16 threads) and 64 GiB of DRAM.
The node contains a two-tiered storage hierarchy consisting of a 960 GB Intel
905P Optane NVMe PCIe (SSD) and an 128 GB Intel Optane Persistent Memory
200 Series (PMEM). The base operating system is Ubuntu Server 20.04. The slab
size is set to 1 MB (256 pages per slab). Slabs are demoted to the next colder
level after a threshold of 5 s.

We use six different workloads from the Yahoo! Cloud Serving Benchmark
(YCSB) suite [1] to measure the performance of RapidSwap. Benchmarks A, B,
C, D, and F follow a Zipfian access pattern where 80% of the total accesses go
to 20% of the data. Workload D predominantly reads from just inserted data
that is not physically contiguous. Workload E selects the key with a Zipfian
distribution, then scans a uniformly distributed number of records.

The performance of RapidSwap is evaluated by measuring the query response
latency as reported by YCSB. Memory scarcity is simulated by artificially lim-
iting the available DRAM to a certain percentage of the benchmark’s overall
maximum memory requirements (resident set size, RSS). RapidSwap is com-
pared against a Linux baseline with PMEM and SSD paging devices where the
former is prioritized, i.e., the SSD is only used when the PMEM paging device
is completely full. The size of the available PMEM device is identical to that in
RapidSwap. We also compare RapidSwap against compressed DRAM.
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Table 3. Maximum number of PMEM slabs allocated by local memory size.

Workload type Local: 50% Local: 60% Local: 70% Local: 80%

A 2388 1403 330 222

B 2374 1438 402 215

C 2345 1433 273 225

D 1459 795 405 292

E 2549 2184 396 332

F 2340 1456 366 309

(a) YCSB C workload (b) YCSB D workload (c) YCSB E workload

Fig. 2. Normalized throughput over DRAM of RapidSwap and prior work.

(a) YCSB C workload (b) YCSB D workload (c) YCSB E workload

Fig. 3. 99th percentile latency of RapidSwap and prior work.

4.2 RapidSwap Performance

Degradation Over DRAM. Figure 2 plots the normalized throughput of the
different implementations and with local memory limits set to 80, 70, 60, and
50 As the amount of DRAM is reduced, all implementations experience a per-
formance degradation. Workloads exhibit three different patterns with minor
(workloads A, B, C, and F; C is shown as a representative), average (workload D),
and high sensitivity (workload E) to the available local memory. Table 3 shows
the maximal number of allocated slabs in PMEM for the different benchmarks.
RapidSwap outperforms the other approaches in all configurations.
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CPU Overhead and I/O Latency. The CPU overhead is gathered by calcu-
lating the average system level utilization throughout the workload execution.
The system CPU overhead caused by all three methods is less than 1% compared
to the ideal case with 100% local memory. The average 99th percentile latency
reported by RapidSwap is presented in Fig. 3. Compared to the Linux baseline
and compressed DRAM, RapidSwap exhibits significantly lower latencies thanks
to its optimized page fault handler and pro-active page reclamation.

4.3 Cost of Storage Tier

To analyze the benefits of RapidSwap on the cost of the entire storage tier, we
surveyed the current market prices of the different storage backends [10,12,20].
The cost is obtained by multiplying the peak utilization in all storage tiers
by the cost of the respective device. The total cost is obtained by adding the
cost of the allocated DRAM. We consider only the fractional cost of a storage
device (as opposed to the cost of the entire device) to reflect the pricing models
of cloud data centers. RapidSwap achieves cost savings for all workloads and
all configurations. At 70%, a 18–20% cost reduction in the storage hierarchy
is achieved. As the amount of local memory is reduced, more data gets paged
out to secondary storage which, in turn, leads to a higher cost in the storage
hierarchy.

4.4 Cost Effectiveness

The total cost of the storage tier does not consider the cost incurred by per-
formance degradation. A more sensible metric is the cost effectiveness, i.e., per-
formance per cost. We compared the cost effectiveness of compressed DRAM
and RapidSwap relative to a DRAM-only solution. Our first observation is that
RapidSwap achieves a significantly better cost effectiveness than other solu-
tions for all workloads and all configurations. Compared to DRAM, RapidSwap
achieves an up to 40% higher cost effectiveness with 70% of the data kept in DRAM
and 30% paged out. As the amount of DRAM is reduced, workloads experience a
higher performance degradation and require larger amounts of storage.

5 Conclusion and Future Work

Motivated by the broad availability of novel storage technologies and the short-
comings of existing approaches to resource overcommitment, we have presented
RapidSwap, a hierarchical far memory implementation that is built for diverse
storage tiers composed of faster and slower devices. Paging only to local devices,
RapidSwap does not extend the failure domain, and its awareness of the storage
hierarchy allows it to significantly outperform other techniques that swap out
data locally. The results demonstrate that proper management of new memory
technologies can yield significant cost savings in data centers.
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One direction of future work is application-specific resource management. As
shown in previous work [16], RapidSwap can also benefit from a machine learning
based approach to adjust the amount of local memory and the policies to degrade
slabs to colder storage. Also, we have not yet compared RapidSwap against
the memory mode configuration of PMEM, which offers similar functionality as
RapidSwap, implemented in hardware at cache-line granularity.
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Abstract. Network Neutrality is protected by law in many countries
over the world, but monitoring has to be performed to ensure operators
conform to the rules. The Wehe application, jointly developed by North-
eastern University and the French regulator ARCEP, allows users to take
measurements and analyze them to detect possible traffic differentiation.

In this paper, we investigate the playroom left for ISPs to still differen-
tiate traffic, when tested with the Wehe detection tool. Our contributions
include the design of a test bed to evaluate the detection capacities of
Wehe, and its use to provide some elements of response: By comput-
ing the detection probabilities and estimating the potential benefit of a
revenue-interested operator, we fine-tune and compare the main differen-
tiation types (throughput, packet loss and delay) that an operator could
implement.

Keywords: Network Neutrality · Monitoring tool · Detection evasion

1 Introduction

1.1 Network Neutrality

The Internet is used by a vast and heterogeneous group of users (individuals,
companies, governments, associations, etc.) who communicate with each other
through inter-connected networks owned by Internet Service Providers (ISPs).
These providers own the network architecture and control the way they convey
traffic.

The Network Neutrality [17] principle aims to ensure a fair network expe-
rience for every user. The pieces of legislation protecting Network Neutrality
over the world mostly agree on the following interpretation of that principle: no
traffic differentiation based on traffic origin, destination, protocol or service is
accepted [6,10,14].

The first benefit of Network Neutrality is a wide and complete access to
the different public resources of the network, regardless of the user’s specifics
(geographical and cultural origin, working situation, political beliefs, etc.).
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At the same time, innovation can thrive on the network without monopoly or
unfair competition, as all online services are equally accessible. Network Neutral-
ity also helps innovation in the networking domain, because it prevents putting
forward certain protocols or applications. New protocols can be freely tested and
adopted without compatibility issues.

Network Neutrality is seen by its opponents as a pure ISP limitation. Being
unable to manage the traffics flowing through their network, ISPs cannot propose
differentiated offers, apply revenue management for a better return on invest-
ment, or make deals with companies for preferential treatment. Moreover, they
cannot ensure Quality of Service requirements from demanding types of traffic.
Network Neutrality is also limited if protection laws apply in some countries
while traffic may transit through other places applying differentiation, hence
barring end-to-end equality of treatment [13].

1.2 Measurement Tools

Even if Network Neutrality is enforced by law, ISPs do not always comply with it.
Pointed violations [1,5,8] have shown that operators tend to differentiate traffic
for commercial reasons. At the other extreme, blocking is sometimes asked by
governments for security or political reasons [3,18], or for legal reasons such as
for example with peer-to-peer being accused of infringing copyright rules.

Hence there is a need for tools to monitor ISPs behavior: such tools are
required for regulators, guarantors of the law, to ensure ISPs conform to the
enacted rules, but also for end users to evaluate ISPs and possibly switch operator
if the current one appears to violate Network Neutrality.

The research community and user associations have created various tools to
check Network Neutrality (see [2,9] for a full list). The existing tools differ in
various ways: the checked violation, the measured metrics, the interaction they
have with the network infrastructure, the measure type, the tool architecture,
etc. For example, the POPI tool [12] makes passive measurements, and aggre-
gates measures from different nodes into an inference analysis model to detect
packet forwarding prioritisation. This highly differs from Switzerland [4], that
uses active measures to check packet integrity between a client and a server.

But as mentioned in [2], the available tools are limited in number and in
scope, and are rarely maintained. One standing out is Wehe [15,16], stemming
from a joint development between Northeastern University and the French regu-
lator ARCEP. That tool has been highly advertised because of the participation
of a regulatory body, and is maintained. We therefore choose to focus on it in
this paper.

1.3 Paper Focus: What Room for Differentiation Under Wehe
Monitoring?

The main result provided by Wehe is binary, indicating whether differentiation
has been detected or not. In this paper, we aim at investigating the sensitivity
of that detector, to analyze how reliable its results are, and whether it could
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still be beneficial for an operator to perform some carefully-designed differenti-
ation, if that differentiation can be monetized. For those reasons, a key step is
to determine, through a test bed, how much differentiation can be introduced
before being detected by Wehe, for different types of differentiation: throughput
limitation, packet loss and packet delay. We are then able to present which dif-
ferentiation means is the most beneficial for an ISP and if a significant gain can
be derived from it.

The remainder of the paper is organized as follows. Section 2 briefly presents
the Wehe tool and its main characteristics; Sect. 3 introduces the testing platform
we have developed; the experimental results are given and analyzed in Sect. 4;
and finally Sect. 5 concludes and suggests directions for future work.

2 Wehe: A Differentiation Detection Tool

Wehe is a Network Neutrality monitoring tool aiming at studying differences
in terms of throughput for some traffic sent both “as is” and in a way that
the operator cannot identify the flow (the tool assumes non-differentiation in
that latter case). It has been presented in 2015 [15] as a joint venture between
Northeastern University and the French communication regulator ARCEP. The
application targets mobile devices because of known mobile network issues (wide
group of users, resource scarcity, network opacity). The interest of Wehe resides
in its genericity: it theoretically allows the user to test any traffic (classic traf-
fic, user-customised traffic, encrypted traffic...) even if specific traffic types are
targeted in the application to ease usage.

2.1 Wehe Functioning Principles

Wehe is based on active measures between a client and a Wehe server, and
works as follows: the tool replays twice a prerecorded traffic between the client
(an app installed by the user on their device) and the server (a specific server
running the Wehe service). The first replay is identical to the original traffic
while the second traffic’s payload is modified (by randomizing or encrypting
it). In both cases, the replayed traffic has the same shape as the original one:
same packet sizes with same IP and TCP/UDP protocol headers (minus the
IP addresses) and same inter-packet timings (see replay similarity in [15]), but
with an unidentifiable payload in the latter case (through encryption, or just by
replacing the application data with random bits).

Therefore, the modified replay traffic cannot be identified by the means of
Deep Packet Inspection (DPI), and cannot be differentiated afterwards when
assuming that an ISP does DPI-based differentiation (e.g., targeting a specific
application like YouTube that is very bandwidth-consuming): only the unmodi-
fied replay would suffer differentiation. During replays, the client and the server
measure the throughput of each traffic. Then, the throughput distributions are
compared using a statistical test inspired by the Kolmogorov-Smirnov test [15].
If the test does not reject the assumption of throughput samples being from



158 X. Castoreo et al.

the same distribution, Wehe does not raise any warning about a potential non-
neutral behavior. Otherwise, Wehe considers that a differentiation occurred on
the original traffic and signals it to the user.

More details on how those replays are built and performed are given below.

2.2 Wehe Replay

Wehe records an original traffic that has been conveyed through the network.
It is separated in two traces: the client trace and the server trace. These two
represent the packets each side has to send to simulate the original traffic. To
keep the simulation accurate, the Wehe designers have added two constrains to
packet transmission: a packet cannot be sent before the prior one was received
(happen-before dependency), and it also waits the duration given in the original
transmission (time dependency). This way, a replay’s shape is identical to the
original’s shape.

The actual replays are initiated by the client application: it connects to the
server, specifies the traffic it is going to replay and waits the server to be ready.
Then they start transmitting their trace for each replay (original and random-
ized), respecting the dependencies. Wehe measures the throughput of the two
replayed traffics. Each side of the replay periodically measures the sent and
received data amount. When the replays finish, the client asks the server for
analysis.

2.3 A Detection “Grey Zone”

Wehe is conservative: after a few iterations of such indecisive analysis, Wehe
declares that no differentiation was found. This reduces false positive results
which might result in legal complaints from ISPs, an important component from
regulators point of view. But it also increases the possibilities for an operator to
fool the tool, highlighting the relevance of the present work.

3 Building a Test Bed to Evaluate Wehe

To analyze the performance of the Wehe tool, we designed a simple test bed, with
a controlled environment, to perform different kinds of ISP traffic differentiation
and investigate whether Wehe detects them.

3.1 Test Bed Setup

The test bed’s simple topology is composed of three parts: the client side, the
server side and the core network part. The client and server sides are two devices
where Wehe applications are installed. We use the proof-of-concept code available
from https://github.com/NEU-SNS/wehe-server.

The core network part, meaning the existing ISP networks between a client
and a Wehe server, is emulated by a single device running a Linux Traffic Control

https://github.com/NEU-SNS/wehe-server
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utility with a netem queueing discipline [7] for classifying and differentiating
traffic. We call this device the test bed middlebox. Modeling the whole network
between source and destination with a unique device is common practice and
sufficient since the Wehe tool only makes end-point measurements. With this
setting, the network is represented by a single node, as often done in many models
in the literature. While it is a simplified network emulation, we believe that it
helps to capture the main differentiation features that can be implemented in a
network, and to point out that there is a notable variability in service limitation
thresholds before detection depending the differentiation type.

The tc-netem queueing discipline allows to control the throughput, the packet
loss rate and the delay applied to classified packets. This way, we are able to
choose between general but precise traffic deterioration (with throughput) or
more random performance loss (using a packet loss rate, losses being then decided
independently for each packet).

Figure 1 summarizes the test bed and the important parts of a Wehe test.
The packet classifier is started on the middlebox. Then the two replays are
run through the test bed. When the classifier identifies the unmodified replay
(because its data correspond to the original traffic’s data), it applies the differen-
tiation. At the end of the Wehe run, the values of throughput calculated during
the transmissions are sent back to the server for analysis.

Fig. 1. The three parts of the Test bed (horizontally) and the steps of a Wehe run
(vertically). What is “replayed” are packet exchanges recorded beforehand.

To differentiate a traffic, it must be identified beforehand. To do so, we use
a keyword present in the targeted traffic. When the keyword is found by the
middlebox, the differentiation is triggered for every packet of the corresponding
flow (a flow is defined by the IP addresses and port numbers).

3.2 Traffic and Differentiation in the Experiments

Our experiments are carried out for the traffic corresponding to a file transfer, a
basic but essential traffic type that for example corresponds to a web page request,
and represents a significant part of the Internet traffic. That traffic is captured and
saved beforehand, to be replayed during the tests. The file transfer is a simple web
page retrieval of a random 1 GB file (here, an HTTP GET request).
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We implemented several types and levels of differentiation (described below).
Repeated independent experiments allowed us to plot the detection probability
in terms of the differentiation parameter value, together with a confidence inter-
val. The differentiation can take three different forms, whether it affects the
transmission throughput, the packet loss rate, or the packet delay. Those three
types of differentiation are supported by tc-netem:

i) Throughput limitation (called traffic shaping) delays packets when the
measured throughput of the transmission exceeds a certain value. If too many
packets are delayed and the waiting queue fills up, the following packets are
dropped.
ii) Packet loss rate differentiation applies an independent drop probability
to each transmitted packet. Random packet losses can happen in a physi-
cal network, but we here simulate a deliberate loss applied by the network
operator.
iii) Packet delay retains all the transmitted packets for a predefined amount
of time. Delay can be observed when congestion hits the network, but in the
same way as for packet losses, we emulate an intentional behavior that affects
all the classified packets.

4 Experimental Results and Analysis

In this section, we present and analyze the detection results from extensive
experiments with Wehe on our test bed. First, for different types and intensities
of differentiation, we estimate the detection probabilities. Then we use those
results in a simple model to determine an optimal differentiation plan that an
ISP could implement under Wehe monitoring. The designers of Wehe already
tested and validated their tool [15], but our goal in this paper is different: we
focus on the ISP point of view and the possibility to maximize the differentiation
impact while avoiding Wehe detection.

4.1 Raw Results: Wehe Detection Probabilities

The detection accuracy is the key to further investigate how an ISP could still
differentiate under Wehe monitoring. As the Wehe statistic decision model is
based on the client-side calculated throughput that can be slightly different on
each test, we run numerous tests for each setting and estimate the detection
probability of the tool. These probabilities will then be used later to build a ISP
differentiation benefit model.

To detect the parameter ranges where (non-)detection is not systematic, we
first ran tests for a broad range of differentiation parameter values, and then we
focused on shorter differentiation value intervals experiencing more variability
in terms of detection. We present here the results on these shorter intervals for
the three differentiation types. In each case, the results given are for a sample of
size 150, a number large enough to get a reasonable estimation of the probability
detection (with, in the worst cases, a precision of 0.1 at confidence level 99%).
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The graphs in Fig. 2 respectively display the Wehe differentiation detection
probabilities versus the traffic throughput reduction, packet loss rate, and delay,
for a file transfer traffic. We also run our experiment for another traffic type,
namely video streaming, for which results are given in Fig. 3.
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Fig. 2. Wehe detection probability estimations in the case of file transfer for three
types of differentiation, with 95% confidence intervals.
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Fig. 3. Wehe detection probability estimations in the case of video streaming for three
types of differentiation, with 95% confidence intervals.

The figures illustrate the expected tendency that as more differentiation is
applied, the detection probability increases.

4.2 Differentiating While Monitored by Wehe: An Economic Model

Given the detection probability measurements obtained in the previous sub-
section, we now focus on whether traffic differentiation can significantly impact
traffic and therefore users, while being only rarely detected. Taking the ISP point
of view, that would indicate what level(s) of differentiation can be implemented,
and how valuable it would be. That value might originate from freeing network
resources, or from slowing down traffic for commercial purposes.

To that end, we propose a simple model to built a reasonable objective func-
tion for the ISP, encompassing both the detection probability and the gains from
differentiating traffic. The variables we will use in that model are summarized
in Table 1.
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Table 1. Notations used in the economic model.

Notation Interpretation

D Quality degradation due to differentiation

g Marginal gain from quality degradation (e.g., from competitors
of the targeted flow)

Pd Detection probability (by Wehe)

s Cost of detection to the ISP (for small values of Pd)

U = gD − s Pd
1−Pd

Utility of the ISP

Ũ = U/g Normalized utility of the ISP

Detection Threshold. A possible simple strategy for an ISP is to try to keep
the detection probability below some threshold. For example, from Fig. 3 we
deduce that to deteriorate video streaming traffic with a detection probability
no larger than 15%, the ISP can reduce throughput by no more than 12%,
or apply up to 4.6% packet loss rate, or add less than 55 ms of delay. For file
transfer with the same 15% detection probability limit, Fig. 2 shows that the
ISP can reduce throughput by no more than 8.58%, or apply up to 0.15% packet
loss rate, or add less than 16 ms of delay.

But such a reasoning does not tell us which differentiation strategy has the
largest impact.

Detection vs. Impact on User Perceived Quality. To further analyze
the possible ISP differentiation benefits, one must study the impact that traffic
differentiation has on users. That impact of course depends on the service used:
file transfer and video streaming, for example, will not be equally sensitive to
differentiation from a user point of view.

In the rest of this section, we focus on file transfers, for which an appropri-
ate and simple quality metric can be provided: the total transfer time. More
specifically, we will consider as the degradation metric the relative transfer
time increase, which we will denote by D, when differentiating traffic: if dif-
ferentiation leads to a total expected transfer time Td instead of Tn, then our
degradation metric D is

D :=
Td − Tn

Tn
. (1)

In our experiments, that degradation is estimated for the transfer of a 1 GB file.
Figure 4 shows the impact of the three types of differentiation on the transfer
time ratio, in the parameter intervals that were previously identified as “inter-
esting” (with low but non-zero detection probabilities).
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Fig. 4. Impact of the three types of differentiation on the degradation level D (relative
increase of transfer time of a 1 GB file).

Since the trade-off faced by an ISP willing to monetize differentiation would
be between the degradation and the detection probability, we display those two
values on a common graph for all types of differentiation, combining the results
from Figs. 2 and 4, in Fig. 5.
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Fig. 5. Detection probability as a function of differentiation impact (relative transfer
time extension) for each type of differentiation, varying its intensity.

The figure highlights the differences between the three types of differenti-
ation: directly degrading the throughput allows an ISP to extend the transfer
time by nearly 10% without being detected by Wehe, while by affecting packet
losses or delay, the detection probability is significant before reaching such an
impact on the transfer time. Among the three types, playing on delay appears
to be the least effective, as the detection probability increases very fast with
the degradation: with only about 2% degradation the differentiation is detected.
Playing with packet losses leads to a smoother curve, but again, with only 2%
degradation the detection probability already exceeds 25%.
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Optimizing the Differentiation. To deal with the impact-detection trade-off
faced by an operator, we build a utility model that incorporates, under the form
of a single objective function, the positive impact of differentiation (assuming
the operator can monetize that differentiation) and the negative impact of being
detected by Wehe.

We assume the impact of differentiation on the perceived user quality of
service can be monetized, for example by having some content providers pay
to avoid it or to penalize their competitors. To quantify that monetization, we
consider the simplest model possible, with a constant marginal value g for degra-
dation, i.e., the differentiation can yield the operator some gain gD, with D the
degradation level (given in (1) for the case of file transfer).

On the other hand, being detected is bad for the operator, at this may come
with a fine to pay, a loss of reputation, or even possibly an interdiction to further
operate. To represent this variety of interpretations, we consider a cost function
that will depend on the probability to be detected, which we will denote by Pd,
and such that:

– for low values of Pd, the cost is (approximately) proportional to Pd, and can
be interpreted as the operator being fined when detected;

– with Pd increasing, the regulator is more and more likely to take more severe
measures, whose cost for the operator would tend to infinity as Pd tends to
one.

A simple function satisfying those conditions is Pd �→ s Pd

1−Pd
, with a sanction

parameter s interpreted as the amount of the fine when detected (for small values
of Pd).

Summarizing, we will consider that when implementing some differentiation,
denoted abstractly by δ, which leads to a degradation D(δ) and is detected with
probability Pd(δ), the operator perceives a net expected benefit (or utility) U(δ),
equal to

U(δ) = gD(δ) − s
Pd(δ)

1 − Pd(δ)
. (2)

Note that finding a utility-maximizing differentiation δ to implement depends
only on the ratio s/g, so we will focus on the quantity

Ũ(δ) = D(δ) − s

g

Pd(δ)
1 − Pd(δ)

. (3)

Using our detection and degradation measures in the case of file transfers,
we plot in Fig. 6 the values of Ũ for each type and intensity of differentiation,
with different values of the ratio s

g .
This illustrates how a utility-maximizing ISP may reason to manage the

differentiation/detection trade-off, once the ratio s/g is known:
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Fig. 6. ISP utility function Ũ when differentiating for file transfers.

– First, for a given differentiation type, the formulation (3) can be used to find
the optimal differentiation level. For example, if s/g = 0.01, then

• when playing on throughput the optimal reduction is around 90.45%;
• if differentiation is through packet losses, the optimal loss rate to intro-

duce is 0.4%
• if instead differentiation means delaying packets, the optimal delay to add

is 19 ms.
– Second, once each differentiation type is optimized, the analysis helps to com-

pare them decide which one maximizes the overall utility Ũ in (3). Here,
again for s/g = 0.01, playing on throughput can yield a value of Ũ above 0.1,
while with packet losses or delay Ũ remains below 0.06 and 0.017, respec-
tively. Hence for the specific case of file transfers, it seems that affecting the
throughput is the most effective.

5 Conclusions

In this paper, we have analyzed the traffic differentiation detection tool Wehe,
that is recommended by some regulators to detect net neutrality violations. To
do so, we have designed a test bed that allows us to run Wehe in a controlled
environment, where three types of differentiation are implemented (transmission
throughput, packet loss rate and packet delay). For each differentiation type,
we have carried out intensive simulations of the detection tool, to estimate the
Wehe detection probabilities and indicate thresholds over which differentiation
is significantly pointed out.

For the case of file transfers, we have quantified the impact that the differen-
tiation types have on the total transfer time, a natural metric users are sensitive
to. This has enabled us to build a model, assuming operators can monetize that
differentiation, where an operator weighs that possible gain with the risk asso-
ciated to detection. A utility function taking into account those two aspects can
be used to manage the trade-off, determining the optimal type and level of dif-
ferentiation to implement. Such a reasoning can for example help regulators set
the sensitivity of their monitoring tools.
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This paper opens several directions for future work. First, our study mainly
focuses on file transfer as an application. We used it because there is an imme-
diate user-oriented performance metric to apply, that is the transfer time. But
we intend to also carry out a similar analysis for other types of traffic, in par-
ticular for video streaming. For that latter type of traffic, the user-perceived
quality depends on the protocols used and is less direct to evaluate: researchers
usually try to estimate the Mean Opinion Score that users would give to the
quality [11] (in addition to throughput, an objective performance metric worth
considering there is jitter). Also, despite the difficulties raised in the previous
section, we would like to compare the performance of Wehe to that of other
differentiation-detecting tools.

Finally, we are aware that our use of a network emulator in a single machine
(the middlebox) constitutes a simplification with respect to the complex topolo-
gies (and types of other traffic using the same links) that can be found on the
Internet. This is likely to impact what differentiation can look like (e.g., the
distribution of the losses) and thus the detection probability, probably leaving
ISPs more space to play with before being detected. As a consequence, our work
here could be seen as upper-bounding the detection probability, and re-creating
more specific topologies could help refine our estimations.
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Abstract. According to the laws of software evolution, the size and complexity
of software systems continue to increase over time and, simultaneously, if not
maintained rigorously, the quality decreases. Quality degradation typically hap-
pens due to changes in policies, regulations, and industry requirements, which, in
turn, complicates compliance management over time. Among the key challenges
in managing the evolution of software are the modelling and the enforcement
of compliance rules. Moreover, the gap between compliance experts and soft-
ware engineers has worsened the problem. The topology and orchestration spec-
ifications for cloud applications (TOSCA), which is an OASIS standard, has the
potential to offer a relief by enabling different levels of abstractions for modeling
and enforcing compliance policies. This work aims at investigating the potential
of using TOSCA service templates for modelling and enforcing non-functional
requirements and policies. Then, it proposes an approach that maximizes involve-
ment of stakeholders in modeling and auditing such requirements and policies.
Findings can help enterprises and policy makers achieve better governance and
compliance on software services.

Keywords: Software compliance · Non-functional requirements · Software
evolution · Stakeholders’ involvement · TOSCA blueprint

1 Introduction

Compliance management is one of the critical challenges in all stages of the software
development life cycle (SDLC). In particular, the E-type software evolves over time
as a response to real world changes. This continuous change increases the complexity
and, as a result, leads to a degradation in quality if not maintained well [1]. In addition
to that, the continuous changes of policies and industry-specific requirements further
complicates governance and compliance management of a software. Lehman’s laws
of software evolution, namely continuing change and growth, increasing complexity,
declining quality and feedback system, still apply and cannot be ignored [1]. Therefore,
such continuous changes make it difficult to track whether the overall changes made
in the software adhere to corporate policies and compliance requirements; and more
importantly, getting insights on the status of policymodeling and enforcement at different
levels of abstraction for different stakeholders.
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The recent decades experienced a huge change in the software industry in areas of
distributing development, crowdsourcing, service-oriented approaches, and microser-
vice practices [23]. This change is also powered by a big shift to cloud computing,
which leads to more standardized software services [2]. The laws that govern software
evolution do not seem to have adapted to the new paradigm shifts [1].

In this regard, many cloud modeling languages were introduced to address issues
related to modeling and specification of cloud applications. Bergmayr et al. [1] con-
ducted a systematic review on existing cloud modeling languages. They found that the
majority of the existing modeling languages focus primarily on design-time aspects and
very few consider the provisioning and runtime aspects. The topology and orchestra-
tion specifications for cloud applications (TOSCA) can contribute to the convergence
of different cloud modeling languages, besides its abilities to describe processes for
creating, terminating cloud services and for managing them throughout their whole life-
time [3]. According to the Organization for the Advancement of Structured Information
Standards (OASIS) [3], TOSCA provides strong typing for artifacts in addition to the
ability to extend to new types without extending the language definition [4]. Compared
to other modeling languages, TOSCA supports the decomposition of software and defi-
nition of policies and non-functional behavior of a system [4]. It also implements man-
agement plans using existing workflow languages, namely the business process model
and notation (BPMN) and the business process execution language (BPEL) [5]. This
makes it promising for modeling non-functional requirements and enhancing evolution
management of a software.

The aim of this paper is to explore how TOSCA enhances evolution management
of software as well as address compliance modeling of non-functional requirements.
The paper proposes an approach that maximizes involvement of stakeholders in setting
up and monitoring TOSCA-based blueprints. A key contribution of the paper is that it
brings the focus of a new application of TOSCA in compliance modeling, and how to
utilize that within the entire ecosystem of software development and provisioning.

The subsequent sections are structured as follows: Sect. 2 presents a background on
non-functional requirements and TOSCA as well as related work. Section 3 introduces
the proposed approach and explains with an example on how TOSCA handles model-
ing of non-functional requirements, and how it fits into our approach. Finally, Sect. 4
summarizes and explains validation of the proposed approach.

2 Background and Related Work

2.1 Non-functional Requirements

E-Type software, which automates human or societal activities and involves real world
problem solving [6], must change and continuously adapt to real world requirements
[1]. While this evolution is regulated by a feedback system, it typically results in an
increase in complexity and decline in quality driven by the need to maintain familiarity
[7]. The challenge comes with the objective of controlling the continuous evolution in
a systematic way. One solution is to adopt model-driven engineering (MDE), since it
allows abstraction of unnecessary details, and to focus on more important aspects (e.g.,
domain-specific needs) [8]. Another way is to use modeling languages to standardize
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software design and improve the management of software evolution [4]. In all this, it
is critical to differentiate between functional and non-functional requirements, as they
require different tools and skills for modeling let alone the resources needed.

While there is no formal definition or a complete list of non-functional requirements
[9], Glinz [9] surveyed existing literature on the definition, classification and represen-
tation of non-functional requirements. Their study presents a taxonomy to define non-
functional requirements of three categories: performance requirements, specific quality
requirements, and constraints. Performance requirements include timing, speed, vol-
ume and throughput. Specific quality requirements include reliability, usability, security,
availability, portability, andmaintainability. Constraints include physical, legal, cultural,
environmental, design, implementation, and interface. The international organization for
standardization (ISO) [10] however categorizes software quality requirements into eight
categories. It does not classify them into functional and non-functional due to overlaps
in some requirements. These requirements are functional suitability, reliability, perfor-
mance efficiency, usability, security, compatibility, maintainability, and portability. ISO
also defined sub-characteristics for each of these requirements. As we focus mainly on
non-functional requirements, functional suitability and usability, which are more related
to functional requirements of a system are excluded from our discussion.

Among non-functional aspects, which can be modeled using TOSCA, are: (i)
enhancement of reliability through scalability thresholds that ensure availability and
allow re-instantiating failed components [10, 11]; (ii) improvement of performance and
resource utilization [11]; (iii) support of security-by-design (e.g., enforcement of cer-
tain encryption mechanisms and access policies) [12]; (iv) increase of compatibility and
standardized blueprints [13]; (v) enhancement of maintainability through modularity,
reusability, and analyzability of an application [2, 14]; and (vi) ensuring portability and
provider-agnostic deployment [12, 15].

2.2 Related Work on Modeling Non-functional Requirements with TOSCA

Many studies in the literature discuss applications of TOSCA in modeling of policies
and non-functional requirements. Waizenegger et al. [16] introduced two approaches
to model and enforce policies, and provide different levels of abstraction depending
on the level of details needed. Built on TOSCA policies and management plans, these
approaches focus on providing global knowledge of services as well as enforcement
at a component level. They also highlight the importance of reusability of artifacts to
minimize the efforts of modeling and provide a wider range of options to customers.

Koetter et al. [17] introduced a Generic Compliance Descriptor, to address the gap
between IT and law, linking IT and law to implementation rules that facilitate responses
to changes. To do so, they used different technologies at different application life cycles.
For example, they collect compliance rules during the design time and link them to the
compliance requirements for enforcement during run-time. They used theTOSCAPolicy
template for modeling security aspects, to ensure that their database and its underlying
system is located within the same country. Similarly, and in the context of third-party
deployment models, Zimmermann et al. [18] proposed an approach that uses TOSCA,
to enforce third-party deployment models to be executed within a company’s network.
As enforcement of this kind of security policy is critical, third-party applications have to



Towards Software Compliance Specification and Enforcement 171

be enforced to be executed within a company’s network, ensuring that vital information
does not leave the company [18]. In a slightly wider perspective, Krieger et al. [19]
use TOSCA, to automate compliance checking of deployment models with the aim
of addressing the issues of changing rules and regulations at the corporate level. Their
approach allows separatingmodeling of compliance rules frommodelling of deployment
models, so that modelers do not need to know all constraints and requirements to specify
compliant deployment models.

Motivated by the growing trend of home-based healthcare, which poses challenges
in data collection, transferring, and sharing due to geographical distance between the
patients and their care providers, Li et al. [20] apply TOSCA for heterogeneous home-
edge-core clouds. They intend to bridge the gap between the availability of software
defined infrastructure and meeting regulatory compliance. In the same context, Carrasco
et al. [21] introduced a provider-agnostic TOSCA-based model, to allow specification
of characteristics and requirements of any system for deployment in the cloud. Besides
facilitating the reusability of cloud services, such standardized description of applica-
tions, cloud resources, and service APIs can significantly reduce the issues of portability,
interoperability, and vendor lock-in.

Despite these works on modeling non-functional aspects of software, exploitation
of TOSCA is still under-represented [4]. In addition to that, the extent to which TOSCA
can enhance the evolution management of software, is not fully explored.

3 Proposed Approach

3.1 Background on the Workings of TOSCA

While the main purpose of TOSCA is to enhance automation of deployment and man-
agement of cloud applications, its functionality can be extended to include modeling
and specification of policies, architectural specification of a software service, topology
design, service template design, and other non-functional requirements [14]. A TOSCA
topology template defines the structure of an application and the orchestration artifacts.
While the structure defines application components and the relationships between them,
the orchestration artifacts define the deployment and management plans of the applica-
tion components [16]. Figure 1 shows a topology template for a web application based
on OpenTOSCA1. The topology describes the components of the application and rela-
tionships between them. DjWebApp connects to the DjDB database and depends on
Python APIs. The template states that DjWebApp should be hosted on a NGINX server
running in a Docker container. DjDB is of type MySQL 5.5 and should be hosted on
a separate container. All containers run on a Docker engine hosted on a Linux server
of type Ubuntu 18.04. The numbers on each node specify a minimum and maximum
number of instances to be created. For example, the AppContainer node can scale up to
10 instances, when the load on the application reaches its peak, and can scale down to 1
instance, if resources are no longer needed. While this description of the topology is at a
high level and abstract, detailed specifications of each node and relationship are further
elaborated and modeled at a lower level.

1 https://www.opentosca.org.

https://www.opentosca.org
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A detailed specification of each node and relationship is elaborated using a TOSCA
document definition. Such specifications include policies and constraints to be enforced
at node and relationship levels. While the TOSCA definition document contains type
definitions of Node Types, Relationship Types, Artifact Types, and Policy Types, a
TOSCA topology template contains instances of these definitions with assigned values,
ready for execution by a TOSCA-compliant orchestrator.

Fig. 1. Topology template example of a web application using OpenTOSCA modelling.

According to OASIS [3], TOSCA can be extended to new types, relationships, poli-
cies, and management plans. This allows extensibility of orchestrators’ functionality to
process these new definitions. The snippet in Fig. 2 shows the syntax of nodes and policy
templates in a YAML format. Policy templates define policies and actions to trigger in
case of any violation, which in turn enhances the overall reliability and performance.
In general, the TOSCA template can serve as a reference architecture with different
levels of abstraction. In addition to that, the decomposition of an application into small
units along with clear relationships allows for an enhanced evolution management of a
software.

3.2 Proposed Architecture for Handling Non-functional Requirements

Software related policies and constraints are mostly the concern of more than one stake-
holder [22], who are in charge of different aspects of compliance. The different levels of
abstraction that TOSCA provides [14] makes it possible to engage stakeholders of dif-
ferent levels of expertise in the design of software blueprints. The level of abstractions
depends on stakeholders’ roles and expertise. Preparing a TOSCA blueprint involves
stakeholders like IT managers, compliance experts, and software architects. The app-
roach that is presented in Fig. 3 aims at enhancing the evolution management of a
software, while controlling compliance to the agreed upon blueprint. The first step is the
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Fig. 2. Example of TOSCA custom definitions of non-functional requirement on the right; and
policy definition on the left, based on [3].

development of a TOSCA-based blueprint. This step requires the concerned stakeholders
to specify the new policies to model or revise an existing one. The deliverable of this step
is a new TOSCA-based blueprint or an updated version. In the second step, the blueprint
is stored into the Blueprint Repository, making it available for the development and oper-
ations (DevOps) teams to proceed based on that. The DevOps teams are granted only
read access on the blueprint so that any fundamental changes at the topology and policy
levels have to be reviewed by all stakeholders before deploying them onto production.
The third step is to match the active blueprint with the one running in the provision-
ing. This involves enforcing and auditing the blueprint, and reporting to stakeholders
whenever they inquire. Such a task can be performed by extending the functionality
of TOSCA-compatible orchestrators (e.g., Kubernetes, which is one of the promising
technologies for automating deployment, scaling, and management of applications).

Fig. 3. Proposed architecture for handling compliance of non-functional requirements.

TheBlueprintRepository and theComplianceEnforcer/Auditor (Fig. 3) are key com-
ponents in the proposed approach. The Blueprint Repository stores and keeps track of
changes of software blueprints over time through versioning the releases. This enhances
reusability of blueprints and simplifies management of the growing complexity of a soft-
ware. The Compliance Enforcer/Auditor validates and enforces the assigned blueprint
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during provisioning. It matches components deployed against the predefined blueprint. If
anymismatches are found, the orchestrator stops application provisioning and reports the
mismatch right away. As a result, the low-level teams cannot modify the architectural
level of the software during the development and provisioning. Changes that require
modification on the blueprint topology cannot take place unless a consensus is made
among stakeholders on updating the blueprint and, then, pushing it into the repository to
be available for enforcement at the production. To keep stakeholders informed, reporting
is triggered on the following scenarios: (i) once a new release of the software is made
available for production; (ii) upon stakeholders’ inquiry on status of the deployed ser-
vices and how well they align to the blueprint; or (iii) on a regular basis for the purpose
of auditing and monitoring depending on corporate policy.

Practically, to keep up with the ever-growing business requirements, the continuing
changes and the complexity of an E-type software poses a need for a new way of con-
trolling the evolution and non-functional requirements. While most existing modeling
languages focus mainly on functional aspects and the behavior of a software, the pro-
posed approach helps address the non-functional aspects, giving a better visibility of the
architectural topology of a software to stakeholders with different levels of abstraction.
Distributed software development is a potential application of the proposed approach.

4 Conclusion and Future Work

4.1 Future Validation of the Proposed Approach

The approach proposed needs to be evaluated at technical and process levels. At the
technical level, Eclipse Winery2 or any other TOSCA modeling tool can be used to
design a TOSCA-based blueprint and model the non-functional requirements.

Once the blueprint is ready, it has to be validated. TOSCA-Parser3, which is an
OpenStack project, can be extended to parse and validate the blueprint along with newly
defined types and policies.

Once validated, a TOSCA-conform runtime environment is needed to deploy and
provision the application according to the blueprint. OpenTOSCA Container provides a
TOSCA-compliant runtime environment and supports the provisioning of applications.
For monitoring and reporting, the TOSCA runtime can be integrated with TOSCA-
Parser and extended to allow real time monitoring and reporting of the blueprint being
provisioned.

At the process level the approach can be validated through a development of a case
with multiple stakeholders collaborating in the setup of a TOSCA-based blueprint. By
simulating the steps of the proposed approach, a set of metrics can be developed to
evaluate its effectiveness and identify possible improvements.

2 https://winery.readthedocs.io/en/latest.
3 https://wiki.openstack.org/wiki/TOSCA-Parser.

https://winery.readthedocs.io/en/latest
https://wiki.openstack.org/wiki/TOSCA-Parser
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4.2 Summary

In this paper, we explored the potential of using the TOSCA standard for modeling non-
functional requirements. In particular, we described its potential for compliance spec-
ification and enforcement. We also proposed an approach that maximizes involvement
of stakeholders in setting up compliance specifications of non-functional requirements
in the form of a TOSCA-based blueprint. This blueprint can then be used by DevOps
teams as a base and a reference architecture through all stages of the software develop-
ment life cycle (SDLC). It can also serve as a compliance checking and reporting while
provisioning. Moreover, keeping track of changes in topologies over time is expected
to give more control over the evolution process of the software. The approach can be
useful for managing software projects, which change and grow at a high rate. Examples
are cloud native applications, whether on-premise cloud or on clouds.

Besides validating the proposed framework at technical and process levels, as
described above, it is planned to extend the application of TOSCA to modeling and
specification of other requirements including regulations and industry-specific ones.
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Abstract. The paper revisits the Internet Architecture by leveraging
Software Defined Networks (SDN) with Network Function Virtualisation
(NFV) technologies to allow efficient and on-demand placement of Vir-
tual Network Functions (VNF) on a serverless platform for energy-aware
function provisioning in edge environments. Edge computing is seen as
critical for supporting the next generation of services and applications
that demand high speeds and low-latencies though energy consumption
is a matter of concern. Serverless computing as a paradigm in virtual-
isation is considered as a low-latency and a rapidly deployable alterna-
tive to traditional virtualisation approaches. Event-triggered serverless
functions incentivise energy efficient resource usage and provide granu-
lar reporting on a function level. The research will develop a new building
block that satisfies the services performance while reducing the energy
consumption in edge environments.

Keywords: Serverless computing · Energy efficiency · Software
Defined Networks · Network Function Virtualisation

1 Context

There is proliferation of applications benefiting from edge computing solutions:
scalability, reliability, cost-effectiveness, which are being adopted in various
domains such as autonomous vehicles, traffic management, edge video orches-
tration, industrial Internet of Things (IIoT) to name a few. Edge computing
pushes the intelligence, processing power and communication capabilities of an
edge gateway or appliance directly into edge devices, ensuring it is closer to
where the data originates from, e.g. sensors.

Virtualisation servers running containers (or unikernels) are usually deployed
at multiple locations at the edge of the network. This virtualisation infrastructure
hosts not only mobile application services to execute on edge and cloud nodes,
but also other related services, namely Network Function Virtualization (NFV)
and Software Defined Networking (SDN) to reserve and set up a portion of the
underlying networking infrastructure appropriately for guaranteeing the desired
runtime behaviours for each application operating on the edge. Such deployment
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would reduce the deployment costs, and provide a common management and
orchestration infrastructure for all virtualised services.

SDNs facilitate the containerised applications and network traffic consol-
idation to optimise performance and energy consumption. Leveraging SDN
together with NFV technologies allows for efficient and on-demand placement
and chaining of VNFs, making orchestration and consolidation of services easy
and dynamic deployment of network services possible. Moreover, the considera-
tion of Virtualized Network Functions (VNFs) is key to enable 5G application
use-cases with specific processing and networking capability requirements. More-
over, a serverless computing system [4] is an ideal solution to build and optimise
any IoT operation with zero infrastructure and maintenance costs and little-to-
no operating expense [3] as it allows IoT businesses to offload all of a server’s
typical operational backend responsibilities.

Energy consumption in the Internet architecture is one of the highest oper-
ating costs. Energy is becoming even more important due to climate change
and sustainability considerations. The advent of 5G mobile-network technology
is bringing a significant increase in data traffic and the infrastructure to sup-
port it, which consequently will consume more energy. However, applications’
performance lies with not only efficient node-level execution but energy con-
sumption as well as these applications may operate in a low energy computing
environment. The energy increase coming from applications and infrastructure
calls for action. Network load optimisation and efficient resource management
are essential to ensure a reduction in total energy consumption.

2 Ambition

This research aims to reduce energy consumption of applications deployment and
operation in edge computing by addressing the challenges in resource manage-
ment to support disruptive applications through large scale connected devices
operating in low energy environments. The proposed Internet architecture reno-
vation will be able to automate the deployment, monitoring, scaling of containers
running serverless functions ensuring interoperability in an energy-aware edge
environment. To do so, it considers the SDN architecture, leveraged with NFV
to enable the network to be intelligently and centrally controlled using software
applications. Therefore, it addresses the control layer to configure the infrastruc-
ture and the application layers to support autonomous energy efficiency in edge
computing. The serverless platforms does not take into account energy savings in
resource management decisions, and to the best of our knowledge, there is cur-
rently no work that addresses performance concerns combined with availability
and energy efficiency concerns in serverless computing.

The innovation lies in the incorporation of serverless architectures with 1)
SDN controllers which are highly event-driven, modular, and concurrent (with
minimal sharing of state between the modules) 2) NFV for orchestrating VNF
as well as applications that require running short, on-demand tasks operating on
data collected from the data plane. VNFs launched and orchestrated in a server-
less manner incentivises efficient resource usage and provides granular reporting
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on a function level: functions take up the most execution time can be identi-
fied, which equals cost. This is essentially a proxy for energy usage as a unit of
(serverless) compute, making VNFs instantiation and orchestration significantly
energy and resource efficient.

The SDN controllers are a great fit for the serverless computing paradigm as
they are highly event-driven, modular and parallel [1]. Moreover, Serverless com-
puting provides a resource-efficient, low overhead alternative to Virtual Machines
(VMs) and containers, and can effectively support the NFV architecture.

Fig. 1. Proposed solution.

3 Solution: Technical Approach

Architecture. The execution of SDN modules are triggered by events coming
from the southbound API, e.g. OpenFlow as well as events received via the north-
bound API, which interfaces with network applications running on top of the
controller, e.g. security services, applications orchestration across edge resources.
The SDN controller modules in the SDN architecture are implemented as sep-
arate, stand-alone serverless functions (Fig. 1), including the flow management
on network switches, exercising direct control over the state in the switches
via OpenFlow APIs. Serverless functions are used to orchestrate multiple VNFs
for short-lived sessions. The open-source serverless platform (e.g. Apache Open-
whisk) [2] will be extended to support resource mapping and load balancing
to increase resource utilisation by distributing the function executions to avail-
able resources with the aim to minimise power consumption. A load balancing
strategy considers functions interactions by assigning the function executions
belonging to the same session to the same server. Latency sensitive communica-
tion services require careful placement of VNFs by allowing locality requirements
for grouping functions as a single application. Containers image sizes are reduced
to speed up the start of a function execution thus avoiding cold start.
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Expected Results. The research new building block is made of 1) a method-
ology combining SDN, NFV and serverless architectures; 2) placement algo-
rithms for serverless functions to minimise energy consumption; 3) the under-
lying software implementation. SDN and NFV make communication networks
adaptive and scalable. Their combination with the serverless platform provides
the required agility, robustness, and scalability for the services executed and will
1) match the demand of a service by scaling up fast to provision additional com-
pute resources for the service (even if that traffic is increasing rapidly); 2) make
efficient use of the available resources (services are never over-provisioned and
idle service capacity is released immediately); 3) require minimal configuration
and management from the developers; 4) isolate services and their provisioned
resources from each other e.g. faults and load spikes. A target reduction in energy
consumption as a Key Performance Indicator is envisaged in SDN/NFV-enabled
networks following the incorporation of the serverless architecture. This compar-
ison is drawn against a use case application as a baseline deployed and operated
on traditional network resources (non-serverless platform).
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under contract 871528 (EDGENESS Project).
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Abstract. We propose a multi-round competitive influence maximiza-
tion model for overcoming vaccination reluctance.
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1 Introduction and Context

How do you build a model that deploys influence to increase trust and overcome
reluctance when conditions and constraints are rapidly changing? This problem
can be exemplified by the 2021 COVID-19 vaccination campaign. The reasons
for an individual to be vaccine hesitant, or reluctant, are myriad, but many are
issues of trust—of the vaccine itself, or in those administering it or advocating
for it. Increased trust leads to increased engagement which in turn can lead to
increased participation. This is related to a social network influencer system [4],
and we propose a multi-round competitive influence maximization model.

Recent studies [6] indicate about 20% of the Canadian population aged 18+
are reluctant to be vaccinated1. Some of their reasons for reluctance are due to
lack of trust: concerns over proper vaccine testing, historical abuse of a marginal-
ized community by the medical profession, lack of endorsement by a community
leader or family and friends, mixed messages from a regulation agency. Some
of their reasons for reluctance are not trust-based, but are instead grounded in
reality or convenience, e.g. time of day vaccination is offered, availability of time
off work to recover, difficulty accessing clinic due to marginalized circumstances,
contraindication due to an allergy or medical condition, fear of needles or side
effects, procrastination. However, these factors tend to influence participation
more than engagement, e.g. a wheelchair user may be very engaged, but if the
vaccination clinic is not wheelchair accessible, they cannot participate.

Certainly engagement—or the lack thereof—comes from a variety of factors
in addition to trust, e.g. a sense of duty, lived experience, belief system. And with
1 Living in a rural area, or being female, are negatively correlated with willingness to

be vaccinated, whereas having a higher income and/or more education, are positively
correlated, and age is only weakly correlated [6].
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those who are anti-vaccine, it is essentially hopeless to try to create engagement.
However, in general, to increase engagement, particularly in trust-based cases,
nudging, often by influencers, is required. Furthermore the amount and type of
nudging can vary through time2.

Techniques for nudging vary. Advertisement campaigns can highlight a sense
of loss or fear of missing out. Influencers, from community leaders to social icons,
can remind their followers of the importance of participation. Other techniques
include virtual town halls with public health authorities and scientific experts,
clear messaging from government agencies, and recruitment of health profes-
sionals from marginalized communities to be the “face” of vaccination. Other,
non-trust-based techniques could be considered, e.g. lotteries, or loosening of
restrictions, although that is beyond the scope of this paper.

2 Model

Before we develop our model we outline the following assumptions: 1) through-
out the pandemic health authorities maintain generic advertisement campaigns
to sustain engagement; 2) the influence can be tailored to different segments
of the population, based on a number of factors such as age, language spoken;
3) engagement is assessed through polls, participation is measured through the
process itself, and overall success is measured through the number of vaccina-
tions; 4) once someone is vaccinated no more influence is required; 5) there is a
counter-influence from people who oppose the process and, combined with other
factors, tends over time to bring down the level of engagement for some.

Now we isolate several constraints. First, the vaccination process is supply, dis-
tribution, and time constrained, and timely delivery of vaccine both to country and
to arms are issues.Next, it is participation constrained. In particular, there is amin-
imum participation threshold to be crossed to be able to declare a success, but this
threshold must also be met across various segments of the population, e.g. across
age, gender, socio-economic, racialized groups. And, finally, it is trust constrained:
trust in the outcome, in the process itself, in the people managing it, in individual,
as well as societal, benefits. Building trust takes time, but also, conditions evolve.
Techniques that worked at one point in time, with one community, may not work
later as trust either builds or decays. As mentioned previously, trust drives engage-
ment, which should in turn translate into increased rates of participation.

At a high level we have an optimization problem subject to these constraints
whose purpose is to keep participation in line with supply at least until the
threshold has been reached, while minimizing overall cost. That problem is

2 The COVID-19 vaccination campaign has specific challenges: staggered vaccine deliv-
eries, “vaccine shoppers” (or “vaccine sommeliers” in Brazil [7]) who are picky about
which vaccine they take and additional trust issues [3], mixed messages from gov-
ernment agencies over “preferred” vaccines [2], and, of course, the fact that some
vaccines require two doses, meaning some of the nudging may need to be repeated.
We therefore consider the delivery of each dose as a different vaccination campaign
for the sake of this work
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periodic, the optimization is performed stepwise, and effects may only be mea-
surable later3. Here we focus on the subproblem of selecting influencers to nudge
participants, thereby reducing the cost related to reluctance.

Now we formalize these ideas. A campaign has a participation level target,
LPt, which is the percentage of the overall population that needs to be vacci-
nated to contribute to reaching herd immunity. The general population has an
engagement level LE , which is the percentage of people eligible for vaccination
who are in favour of receiving it. Further are reluctance level LR and opposition
level LO. Thus LE + LR + LO = 100%. We also have a participation level LPr

which reflects the percentage of the (eligible) population which has been vacci-
nated. We call LPr − LPt the participation gap. Whereas LPr is a monotonic
function, LE , LR and LO are functions of time and require periodic assessment.
To reach our target we require LE > LPr > LPt. However, a shorter term objec-
tive is to try to use all available vaccine as it becomes available, for which we
attempt to minimize the vaccination gap, through the use of influence.

We employ the following mathematical model, based on the idea of influence in
a social network. Define a directed graph where every user is represented by a node
and there are directed edges if there is potential for influence in that direction.
Following [8] we can employ a variation on the triggering model [4]. Starting with
a seed set of active nodes, then at each time step, according to a probabilistic
distribution, active nodes will activate those they have edges pointing to.

The literature [1,4] introduced the problem of influence maximization: how
to select key individuals who can exercise sufficient influence in the network to
sway enough users to a given perspective. This can be characterized as a discrete
optimization problem, and approximation algorithms can be derived for it [4].
Reference [8] explores the more general problem of a multi-round influence max-
imization problem and provides an adaptive algorithm that allows for multiple
rounds of influence, and for feedback between the rounds. The algorithm in [8]
achieves 1−e−(1−1/e)−ε approximation to the adaptive optimal solution. Finally,
there is also a multi-round competitive influence maximization problem [5] that
deals with the issue of competing interests who may exert negative influence.
This is relevant here as there may be anti-vaccination activists exerting influ-
ence. Thus we need to solve a multi-round competitive influence maximization
problem, with a few twists: 1) we use a continuous scale from 0 to 1 rather than
a binary assessment to quantify engagement for nodes, 2) there is a threshold of
engagement to guarantee participation, and 3) nodes have a decay factor where,
because of inertia, the level of engagement will diminish over time.

Based on supply predictions and a baseline distribution network, we set a
time horizon Θh, which is divided in time intervals of fixed durations and where
a total participation above the required threshold can be met. At the end of

3 The objective function is intricate to establish, as there are material costs (sup-
ply, infrastructures, workers) as well as less tangible costs (e.g., morbidity and co-
morbidity, public support, even political costs). We leave the specifics of such a
function to future work since we are concerned here with a specific subproblem:
engaging people and nudging them towards participation.



188 A. M. Foley and J.-Ch. Grégoire

every period, the current levels of LE , LR and LO are assessed and the rate of
progress of LPr is established across multiple categories. Based on these values, a
decision is made on the actions in the next period. They must be long enough for
effects to become noticeable, say, two weeks, but some actions are nevertheless
multi-period as they can take time to establish and generate significant effect.
Actions have costs of various types: expand the infrastructure, initiate a new
background campaign, organize events, etc. At the same time, influence and the
process itself must be synchronized sufficiently to mitigate engagement decay.

3 Next Steps

We have presented the problem of overcoming vaccine reluctance. The next steps
are to specify the objective function and constraints in detail and solve the
system. We could expand our inquiry to further include a cost benefit analysis,
determine how the model results change based on the cost of influencing, and
compute the social welfare maximization. We could also consider non-trust-based
factors, and this leads to other issues influencing decay, e.g. potential backlash—
if the distrustful are rewarded late in the game, does this decrease trust by those
who engaged early? The dynamic nature of the problem is key, and reflecting it
properly in the model is part of the challenge.
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Abstract. Decentralized applications (in short, DApps) built on
blockchains are disrupting the digital commerce foundations by pur-
suing new business models based on trustless, decentralized transac-
tions, where intermediaries and central authorities are discarded. One
of those emerging means are the digital tokens, certificates emitted and
exchanged on the blockchain to provide digital representations of assets,
which grant to the owners specific rights that are publicly verifiable
by smart automatic contractual types of arrangement called smart con-
tracts. Due to the increasing complexity of commercial mechanisms, a
clear unambiguous description of commercial participants and of their
in and out of blockchain activities, on top of which trustworthy and
affordable ecosystems are constructed, is demanded. To face the chal-
lenges that digital commerce nowadays poses on realizing such ecosys-
tems, the ONTOCHAIN consortium has funded a third-party research
and development project named POC4COMMERCE. In this paper, we
discuss the advancements of the project, giving insights into the approach
and the best practices adopted by the developing team, to build a suite
of ontologies modelling representative entities of the digital commerce
ecosystem such as commercial participants and assets traded leveraging
the Ethereum blockchain.

Keywords: Semantic web · E-commerce · Blockchain

1 Introduction

Does today’s e-commerce (that is, the technological support to commerce, including
the surrounding ecosystem of assets, actors, supply chains, infrastructures, and
blockchains) attain the goals of sustainability, resilience, and trustworthiness?

We contend that the present answer to this research question is not fully
positive, hence the motivation that sparks off the ongoing experimental activities
discussed in this paper.
c© Springer Nature Switzerland AG 2021
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The overarching assumption supporting our research and developments is
that the fundamental enabler for the goals outlined above is an expressive and
disambiguating semantic representation. This motivates the scientific and techni-
cal methodology taken, of making available and exploiting a hierarchy of ontolo-
gies. While these ontologies should at least represent essential features such as
mechanisms to determine price or produce individual trust values, they certainly
ought to cope with blockchain technology, which is increasingly being leveraged
to support commerce through its inherent immutability.

Taking the semantic approach to represent real-world uses of the blockchain
lies precisely at the core of ONTOCHAIN [4], which has funded a third-party
research and development project named “Making ONTOCHAIN practical for
e-commerce” (POC4COMMERCE, in short). The core team executing the
project also authors the present paper. POC4COMMERCE aims at making
ONTOCHAIN practical and, at the same time, proof of concept—specifically
for the e-commerce vertical domain, though with continuous attention at desir-
able generalisations on other domains. This paper outlines POC4COMMERCE,
with its approach and objectives, and discusses the current status of the project.

In short, the project delivers three layers of ontological description, and the
design of a search engine. The scientific and technical methodology entails leverag-
ing an ontology of agents, OASIS, previously published by the team [2,3], in addi-
tion to other ontologies such as BLONDiE [8], for representing blockchain con-
stitutional elements, and GoodRelations [5], for commercial offerings. Currently,
the most two representative ontologies for blockchain, namely, the BLONDiE and
Ethon [6] ontologies, provide very limited representation capabilities of blockchain
smart contracts and tokens, thus preventing a deep and clear understanding of the
operations carried on the blockchains. Indeed, the main progress beyond the state
of the art is an ontological representation of ONTOCHAIN stakeholders up to
Ethereum by the “mentalistic notion” of agent behavior [1], namely through their
operational semantics, that is applied to smart contracts and tokens, delivering
a clear description and, as consequence, indexing of blockchain activities, thus
building a new generation of distributed applications (DApps).

The POC4COMMERCE ontological stack is populated and validated with
real-world data, hence increasing overall confidence. The general impact of
POC4COMMERCE on the various e-commerce stakeholders is expected to be
huge thanks to the production of the foundational grounds for a marketplace and
to the drastic enhancement of its interoperability, both internally, among its key
components, and externally, with other marketplaces, supporting the coherent
design of additional software agents in the future.

At the time of this writing, the ontological stack is completed at 95%, with
the inclusion of Digital Identities, Supply Chains and Quality Valuation in the
foundational level, of Auctions, Offerings and Price Determination at the com-
merce level, of Tokens and Smart Contract at the blockchain level. Of course,
the hierarchy is mindful of the state of the art, hence appropriately leverag-
ing the above mentioned foundational ontologies OASIS, GoodRelations, and
BLONDiE, each at the appropriate level. Consistency check of the ontologies
has been carried out by exploiting the most widespread reasoners. In addition,
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competency questions have been defined and implemented through SPARQL
queries to verify whether the ontologies are truly being developed towards the
project objectives and are reaching the stated representational goals.

The working use cases concern an apple producer who wants to publish their
offer of a batch of apples. The use cases also include a potential buyer who is
interested in finding an offer matching her personal needs, in deciding whether
to purchase it and in understanding how to carry out the entire transaction. The
project is on time and is not experiencing significant risks.

This paper is structured as follows. Section 2 reports the main concepts and
goals behind POC4COMMERCE; Sect. 3 presents our solution and Sect. 4 dis-
cusses it over a real-world use case. Then, Sect. 5 outlines the impact that comes
from the adoption of POC4COMMERCE, and Sect. 6 draws some concluding
remarks.

2 Concept and Objectives of POC4COMMERCE

In order to promote a sustainable, resilient, and trustworthy e-commerce by
defining it over the ONTOCHAIN ecosystem, the POC4COMMERCE project
leverages an ontological approach consisting in a hierarchical semantic modelling
towards the effective and efficient interoperability of blockchain technology with
the e-commerce domain, enforcing the contribute of blockchain technology to
a sustainable, resilient, and trustworthy e-commerce. The POC4COMMERCE
project aims to address the challenge of developing a consistent, unambiguous,
and shared semantic model supporting the interoperability of the heterogeneous
stakeholders, ranging from the blockchain ledger elements to the relevant software
agents and, ultimately, people. The project moves towards four main steps. The
first step consists in deploying an ontology, namely the ontology “OC-Found”, cov-
ering all relevant stakeholders in the ONTOCHAIN ecosystem and offering a base-
level support to their interoperability. These comprise, but are not limited to, the
blockchain ledger, including constitutive elements such as accounts, nodes, blocks,
transactions, fungible, non-fungible, and semi-fungible tokens, smart contracts,
services, and actual end-users, that is, people and organizations. The second
step involves the construction of the ontology “OC-Commerce”, specialising OC-
Found on the e-commerce vertical domain. OC-Commerce exploits the OC-Found
definitions to represent the specific stakeholders of the business and e-commerce
activities carried out on the ONTOCHAIN ecosystem. Then, the ontology “OC-
Ethereum”, specialising OC-Commerce on the Ethereum blockchain environ-
ment, is defined. OC-Ethereum exploits the OC-Commerce definitions to repre-
sent the specific stakeholders of the Ethereum blockchain, in particular smart con-
tracts and token representations compliant with standards ERC721, ERC20, and
ERC1155. Finally, on top of the ontological stack, POC4COMMERCE designs
a commercial software API, namely “OC-Commerce Search Engine” (OC-CSE,
in brief) implementing a search service that enables end-users to conveniently
find goods, products, and services in a semantic-enabled marketplace. It stands
on the solid grounds provided by the full underlying ontology, thus leveraging the
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semantic interoperability of all involved stakeholders. During the developing of
the ontological stack, the most widespread ontology metric criteria [7] have been
adopted, which are necessary to evaluate ontologies both during the design and
implementation phase, thus allowing for fast and simple assessment of ontologies
while ensuring the suitability of the ontologies. Appropriate competency ques-
tions are defined and applied side by side with the development of the ontological
stack: competency questions constitute questionnaires in natural language and are
implemented in the SPARQL [9] query language, which helps to clarify the con-
text and the scope of ontologies. Finally, OWL 2 compliant reasoners are executed
on the ontologies, to verify their consistency, and real-world datasets provided by
partners are used to validate them.

3 The POC4COMMERCE Solution

POC4COMMERCE describes an interconnected and interoperable digital com-
merce through three ontological layers modelling different degrees of knowledge.
POC4COMMERCE is fully aware of the modern literature and embraces it
in an ontological engineering process to promote an interoperable and sustain-
able shared e-commerce in the ONTOCHAIN ecosystem. The project takes a
hierarchical ontology approach to deliver an ontological stack with three dis-
tinct building-blocks that practically port ONTOCHAIN to the e-commerce
vertical domain. The first ontological layer provides a formal description of all
ONTOCHAIN ecosystem stakeholders through the OWL 2 ontology OC-Found.
Although ontologies for representing agents have been available since 2008, they
are strictly focused on specific contexts, such as the Internet of Things, or tied to
application domains, such as economy or health-care. OC-Found also provides
a formal specification of how participants interact, exchange information, take
decisions, and establish plans, provisions, and obligations. Therefore, OC-Found
provides a high-level, consistent, broad representation of ONTOCHAIN stake-
holders, in particular of ONTOCHAIN agents and their functionalities, which are
described through the mentalistic notion of agent behavior implemented by the
ontology OASIS. OC-Found provides a “semantic glue” for unifying the diversity
of development technologies and communication standards, the large availability
of architecture, hardware, software, and technologies of different types underly-
ing the ONTOCHAIN ecosystem, hence favouring their interoperability.

The second ontological layer, that is, the OWL 2 ontology OC-Commerce,
provides a full and comprehensive model of commercial agents and activities,
goods, products, offerings, and services related with business and commerce.
OC-Commerce describes how market activities are carried out by absorbing and
extending the ontology for commerce GoodRelations by the general character-
ization of stakeholders introduced by OC-Found. OC-Commerce represents a
unifying level for all the commercial activities carried out in the ONTOCHAIN
ecosystem, regardless of the vendor and buyer sale channels.

The third ontological layer is the OWL 2 ontology OC-Ethereum special-
izing OC-Commerce and, hence, OC-Found. OC-Ethereum continues the men-
talistic approach innovatively on Ethereum, thus it fully specifies the building
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blocks of the Ethereum blockchain such as accounts, nodes, blocks, transac-
tions, fungible, non-fungible, and semi-fungible tokens compliant with standards
ERC20, ERC721, ERC1155, respectively, as well as smart contracts, the latter
being defined through the guidelines drawn by the conceptualization of agents
in OC-Found. OC-Ethereum is exploited to share knowledge and services over
Ethereum in a coherent, consistent, and fully interoperable way, thanks to the
full definition of the semantics at ontological level.

This ontological core of POC4COMMERCE is exploited to design the OC-
Commerce Search Engine (in short, OC-CSE), explaining how an ONTOCHAIN
digital platform for commerce works by providing a shared and common seman-
tic tool to profitably find goods, products, information, and services, meeting the
end user requirements and published by the wide array of ONTOCHAIN com-
mercial participants in the provided ontological knowledge base. OC-CSE enables
the interoperability of commercial parties whose businesses would have been dis-
connected otherwise, favouring the spread of products and services through the
ONTOCHAIN ecosystem and reducing economic inefficiencies.

4 Use Cases

A classical POC4COMMERCE use case is illustrated in Fig. 1, which depicts a
green apples vendor, AppleBay, who wants to sell her assets by granting to the
buyer Bob an Ethereum ERC721 compliant non-fungible token (NFT), which
assigns ownership rights of the specific batch of apples purchased. A suitable
Ethereum smart contract is published to mint and transfer ERC721 compliant
tokens of apple batches. The user Bob would purchase apples using FIAT currency
through a digital payment platform such as PayPal. To complete the purchase, the
token corresponding to the apples batch bought by Bob is minted and transferred
to the buyer’s Ethereum wallet as a proof of quality and quantity of the product
purchased and of the payment received by the seller. Then, the product shipment
process is finalized through the shipment service chosen by the seller.

Initially, to join the commercial ecosystem, both the participants AppleBay
and Bob publish the OC-Found-compliant ontological representation of their
digital identities in the semantic knowledge base.

Next, AppleBay publishes the ontological representation of the service to be
deployed by generating a fragment of OC-Found, representing the green apple
selling service and a fragment of OC-Ethereum describing the smart contract
releasing NFTs of apple batches. In this phase, specific APIs may assist AppleBay
to semi-automatically build the required ontological representations. From now
on, the supply chain of AppleBay is semantically described and publicly available
through the ecosystem, and offerings concerning the marketable assets can be
generated on request. The seller generates an ontological representation of the
offering concerning the asset as a fragment of OC-Commerce, connecting it with
the related supply chain constituted by the payment agent, the smart contract
releasing the NFT, and the shipping courier. Such a representation depicts the
distribution mechanisms provided by AppleBay, which are finally searchable by
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potential clients such as Bob. Above them, the apple seller manifests the promise
that each time an offering is accepted and the related payment is completed, the
seller mints and transfers to the buyer the related NFT.

Bob can rely on the OC-CSE search engine to find the desired product.
For instance, Bob would search for a service realising NFTs, corresponding to
apples batches as a proof of purchase. The search engine generates the SPARQL
query describing Bob’s requirements and submits it to one of the triple stores
available so as to probe the repository for the desired results. Since AppleBay is
a vendor corresponding to Bob’s requirements, the available offerings produced
by AppleBay are then presented to Bob by means of one of the standard RDF
serializations. Bob now has the required information to complete the purchase
or, alternatively, he may invoke a quality valuer to estimate the reputation of
AppleBay, the number of NFTs already sold, or the age of the service. Once the
purchase is completed, Bob can assess his experience by evaluating the offering,
the asset, or the agents involved in the transaction, thus contributing to the
trustworthiness of the ecosystem.

Fig. 1. A typical POC4COMMERCE use case.

5 POC4COMMERCE Impact

POC4COMMERCE contributes to many aspects of the ONTOCHAIN ecosys-
tem. The POC4COMMERCE ontologies make the ONTOCHAIN ecosystem
readily functioning to build a sustainable, interoperable, and trustworthy
e-commerce environment for people and software to work together. The ontol-
ogy OC-Found provides a unifying canvas for all ONTOCHAIN participants and
relationships among them, a substrate describing and connecting what really
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exists, with the relevant stakeholders interoperating coherently in a heteroge-
neous context. OC-Found also lays the grounds for the semantic interoperability of
potentially innumerable domain-specific ontologies for the ONTOCHAIN ecosys-
tem, such as those for eScience, eEducation, eHealth, eGovernment, e-commerce,
eTourism, and eInfrastructures. OC-Commerce impacts on how digital commerce
is carried out in the Web 3.0 and beyond. Commerce on the digital representation
of products requires affordable marketplaces, where sellers and buyers may freely
choose the services associated with their business activities. There are significant
costs to select the required features of goods, e.g., where they are produced and
stored, and how they can be moved to the consumer: inevitably, such costs con-
cur to the business costs, namely to the final price paid by consumers. Therefore,
the results of POC4COMMERCE contribute to a shift towards a novel micro-
economic model, where individuals and companies cooperate and coordinate, by
deciding the allocation and utilization of resources, and the subsequent effect on
price, demand, and supply merely upon the basis of personal choices and with-
out the intermediation of third-parties. It opens up new business opportunities
for companies of any size because the absence of price profiteers reinstates the
equilibrium of the relation of demand and supply that determines the competi-
tive capability of any organization—thus re-establishing their decision power in
setting the price of goods and services. Such principle is strengthened by decen-
tralized marketplaces that directly connect consumers and sellers. For this reason,
OC-Ethereum promotes the concept of a semantic blockchain that conjoins the
high level of trustworthiness and transparency of a decentralized public ledger,
where economic parties interact with their own rules: no restrictions imposed
by third parties and a machine interpretable representation of the knowledge is
retrieved by meanings and not just by spellings. A semantic blockchain implies
that smart contracts can be referenced without pre-existing knowledge of their
deployment and of the underlying programming code: their functionalities are
fully specified by formal and machine-understandable representations, thus real-
izing an interoperable environment, where off-chain services interact with appli-
cations lying potentially on any blockchains such as Hyperedger Fabric, NEO,
ONTology. POC4COMMERCE is a success story about the application of ontolo-
gies to huge-scale business applications such as e-commerce, boosting the practical
impact of the ONTOCHAIN ecosystem in this domain.

6 Conclusions

We presented the advancements and the general solution provided by the
project POC4COMMERCE, funded by the ONTOCHAIN consortium, which was
launched in 2020 by the European Commission’s Next Generation Internet initia-
tive. The POC4COMMERCE project leverages a hierarchical ontological stack
in order to semantically represent and conjoin blockchain technologies with the e-
commerce domain. The POC4COMMERCE stack is constituted by three ontolo-
gies, a) the ontology OC-Found, describing participants, digital identities, and
valuation mechanisms that exploit the agent-behavior oriented representation
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mechanisms provided by the ontology OASIS; b) the ontology OC-Commerce,
inheriting OC-Found and adopting and extending GoodRelations to provide sup-
ply chains associated with offerings, auctions, and price determination mecha-
nisms; c) the ontology OC-Ethereum, inheriting OC-Commerce and hence OC-
Found, and extending BLONDiE to define Ethereum tokens and smart contracts,
in particular the ones associated with commercial transactions.

At the time of this writing, the ontological stack is almost fully implemented,
whereas tests on real-word data are going to be developed. The next step will
consist in designing on top of the ontological stack the search engine OC-CSE,
a common semantic tool enabling ONTOCHAIN users to profitably find goods,
products, information, and services, meeting their requirements.
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Abstract. CopyrightLY focuses onbuilding an authorship and rightsmanagement
layer for the ONTOCHAIN ecosystem. It provides a set of services to claim
authorship, on both content and data. Moreover, it also makes it possible to attach
reuse terms to these claims, which state the conditions to reuse the associated
data or content. This authorship and rights management layer will constitute the
foundation for future services built on top of the ONTOCHAIN ecosystem, like
social media copyright management, media monetisation through Non-Fungible
Tokens or specialised media and data marketplaces.
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1 Introduction

CopyrightLY is a decentralised application that leverages blockchain and semantic web
technologies to facilitate copyright management. It is being developed as part of the
ONTOCHAIN1 NextGeneration Internet software ecosystem to serve trusted knowledge
and information needs and funded by the European.

CopyrightLY aims to provideONTOCHAINwith a content ownership and copyright
management layer. Its main use case is by being integrated into existing social media
platforms and allows content creators to exploreways to exploit theirmedia beyond those
made possible by those platforms. It also provides potential re-users ways of checking
authorship of the content they are willing to reuse and the conditions under which it is
available.

To do so, content on social media platforms is linked by creators to on-chain author-
ship claims tied to their identities. Additional evidence can be provided combining off-
chain data and on-chain transactions to sustain those claims. Thus, they can be used in
case of a copyright complaint, even as evidence in court. This approach also discourages
false claims, which cannot be retracted once on-chain.

Authorship claims are accompanied by default reuse conditions modelled using
semantic technologies and based on a copyright ontology. They provide the necessary
and unambiguous building blocks that also make the terms machine-actionable. Reusers

1 http://ontochain.ngi.eu.
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can negotiate these terms and, after acceptance, on-chain transactions are generated to
keep track of the agreed terms.

The rest of the paper is organised as follows. Section 2 presents the state of the art
regarding blockchain technologies for copyright management. Then, Sect. 3 presents the
proposed approach focusing on its architecture. Highlights about CopyrightLY’s imple-
mentation are provided in Sect. 4, including token-based incentives to curate authorship
claims, reuse offers negotiation and copyright reasoning based on semantic web tech-
nologies and the Copyright Ontology. Finally, Sect. 5 presents the conclusions and future
work.

2 State of the Art

Distributed Ledger technologies are being applied to almost any conceivable domain,
from logistics [1] to renewable energy production management [2]. In all cases, in
addition to the technologies specific to the distributed ledger itself, developers face
issues related to information management and integration similar to those faced by Web
applications. In this regard, Semantic Web technologies are well-positioned to solve this
kind of issues, and have been even used to model the key concepts in one of the main
distributed ledgers, Ethereum’s EthOn [3].

Efforts in this direction are quite recent and there is little literature regarding pro-
posals similar to CopyrightLY’s. One similar proposal [4], which also aims to facilitate
copyright protection of social media content, proposes a blockchain framework with
smart contracts to protect social media contents using IPFS, a decentralized file storage
system [5]. Content uploaded to IPFS is securely stored using a secret sharing scheme.
This is combined with a robust hash for images, a method of hashing images that is
resistant to modification, rotation, colour alteration. The objective is to make it possi-
ble to detect near copies and block the registration of images that might be copies of
previously registered ones.

Unfortunately, no further information is provided about the robustness of this algo-
rithm and its implications from a legal standpoint when infringements are not properly
detected or un-infringing content is considered otherwise. Moreover, though the use of
smart contracts is mentioned as the way to ask permission to reuse registered images,
no further details are provided about these smart contracts or the way reuse terms are
negotiated and then stored on-chain to provide trust to those agreements.

Another similar proposal [6] is a system to fight intended or accidental image copy-
right infringement in social media platforms, mainly when professional images are used
to increase the impact of posts. Photographers can use it to register their photos and
re-users can use it to check if the image they want to use is copyright protected or not.

The main contribution of this paper is an algorithm that can extract a signature
that is resistant to different levels of JPEG compression. The signature is stored on the
blockchain along with the identification data of the copyright owner. It can be then used
to detect copieswhen someone tries to register the same or a similar image, as determined
by the algorithm. The algorithm can be also used by re-users to check if an image is
already registered. In that case, the system allows the purchase of the right to use the
photo.
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However, the paper does not consider mechanisms to deal with situations when
the registration considered a copy is in fact the original one, giving rise to potential
complaints. Moreover, the paper focuses just on the detection mechanism and little
details are provided about how registrations are stored on-chain, or how reuses are
negotiated and managed using the smart contracts that are mentioned.

Regarding semantic technologies, CopyrightLY is based on previous work by some
of the authors and applying Semantic Web technologies for the copyright management
domain, the Copyright Ontology [7].

3 Approach

CopyrightLY is based on the combination of a set of Ethereum [8] blockchain smart
contracts that manage authorship claim, complaints and reuse terms, including offering,
negotiating and agreeing on these reuse conditions. These smart contracts are connected
with decentralised storage and off-chain media and data through a set of oracles that
connect it to the main social media and data-sharing platforms.

The proposed solution is also based on a web application providing frontend and
backend components that interact with the previous smart contracts and oracles, includ-
ing a wizard to assist users when defining reuse terms. A separate semantic applica-
tion collects the semantic representation of all on-chain events to provide services like
checking if intended content or data reuses are allowed by previously registered reuse
agreements or offers.

Finally, to facilitate interoperability and dealing with a complex domain as copyright
management, CopyrightLY is based on the use of semantic technologies and the formal
conceptualisations provided by the Copyright Ontology.

3.1 Proposed Architecture

The central part of the CopyrightLY’s architecture is on-chain and based on a set of
smart contracts, as shown at the centre of Fig. 1. The smart contracts take care of
registering Manifestations (i.e. authorship claims), Complaints (to denounce authorship
claims potentially fraudulent) and Reuses (used to attach reuse terms to a manifestation,
including the initial offer, the negotiation steps and the final reuse agreement, if reached).

Authorship claims and complaints are supported with evidence. The simplest kind
of evidence is based on files uploaded to decentralised storage, managed by the Upload-
Evidence smart contract that registers and links them to manifestations and the accounts
triggering the transaction. All the previous smart contracts make use of decentralised
storage based on IPFS to store manifestations, complaints or evidence content (data or
media) plus the serialisation of the reuse terms, in the case of the Reuses smart contract.

The rest of the smart contracts are the on-chain part of oracles responsible for assert-
ing on-chain off-chain information about social media platforms (YouTube, Twitter,
Facebook…) or dataset marketplaces. For datasets, the oracle brings on-chain the water-
mark that identifies the dataset. For socialmedia platforms, the oracles verify information
about social media assets through the corresponding APIs, like YouTube’s API to verify
that a predefined identifier has been added to a video description. This allows checking
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Fig. 1. Proposed architecture for CopyrightLY, including a layer of smart contracts operating on-
chain (centre), a set of oracles based on iExec bringing off-chain data (left) and a front-end and
API interfaces also managing user credentials (right).

that a certain on-chain account has control over the corresponding off-chain social media
assets or datasets. The oracles infrastructure is based on iExec2, a decentralized network
giving applications access to trusted off-chain computation and data.

Consuming all this on-chain infrastructure, there are 3 main off-chain components.
First of all, a creator identity based on a wallet that links the accounts used to interact
with the blockchain with verifiable credentials3. This component takes care of storing
in a private and self-sovereign way the credentials issued to the on-chain identities
managed by the user. The user can request that third parties issue these credentials after
some sort of verification process. In the case of CopyrightLY, the objective is to have
both credentials about control of social media profiles (extensible to dataset repository
platforms) and legal identities (required in case of litigation).

Additionally, there is an application backend that monitors blockchain events to
keep track of the on-chain state without requiring connecting to the blockchain and also
provides enhanced andmore performant services. Currently, it is based on TheGraph, an
indexing protocol for querying networks like Ethereum and IPFS. Itmakes amodel of the
on-chain state for a set of smart contracts available through an API for third parties. For
CopyrightLY, these are mainly other ONTOCHAIN projects but also initiatives outside
the ecosystem. The API facilitates building vertical applications like social media, NFTs
or data marketplaces.

2 https://iex.ec.
3 https://www.w3.org/TR/vc-data-model/.

https://iex.ec
https://www.w3.org/TR/vc-data-model/
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Finally, there is a last component where semantic representations of on-chain state
and reuse terms from IPFS are stored in a semantic repository. This component features
the semantic querying and reasoning capabilities required to process reuse terms mod-
elled using the Copyright Ontology. It provides an API that gives access to features like
checking if an intended reuse is allowed by the current pool of agreements.

4 Implementation Highlights

The proposed architecture is being implemented following an agile methodology in the
context of the ONTOCHAIN project. It is possible to follow the development process,
get access to the source code and test the current version of the application from the
project’s dashboard4. The following subsection highlight some of the most relevant part
of the project, including the incentives mechanisms to curate authorship claims, how
reuse offers and modelled and negotiated and, finally, how semantic technologies and
ontologies are applied to enable copyright reasoning.

4.1 Incentives to Curate Authorship Claims

One of the biggest issues detected in the state-of-the-art proposals analysed in Sect. 2
is that registering content on-chain does not provide any guarantee about its validity. It
might be just the action of someone with access to a digital copy of a creation, but not
necessarily the original creator. To deal with these false authorship claims, CopyrightLY
leverages an incentivemechanism based on a tokenwith economic value, the CLY token,
and requires creators to stake an amount of this token together with their authorship
claims, as shown in the upper left part of Fig. 2.

Authorship claimers risk losing their stake. Other creators can complain about exist-
ing claims. Like original claimers, they can also provide supporting evidence to convince
other users to support their position with additional stake, as the side with more stake
wins the other side stake and shares it proportionally to their stake. However, to avoid
that players with big CLY token stakes dominate the play, an appeal mechanism based
on an external arbitration court is also considered, especially a blockchain-based on like
Kleros5.

4.2 Reuse Offers, Negotiation and Agreements

Reuse agreements, and negotiations, aremodelled on-chain by theReuses smart contract,
shown as part of the architecture in Fig. 1. This contract firsts models each reuse offer
as a new entry of the Reuse structure, shown in Fig. 3, which initially just points to the
address of the content ownermaking the offer and contain just oneNegotiation Step. That
Negotiation Step points to the reuse conditions of the initial offer, which are serialised as
JSON-LD and stored on IPFS. The content hash is used on-chain and the content owner
has signed the transaction generating this first step.

4 https://github.com/rhizomik/copyrightly/wiki.
5 https://kleros.io.

https://github.com/rhizomik/copyrightly/wiki
https://kleros.io


204 R. García et al.

Fig. 2. Tokenomics of the CLY token to incentivise the curation of authorship claims.

If there is a negotiation, the proposed terms are serialised as JSON-LD6, stored on
IPFS and the hash pointed out from a new negotiation step. The steps counter corre-
sponding to the Reuse is increased so it points to the last step. This process can continue
as long as both parties do not agree on a common set of conditions. Every time a new
step is added, the proposer has to sign the corresponding transaction introducing that
new step and thus it is considered signed by that side of the negotiation process.

When one of the parties agrees on the conditions stated by the other party in the last
negotiation step, an agreement is reached. This means that both parties have signed the
terms linked to the agreed step through the corresponding transactions. Additionally, the
time stamps for each transaction are also kept. Altogether, it is possible to retrieve all
the components of the agreement (including the negotiation history) from the Reuses
smart contract data structures.

4.3 Copyright Reasoning

CopyrightLY is based on semantic technologies and particularly ontologies, formal and
explicit representations of shared conceptualisations. The main building block at the
conceptual level is the Copyright Ontology7, which includes:

6 https://json-ld.org.
7 https://rhizomik.net/ontologies/copyrightonto.

https://json-ld.org
https://rhizomik.net/ontologies/copyrightonto
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Fig. 3. Implementation of the Reuses smart contract to support reuse negotiation and agreements.

• Creation Model: the different shapes of copyright creations along their lifecycle
(Manifestation, Performance, Recording…).

• Rights Model: the legal constructs regulating what actions are favoured or restricted.
Different legal systems can be represented, from generic ones geared towards world-
wide harmonisation like those proposed by the WIPO8 to those in particular legal
regimes.

• ActionsModel: the finer level ofmodellingwhere copyright actionsmoving creations
along their lifecycle are represented (manifest, perform, record, communicate…)
together with actions’ dimensions (who, what, when, where…).

The ontology defines the previous concepts so they can be used to represent specific
content value chains. Based on them, license evaluation is implemented using SPARQL
queries that check if the different dimensions of an intended reuse (like who, what,
when, where…) do fit with existing agreements. Matches can be direct, like that the
content or data to be reused has a particular identifier (or content hash). Matches can
also be indirect, for instance, if the re-user (who) is a member of the organisation that is
authorised to reuse.

5 Conclusions and Future Work

As shown in the previous sections, CopyrightLY provides an authorship and rights man-
agement layer to the ecosystem built as part of the ONTOCHAIN H2020 project. It will
provide a set of services to claim authorship, on both content and data. Moreover, it will
be also possible to attach reuse terms to these claims, which will state the conditions to
reuse the associated data or content.

This authorship and rightsmanagement layerwill constitute the foundation for future
services built on top of the ONTOCHAIN ecosystem, like social media copyright man-
agement, media monetisation through Non-Fungible Tokens or specialised media and
data marketplaces.

8 World Intellectual Property Organization.
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Abstract. Blockchain is currently one of the most popular technologies, pro-
viding privacy, transparency and trust. However, until now, it does not take into
consideration the large amount of existing data and standards for decentralized
data distribution and processing on the Web, that would leash new opportunities
and business innovations for this emerging technology. Moreover, according to
the vision of the Semantic Web, a key concept lies on data (semantic) annotations,
querying and interlinking. Nevertheless, exporting knowledge resulting from dif-
ferent and possible interlinked blockchain networks, is still a major challenge. To
address the aforementioned challenges, we propose ISLAND, a modular frame-
work that is set to expose a unified abstraction layer to any data consumer that
aims to infer meaningful knowledge from blockchain generated data, while at the
same time enabling the semantic interoperability of them. In addition, a smart
manufacturing use case scenario is presented as well as the potential business
impacts are discussed.

Keywords: Semantic blockchain · Linked data ·Machine learning

1 Introduction

Blockchain is one of the most innovative and popular technologies nowadays. After it
was first introduced by Satoshi Nakamoto, it became known from the rise of cryptocur-
rencies [1], but soon the scientific community realized its value and started applying it
in other fields, such as manufacturing [2], energy [3] and more [4], taking also care in
security and privacy issues [5]. In particular, blockchain refers to a data structure, where
various forms of data and smart contracts are stored, which are classified into a list of
blocks [6, 7]. It is a decentralized network, managed by a peer-to-peer (P2P) network
that complies with a protocol for communication between the nodes [8].

© Springer Nature Switzerland AG 2021
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Moreover, blockchain environments generate large volumes of distributed data that
are publicly available due to their transparent and immutable properties. Even though
blockchains are considered a fundamental building block in Web 3.0, they lack software
standards that can lead to the emergence of a global, open, interoperable, and semanti-
cally rich data-space [9]. The creation of such an interoperable internet and knowledge
exchange has been envisioned by Web 3.0, however, it does not yet have the appropriate
tools for its pragmatic implementation and development [7, 10].

Furthermore, according to the current state-of-the-art, exporting knowledge resulting
from different blockchain networks, is a major concern. In particular, the latter is not yet
feasible since several challenges are present, such as: i) processing the data, ii) querying
the data, (iii) inter-linking data; (iv) integrating the data under a uniform data model; (v)
opening the data; (vi) annotating the data and finally in (vii) extracting knowledge [4,
10].

In this paper, we propose the ISLAND framework which aims to address major
challenges such as the ones described above. The contributions of this paper include:
i) the description of the proposed interlinked and interoperable semantically enriched
blockchain data framework, ii) a smart manufacturing use case scenario, of how such a
framework can be leveraged in complex real-world systems and iii) potential business
impacts.

It is highlighted that the ISLAND architecture has been proposed and selected for
funding during the open call of the European Commission project ONTOCHAIN, under
the Horizon 2020 framework [11].

The paper is structured as follows: Sect. 2 gives an overview of the current state-of-
the-art and how the ISLAND framework contributes beyond that. Section 3 describes the
high-level architecture and themain functionalities of the ISLAND framework. Section 4
presents a use case scenario, while potential business impacts are also identified and
discussed in Sect. 5. Finally, Sect. 6 summarizes and concludes the paper.

2 State of the Art and Beyond

Blockchain technology provides a decentralized architecture with privacy, transparency
and trust but it should also take into consideration the large amount of existing data and
standards for decentralized data distribution and processing on the Web. A key concept
design of the Semantic Web vision is the semantic annotation of the data and that are
easily queried and interlinked.According toMikroyannidis et al., a SemanticBlockchain,
which promotes interoperability between Blockchain networks and the Semantic Web,
is needed to get the best out of both technologies [9]. Furthermore, Semantic Blockchain
enables the mapping of smart contracts on the blockchain to contextual data about the
corresponding data [9].

Towards that direction, Ugarte and Boris introduced a Blockchain Ontology with
Dynamic Extensibility [12]. BLONDiE is an OWL ontology for defining the native
structure of the blockchain and related data. It covers the two most currently used
blockchain protocols (Bitcoin and Ethereum). An example of its abilities is that it is
capable of connecting an individual to account data from Bitcoin and Ethereum. More-
over, English et al., demonstrated how blockchain technology can lead to the creation of
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a more stable Semantic Web, while also a context in which the Semantic Web is utilized
to improve blockchain technology itself [13]. Furthermore, Baqa et al., highlighted the
fact that although Smart Contracts (SC) are open to the public, it is challenging to dis-
cover and utilize such SCs for a wide range of usages since they are compiled in the
form of byte-codes without any associated metadata [14]. The latter have motivated the
authors to propose the idea of Semantic SC (SSC), a solution that incorporates semantic
Web technologies in SCs, which are deployed on the Ethereum Blockchain network, for
indexing, searching, and annotating the deployed SCs.

To address the aforementioned challenges and extend the current state-of-the-art,
ISLAND focuses on enabling semantic interoperability services for the blockchain
technology and beyond. More specifically, ISLAND capitalizes and enhances software
blocks brought by enterprises, as background knowledge, to provide a set of tools that
would facilitate users to extract pieces of unstructured data from blockchain networks,
annotate them with semantic knowledge from Ontologies, and make them interoperable
with the use of graph-based formats. Additionally, an innovative idea of the ISLAND
framework, lies also in the introduction of the novel Reinforcement Learning algorithm
which supports knowledge extraction from large graph sources, based on user requests.

3 Proposed Architecture

ISLAND’s high level architecture, which is depicted in Fig. 1, consists of several com-
ponents. Specifically, it incorporates the crawling and indexing services, the Seman-
tic Annotation Module, the AI Knowledge Extraction Module and the Storage and
Retrieval services. These components represent stages of heterogeneous data in the
whole blockchain’s lifecycle.

Raw data from various data sources are monitored by ISLAND’s indexing and
crawler services. Such data sources will be: (a) on-chain data (emit events from smart
contracts or block data), (b) external data streams (IoT devices) and (c) external linked
data (labeled property graphs). ISLANDs Crawling Service will be used in order to
retrieve the required information that triggers a contractual agreement in a smart con-
tract. However, because of the expected heterogeneity of the data sources, an extra layer
which would act as the abstraction layer between those data sources and the ISLAND
network is necessary. This component is depicted and referenced as Connectivity Man-
ager in Fig. 1. The objective of the ConnectivityManager is to streamline the APIs of the
heterogeneous data sources into one API for the Indexing Service to use, thus allowing
the framework to be agnostic to the wide variety of data sources APIs.

The raw data from various data sources are streamed into the Semantic Annotation
Module. These streams are likely to be poor in terms of their semantic annotations
and data structure. Depending on the instantiation of the module, and the domain in
hand, a Human Annotator “cherry-picks” terms from various vocabularies with different
granularity or expressiveness to semantically annotate a sample of the data. In doing so,
human annotations from the sample data are used to train a machine learning engine that
can recommend future semantic annotations on similar data. At the same time, Human
annotators can point ISLAND’s SemanticAnnotationModule to a set of open knowledge
graphs for inferring semantic terms on entities and their attributes that potentially match
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to their domain of interest. By observing such annotations, the tool will improve its
training thus recommending relevant semantic terms that are likely to be closer to the
requirements of the user. The result of this process will be the generation of a final graph
dataset that is semantically annotated, but not interlinkedwith external knowledge graphs
and stored within the ISLAND’s Distributed Database.

Fig. 1. A high-level view of the proposed architecture.

The ISLAND AI Knowledge Extraction Module (ISLAND AI KEM) uses as input
the resulting graphs of the Semantic Annotation Module. Moreover, the objective of the
AI KEM is to learn over reasoned, contextual knowledge. To achieve this goal, the AI
KEM focuses on reasoning over the semantically annotated knowledge graphs using
Reinforcement Learning (RL) and then, all the knowledge libraries and the outcome of
these components are stored in the Distributed Databases.

We propose the use of RL, because in the first steps of the ISLAND framework, there
will be no abundance of data. Moreover, contrary to current publications, we propose on
conducting explicit multi-step path reasoning with knowledge of the decision-making
stage. Furthermore, this approach combines recommendations with explainability, as it
enables the provision of path data in a knowledge graph. The proposed method solves
the great issue that most artificial intelligence algorithms face, which is the problem of
explainability [15]. Additionally, because it is predicted that the size of the action area is
going to be great in size for some nodes, we propose on using a user-conditional action
pruning strategy to reduce this size. In several cases, pruning has shown to increase
accuracy, a phenomenon which has been observed in a great number of publications [16,
17]. The selected paths are then sorted according to the reward value and are offered to
the user.

Through the Indexing Service, the ISLAND platform is able to “scan” through the
unstructured raw data and identify any relationships to better index these records for
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end-users’ benefit. The retrieval of information is accomplished by physically matching
keywords in documents with those in a query. Because there are several methods to
convey a particular notion, the literal phrases in a users’ query may differ from those in
a related resource [18]. The Indexing Service, would allow users to retrieve information
on the basis of a topic or meaning of the data. Additionally, it will allow to quickly
retrieve records from the Storage Service.

The Storage Service of the ISLAND frameworkwould use a stateless semantic graph
database for storing the final produced graphs, while keeping data stored in a distributed
manner. The final generated graphs should be stored and be available for future use either
from the AI KEM or by the Querying Node in order to reply to an outside consumer
request. Moreover, ISLAND’s Storage service would be also responsible to store sample
data (Graphs/Unstructured Data, etc.) in order to be used for learning processes from the
AI Learner. Finally, knowledge libraries should also be generated storing the knowledge
of the AI Recommendation Engine. Thus, on a future consumer request, the knowledge
libraries should be searched in case of an already existing reply.

On top of the Storage Service lies the Querying Service, which provides a seamless
way for executing queries over a distributed dataset held by different datastores that
provide different interfaces. The connectivity for information retrieval can be facilitated
via the use of SPARQL.

4 Smart Manufacturing Use Case Scenario

Nowadays, supply chain environments use IoT devices extensively to monitor the chain.
However, in spite of the great variety of industries that they can be applied to, they come
with certain challenges, due to their centralized structure [19]. Furthermore, because
smart-manufacturing services need to exchangemachine-readable properties during their
end-to-end life-cycle, a semantic system is necessary.

Logistics interactions are supported by the use of electronic message exchanges,
such as RosettaNet PIPs (Partner Interchange Processes) which uses XML Schema
technologies, in which applications of Semantic Web technology have been repeatedly
proposed [20].

This scenario assumes that a company has incorporated IoT (e.g. cameras, ther-
mostats, etc.) devices to monitor its supply chain. In that case, while IoT manufacturing
devices generate unstructured raw data, these will be imported in the ISLAND frame-
work, using the crawling service, collecting data based on selected parameters defined
by the Curator. Following, the Indexing Service would scan through the unstructured
data to identify any relationships between terms collected and their context, to better
index these records. The stored data should be provided to ISLAND Semantic Annota-
tion Module, where using the tools included in this module, events are annotated using
previously annotated data coming from the blockchain. Then, ISLAND’s AI module is
triggered by the new sample of data and is trained for future annotations. In the end,
semantically enriched graph representations of the data are extracted (Fig. 2).
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Fig. 2. Detailed view of the ISLAND framework applied in the use case scenario.

5 Potential Business Impact

The first business impact of the proposed approach is on the smart manufacturing
domain. Namely, through the proposed framework, companies will be capable of having
traceability and analytics for key logistics operations.

According to Gartner, semantic knowledge graphs andML algorithms are necessary
for Supply Chain operations. It is predicted that by 2024, half of the global enterprises
will have invested in applications supporting artificial intelligence and analytics [21].
Additionally, blockchain technology is getting a great demand. One-way smart contracts
can be used in Supply Chain, is for generating an invoicewhen a product delivery reaches
thedestination, thus resulting in an improved and faster process.The ISLANDframework
touches on the heart of the problem and the evolution of the supply chain.

In addition, ISLAND aims to create a new real-world economy thus incentiviz-
ing users to participate in ISLAND’S ecosystem, to ensure its economic security and
integrity of data being queried is a matter of significant importance. To achieve this,
we propose the Island Token (ISL), the native token of ISLAND which will be used by
all stakeholders, who participate in ISLAND. ISL is envisioned to be the catalyst for
diverse new communities to access enriched semantic graph-based data benefiting real
use-cases.

6 Conclusions

This paper proposes ISLAND, an interlinked and interoperable semantically-enriched
blockchain data framework, that extends the current state-of-the-art, in the context
of interoperability and semantically enriched data coming from blockchain networks.
Moreover, the ISLAND framework exposes a human-centric interface to data con-
sumers by generating semantically annotated graphs and enabling knowledge extraction
operations on the data.
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Furthermore, ISLAND offers numerous tangible advantages stemming from this
innovative implementation, ranging from data and metadata validation, to straightfor-
ward interoperability, and the use of Ontologies and RDF graphs to extract knowl-
edge over different blockchains combined with content external to the blockchain/DLT
ecosystem. Additionally, the possible business impacts of such a solution as ISLAND,
will offer a unique proposition of Semantic Blockchain with AI, currently in need for
various industries and particularly supply chain.

In conclusion, the ISLAND framework envisions a layer of intermediation between
the exposed APIs from the participating smart-contract-users and the data consumers.
The framework aims to infer meaningful knowledge from smart contracts, while at
the same time enabling the semantic interoperability of the data. Finally, this frame-
work offers a fertile layer for marketable interoperable solutions for domains such as
healthcare, economy, public services, energy and sustainability, media, entertainment
and Industry 4.0.

Finally, the next step in our work is to complete the design and implementation of
all the components of the proposed framework, while we aim to streamline and enhance
the interfaces between the different components and the entities. What is more, we plan
to implement a Proof of Concept which will be evaluated firstly against the presented
manufacturing use case. Additionally, the authors envision to further extend and evaluate
the presented approach and multiple heterogeneous use cases, towards the creation of a
semantically enriched blockchain universe.

Acknowledgments. Thiswork has been partially supported by theONTOCHAINproject, funded
by the European Commission under Grant Agreement H2020-ICT-2020-1, No. 957338 through
the Horizon 2020 program (https://ontochain.ngi.eu/).
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and Vlado Stankovski1(B)

1 Faculty of Computer and Information Science, University of Ljubljana,
Ljubljana, Slovenia

{petar.kochovski,vlado.stankovski}@fri.uni-lj.si
2 Korea Electronics Technology Institute, Seoul, Korea

{swkum,jwmoon}@keti.re.kr

Abstract. The new wave of Artificial Intelligence (AI) implementation
has made it possible to deploy and (re)use AI models seamlessly. Mod-
ern software engineering techniques make it possible to containerize and
orchestrate AI services globally, and across the whole computing contin-
uum from the Cloud to the Edge. However, the data processed by AI
services may be subject to various privacy and governance constraints,
and thus subject to governmental regulations. In this work we present
an advanced Smart Contract that is built to achieve regulatory compli-
ance in cross-border AI model sharing between the European Union and
the Republic of Korea. Key feature of the Smart Contract are specially
developed oracle adapters that are used to achieve fine-grained control
on AI model management.

Keywords: Artificial Intelligence · Cross-border · Data-management ·
Blockchain

1 Introduction

Nowadays, the huge influx of Big Data (variety, velocity, volume and other
aspects of data) requires the deployment and use of Artificial Intelligence (AI)
models at various geolocations in the Internet and across the Cloud to the Edge
computing continuum. The DECENTER project [2] has developed four use case
demonstrators where the Big Data pipeline starts from cameras that provide raw
video streams. The video streams are fed as input to AI methods, and the output
of the AI method takes the form of a structured file with specific information
derived from the video stream, for example, the identity of the person who is seen
in the video stream. By using DECENTER the AI processing models/methods
can be managed globally, so that they can be deployed in computing infrastruc-
tures close to the sources of the video streams, which improves the Quality of
Service (QoS) and Quality of Experience (QoE) for the end users.

The DECENTER project investigated a very specific cross-border AI model
and method management scenario which assumes that the described Big Data
c© Springer Nature Switzerland AG 2021
K. Tserpes et al. (Eds.): GECON 2021, LNCS 13072, pp. 215–222, 2021.
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pipeline may start at one place (e.g. surveillance camera in Ljubljana, Slovenia),
and can proceed through secure Internet channels towards the other processing
application stages, which may be implemented in other administrative domains
(e.g. private or public Cloud providers in Seoul, Korea). Here, the term “border”
in context of our work refers to any administrative, organisational policy or
government regulation in which the data stream, data or information file, should
pass and under which conditions it must abide to specific policies and regulations,
requirements for certification, permissions, including personal permissions and
preferences.

The goal of this work is therefore to present our design and implementation
of a cross-border data management mechanism that is implemented by using a
Smart Contract that allows entities to control the AI model and method trans-
port and management when it comes to their administrative domains. For exam-
ple, a futuristic European regulation that may require certification from cloud
providers when computing or storing sensitive private data. Another futuristic
Korean regulation may require to process sensitive data of Korean citizens only
on hardware resources that are capable of using hardware-based encryption (e.g.
SGX). This paper presents a cross-border data management use case scenario
that focuses on management of AI models that are initially stored in a repository,
either in European or Korean side. The repository can be used to store sensitive
(private) AI models and facilitates a selected AI model to be injected from the
repository to a running Docker container. Hence, the cross-border management
mechanism manages the movement of the sensitive AI model across regulatory
and organisation borders.

The focus of this work is therefore to design mechanisms that can help
the multiple parties, such as physical persons with their privacy and security
concerns, different public and private organisations and countries impose their
requirements for governance of data that moves across multiple borders.

2 Use Case Scenario

A cross-border data management scenario involves various types of data, which
may be processed, stored and transported by using different protocols (e.g. TCP
or UDP) and formats [6]. For instance, this includes: AI models consisting of
biometric data, video streams’ data that originates from surveillance cameras,
owned by a private or public entity, video frames stored as files and used as
evidence or other sensor streams.

Our cross-border data management scenario (see Fig. 1) assumes a use case
when an EU citizen (e.g. person named John) travels to Korea. The biometric
model to verify John is stored in a secure repository in the EU. To protect his
privacy, he decides to use the model that is split into two parts. The inference
done in the front part of the AI model is computationally less intense to compute
and can be deployed in an edge near the site. The inference in the rear part of
the AI model is computationally more intense and should be computed in a fog
infrastructure. However, to avoid network high latency, both parts of the AI
model will have to be deployed in Korea.
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AI model repository
with John m I ledoAs’

Member verification with
John’s AI model in Korea

John

Verify and confirm regulation
Fetch and deploy AI model

Fig. 1. Cross-border data management scenario.

At a construction site entrance in Korea, which John is visiting, a video
camera will record John’s face and perform member verification. Therefore, the
construction site needs to deploy the AI method which uses John’s biometric
model for person identification. While doing so, John wants to make sure that
the EU privacy regulations (i.e. GDPR) are respected. To further reduce the
possibility of leaking private information, it is also necessary to deploy the model
on certified infrastructure providers that use special-purpose hardware, such as
Intel SGX, to process the data in a secure enclave.

In such scenario it is necessary to assure the ability to govern the data trans-
ported by all concerned participants and actors, such as: the owner of the AI
models, owner of video stream data, the cloud and fog computing providers. Also
it is necessary to meet the user preferences whose private data is being trans-
ported and processed from one place to another, and last, but, not the least, the
laws and legislations of the states involved in the data pipeline. Though, this
is a very challenging task, this paper will present a practical solution that was
designed within the DECENTER project. For instance, physical persons, organ-
isations and countries must establish trust that all data management and data
movement can happen only if all requirements are fulfilled, including governmen-
tal legislations and regulations, organisational policies and personal permissions.
From a technical viewpoint trust can be described with some probability, how-
ever, the trust management approach employed by the Fog Computing Platform
should rely on binary decisions: trusted or not trusted. Therefore, it is a hard
requirement that must be fulfilled in specific circumstances that makes it possible
to manage data across administrative and country borders.

Nowadays, plethora of regulations and standards exist in the context of data
collection, processing and storage. They propose rules related to: (i) data set col-
lection, processing or generation, (ii) data management life cycle; (iii) methodol-
ogy and standards in the context of the collected, processed or generated types
of data; (iv) means and conditions for data sharing; and (v) means for data
preservation. In the scope of our work, two main regulations were taken into
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consideration: General Data Protection Regulation (GDPR) and Personal Infor-
mation Protection Act (PIPA).

3 AI Model Management Architecture

The AI Model Management provides secure communication and ensures autho-
rised access to the AI models stored in the AI Model Repository. The access
to the repository is resolved individually per each model and user. In order to
grant access to an AI model, this component provides the following function-
alities: (i) grant/revoke access to an AI model based on payment verification,
and (ii) grant/revoke access to an AI model based on verification if regulation
requirements are met. This component handles the authentication by utilising
Smart Contracts, and it is able to intercept events emitted from the Smart Con-
tracts that belong to the repository. The AI Model (Data) Management architec-
ture (see Fig. 2) is composed of five components: Trusted Model Manager, Data
Management, AI Model Repository, Blockchain Service and Smart Oracle. This
component is a part of the DECENTER Fog and Brokerage Platform, hence it
exploits the platform’s resource orchestration mechanisms.

Fig. 2. Cross-border data management architecture.

Trusted Model Manager is the interface between the end user and the rest of
the data management services. It collects input from the user that includes the
URI of the target AI Model Repository and the query for a particular AI model.
Moreover, it also can communicate with the user’s digital wallet, meaning that
the user is able to pay for the use of the model, pay the transaction fee and
trigger other smart contract functions.
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AI Model Repository is an off-chain storage, registry and API service that
stores AI models and associated metadata. Typically, many independent AI
Model Repositories could coexist, each containing their own set of AI models,
which will require maintaining a list of the repositories. However, this version
utilises only one repository, hence the sole responsibility of the user to provide
a URI of an AI Model Repository to the Trusted Model Manager.

Blockchain Service facilitates the interaction between the Trusted Model
Manager and the blockchain components (i.e. Smart Contracts and Smart Ora-
cles), by providing an interface between the Ethereum blockchain network [3]
and the data management modules. This service allows specific Smart Contract
functions to be triggered and it also allows fetching trustworthy data through
the Smart Oracles. Upon successful execution of the Smart Contract transac-
tions, the fetching of the AI model from the AI model repository, as well as its
deployment are initiated.

Smart Oracles are providers of external data to the Smart Contracts [4].
In a failure-tolerant setup, oracles form their own network and consist of the
on-chain and the off-chain part. The on-chain part resides on the Blockchain
and communicates with the user’s Smart Contracts. In our data management
scenario, the Smart Oracles, which are based on Chainlink [1], are used to: (i) ask
for the conformance of the deployment configuration, (ii) ask for the conformance
to use of AI model and the data flows with regulations of all the relevant regions,
(iii) be asked to obtain end users’ consent if a regulator requires so and if the
list of the end users in question is known in advance.

External Data represents a collection of external data providers, which are in
our context denoted as regulators that prescribe the use, processing and storage
of private data, and the exchange of data across borders. While regulators do
exist in reality, to the best of our knowledge they do not offer (yet) an API to
be used for automated verification purposes; therefore, for our needs, regulators
are implemented as simple standalone services.

4 AI Model Repository

Based on the DECENTER use cases’ requirements, sensitive AI models represent
an important part of the whole system. Hence, mechanisms for (i) storing AI
models in repository, (ii) providing basis for data management operations (e.g.
injection of AI models into running AI applications), (iii) injecting AI models at
container runtime, are of highest importance [5]. This section will reveal details
about the AI model repository design and implementation.

Instead of constantly building AI from scratch, with the AI model repository
we focus on delivering AI from the cloud to the edge in an efficient manner.
Furthermore, to maintain high level of security and safety, the access to the AI
repository is managed through transparent and traceable blockchain operations.
Hence, an AI model from the repository can be made available only upon suc-
cessful execution of a smart contract transaction on the Blockchain. We propose
to separate the AI model delivery from the AI microservice container. Hence,
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instead of storing AI model in a container for deployment, a container without
AI model should be deployed onto the computing resources, whilst the AI model
will be deployed later during runtime by fetching it from a AI model repository.
Such separation of AI model delivery and container delivery gives the following
benefits on resource utilization: (i) increase AI container reusability by enabling
it to be used on the Edge with different AI models, (ii) optimize the network
performance for the microservice by only delivering the container and specified
model to the Edge. The proposed repository takes into account that a container-
ized AI method that is being deployed on the Edge does not include a static main
AI model. The developers can register their model and the system can manage
a variety of models based on the pre-defined structure. The AI application with
partial AI model can be in conjunction with other edge’s corresponding appli-
cation. Therefore, this repository is designed to properly save and deliverer the
AI model to the Edge. The repository structure is composed of information such
as model name, version, whether it is partitioned or not, and the number of the
partition. Figure 3 shows the stored structure of several variants of a modified
AI model called VGG16.

Fig. 3. Example of the AI model repository structure for VGG16 model.

5 Using the Cross-Border AI Model Management
Application

The workflow of the cross-border data management is composed of 9 consecutive
steps. The overall workflow is depicted in Fig. 1 and Fig. 2 and the graphical user
interface of the cross-border AI model management application is shown in Fig. 4.
The workflow steps are as follows: (i) Using application’s GUI, the user gives con-
sent for his personal data (i.e., AI model composed of his biometric data) to be
used for a specific period by secure processing infrastructures after his arrival at
the construction site in Korea; (ii) After the given consent, the application triggers
a Smart Contract function that through the EU regulation Smart Oracle verifies
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Fig. 4. Graphical user interface of the cross-border data management application.

the existence of the required data in the EU repositories; and registers the given
consent on the Blockchain. The immutable consent log contains information about
the data owner, data storage, data processor and the duration of the given consent;
(iii) Upon arrival in Korea, John’s data must be deployed on secure computing
infrastructure in Korea. The construction company provides/sends John’s wallet
address to its application service provider to verify his consent on the Blockchain.
(iv) The application service provider uses the DECENTER Fog platform to com-
pose the application where the QoS parameters, provided by the construction
company, are selected. The application requires specially crafted container for the
AI model to be fetched from the AI repositories in EU at runtime; (v) DECENTER
Fog and Brokerage platform components estimate a possible deployment from the
pool of trusted Fog nodes in Korea, after which it passes over the deployment plan
to the Data Management Module. (vi) Data Management Module grants access
based on data accessed through the Smart Oracles: fulfilled EU regulations, ful-
filled Korean regulations, permissions of the AI model owner – the physical person
whose AI model is to be transferred; (vii) When selecting the target AI model,
the application service provider has to pay the predetermined amount of tokens
from its public wallet for the usage of the model; (viii) Once the transaction is
confirmed, the Smart Contract locks the received tokens and allows access to the
requested AI model and returns an API key for the retrieval of the AI model; (ix)
The application manifest (in the form of an SLA) is handed to the infrastructure
and John’s biometric data will be available to the construction site throughout his
stay in Korea. For the purposes of the implementation and evaluation, the appli-
cation was containerized in Docker containers, whilst the blockchain transactions
were executed on the Kovan testnet through 5 test nodes that were setup on our
premises.
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6 Conclusion

This paper presents a design and an implementation of a blockchain-based cross-
border data management scenario that provides secure and trustworthy manage-
ment of AI models/methods through the use of blockchain technologies. It allows
access management to data sources via Smart Contracts that execute transac-
tions only upon positive assessment for regulations’ and users’ requirements ful-
filment. A specific use case for cross-border management of AI models/methods
was developed, implemented, and tested. A newly developed repository for AI
models is integrated in the cross-border data management scenario. The AI
model repository acts as a pipeline to provide intelligence on individual edges
that allows searching and fetching AI-models based on given requirements. Cur-
rently, we are performing testing and evaluation of the proposed design with
intention to further optimise the Blockchain performance and provide intraledger
functionality in order to increase the interoperability of the proposed solution.
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Abstract. GraphChain – a framework for on-chain data management
for Blockchains is presented. The framework forms the foundational tech-
nology for the Ontochain project offering the synergy between ontologies
and the Blockchain mechanisms. The use of Ethereum based Layer-2
mechanisms helped create the idea of Ontospace, which designates an
ecosystem for trusted ontologies and trusted processing of smart con-
tracts that can directly use the semantic data.
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1 Introduction

From the beginning of the Semantic Web, the awareness of the need for trust for
data stored in the semantic data pools was strong. The original, famous Semantic
Web Layer cake depicted a trust layer high on the stack. The birth of Blockchain
technology enabled the addition of that layer in an entirely new way. However,
there is a technological problem of storing data in formats typical for semantic
technologies on the chain. This problem stems from the specific requirements for
the structure of the Blockchain’s blocks, so the only universal mechanism could
be a kind of encapsulation. Such a solution, even if is theoretically possible,
yields an inefficient storage system without any query mechanisms.

This paper describes our contribution to resolving that problem: GraphChain
– a framework for on-chain data management for Blockchains. The framework
forms the foundational technology for the Ontochain project by directly address-
ing the basic technological proposition of the project, i.e., the synergy between
ontologies and the Blockchain mechanisms.

Supported by Ontochain (European Union’s Horizon 2020 research and innovation
programme under grant agreement No 957338), and its subprogramme GraphChain –
a framework for on-chain data management for Ontochain under grant agreement No.
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It allows to store the data in the native semantic formats. Thanks to its
architecture, the fundamental features of data integrity, confirmability, non-
repudiation, and high availability are guaranteed. Creating, storing, and working
with ontologies, managing data related to digital identification, or data used by
Knowledge Graphs is in demand in today’s digital world. The data must be
available across the entire network without the degradation of performance or
universality of search. Our main contribution was to propose a radically differ-
ent approach to achieve these goals – instead of encapsulating the semantic data
into Blockchain blocks or using any external storage, GraphChain implements
the Blockchain mechanisms on top of semantic data. GraphChain is usually
delivered through an integrated installation of Blockchain nodes and a graph
database. It was first delivered to the LEI.INFO portal1 where the Blockchain
nodes were based on Hyperledger Indy [1] and the graph database was Blaze-
graph2. In the most recent work, the Blockchain mechanisms used are those of
Ethereum. This design choice allowed to creation of the concept of Ontospace,
which designates an ecosystem of trusted semantic data pools with a smart-
contract programming layer capable of using semantic data. As of the writing of
this paper, the work is in progress. When finally delivered, it will be distributed
using containerization technology, for example, as a Docker image3.

The paper is organized as follows. In Sect. 2, we describe our approach.
Section 3 presents a use case. In Sect. 4, we discuss related work. Finally, in
Sect. 5, we summarize our findings and outline further research directions.

2 GraphChain 2.0 Architecture

In the big picture, we envision Ontochain as an ecosystem of several different
blockchains all linked and pegged to the main chain of the system. We call
that ecosystem ontospace. In our ecosystem, the core element is an ontonode,
which is a single ontoSidechain node. The general idea of ontonode operation is
similar to every blockchain network. The blockchain nodes process transactions
and achieve consensus over data that represent them. The difference is that in
parallel to the creation of new blocks in the Blockchains chain, the chain of named
RDF-star graphs is created according to the GraphChain 1.0 specification [11].
More details are presented in Table 1 and Table 2. In the first table, we show
terms from the Semantic Web area, while in the second table, we present terms
from the Blockchain field and concepts that we use in the paper. The ontonode
architecture is presented in Fig. 1.

2.1 Ontopod

Ontopod is one of the most important sub-elements of Ontonode. It is an RDF-
star compliant graph database that stores all named graphs protected and dis-
tributed by blockchain network. GraphChain is neutral to the choice of a graph
1 https://lei.info.
2 https://blazegraph.com/.
3 https://docs.docker.com/.

https://lei.info
https://blazegraph.com/
https://docs.docker.com/
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Table 1. Definitions of semantic web technology.

Concept Description

RDF-star triple An ordered set of subject, predicate, and object. In the
subject and object position may be IRI, blank node, or
nested triple. Only the IRI reference can be in the
predicate position

RDF-star graph An unordered set of RDF-star triples. Note that any
RDF graph [13] is also an RDF-star graph, and any
named RDF-star graph is also a named RDF graph

Named RDF-star graph An RDF-star graph that is assigned a name in the form
of an IRI

Table 2. Definitions of blockchain technology.

Concept Description

Layer 2 protocol It allows transactions between users through the exchange of
authenticated messages via a medium that is outside of but
tethered to, a layer-one Blockchain

Ontopod It is a part of Ontonode responsible for handing semantic
data chains of named RDF graphs

Ontoshell A software module for external communication for Ontonode
(API and Linked Data HTTP)

Ontonode A single node of ontoSidechain. If the ontoSidechain is
compliant with GraphChain concept, Ontonode contains
Blockchain node, Ontopod and Ontoshell

OntoSidechain A single Blockchain of Layer-2 sidechain type. It may have
both Blockchain and semantic software modules but can also
be a generic sidechain

Ontospace An entire ecosystem of Blockchains and the semantic data
pools

database engine. There is nothing in its architecture that requires a specific
triplestore for its operations. The key cryptographic algorithms (Intervowen
DotHash for RDF and Interwoven DotHash in the Stars for RDF-star) are, by
design, independent from the choice of the triple store.

Our choice as an RDF-star triplestore is the Blazegraph database4. It is
a high-performance graph database supporting Blueprints and RDF/SPARQL
APIs that stands behind Wikidata5, a knowledge base that acts as central stor-
age for the structured data of its Wikimedia sister projects, including Wikipedia,
Wikivoyage, Wiktionary, Wikisource, and others. Our decision to choose Blaze-
graph for the implementation of Ontopod is motivated by its features (RDF-star

4 https://blazegraph.com/.
5 https://www.wikidata.org/.

https://blazegraph.com/
https://www.wikidata.org/
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support, internal and external full-text search, and Linked Data support) and
the open-source Java code, which is important from the perspective of the choice
of Besu (also written in Java) as an Ethereum client.

Although Blazegraph can support up to 12.7B RDF/RDF-star triples on
a single machine [10], as was stated earlier, Graphchain is triplestore agnostic;
therefore, if in some production environment there was a need for a more powerful
database, there are no obstacles in Graphchain infrastructure design to do so.

2.2 Ontoshell

Another important sub-element of ontonode is Ontoshell that is a set of end-
points and interfaces. It is a crucial component because all blockchain interac-
tions, which are not internal, work on this layer. Ontoshell literally functions
as a shell hiding both blockchain node and Ontopod from external access. It
processes all requests and is responsible for dispatching queries to Ontopod and
executing methods in deployed smart contracts.

The most standard way of interaction with Ontonode is through REST API.
In this particular case, we decided to model our interface on SPARQL 1.1 Graph
Store HTTP Protocol [8]. It is a list of HTTP verbs and the way they should be
interpreted when interacting with a graph store. Since Graphchain’s main piece
of data is a named RDF-star graph, this standard is well suited for Graphchain
basic operations like reading and writing graphs.

Besides REST, we provide another API standard, GraphQL [6]. GraphQL is
a query language for APIs and a runtime for fulfilling those queries with existing
data. GraphQL provides a complete and understandable description of the data
in an API, gives clients the power to ask for exactly what they need and makes it
easier to evolve APIs over time. GraphQL starts with building a schema, which is
a description of all the queries one can possibly make in a GraphQL API, and all
the types that they return. Schema-building is done in the strongly-typed Schema
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Definition Language (SDL) [5]. Thanks to that, schema GraphQL publishes in
advance what it can do, which improves its discoverability. By pointing a client
at the GraphQL API, one can find out what queries are available.

GraphQL schema can also be used for describing RDF structures, even
ontologies which make it almost perfect in Ontochain context where every project
is dealing with semantic data one way or another. To further simplify this
GraphQL and RDF synergy, there are projects like GraphQL-LD [12], which is a
method for transforming GraphQL queries coupled with a JSON-LD context to
SPARQL, and a method for converting SPARQL results to the GraphQL query-
compatible response. GraphQL also offers subcribers real-time notifications from
the server. This feature is of high importance in a distributed environment, where
different nodes can be in a slightly different state due to the consensus mecha-
nism. GraphQL subscriptions make it easy to notify users when a node is in a
synchronized state and safe to consume data from it.

3 Ontohub as a Use Case

To present the proposed solution most clearly, we decided to describe the dis-
tributed ontology repository, called in the adopted nomenclature as OntoHub,
that could be deployed in the ontospace ecosystem.

It is worth noting that our choice to use ontologies as a use case has noth-
ing to do with the underlying technology of Graphchain. Graphchain is a dis-
tributed graph database and can handle instance data in the same way it handles
ontologies.

While it is possible to store ontologies on any OntoSidechain of the project,
there should exist a single, unique chain in the Ontospace ecosystem that is by
design dedicated to the storage of the most important ontologies of the project.
It is also important because the IRI schemes combined with Linked Data Prin-
ciples [2] demand that dereferencing of the IRIs is based on the facts that they
are proper URLs, that they must be resolved to some existing web server, and
deliver useful responses.

OntoHub is a single point of access to a GraphChain platform serving as
a distributed repository for ontologies. From the perspective of a regular user,
it works just like a normal ontology publish platform. It has a SPARQL end-
point [4], a search, and an API service. On the backend, it is connected to multi-
ple nodes in GraphChain sidechain and serves as a load balancer for queries and
API calls. It is also connected to the main chain of Ontochain infrastructure.

However, the distinct feature of OntoHub architecture is related to the dis-
tributed storage for Ontologies. We assume that every Ontonode keeps the iden-
tical semantic graph in its Ontopods. The main web server of the OntoHub works
as a load balancing reverse proxy server. For enhanced security, the main web
server will check and compute the hash for every subgraph being served and com-
pare it with the hash stored on the Blockchain. A diagram presented in Fig. 2
shows the design of an OntoHub, a unique chain in the ontospace ecosystem
design to the storage of the most important project ontologies.



228 D. Tomaszuk et al.

Linked
Data /

SPARQL
API

Search

OntoHub

OntoSidechain

Mainchain

OntoNode OntoNode OntoNode

Fig. 2. Ontohub architecture.

OntoHub users can be divided into four general groups: (1) ontology cre-
ators/publishers, (2) ontology consumers/clients, (3) system administrators, and
(4) node owners. Ontology creators can upload new ontologies, update existing
ones (with versioning, previous versions could still be available), view and pos-
sibly delete their uploads. Consumers can search for ontologies by terms, dates,
authors, etc. They can also verify their integrity. System administrators usually
have tasks of creating users, groups, and roles. People or organizations that want
to be a node owner in OntoHub may register as one, download a Docker image
with node infrastructure, and become part of the OntoHub network. The use
case diagram is presented in Fig. 3.

4 Related Work

Blockchain Technologies. Layer 2 is a collective term for solutions designed to
help scale applications by handling transactions off the main chain (layer 1).
Transaction speed suffers when the network is busy, which can make the user
experience poor for certain types of distributed applications. And, as the network
gets busier, prices increase as transaction senders aim to outbid each other. This
can make using blockchain very expensive.

Most layer 2 solutions are centered around a server or cluster of servers,
each of which may be referred to as a node, validator, operator, sequencer, block
producer, or similar term. Depending on the implementation, these layer 2 nodes
may be run by the businesses or entities that use them, by a 3rd party operator,
or by a large group of individuals.

Ethereum platform [3] offers multiple types of Layer 2 implementations
[9,14–16]. The first proposal is AZTEC [16], which defines a set of zero-knowledge
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proofs that determine a confidential transaction protocol, designed for use within
blockchain protocols that support Turing-complete general-purpose computa-
tion. Another approach is Loopring [15] that runs as a public set of smart con-
tracts responsible for trade and settlement, with an off-chain group of agents
aggregating and communicating orders. Yet another proposal is Zecale [9] which
is a general-purpose proof aggregator that uses a recursive composition of small
arguments. Another one is Hermes [14], which is a platform for trading sen-
sor data, using distributed ledgers as intermediaries to add safeguards against
malicious behavior.

Graph Databases. We assume the use of graph databases at every blockchain
node that participates in the semantic graph replication. There are several RDF-
star databases (so called triplestore) that also support ontologies [7], i.e., Alle-
groGraph, AnzoGraph, Blazegraph, GraphDB, Stardog, etc.

RDF-star extends RDF to include edge annotations. This allows compat-
ibility with the property graph model. A property graph is a type of graph
model where edges (sometimes called relationships) not only are connections,
but also carry a name and some properties. The property graph model is the
most common data model in graph databases. This data model has a lot of
implementations, e.g., Neo4j, Microsoft Cosmos DB, OrientDB, JanusGraph,
etc.

5 Conclusions

We have presented the idea of a distributed graph data storage for the Ethereum
ecosystem. By applying the GraphChain architecture in synergy with Ethereum
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based Layer-2 architectures, we have designed a 3rd generation Blockchain sys-
tem focused on storing and processing semantic data. We have demonstrated
how such a design forms a foundation for the entire ecosystem of trusted, intel-
ligent data, which we called Ontospace. By allowing to use the latest variants of
RDF format (RDF-star), we opened the path to integrate Property Graphs into
the ecosystem. A crucial use case – a distributed, trusted Ontology repository,
named Ontohub, has also been described.
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