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Preface

SACLA2020, the 49thAnnual Conference of the SouthernAfricanComputer Lecturers’
Association, provided a forum for the presentation and discussion of original research
and practical experiences in the teaching and learning of Computer Science, Information
Systems, Informatics, and other related disciplines. The conference theme selected for
2020 was TL;DR: Teaching the New Generation! Due to the restrictions and safety
concerns introduced by the COVID-19 pandemic, the conference was held online, as a
Zoom Webinar, during July 6–9, 2020.

Submissions included full research papers, short papers, and discussion papers. In
addition, the conference also featured twokeynote addresses (byHelenPurchase from the
University of Glasgow and Charles Young of Rhodes University) and two presentations
by sponsors (IITPSA and Pearson). The focus of the primary track of the conference was
on practical experiences in computing education at the tertiary/post-school level, partic-
ularly classroom innovations, novel tools for learning and/or assessment, and research
investigating aspects of computing education. In addition, submissions were also invited
for a secondary track focusing on general research in Computer Science and Informa-
tion Systems, which was intended to assist early-career academics with a welcoming
platform to present their research.

All papers, for both tracks, went through the same double-blind reviewing process,
and each paper received three reviews. The Program Committee comprised 33 inter-
national and national researchers (see Organization).We wish to record our thanks to
the members of the Program Committee who willingly gave their time and expertise to
provide very helpful and insightful reviews of the submissions.

A total of 53 papers were submitted. After reviewing, 20 papers were accepted for
presentation at the conference as full research papers.After the conference, and following
a careful review of the full papers in the main track, the 13 best papers were selected
for publication in this Springer volume (giving an acceptance rate of 24.5%). Prior to
submission to Springer, these papers were reworked by the authors, taking into account
the reviewers’ comments and feedback from delegates at the conference. The remainder
of the full papers presented at the conference appear in a separate locally published
proceedings of the conference.

This year, the award for the best paper was awarded to Kudzai Katsidzira and Lisa
Seymour for their paper entitled “Factors Impacting Using the Internet for Learning: The
Digital Divide in South African Secondary Schools”. Congratulations to the authors on
research to be proud of!



vi Preface

Our thanks go to all the authors and researchers who entrusted us with the results of
their research and writing. Any conference is only as good as the work that is submitted
for presentation, and we are deeply grateful to all who contributed, under the difficult
circumstances of a global pandemic and national lockdown, to make SACLA 2020 a
great success.

November 2020 George Wells
Monelo Nxozi

Bobby Tait



Message from the Chairpersons

SACLA 2020 had originally been planned to take place during July 6–8, 2020, at the
Mpekweni Beach Resort in Eastern Cape. We were quite far into our preparations with
the venue, when the COVID-19 pandemic struck South Africa. By early April it was
becoming apparent that holding an in-person conference might not be possible, although
at that stage none of us had any idea of the disastrous effect the virus would have on our
country and its people. On April 18, 2020, before participant registration was opened,
the organizing committee made the final decision to hold a virtual conference instead.
This was both a relief having actually made the decision, but also the start of a fairly
stressful period in the sense that we had to restart the planning for a virtual conference,
and familiarise ourselves rapidly with technology to support the decision.

Wewere most grateful to our three sponsors, the Institute of Information Technology
Professionals, Rhodes University, and Pearson South Africa, who continued to support
our virtual endeavour.

Given the worsening circumstances in our country, going virtual was obviously the
right decision. We sincerely hope that all the participants felt that it was a worthwhile
alternative, although we realize that the socializing and networking aspects of a face-to-
face conference were sorely missed. We are, however, confident that the dissemination
of some excellent research was achieved through the online sessions.

Having to deal with organizing a virtual conference certainly had its challenges.
However, there were always solutions on offer, especially related to technical logistics,
which was crucial to the success of the conference. We wish to thank the following
committee members for their active involvement throughout:
Program chairs: George Wells and Monelo Nxozi
Technical logistics: Billy Morgan
Sponsorship: Stephen Flowerday
Webmaster: Greg Foster
Proceedings: Philip Machanick and Karl van der Schyff
Treasurer: Caro Watkins
Secretary: Michelle Coupe
Keynotes: James Connan and Dane Brown
Springer volume: Bobby Tait

Thanks are also due to the keynote speakers, all the participants who joined the
various sessions, and of course the presenters without whom the conference could not
have happened. In terms of engagement at the conference, 110 participants registered,
with the maximum attendance at any one session being just over 40, and the average
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attendance being in the mid 30s. We look forward to hopefully meeting in person once
again at SACLA 2021, which will be hosted by the University of Johannesburg.

November 2020 Karen Bradshaw
Ingrid Siebörger
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Factors Impacting Using the Internet
for Learning: The Digital Divide in South

African Secondary Schools

Kudzai Katsidzira and Lisa F. Seymour(B)

University of Cape Town, Cape Town, WC, South Africa
lisa.seymour@uct.ac.za

Abstract. Globally governments are providing the Internet to schools
to improve the quality of teaching and learning. In South Africa, the
Western Cape Education Department recently embarked on an e-learning
smart schools project to provide broadband to schools in the province.
Yet this project has had challenges and not all schools have embraced
e-learning. Through a case study of eight schools, this research explains
how relevant factors impact the use of the Internet for teaching and learn-
ing in Cape Town schools. The inductively derived model explains how
contextual conditions such as the high levels of inequality in South Africa
impact usage of the Internet for learning. The actual characteristics of
learners and teachers, the facilities being provided by the WCED and the
relevant schools and the practices of teachers also have an impact. This
study should assist local governmental organisations, schools and teach-
ers trying to increase and reduce inequalities in e-learning in schools.
The study should also interest university lecturers who need to be aware
of the changing teaching practices in schools and the expectations of
students arriving on campus.

Keywords: e-learning · Digital divide · ICT in teaching

1 Introduction

As Information Communication Technologies (ICTs) develop rapidly, we are
experiencing what has been termed as the “digital revolution”. New technolo-
gies and information are emerging to enhance our everyday lives, yet people
still face barriers to participate in this revolution. Social inequalities arise as
the digital revolution progresses, due to everyone not being equally empowered,
thus increasing the digital divide [1]. The inequalities that arise affect differ-
ent areas of life; one of them being education. The Internet has vast capabil-
ities that can empower individuals in different ways. Implementing broadband
internet has been supported by global organisations such as the United Nations
Educational, Scientific and Cultural Organisation as well as the International
Telecommunications Union which came together to form the Broadband Com-
mission for Sustainable Development [2]. This organisation was formed to offer
c© Springer Nature Switzerland AG 2021
G. Wells et al. (Eds.): SACLA 2020, CCIS 1518, pp. 1–18, 2021.
https://doi.org/10.1007/978-3-030-92858-2_1
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insights on providing broadband globally to help reach the United Nation’s Sus-
tainable Development Goals. While it is believed that broadband can aid in
digitally transforming education, the effects of broadband once implemented,
are not fully understood [3,4]. Lack of understanding does not only affect cur-
rent and future policies towards broadband provision and implementation but
how teaching takes place, as well as the digital divide. Bill Gates recently stated
“The value of computers in classrooms is virtually nil. So that’s good news, we
didn’t accentuate the digital divide; the schools with computers are just as bad
as the ones without them” [5], which raises the question of What influences suc-
cessful use of technology for teaching? The role of teachers surely is critical as
they are aware of learners, particularly how they learn, remember and process
information [6]. Yet there must also be other factors. Hence this research will
explain how relevant factors impact the use of the Internet for teaching and
learning in a school environment.

South Africa continues to have one of the most unequal distributions of
income and wealth in the world [7]. This inequality has been attributed to the
disparate quality of school education in the country [7]. The quality of schooling
for most black learners is poor [8]. Historically, under apartheid, South Africa had
three school types, Model A private schools, Model B state schools, and Model C,
state-aided schools [9]. These inequalities have persisted with the public school
system being divided into a smaller group of well performing (state-aided or fee
paying) schools serving the wealthiest 20–25% of learners, while the majority of
schools are fee-free, poorly resourced and cater for the poorer learners [8,9].

To try to bridge the digital divide, many governments have supported or
subsidized the implementation of broadband, particularly in schools [1,10]. In
2015, the Western Cape Education Department (WCED) announced their plans
for the e-learning smart schools project with some of the following goals: The
linking of schools through a high-speed, real-time Wide Area Network (WAN)
and the provision of Local Area Networks (LANs) in different schools throughout
the Western Cape [11]. This research seeks to answer the question: How has the
use of the Internet for learning been influenced in secondary schools in Cape
Town, South Africa (SA)? Cape Town is an ideal region to select schools from
as it is the region with one of the highest uses of broadcast spectrum in South
Africa [12] and it is part of the WCED e-learning project. The following section
reviews the literature on this topic in more detail. This is followed by the research
method, the findings and lastly the conclusion.

2 Literature Review

In trying to understand the factors impacting Internet usage for learning in
Cape Town secondary schools, this literature review will first look at internet
in developing regions and will then cover government support of the Internet.
It will then describe and explore factors identified in the literature that impact
Internet access and usage by teachers and learners for education.
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In developed regions such as North America and parts of Europe internet
access is easily accessible [13] with access in public areas. Yet accessing the
Internet in less developed countries proves to be harder [1]. Developing countries
in regions such as Africa, Asia, and Latin America have poor infrastructure
supporting Internet access [13,14]. This leads to poor Internet speed which affects
the reliability of the Internet and hinders individuals and schools from using it
effectively. Some areas have no internet access at all. Where connections are
available people may not be able to afford to pay for internet subscriptions [13].
A study done in Nigeria identified that telecommunication companies in Africa
have been trying to increase Internet penetration in Africa [15]. Unfortunately,
as most of the population in Africa resides in rural areas this is challenging and
impacts the schools in those areas greatly.

2.1 Government Support of the Internet

Many countries have created broadband policies as ICT is seen as a key driver
for social and economic development [16]. Much of the support comes from the
presumed relationship between broadband and economic growth [10,17]. The
Broad-band Commission for Sustainable Development has set targets for 2025;
one of them being “all countries should have a funded national broadband plan
or strategy or include broadband in their universal access and services definition”
[2]. Various countries who are a part of the UN have adopted broadband policies
over the last 15 years [2,18]. There is an expectation that the use of ICTs and
access to broadband will have a positive effect on pedagogic outcomes [4,18].
Consequently connecting schools to the Internet has become a top priority of
many governments [4,10,19] and in some cases, such as in Portugal, broadband
implementation is the sole decision of the central government in which schools
do not have a say on whether they would like the broadband or not [3].

The broadband adoption initiative is being supported by some African coun-
tries such as Tanzania and Nigeria [14,15]. In South Africa, the government sup-
ports broadband adoption and policies due to the potential in skill development
and job growth [12]. The WCED e-learning project seeks to improve the quality
of teaching and learning in the province [11] through implementing broadband
in schools. As of 6 August 2019, 1273 schools were connected to the WAN [20].
In addition, another goal was to provide teacher training and development in
ICT and the use of e-learning in schools [20].

In North America; one of the reasons for supporting broadband adoption is
to try address the digital divide and have everyone involved in the digital revolu-
tion [21]. In developing countries, broadband has also been promoted to reduce
the digital divide, such as in Nepal where it is used to distribute free and open
digital educational con-tent [22]. Other reasons for support are the benefits that
can arise from broadband implementation such as expanding access to education
[4] connecting people, particularly in developing countries and increasing digi-
tal skills [2]. Studies in Portugal and North America have been done to access
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whether broadband implementation in schools can spill-over into households
[19,23,24]. The research did show that inter-net access in schools encouraged
Internet adoption in households.

2.2 The Usage of the Internet by Teachers and Learners

Some countries such as China and South Africa are moving towards developing
and implementing smart classrooms [11,25] in which e-learning technologies are
used by teachers to enhance learner’s learning experiences and support their
learning activities [25,26]. In the developmental psychology of children, it is
agreed that the development of cognitive behaviour in learners is achieved by
teachers [6]. Teachers are a primary resource to schools and teachers may not be
too sure how to adapt to the new technologies and therefore they need support
to avoid further inequalities [27]. Teachers who are not trained or lack under-
standing in new technologies tend to not use ICTs in their teaching practices
[22,26,27]. This differs from teachers who have been exposed, trained and pre-
pared to use ICTs [25].

Learners can learn in different ways and this is influenced by teacher’s teach-
ing methods and incorporation of learning theories. Some of these methods can
be traditional or instructivist, or modern or constructivist [28]. Traditional meth-
ods focus on individuals focusing on their own work and learning through repeti-
tion or memorisation. In contrast, modern methods focus more on teamwork and
learner’s participation in discussions and presentations [29]. The methodology
teachers use influences their attitude towards technology and to internet usage in
classrooms [26,28]. Teachers are also less likely to incorporate ICTs in the class-
room if their learners use it for off-task activities such as entertainment [3]. It has
been noted that using technology for teaching content distribution and creation
does not necessarily translate into better learning experiences although more
research needs to be conducted [28,30]. Many studies have been done to look at
the impact on learner performance but here it has also been acknowledged that
more research is needed [3,4]. Broadband use can have negative effects on the
classroom environment and learners [3]. Learners may become more distracted
and use the Internet for entertainment or leisurely purposes if not monitored
correctly. Schools can implement policies to monitor the use of the Internet such
as blockage of websites [3].

Internet use has been found to differ depending on which school you attend
[24]. One study found that learners from better resourced schools, with teachers
that had higher technological training, preferred to use the Internet for enter-
tainment purposes in comparison to their counterparts [24]. On the other hand,
a study done in Turkey on the impact of access to ICTs for learners found that
learners generally tend to not use the Internet for academic purposes [31]. Litera-
ture highlights that broadband in households and socio-economic status impacts
how learners use the Internet [23,24,31] and the SA study by Sackstein et al.
[28] found that learner’s use of technology depends on the age of the learners.
Positive effects in the teaching space are only seen when ICT is used to sup-
port other teaching practices [27]. ICTs in the learning space have the potential
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to enhance the learning experience through teachers using immersive teaching
practices they have never used before [25] but they do require the Internet.

While internet usage in schools is seen to be a cost saver as it can reduce
printing costs [28], resources available in schools is a factor impacting the use
of Internet in schools. Studies have found strong correlations between having
relevant devices and classroom internet use [18]. Historically and still in many
schools, Internet access to learners within schools is limited to computer lab-
oratories [32]. A study done in North America, on the barriers of integrating
computing in the classroom [26] found that schools with minority and poorer
learners, tend to not be able to provide wireless Internet access for the whole
school and computer devices also tend to be scarce. Poorer youth are less likely
to have access to quality Internet resources and this impacts how they use the
Internet [24]. In many African countries, Internet access is hindered due to fac-
tors such as inadequate power supply, low computer literacy rates, lack of rele-
vant teaching materials, high cost of computers and other technologies, and low
incomes [33]. Additionally, for lower-resourced schools, it has been found that
learners are only able to access the Internet at school [14] and not at home.
Yet mobile technology and other technologies which can be incorporated in the
learning space have increased in South Africa and globally [28]. In South Africa,
only 1% of university learners do not own a mobile phone [34]. In Table 1 we
summarise the main factors reported in the literature reviewed influencing the
use of the internet for learning in schools.

Table 1. Literature factors influencing internet usage in schools.

Factors influencing internet usage in schools References

Limiting internet access to computer laboratories [32]

Quality of ICT Infrastructure, power supply and relevant other
technologies

[24,26,32]

Teacher’s methodologies and style of teaching [26,28]

Learner’s use of the internet for entertainment [3]

The age of learners [28]

Printing cost reduction [28]

Teacher computer literacy, availability of relevant teaching materials,
training of teachers in use of ICTs

[22,25–27]

Broadband in households and socio-economic status of learners [23,24,31]

Availability and cost of devices [18,24,26]
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3 Method

This section describes how the research was performed, assumptions made and
limitations. The philosophy of the research influenced the assumptions made
about the research which reinforced the methods and strategy chosen [35]. Seeing
as the research is explanatory, the research on the proposed topic was centred on
understanding teacher’s experience around the use of broadband in the teaching
space. The research attempted to describe how teachers have been impacted
as broadband is introduced. The philosophy is interpretive which focuses on
understanding the role of humans as social actors and understanding the point of
view of those being researched [35]. A multiple case study strategy was conducted
with each school representing a case [36].

The researcher obtained permission from the WCED and the university’s
ethics approval before contacting any schools. Participant’s contributions to the
research were voluntary. The research was done over a few months in 2019. Eight
schools were chosen across Cape Town from all three school types. The first char-
acter of the case represents the school type. There was one private school (A1),
four state-aided schools (C2–5) and three fee-free schools (B6–8). Judgment sam-
pling, a qualitative sampling technique [37] was used to select diverse teachers to
interview at each school. A researcher travelled to each school to interview partic-
ipants. The participants provided the researcher with necessary documentation
such as relevant policies. Semi-structured interviews were performed following
a loose interview protocol and interviews were recorded and later transcribed
using Otter Voice notes. Table 2 lists the participants interviewed. Participant
codes start with the case number and end with A if the teacher had 10 or less
years teaching experience and B if they had more. In each school where multiple
interviews were held, a younger and older teacher were interviewed. Four out the
twelve participants had worked internationally and four had more than 10 years
teaching experience. NVivo was the tool used to code and analyse the data. To
identify the themes, Braun and Clarke’s [38] six steps of thematic analysis was
followed:

1. Become familiar with the data. The researchers made summary notes on each
interview conducted and the school policies collected.

2. Generate initial codes. The coding phase was done in parts. The researchers
sought common topics that arose and grouped them together. From that
initial coding the coded data was then reanalysed to look for more codes.

3. Search for themes. Patterns in data that were relevant to the research question
were searched for in the initial codes.

4. Review themes. Themes were reviewed to ensure that they were relevant to
the re-search and to establish sub themes.

5. Define themes. The essence of each theme was established to give a proper
definition and explanation of the theme.

6. Write up. This involved the writing up of the data.
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Table 2. Participants interviewed.

Code Subjects taught and other roles Teaching years

A1A Teach English Language, Ed Tech Coach 6

A1B Teach Creative arts, Head of Culture 15

C2A Teach Afrikaans, IT, Head Technology Integration 9

C2B Teach Mathematics, Science, Geography, Head of
Examinations

37

C3A Teach Computer Literacy, Life Orientation 12

C4A Teach Computer Literacy, Life Orientation, Computer
Application Technology

4

C4B Teach English Language, Deputy Principal 29

C5A Teach English Language, Head English, Grade 11
Discipline, Interact, Social Media

6

B6A Teach Economics, Accounting, Business Studies 3

B6B Teach English Literature, Life Orientation, Creative Arts,
Deputy Principal

23

B7A Teach Creative Arts, Music, English Language, Grade
Head, ICTS Coordinator Public Relations officer

10

B8A Teach Science, Geography, Business Studies 4

4 Findings

The explanatory model derived from the interviews is shown in Fig. 1. The factors
found to impact the use of the Internet for learning will now be described. While
the motivation for introducing broadband into the Western Cape schools was
partially to reduce the digital divide, our analysis found high levels of inequality
in terms of Internet use when contrasting the different school types.

Fig. 1. Factors impacting learner’s use of the Internet for learning.
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Three contextual factors were mentioned which impact learners and school
facilities. Firstly, participants acknowledge the problem of very high costs of data
in South Africa: “Our problem in our country is the cost of the data” (P03B).
As a result, learners “don’t have data - they’re limited” (A1A). A second issue
highlighted is the disparity between households in South Africa where learners
have unequal access to devices and internet at home. “A household that has a
steady income where they actually have internet and computers versus a child
who doesn’t. I think a child who does benefits the most” (C4A). Finally, the
unreliable power utility was referred to: “So there are challenges or something
like Eskom [the unreliable power utility] you need to know that. Chances are
that you won’t have electricity and no internet” (C4B).

4.1 School and Department of Education Facilities

The education department had started to provide facilities such as internet
access, training courses and online content. Many schools, particularly state-
aided schools, had found these facilities to be inadequate and these schools had
funded extra facilities. Private schools appeared to have been providing appro-
priate facilities for a while. As school fees are being used to improve facilities,
fee-free schools with poorer learners and parents have less facilities. There was
evidence of clear inequality in facilities between the three school types. Data evi-
dence for these themes is provided in Table 3 and is now described. Firstly, there
were found to be disparities in terms of the quality of internet at the different
schools. While the private school noted that learners had Internet access over
the last 10 years, generally state-aided schools were using their own internet and
the WCED internet, while some fee-free schools were still installing the internet
or struggling with its capacity. In many fee-paying schools Internet access was
restricted to teachers only while the private school provided wi-fi to visitors.

In terms of DoE Courses and Online Content, the Department of Education
has started to provide the necessary courses and online content for teachers, but
this was critiqued by some as being too little too late as private schools had been
setting trends in terms of online content for a while.

Private and state-aided schools had been investing in their own technology
support and training. Many of these schools had a dedicated post responsible
for integrating technology into teaching and training teachers. In contrast one
fee-free school had not yet opened their computer lab as they had no one to
manage the lab and staff had not been trained on using technology.

In terms of managing internet usage, clear policies on Internet use are needed
and there is a need for management to be driving technology use. Many of the
schools had set policies that prevented learners from using their phones at school
and where internet was being used for teaching it was being driven from a senior
level. In some fee-free schools there was lack of understanding on what rules
needed to be put in place.
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Table 3. Data evidence for school and department of education facilities and inequality
in school technologies.

Facility themes Data evidence

Internet
Provided by the
DoE and/or
School

It’s good and bad. We’ve got two lines; you’ve got the one that is provided by
the department of education and then the one that school has always had
(C3A). The WCED Wi-Fi, which is also slow sometimes so it’s not the greatest
quality internet (B6A). The entire school has access to Wi-Fi. How-ever, at
this point, we have not formally introduced it to the learners (B8A)

DoE Courses and
Online Content

I just think maybe the Department of Education says that they’re moving,
they’re not really moving. All the schools who are massive trendsetters in this
area are doing it all privately, you know (A1A)

Technology
Support and
Training in
Schools

I basically spent the majority of my day, trying to come up with ways in which
we can integrate technology into the curriculum (A1A). I’m head of technology
integration, which means I’m responsible for training and sup-porting the staff
in terms of how they use technology to enhance the learning (C2A). We are
waiting to employ someone who will take over the entire lab. So, we don’t want
to open the venue until we are ourselves have obtained training to productively
use that venue (B8A)

School’s
Management of
Technology Use

The school’s policy is that they can bring cell phones, but it must be off and,
in their bag (C4A). So, you’ve got to have somebody who’s going to be driving
the use of technology. Now this new principal we’ve got he has decided
everybody’s going for the iPad (C2B)

Technology
themes

Data evidence

Quality of
Internet access
and
infrastructure

It’s 10 gigabit fibre across the site, which is pretty nice. But we’ve got a heat
map done... 10 days ago, as well as an extensive site survey just to identify
areas of sort of lower coverage and interference (C2A). This is often an issue
with the internet. It is quite slow (B6B). I find it unreliable (B6A)

Tablets and
smartboards to
teach using the
internet

We’ve [teachers] also got smartboards, and now this year, we’ve all got tablets
(C2B). There are four or five rooms with smart boards? but I think only two
of us actually use them (B7A)

Devices for
learners to access
the internet

Our grade eights all have tablets (C2B). The only access they have is to the
computer rooms which creates issues because if a whole school needs to use
two rooms the only times, they can really use it is during break (B6B). We
currently have a lab with 25 operating computers... Anything that they have
on them of value makes them a target. So even the phones already dangerous
enough so we never allow the laptop or anything bigger than a Phone (B8A)

Technology to
control internet
usage

We’ve got various blockers, and firewalls and all of that to try and keep the
children safe (A1B). You can’t monitor their phones; you can’t have their
phones on net support (C3A). With iPads It’s easier because we run software
that can actually monitor things and we can block certain websites more easily
(C2A). I can go onto the classroom and I can then see what’s on every screen.
And I can lock their screens (C2B). But the problem is about control. And you
know, being able to put things in place that learners won’t, you know, do the
wrong thing (B6B). We must have a set list of websites to consult; at the
moment it’s a free for all (B8A)

School e-mail
and e-learning
systems

As a Google school, we make use of the whole Google suites for education,
Google Classroom, Google Forms, Google Docs, and it’s all online. We also use
other things like Flipgrid and Socrative (A1A). And we use a lot of Google
classroom as well, which is an online portal, where kids can hand in tasks
(C3A)
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4.2 School Technologies

The digital divide is clear in South African schools as some schools have the
necessary technologies needed for the use of the Internet for teaching and for
learning and other schools don’t have them or have challenges with them. The
unequal distribution of these technologies is driven by unequal school facilities.
These technologies are listed in Table 3 with supporting quotes and are now
described.

The responses indicate quality of the internet and associated infrastructure
varies between schools and participants have different experiences regarding
Internet usage. The fee-free schools were complaining about unreliable and slow
internet. Even the private and state-aided schools had their challenges but they
had skilled staff who were monitoring the situation and adding network points
when necessary this helped improve the internet.

Having the Internet is not sufficient. Teachers need to have technologies to
teach with. Many of the schools had issued teachers with smart boards and
tablets to use for teaching. In some schools the technologies were issued but
they were not being used. This lack of use was driven by insufficient facilities
to teach and support the teachers. The third category is devices for learners
to access the internet. In poorer schools the only devices learners had access
to were computers in restricted computer labs and these computers were often
insufficient. In wealthier schools, learners were issued with tablets for use in the
classroom. While most learners have phones, these were deemed to be insuffi-
cient. One respondent referred to crime at the school and the surrounding areas
which prevents learners from having devices on them.

This leads to the category of using technology to control internet usage.
Software was also being used to control what learners could do on their tablets.
Yet this soft-ware could not be used on phones. This was another reason given
for tablets being preferred to phones. The private and state-aided schools moni-
tored internet usage and had blockers and firewalls installed that controlled what
learners could access on the Internet. In contrast one respondent in a fee-free
school noted that learners could access any content. Finally, once all these school
technologies are in place, learners need access to e-mail, appropriate e-learning
software and learning management systems. The private and some state-aided
schools referred to the use of school e-mail accounts and software such as Google
Classroom.

4.3 Teacher’s Characteristics

Certain teacher’s characteristics were found to impact how they use the Internet
in teaching, and these are described in this section. In some cases, these teacher
characteristics were influenced by the school and Department of Education facil-
ities. These characteristics are listed in Table 4 and are now described.

Teacher’s lack of computer literacy was shown to influence their use of the
Internet for teaching. Respondents noted that teachers do not use the Internet
in teaching because they don’t have the necessary computer literacy and don’t
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want to be embarrassed in class. Teachers want to appear to be “the smartest in
the room”. Workshops and training on the use of ICT in teaching was found to
change teacher’s computer literacy and their enthusiasm for using IT in teaching.

The age of teachers was referred to by many respondents. Some respondents
felt that older teachers generally didn’t allow devices in their classrooms and
that younger teachers were more familiar with the relevant technologies and
therefore used them more easily. An older respondent confirmed how technology
was a high source of frustration. However, one respondent commented that the
older teachers, because of their teaching experience, ultimately use the relevant
technologies to better effect. The subjects teachers teach also appeared to affect
use of technology for teaching. In one case a respondent noted that language
teachers don’t use the Intent in teaching, while another respondent noted how
online resources were “fantastic” for teaching languages.

Teaching style appeared to have a very strong impact on using the Internet
in teaching. When a teacher has a modern constructivist teaching style, they
believe in inquiry based, learner led teaching then they see their role as merely a
facilitator of learning. Their teaching style will then encourage group work, peer
assessment, online participation and learners preparing lessons. The Internet
is seen as critical for this teaching style. However, they noted that this style
empowers learners and not all teachers felt comfortable with losing power in the
classroom.

4.4 Learner’s Characteristics

The teachers noted certain learner characteristics which they believed were influ-
encing how they use the Internet in teaching and how learner’s use the Internet
for learning. These characteristics are listed in Table 4 and are now described.
Teachers noted that for learners to benefit from Internet usage they needed to
have their own devices and have internet access at home. Learners who had that
were at an advantage. In certain cases, the use of e-learning systems was not
embraced because learners did not have that access. Teachers who were embrac-
ing the use of the Internet in their teaching referred to learners who are attracted
to using the Internet. They noted that learners were “stimulated just by its pres-
ence” Learners were said to prefer visual and auditory stimuli over reading, Of
concern was the problem of controlling technology usage. Many of the teachers
noted that learners were not able to control their technology usage. They found
social media, videos and connecting via the Internet hard to resist. Teachers also
noted that learners don’t take notes anymore and preferred typing to writing.
Instead of learners taking notes they take photographs of the board with their
phones.
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Table 4. Teacher’s and learner’s characteristics.

Teacher’s
characteristics

Data evidence

Teacher’s
computer
literacy and
attitude towards
IT

Teachers really don’t like to be embarrassed... often teachers like to
appear the smartest in the room (A1A). Some teachers are scared to
use the internet because or because they, they’re not very skilled (C4B)

Age of teachers Our older teachers also tend to do amazing things. So, they are
definitely more tentative in the beginning. But then with the years of
experience, they’re able to use the technology often very thoroughly, to
inspire deep learning. For the young people it’s definitely easier and but
the result aren’t always better (A1B). Technology frustrates me. And if
it doesn’t work immediately, I’d rather not use it. But you know...
you’re talking to an older person (C2B)

Style or methods
of teaching

So, creating lessons where its more inquiry based, student led (C2A).
Kids need to be engaged... and ICT is perfect for them. Because you
can even the quiet ones, you can get involved (C4B). I quite enjoy
having them prepare a lesson... but it [the Internet] has definitely
impacted my style (C5A). We’re in the most exciting place in
education, because suddenly, you’ve just become a facilitator for them,
having information from the best minds in the world. And I think
that’s why teachers are scared, because suddenly the technology is
disruptive and it empowers children and so teachers have to completely
change their mindset. And that’s difficult to do (A1B)

Learner’s
characteristics

Data evidence

Learners owning
devices and
having internet
access

We’re well resourced, the parents have provided iPads for the kids
(C2B). I’ve been trying for a long time to get on to Edmodo or to
Google Classroom. So, problem we’ve had is that our children don’t
have internet access at home. (B7A). A lot of them don’t have
computers at home (B6A)

Learners are
very visual and
attracted to the
internet

They’re more likely to go and look at that Instagram page than they
are to go and read a book about this person (C2A). Our kids want
something visual; they want something auditory, and obviously
something that they can refer back to. Like I said, it’s [the internet]
just a part of their lives. So, they immediately connect to it. They are
stimulated just by its presence (C5A)

Learners can’t
control their
technology usage

The problem is that they don’t know how to control the usage. So
instead of doing what they supposed to be doing they end up talking to
the friends on WhatsApp (B6B). It’s just a very distracting thing
[referring to phone] for them to have (C2B)

Learner’s don’t
take notes any
more

I try to encourage them to take notes as I speak, even though I find
that that’s a skill that this generation really, really lacks (C5A). I’ll put
notes up on the board. And they will instead of actually just writing it
down. . . they’ll come forward, take a picture of it with a cell phone and
go back (B7A)
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4.5 Teachers Use of the Internet for Teaching

How teachers use the Internet for teaching was found to be influenced by the
characteristics of learners, the teacher’s own characteristics and the school’s
internet technologies. Many of these internet practices, listed in Table 5, were
found not to be performed in certain schools and by certain teachers.

In all schools some teachers were using the Internet to prepare teaching con-
tent that learners can relate to and hence would hold their attention and hence
they would learn. Examples cited include creating Facebook profiles for litera-
ture characters; using short videos in class to wake learners up; incorporating
graphics in PowerPoint; including snippets of breaking news in economics; play-
ing YouTube clips of poems to make “it stick”; and playing YouTube music as
a reward. Teachers were also using the Internet to access and complete online
courses to refresh their teaching practice. Free courses and Google certification
were referred to.

In schools with e-learning systems, teachers were sending out all announce-
ments to learners and parents via the Internet which helped communication.
They were also distributing all learning content such as notes, memos, previ-
ous tests, videos in this way. In some of these schools, teachers noted that they
no longer hand out paper. Teachers were also sending information, such as test
information, to learners via WhatsApp on the weekend but if a learner didn’t
have a smart phone this would disadvantage them. In a fee-free school a teacher
noted that content was sometimes distributed via flash drives but this did not
help learners who did not have access to computers or e-mail.

The practice of allowing devices connected to the Internet in the classroom
was referred to by most respondents. Schools in which learners had tablets
allowed the de-vices in the classroom and were able to control usage through
the relevant software. Most schools had a strict “no phones in the classroom
policy” because of the inability to monitor what students are doing on these
devices. However, in many cases teachers were breaking with the school policy
and allowing phones to be used by learners but they then had to physically
control and monitor the usage which is challenging.

In classrooms where devices were being used, teachers were designing class
lessons where learners would use the Internet. Examples include assignments
where learners search the Internet for answers; where teams collaborate and
access and edit shared documents; online quizzes where the live results are
shown on the projector and even team quizzes. These practices are driven by
the teacher’s style of promoting student led teaching and group work.
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Table 5. Teachers and learner’s use of the internet for teaching.

Teachers use Data evidence

Preparing
teaching content
to interest
learners

When I teach literature... we do is, like a new profile Facebook profile for the
characters so that it’s relatable, something they enjoy, so they get to learn
about the character (B6B) When I’m teaching a poem I’ll try YouTube it and
find a recording of it, or something different that just makes it stick (B7A)

Refreshing
practice through
online courses

I’ve done through a company called Cloud Education. I’ve done training and
becoming a Google certified teacher (A1B). But the nice thing is, you can just
go and. . . they’ve got lots of free courses there that you can do (C3A)

Communicating
electronically
with learners
and parents

We run as a Google school. . . all announcements and communications and
things are sent out electronically (C5A) It’s easy to send it out in a WhatsApp
group over the weekend... And then I can’t do it because I can’t give even 26
of the 27 learners information and not the one person (C4A)

Distributing
teaching content
to learners

They’ve got a classroom drive, where they can access all my materials,
additional notes and videos (C5A). So, I don’t hand out paper (C2A). I do
give it to them on a flash, but I find it’s not helpful because a lot of them
don’t have computers at home to use that or email (B6A)

Allowing devices
or the Internet in
the classroom

The rules say no cell phones in the classroom. However, we turn a blind eye if
teachers use it for learning (C4B). We see having cell phones on you during
class time as a serious misdemeanour... it’s very difficult to monitor, whether
they’re using a cell phone for research... I do think it would be good for them
to have access to electronic resources within the classroom (C5A)

Designing lessons
with activities,
group work and
assessment using
the Internet

In some lessons, they collaborate on... a Google doc or a Pages document or
whatever that they all have shared access to (C2A). I will do like online
quiz-zes... And I can see they can see who’s done (C3A). It’s like a quiz that
you set up. . . what they do is kids share phones, kids who have data... they
will share a phone and play in teams (C4B)

Learner’s use Data evidence

To find
information

They will make discoveries on their own (B8A). If a child doesn’t know the
meaning of a word, or the spelling of a word (B7A)

To access class
content and
catch up work

They upload TUT videos, how they explain the TUT everything in that, that
helps a lot, when my learners are not like, up to date with the tut. Like, for
instance, they’re absent for a whole week, they miss a lot of work (C4A)

To access
text-books and
online teaching
material

I find it quite disturbing is we are still talking about textbooks... we should
have moved on - you just need a device (A1B). [iPads] lightens the bags... you
can have maybe one book in there and an iPad (C2A). We encourage kids to
use online platforms, for example, the WCED has a very nice portal where
they put up a lot of resources for the kids... also Mindset Learn (C3A)

To submit or
perform
assessments

We use Google Docs throughout the school to do our digital sort of
assess-ments and assignments and homework and things handed in (C2A).
Kids can submit their work online (C3A)

To communicate,
interact and
relate to others

We’ve just recently done a project with learners from India, Sri Lanka, and a
country called Bhutan, and South Africa. So, it was a digital platform to let
the kids, had to use, and then they could communicate with learners from
those countries (B6B)

To fit into a
digital world

We live in a digital world. These kids are not equal. Now, they’re not going to
be able to fit into the world once they leave here (B6B). Digital literacy and
being able to like be citizens of the 21st century (C2A). The fourth industrial
revolution, you know, and equipping them with skills of collaboration, problem
solving, creative thinking, all of that (A1B)
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4.6 Learner’s Use of the Internet for Learning

How learners use the Internet for teaching is influenced by the teacher’s use of
technology for teaching and the school’s internet technologies. In many schools
this usage was severely restricted. These usage practices are listed in Table 5 and
are now described.

Firstly, learners use the Internet for finding information. This ranges from
doing school projects to looking up the meaning, spelling or pronunciation of a
word. In schools that use e-learning systems, learners can access all class content
online. This is very useful if learners have been absent or are just behind. They
also access electronic textbooks and online teaching material. Teachers referred
to the content on the WCED portal and instructional videos on Mindset Learn.
In many schools they were talking about moving to electronic textbooks only.
This is beneficial as learners only need to carry a tablet in their bag instead of
heavy textbooks and is more cost effective as there are no printing and distribu-
tion costs and the risk of misplaced textbooks is averted.

Learners were also using the Internet to submit assignment or perform online
assessments. The teachers referred to how useful this was as they were so easily
able to control submission deadlines and give extensions of a few hours. Learner’s
use the Internet to communicate with their peers and their teachers. This could
be through e-mail, the e-learning systems or instant messaging such as What-
sApp. This is seen as critical to keeping up with class content and learning how
to communicate, especially in group projects. One teacher referred to a school
project where learners used the Internet to communicate with learners in India,
Sri Lanka, and Bhutan. This is seen as important in helping students to com-
municate, interact and relate to others.

This feeds into the broader theme of fitting into a digital world. Teachers
referred to the Internet preparing learners to have digital literacy, collaboration
skills, problem solving skills, creative thinking skills, fourth industrial revolution
skills and being citizens of the 21st century.

5 Conclusion

While it is believed that usage of the Internet can positively impact education,
its impact, how this is enabled and is experienced is not well understood. Even
Bill Gates in 2019 noted that computers have no value in the classroom. The SA
WCED e-learning smart schools project in 2019 was connecting schools in Cape
Town with broadband. This provided an opportunity to describe the experiences
of teachers and explain how relevant factors impact the use of the Internet for
teaching and learning in a school environment.

From a theoretical perspective, the resultant model explains how contextual
conditions such as an unequal society in SA impacts resultant unequal usage of
the Internet for learning. Other dominant factors include the actual character-
istics of learners and teachers, the facilities being provided by the WCED and
the relevant schools and the practices of teachers. From a practice perspective,
this study will be relevant to the local governmental organisations, schools and
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teachers trying to increase and reduce inequalities in e-learning in schools. The
study should also be useful to university lecturers who need to understand how
teaching practices in schools are changing and hence the expectations of students
arriving on campus.

The paper has limitations. While many documents were collected as part
of this study, here we only present the analysis of interview data. Also, due to
space constraints, the rich and incredibly insightful comments from teachers had
to be severely reduced. With more analysis the various school types could be
further contrasted to confirm differences although we argue this does not have
much value. In SA we are at the stage that most learners have access to a smart
phone. Hence, we recommend further research into cost-effective ways to get
access to devices for poorer learners and mechanism that teachers can employ
to control phone usage in the classroom.
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Abstract. Diverse learners from different backgrounds present both sig-
nificant instructional design challenges and opportunities. Particularly in
programming, most serious games that have been created to aid lecturers
lack support for diversity. As a result, domain experts who may wish to
adopt a Game Based Learning (GBL) approach lack diverse games that
are relevant to their local contexts. This paper reports on the design con-
siderations necessary to create diverse programming games for teaching
recursion to different novice students. Interviews were conducted with 17
introductory programming (CS1) lecturers from Kenya and South Africa.
This was followed by qualitative thematic content analysis. Findings were
reviewed by a game expert to validate them from a games design per-
spective. Results suggest that student background, gender, and culture
as well as other factors such as local context, game attributes, pedagogy
and practical teaching aspects are core to creating diverse programming
games targeting different learners in this generation.

Keywords: Diversity · Games · CS1 · Recursion

1 Introduction

The debate on diversity in Computer Science Education (CSE) is not new. The
early work by Camp [11] brought to the attention of the community the declining
number of female graduates in Computer Science (CS), pointing out the urgent
need for gender inclusivity. Further, the community was called upon to come
up with innovative ways to attract and retain students, particularly female,
in CS to address the shrinking pipeline. Reiterating low enrollment rates and
the lack of diversity in Computer Science education, Bruckman et al. called for
changes across CS pipeline [10]. In South Africa, some works have recognized the
diverse nature of most classrooms as demonstrated by efforts aimed at preparing
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lecturers to cope with and handle students from culturally and economically
divergent backgrounds [5,41].

In this paper, diversity refers to differences among students due to
race/gender as well as diversity in (i) motivations, learning needs, educational
level and (ii) academic/skills as well as cultural and economic backgrounds
[33,47]. Lecturers of introductory programming (CS1) encounter diverse mul-
titudes of students [33,47], bringing with it many challenges [33]. Guzdial and
Soloway reiterate that most of these students - the Nintendo or MTV genera-
tion - are not easy to motivate using invisible and abstract traditional teaching
approaches [19]. Consequently, using old teaching techniques may not be benefi-
cial when engaging with them in the classroom. Probably, new approaches such
as digital GBL could be worthwhile. To this extent, some works have suggested
the use of games to motivate this generation of students who apparently like
engaging with multimedia and animations [19] as well as games [30].

For instance, in South Africa, given the Apartheid system and the diversity of
this generation of students entering universities, a pedagogical design for teaching
novice programmers CS1 within the local context has been proposed [13]. One of
the design principles involves students using construction tools such as puzzles
and games while interacting in small groups and speaking in their local languages
- mainly Zulu. The results seem promising [13].

Although the motivational and engagement promise of games in learning has
been reported in the past [6,28,36,37], designing and developing playable games
remains difficult, time consuming and expensive [18,48]. Moreover, most of the
material describing games for teaching computing in higher education does not
describe how these games have been developed [8]. Additionally, there seems to
be no consideration for diversity in design. This was echoed in a report by a spe-
cial working group on game development for Computer Science Education (CSE)
that noted the significant design challenges as well as opportunities presented
by different learners given varied gaming backgrounds [24]. If the motivational
need of the 21st century learner is to be met through Game Based Learning
(GBL) approach then design need to cater to diverse students, especially in CS1
courses.

Given these findings, coupled with the well known difficulty of the recursion
topic among students [4,29,31,32,42], the purpose of this study is to identify
needs of particular groups of learners with an attempt to understand how pro-
gramming games that appeal to diverse learners could be designed. It answers
the following three questions:

1. What teaching practices are used by programming lecturers in Kenya and
South Africa when teaching undergraduate novice students the recursion
topic?

2. What teaching examples/analogies are suitable for designing games to teach
the recursion topic to diverse novice students?

3. What design considerations are useful when developing a game authoring tool
to create games that can teach diverse novice students the recursion topic?
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By answering these questions, the novelty and hence contributions of this
paper are as follows:

– It is a unique study on teaching CS in developing countries that could be
extended to others.

– It highlights factors affecting teaching the recursion topic via games and sug-
gests practical ways to address them as well as suitable teaching analogies.

– It proposes design principles to guide the creation of programming games to
teach diverse learners.

The rest of the paper is organised as follows: Sect. 2 is a summary of related
work. Section 3 describes the methodology adopted. Results and discussion are
presented in Sect. 4, followed by limitations in Sect. 5. Section 6 is conclusions
and future work.

2 Related Work

In a recent study, when White, Asian, Hispanic/Latin, and African Ameri-
can/Black students were asked whether they had an interest in video games,
their selections for “A lot” were: 52, 48, 27, and 38% respectively [22]. Conse-
quently, a recommendation was made that examples relevant to different groups,
including females, and under represented minorities be included in the introduc-
tory CS curriculum [22]. In a contrary study, the Lightbot game was used to
introduce functions and recursion to students in two post-secondary classrooms
from different countries [16]. These were Peru and United States of America
(USA) that had different cultural contexts and curricular. In USA, the study
was conducted in Berea College (BC), one of the most racially diverse private
arts colleges. Results suggested that the game could offer an effective and engag-
ing introduction to the programming concepts regardless of cultural context or
course contexts [16]. Given the mixed results from such early works, it would
therefore appear that still little is known about how best programming games for
diversity could be designed. The work reported in this paper builds on current
literature on the topic, but from a different context. It leans on unique expe-
riences drawn from universities from two African countries (Kenya-low-income
and South Africa-middle-income).

Advocacy for consideration of diversity, equity, and inclusion in CS curricu-
lum by having content with examples relevant to diverse groups such as female
and under represented communities has been on the rise [22,34]. The work by
Collain and Trytten [15] investigated diversity by understanding home and pre-
college computer experiences of students and found out that (i) fathers prefer-
entially taught their sons computing and (ii) there are different pathways stu-
dents use to join CS or Computer Engineering (CE). Some authors have also
argued that well-designed culturally responsive computing can make classrooms
more equitable and inclusive to a diverse student population [40]. In the case
of South Africa, there is need to design teaching and learning strategies that
benefit diverse learners in a regular classroom [50]. Engelbrecht goes on to add



22 J. T. Anyango and H. Suleman

that the recognition of diversity in learners is one of the core pillars of inclusivity
in education in South Africa [17].

Findings from another work on game design for CSE showed that while gen-
der identity could affect player enjoyment, genre preferences had impact on both
experience and outcome performance - independent from gender, hence the need
to have a better understanding of target audience [21]. In addition, in an evalua-
tion of a game to enable students to learn the Spanish language, users criticized it
for lacking diversity such as diverse game characters, aspects of Spanish culture
in game tasks and the inability to customize the game play experience [39].

A claim has also been made that it is best to design games with the back-
ground culture of the intended audience in mind [27]. The work by Malliarakis
et al. [30] showed that existing educational games designed with a focus on com-
puter programming do not enable lecturers to configure the game environment
according to the pedagogical goals related to the respective unit of learning.
Moreover, a comparative analysis of five Serious games specifically designed to
teach the recursion topic in CS1 (see Table 1) reveals that none are customizable,
use simple textbook examples, consider culture or student background in their
design. Further, only two are designed with constructivism learning theory [2,20]
in mind. In this theory, learning is a constructive process that involves problem
solving and understanding as learners build internal models of knowledge [2].

This paper approaches programming game design through the diversity lens.
It considers the missing aspects identified in the reviewed literature such as genre
preferences, relevant curriculum examples, pedagogy, gender, culture, learning
context, game customisation as well as student computer background.

Table 1. Comparative analysis of serious games designed to teach recursion (PYR =
Program your Robot)

Feature Elemental [12] Cargo Bot [46] Light Bot [1] PYR [26] Saving Cera [7]

Supports writing

code

✓ ✕ ✕ ✕ ✓

Stack visualisation ✓ ✓ ✕ ✕ ✕

Debugging feature ✓ ✕ ✕ ✓ ✕

Drag and drop

actions

✕ ✓ ✓ ✓ ✕

Learning goals

clearly aligned

✕ ✓ ✕ ✓ ✕

Supports learning

by construction

✓ ✕ ✕ ✕ ✕

Offers scaffolding ✓ ✕ ✕ ✕ ✓

Freedom to

explore level

✕ ✓ ✕ ✕ ✕

Allows

customisation

✕ ✕ ✕ ✕ ✕

Considers culture

and diversity

✕ ✕ ✕ ✕ ✕

Uses simple

textbook examples

✕ ✕ ✕ ✕ ✕
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3 Method

3.1 Sampling

The questions raised in this paper are addressed by interviewing 17 CS1 lecturers
from higher learning institutions based in Kenya and South Africa. Four partic-
ipants were female and 13 male. Of the females, 3 came from South Africa and
1 from Kenya. Among the males, 5 were from Kenya and 8 from South Africa.
Twelve participants (70%) were very experienced. Overall, the most experienced
had 30 years and the least 3 years of experience. One of the participants was
a professor and an expert in game development who was recruited on purpose
to give insights from game design and development perspective. Six respondents
had used games in teaching. Four (66%) had personally designed the games
used. Consequently, the data gathered is deemed relevant from both pedagogy
and game design perspectives [48]. All the participants from South Africa were
recruited from the Southern African Computer Lecturers’ Association (SACLA)
CS1 lecturers’ list created in 2018. On the other hand, it was convenient to
recruit respondents from Kenya because of the already established contacts. A
summary of the participants is shown in Table 2.

Table 2. Respondents demographic information

Lecturer Experience (Yrs) Gender Country of origin

L1 30 Female South Africa

L2 13 Male Kenya

L3 18 Male South Africa

L4 16 Male South Africa

L5 8 Female South Africa

L6 10 Male Kenya

L7 3 Male South Africa

L8 6 Male South Africa

L9 18 Female Kenya

L10 5 Male Kenya

L11 10 Male South Africa

L12 10 Female South Africa

L13 5 Male South Africa

L14 25 Male South Africa

L15 10 Male Kenya

L16 4 Male Kenya

L17 14 Male South Africa
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3.2 Procedure

Ethical clearance was first sought from the Faculty of Science Research Ethics
Committee of the University of Cape Town and relevant institutions. Invitation
emails were then sent out explaining the purpose of the study to the potential
participants. Thereafter, interviews were scheduled with the 17 willing partici-
pants. This was followed by sending written informed consent forms for signing
before the interviews. Each interview lasted an average of 45 min. The interviews
were structured to have focused topics aimed at eliciting particular themes rele-
vant to the focus of the research. The interviews contained questions about the
teaching experiences, game adoption barriers, teaching practices (e.g. teaching
time and class examples) as well as the recommendations on suitable teaching
analogies for designing games to teach the recursion topic to diverse students.
Additionally, there was a question regarding what the lecturers thought could
guide the design and development of a game authoring tool capable of creating
different games for diverse students. As the interviews progressed, we began to
realise the recurrence of similar data. By the final participant, data collection
reached a point where no new insights were generated i.e. data saturation was
reached [44]. At this point, no new participants were recruited. Skype interview
sessions were recorded using FlashBack Express video screen recorder. For the
respondents interviewed face to face, recording was done using a mobile phone
audio recorder. A game expert validated the findings.

3.3 Analysis and Presentation

Findings were manually transcribed and summarised into textual data using
Microsoft Word. This was followed by Thematic Content Analysis (TCA)
[3,43,51]. TCA is a descriptive presentation of qualitative data such as inter-
view transcripts gathered from respondents or other identified texts on the
topic of study [3]. Common concepts/ideas in the textual data were identi-
fied/highlighted and grouped into common categories/themes. Codes (concepts)
were either included or excluded guided by the interview questions. Coding was
iteratively done until no new themes emerged. Overall, three iterations were
done. The two authors who conducted the analysis met regularly to discuss and
agree on the coding/analysis of data. Where appropriate, tables were used to
guide discussions.

4 Results and Discussion

Game Adoption Barriers. After asking respondents about their demographic
information, an inquiry was done to find out potential reasons why games have
not been widely adopted in teaching. Fourteen (82%) reported ‘lack of time in
the CS1 curriculum and the effort required’; another ten (59%) said ‘lecturer
background and lack of awareness’; nine (53%) mentioned ‘difficulty to get rele-
vant - well designed games and tools’; while three (18%) were not sure if game
use would enable lecturers to effectively deliver content. Some remarks follow:
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– “It is hard to infuse games into the curriculum considering time” [L5].
– “In my programming education up bringing I have never seen games

used in teaching ... so the way I was introduced to programming is what
I give back” [L10].

– “when I was taught programming in my university I never learned with
games” [L9].

– “I do not know how effective it would be compared to the traditional
learning and so I fear trying to use it because I am not sure of the
impact” [L2].

– “It takes time and again there are no right game resources” [L8].

In a broader sense, the findings on adoption barriers could extend the debate
on the diversity topic by stressing the need to expose students to introductory
programming [15], and use of alternative learning media such as games in an
attempt to address the shrinking pipeline problem in Science Technology Engi-
neering and Mathematics (STEM).

4.1 Teaching Practice

Responses to the question on teaching practices and approaches adopted by
lecturers when covering the recursion topic can be summarised under two themes:
(i) teaching time and number of students and (ii) class examples.

Teaching Time. When asked to comment on time taken to teach the recursion
topic and how it was organised, most lecturers said they spent between two and
three lectures in total on the topic. However, we noted some variation on the
number of hours spent on the topic and how it was spread. As an illustration, a
summary of time spent by nine respondents is shown in Table 3.

Table 3. Recursion teaching time

Lecturer No of lessons Minutes per lesson

L6, L15 3 to 4 80

L2, L10 2 to 3 60

L3, L4, L13 3 45

L9 3 to 4 60

L5 5 to 7 45

While acknowledging the importance of recursion in computer science, some
respondents alluded that the CS1 curriculum did not allocate much time for the
topic. Consequently, they were forced to find extra time to reinforce the concept.
Comments from such respondents included mentions like:
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– “... in our current curriculum we spend only 2 or 3 lectures if ... may
be only 2 but not much” [L2],

– “I think it is always sort of the pillar of all these programming courses
... you find it is the one always you repeat after doing ... students will
always want you to come back and back and back and back from the
first time you introduce it” [L8],

– “I usually find time and come back to it after teaching binary search
and sorting just to try and reinforce it” [L5].

Given the pressure of time, two models of practical game adoption were
proposed: (i) short games for quick just in time class illustration and (ii) long
games for after class practice. Lecturer L1 proposed a design approach that
could give students games that allow them to practice for longer hours after class
while at the same time give a lecturer the ability to track their progress. She
made particular reference to universities that enroll large numbers of students
like hers (700 to 1000) for CS1 with different backgrounds. Her proposal was
supported by lecturer L9 who added: “there was a time we wanted to change one
of our introductory course ... only to realise that over 70% of the students were
government sponsored with no computer background”. Regarding the number of
students, respondents were unanimous that CS1 classes attract large numbers,
mostly drawn from different departments.

The finding on time is relevant and in agreement with that of Battistella
and Wangenheim [8] on games for teaching computing in higher education that
showed that most games are designed to fit into the duration of a class or to be
played rapidly (about 10 min). Additionally, other than the practical aspect of
time, these results further supplement current literature on programming game
design by introducing the practically large number and diverse CS1 students
aspect.

Class Examples. Next, participants were asked to comment on the examples
they use in class to teach recursion. Findings indicate that a majority (77%)
use textbook examples. Popularly mentioned were: Factorial, Fibonacci series,
GCD, binary search, power of a number, palindrome, strings, towers of Hanoi,
and recursive patterns. Lecturer L11 recalls clearly his experience in teaching
recursion by saying: “I have used patterns of very simple problems to teach recur-
sion”. It is surprising to note that only two (12%) lecturers said that they use
real-life scenarios in class.

4.2 Teaching Analogies and Design Ideas

After questions about recursion teaching practices, participants were asked to
recommend suitable teaching analogies (examples) they felt could be designed
when creating different programming games to teach novices recursion. Results
indicate that fifteen (88%) participants believe that such games should use simple
algorithms. In their view, consideration of the fact that the examples used do
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not introduce extra cognitive load to students is crucial. As exemplars, some of
the respondents express their opinion using quotes like:

– “...give them simple tasks” [L1]
– “if not made very complicated can be of value” [L2]
– “let them be simple ... not very complicated algorithms ... I tried using

a normal fan like pattern in my CS1 class but from experience students
found it difficult to understand recursion” [L3]

– “simple and basic” [L4]
– “simple and neat with simple rewards, levels and scores ... 2D not 3D”

[L5].

A mixed reaction was noticed on whether to use 2D or 3D games. While
lecturer L5 who also teaches a design course and lecturer L14 - a professor in
game design proposed a 2D game with simple and neat rewards arguing that
it will keep it simple and reduce distraction, lecturer L13 with an interest in
graphics recommended 3D for their visual learning appeal.

Though textbook examples were suggested by most participants, some
respondents brought up a useful debate on the extent to include them. Lec-
turer L3 felt that it was mandatory to fully include them by arguing: “classical
recursive examples like factorial, binary search, Fibonacci must be fully there in
the design knowing very well the importance of maths in computer science”. On
the contrary, L8 saw it differently, commenting: “I think their use is a disadvan-
tage to students with poor mathematical background”. This view was supported
by lecturer L13 who also cautioned against using only mathematical examples,
particularly, those that novice students had not encountered in their high school.
He said: “for me the expectation that every student entering university under-
stands factorial is reasonable ... expectation that they will understand Fibonacci
am not sure, I don’t think that much thought has gone into the possibility of
using real-life scenarios”.

Findings on class examples and proposed teaching analogies, potentially,
could equally add to the literature on the topic in CSE. It seems that inclu-
sivity in programming games design could be advanced by using a variety of
teaching examples that would cater for different learning needs. This is in line
with the recommendation by Ibe et al. [22]. It could therefore be argued that a
design approach that adopts both real life and textbook examples would increase
the potential of diverse CS1 educators and learners to embrace a Game Based
Learning (GBL) approach.

4.3 Creating Diverse Games

Views of respondents were also sought regarding what could guide the design and
development of a game authoring tool capable of creating different instances of
games for diverse novice students. To elicit this information, three aspects were
investigated: (i) unique design factors; (ii) game attributes and (iii) pedagogy.
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Unique Design Factors. From the text analysis of the responses received
about unique factors that lecturers thought could guide the design of program-
ming games for diverse students, four key themes emerged, namely: (a) context;
(b) gender; (c) religion; and (d) childhood game experience.

One lecturer (relatively young in age) could not hide her frustration with
the fact that most digital games played in Africa borrow a lot from the West.
She lamented: “why not contextualize to local games such as ... ‘Banu’ and local
characters” [L9]. Banu, also known as ‘Banta’ in Kenya, is a marble game com-
monly played by two people during childhood. Lecturer L15 who has taught a
multimedia course using games also suggested a localised game scenario where a
Masai Moran (warrior) fights lions to protect a Manyatta (hut) with the warrior
as the main character. Masai is a well known community in Kenya for maintain-
ing their culture.

A similar remark came from another lecturer whose opinion was: “if you are
to design a game for the youth in Kenya then probably, characters based on local
games, football stars, celebrities in music industry, and surprisingly politicians
will make them interested” [L2]. A respondent from South Africa echoed the same
sentiments by saying: “background and culture will affect the icons ... shapes ...
symbols that you use ... people from different regions are sensitive to different
symbols ... a certain icon in Cape Town will mean a totally different thing in
Kenya” [L8].

Three (18%) of the participants considered gender an important factor when
designing effective programming games. For instance, after the interview, respon-
dent L12 further sent an email suggesting two different design scenarios for male
and female students. Adding his voice to and in support of the gender debate,
L14 - a game expert, however suggested gender neutrality in design: “while con-
sidering gender ... why not just diverse backgrounds in a neutral way”.

Some feedback from four (24%) respondents illustrated that it is equally
important to design games that would interest learners based on how they grew
up. One of them described his experience when teaching an introductory pro-
gramming course in the Northern hemisphere. According to him, classes started
in October where students did an objects first introductory course from October
to December. This was followed by a project in December during the last week
of the semester. Students were allowed to pick a project to work on based on
scenarios they were interested in. He said: “one year, two of my students collab-
orated in a battle Bot game ... a game of Robots ... and they really enjoyed the
fact that it was something they could relate with remembering playing it when
growing up” [L11].

Another practical demonstration on how childhood game experience could
influence game design for different students in Computer Science Education
(CSE) was a revelation by a lecturer from Kenya. She recalls vividly one par-
ticular teaching experience saying: “...I remember there was a time when we
had some students actually using AI techniques to develop a local game ... we
picked this game so that students could relate with things they have grown up
with...” [L9]. In one unique case, one respondent suggested that lecturers should
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be careful when using games that include gambling since they may offend some
religious beliefs [L11].

As in the National Science Foundation [35] report, this study’s findings on
gender, context, religion and childhood game experiences contribute to the diver-
sity topic by considering target learners, but from Africa. Particularly, in the
context of South Africa, universities predominantly enroll CS1 students from
diverse racial, cultural and computer knowledge backgrounds.

Customisable Game Attributes. Participants were further asked to propose
game attributes or features a lecturer could change/customise to create different
instances of games with unique game play experiences using a game authoring
tool. Pointing out the lack of such tools, L15 said: “I have not seen any edu-
cational game development software”. Supporting this, two other participants
observed that game generation would help lecturers save on time spent search-
ing for appropriate teaching games and also present them with variety. One of
them said: “a number of years if you keep using the same examples over and
over the students don’t see the value ... there is need for refreshing examples
used by lecturers” [L11]. A similar view was held by another who remarked: “do
not constrain them to a particular example” [L7]. The two views illustrate the
need for variety.

Game complexity and challenge levels was also suggested by sixteen (94%)
respondents. Some comments included: “design for challenge at different game
levels” [L1]; “different levels of difficulty/complexity-for different types of stu-
dents” [L6]; “change game complexity” [L8]; and “vary the levels of complexity
such that they start by coding simple ones and also to take care of slow learners”
[L10].

Lecturers L2, L6, L9, L10, L12, L15, L16 and L17 felt that characters and
their unique parameters like clothes and colour could also provide an oppor-
tunity to create unique game experiences. While backing up the idea of game
generation, one respondent who considered himself a gamer said: “I think a
nice feature would be a game that has a lot of customization or configuration
options for instance I remember in the car race game you could change it to
your specification ... change the color, tyres” [L6]. On the contrary, while stress-
ing the role of visual learning, lecturer L13 observed that the design should steer
way from using characters since such could bring in personal issues. Instead, he
advised that neutral objects could be used in their place. Other customisable
game features suggested were: scene, background, theme, texture, light inten-
sity, interaction style, and character. Lecturer L14 added: “I think that it is very
important to consider game genre as another possible attribute”. A summary of
some customisable game features is presented in Table 4.

Pedagogical Considerations. Finally, participants were asked to reflect on
their teaching experiences and share pedagogical/instructional design consider-
ations they deemed suitable for games to teach recursion to different students.
It emerged that there is need to balance game play and learning given diversity
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Table 4. Customisable game design attributes

Game genre Game scenario Back ground Character Interaction style Complexity

Adventure Maze type game Color Cloth Drag and drop Simple

Role playing Factorial of a number Scene Hair Write full code Intermediate

Simulation Simple pattern Texture Body color Complete snippet Complex

Action Tree traversal game Sound Eye color

in a class. Two lecturers were quick to caution that from their experience one of
the reasons why lecturers do not use games in class and some students do not
take them seriously is the fact that they do not directly see their educational
value. One lecturer advised: “design to engage them in such a way that they see
relevance ... value in it” [L11]. This was supported by another who added: “stu-
dents may feel they are just playing if the feel of playing to learn is not there,
particularly the bright ones” [L8].

Twelve (70%) participants pointed out that individual differences among
learners in a class ought to be considered. One remarked: “I tried using a game
in class and the challenge was to get tasks to take care of the weak students ...
pitch a game at the very weak students and their capabilities ... design for differ-
ent types of learners” [L4]. Another thirteen respondents (76%) made remarks
suggesting that game goal and learning goal should be clearly aligned [38], and
that a deliberate effort should be made to balance design to cater for all types
of learners. In CS, the Cargo Bot serious game by Tessler et al. [46] and Pro-
gram Your Robot by Kazimoglu et al. [26] are illustrations of design by aligning
learning and game goals.

Two lecturers felt that programming game design should allow students
to actively construct their programming knowledge through active coding. For
instance, lecturer L2 said: “my experience is that it is important to let students
be in control of their learning by writing code” [L2]. His position was supported
by another respondent who commented:“..design to take them through step by
step and to practice by forcing them to write and compile code...” [L7]. An exam-
ple of a game in CSE that enables students to learn programming by practicing
coding is Elemental the Recurrence [12]. These findings suggest consideration for
constructivism learning theory [2,20] in design. Particularly for diverse learners
in CS1 [47].

Careful scaffolding and student support, especially for weak students, was
yet another admirable instructional design feature according to lecturer L8. He
said: “design for user guided inquiry learning to allow them try different things”.
Scaffolding is demonstrated in Saving Cera serious game by Barnes et al. [7] and
Elemental the Recurrence by Chaffin et al. [12] in CSE. Additionally, embed-
ding motivation, reward and challenge in the design was seen as important by
respondents L5, L8 and L16. Participant L5 remarked: “I have taught second year
course with games ... students were very interested ... make it fun and amazing
... amusing ...engaging...challenging...motivating”. Singling out the use of leader
boards and points, lecturer L16 who had used games in teaching a third year
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computer course additionally stressed the need for competition and rewards in
design. Agreeing with this position, lecturer L14 (a professor and game expert)
added his voice by saying: “reward system is very important from game design
point of view ... furthermore the core aim is pedagogy ... to design educational
games, particularly to teach the recursion topic”.

4.4 Summary

Evidence presented in this paper suggests that game adoption rate still remains
low despite the potential motivational and retention impact on learners.
Although most lecturers use textbook examples in class, it appears this could
also potentially disadvantage some students and further propagate the lack of
diversity among CS students. An educational game design approach that strictly
adopts only such examples might in itself cause a learning barrier to some learn-
ers. Consequently, when designing CS1 educational games for diverse learners,
it would be advisable to use textbook examples learners are familiar with, sim-
ple algorithms and real life analogies. For example, Depth First Search (DFS)
algorithm used in Chaffin et al. [12] would be considered complex for CS1. In
addition, ability to have unique characters is equally important. However, cau-
tion should be taken and where necessary, neutrality could be considered in
design. Some scholars have reiterated the lack of design guidelines/principles to
create serious games [14]. This paper attempts to address this gap by proposing
the following eight design principles that could guide requirements engineering
and creation of diverse games to teach different students programming:

1. Use diverse simple mathematical examples learners are already familiar with
to reduce cognitive load, while factoring in practically available time in the
curriculum.

2. Use a variety of fun and enjoyable real life analogies that students can easily
relate with.

3. Consider particular gender needs.
4. Carefully factor in student’s background in terms of computer knowledge,

culture and local contexts.
5. Carefully choose game genres bearing in mind religion.
6. Consider students’ childhood game experiences.
7. Pitch the design for different learning needs of students in a class, particularly

the very weak.
8. Design for game customization to produce a variety of game experiences.

The proposed design principles are supported by findings of other related
works. For instance, while calling for a more inclusive design approach, partici-
pants in the study by Rankin [39] criticised the game design for lack of (i) diverse
game characters that consider gender (principle 3); (ii) cultural aspects (prin-
ciple 4); and (iii) ability to customise the game play experience (principle 8).
Similarly, findings from the works by Khalifa et al. [27] and Rankin [39] confirm
that culture (principle 4), customization and game attribute configuration (prin-
ciple 8) are crucial design considerations when creating diverse games targeting
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different audiences. Moreover, two key findings from another study that sort the
views of 41 game designers and practitioners agree with principles 2 and 7 [23].
In this study, fun is identified as a key design feature for serious games for diver-
sity in line with principle 2. The second key finding suggest that design should
gradually release information and allow practice and mastery that can be built
upon to give a sense of progression (principle 7). This supports individual pro-
gression of students in a CS1 class given different learning abilities [33]. On the
other hand, the work by Katz [25] presents seven broad Universal Design (UD)
principles for an inclusive education that considers diversity. The first principle,
equitable use, maps to design principles 1, 2 and 3 in this paper. The second,
flexibility in use, aligns to the proposed principles 4, 5, 6 and 7. Lastly, simple
and intuitive use, the third principle aligns to the proposed principle 1.

5 Limitations

In total, 17 CS1 lecturers (domain experts) participated in the qualitative study
which was less than expected, but interviews were conducted until data sat-
uration was reached. In addition, most respondents (70%) were very experi-
enced. Another limitation could be the small number of participants who had
used games in teaching. Nonetheless, it should be noted that some studies have
equally shown that lack of educational game authoring tools [45] and other poten-
tial problems/barriers [9,49] have resulted in low GBL adoption in mainstream
teaching particularly in developing countries. Therefore, the small number is
a clear reflection of this population. Furthermore, a game expert (professor)
assisted in reviewing and validating the findings from game design perspective.
Subsequently, the small number does not significantly affect the result. Conse-
quently, we argue that findings of the study are valid, broadly representative and
could be generalised to teaching CS to other underrepresented minorities and
learning situations that represent diversity regardless of country.

6 Conclusions and Future Work

In this paper, we presented findings from a unique study of teaching CS in devel-
oping countries. We conducted interviews with 17 CS1 lecturers from higher
education and explored how diversity could drive the design and development
of programming games. We showed that practical aspects (time, number of stu-
dents in class and teaching examples) may affect teaching the recursion topic
with games. We found that simple mathematical and real life analogies could be
designed while considering CS1 syllabus time constraints and diversity among
learners. Further, results suggests that domain experts (lecturers and instruc-
tors) would be more productive if they were to be given variety of simple games
adapted to gender, culture, religion and other environmental factors to aid them
in their teaching. Guided by these findings, our next step is to develop a pro-
totype of a game authoring tool (an innovative tool) to be used by program-
ming lecturers to create diverse instances of games to teach the difficult topic of
recursion.
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Abstract. IT diploma and advanced diploma qualifications are presently
offered by public and private universities in South Africa. The public
universities include research universities, comprehensive universities and
Universities of Technology. Historically in South Africa, IT diploma pro-
gramme content was collaboratively managed by the Technikon Computer
Lecturers Association (TECLA). TECLA comprised of Technikon aca-
demics, who met annually to discuss the IT diploma programmes and cur-
riculum content. TECLA ceased to exist when the South African Govern-
ment introduced new university structures in 2005. Internationally and
in South Africa, university IT programmes are accredited by professional
accreditation bodies, such as ABET and the British Computer Society.
Presently, there is no academic body that coordinates the curriculum and
ensures standardised curriculum content and quality assurance standards
for the different types of IT diploma qualifications offered by the vari-
ous academic institutions in South Africa. In this paper, a South African
IT Diploma Advisory Board (SAITDAB) is proposed that will be associ-
ated with the South African Computing Accreditation Board (SACAB).
The SACAB is established under the control of the Institution of IT Pro-
fessionals of South Africa (IITPSA). The purpose of this research study
is to investigate how other international IT professional bodies manage
diploma programme content and standards and to obtain the opinion of
academics at institutions offering IT diploma programmes on the proposed
establishment of the SAITDAB. The findings indicate strong support for
establishing a rationale and process for the creation of a Body of Knowl-
edge for IT diploma and IT advanced diploma programmes offered by
South African Universities by the SAITDAB.
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1 Introduction

Internationally, non-governmental organisations, such as the Accreditation
Board for Engineering and Technology, Inc. (ABET), accredit post-secondary
education programmes in applied and natural sciences, computing, engineering
and engineering technology [1]. In several countries, national IT professional
bodies, such as the British Computer Society (BCS) [5], Australian Computer
Society (ACS) [3] and more recently the IT Professionals New Zealand (ITPNZ)
[16] accredit university Information Technology (IT) related degree and diploma
programmes. In South Africa, Computer Science and Information Systems degree
programmes have been accredited by ABET and the BCS.

The Seoul Accord [23] is an international accreditation agreement for pro-
fessional computing and information technology academic degree programmes.
The BCS [5], ACS [3] and the ITPNZ [16], for example, are signatories to the
Accord and are responsible for the accreditation of IT related degree and diploma
programmes in their specific countries. The South African Computing Accred-
itation Board (SACAB) [21] was established by IITPSA [14] in 2014 and will
be responsible for the accreditation of IT related degree programmes offered at
universities in South Africa. The IITPSA intends to become a signatory of the
Seoul Accord.

The current South African Higher Education (HE) landscape was imple-
mented in 2005 and caters for three types of public universities, namely Tra-
ditional/Research Universities, Comprehensive Universities and Universities of
Technology. Comprehensive Universities were established by the amalgamation
of selected traditional/research universities with Technikons. The remaining
Technikons became Universities of Technology. Before 2005, the Technikons were
responsible for offering IT diploma programmes. Presently, South Africa has 26
public universities and over 22 private universities [20].

Prior to the restructuring of the South African HE landscape, the IT aca-
demics from the various Technikons in South Africa formed an academic body
called the Technikon Computer Lecturers Association (TECLA). The members
of TECLA met annually at a conference to discuss IT diploma curriculum pro-
grammes, industry liaison and related topics [24]. TECLA ceased to exist in 2005
when the South African Government introduced the current HE landscape. A
new body, HEICTA (Higher Education Information and Communication Tech-
nology Association), was established in 2006 and was also involved with industry
liaison and curriculum topics [4]. For a number of years, it provided collabora-
tion amongst IT departments offering IT diplomas and liaised with industry.
HEICTA gradually ceased to exist. The last HEICTA activity found on social
media was in 2013.

National IT diploma programmes are considered equivalent to a foundation
degree or the first two years of a bachelor’s degree [12]. A diploma equips students
with focused knowledge and skills in a particular field, such as IT. The aim of the IT
diploma programmes is to enable qualifying students to analyse, design, develop
and maintain, for example, web systems, database systems, programming prod-
ucts and communication networks for a business. Diploma programmes in South
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Africa are at National Qualification Framework (NQF) level 6, advanced diplomas
at NQF level 7 and post-graduate diplomas at NQF level 8.

Currently there is no academic body or organisation that is responsible for the
accreditation of IT diploma and IT higher diploma programmes in South Africa.
The South African Computing Accreditation Board (SACAB) [21] proposed the
formation of a South African IT Diploma Advisory Board (SAITDAB) at the
Southern African Computer Lecturer’s Association (SACLA) conference in 2018
[22]. The aim of this paper is to report on a national survey that was conducted
among Heads of Departments at Comprehensive Universities and Universities of
Technology offering IT diploma and advanced diploma programmes concerning
the proposed implementation of a SAITDAB.

The paper is structured as follows: In Sect. 2, the research problem and the
research design are presented. The literature review in Sect. 3 reports on the
various IT diploma programmes offered at South African universities and pro-
poses the establishment of a SAITDAB. Section 4 reports on the different IT
diploma programmes offered by public and private universities in South Africa
and Sect. 5 presents and discusses the results of the national survey. In Sect. 6,
a discussion of the proposed structure and process for the creation of an IT
diploma programme Body of Knowledge (BOK) is presented. Section 7 presents
the conclusions of the paper.

2 The Research Problem and Research Design

Comprehensive Universities, Universities of Technology and private universities
in South Africa offer various IT diploma and IT advanced diploma programmes.
The universities offering the various IT diploma programmes formerly collab-
orated through bodies such as TECLA and HEICTA [2]. The problem state-
ment investigated in this study is that South African universities offering IT
Diploma programmes do not have a professional body accrediting and governing
IT diploma programme content, standards and quality assurance.

The research objectives of this study are to:

– Propose the establishment of a South African IT Diploma Advisory Board
(SAITDAB);

– Identify and record the IT diploma and IT advanced diploma programmes
offered at Comprehensive Universities, Universities of Technology and private
universities in South Africa;

– Conduct a survey amongst these universities to determine the support for the
establishment of the SAITDAB; and

– Propose a rationale and process for drafting guidelines for an IT diploma
programme and advanced diploma programme BOK for South African uni-
versities.



40 A. P. Calitz et al.

The research design used comprises a literature review, an investigation into
diploma offerings by tertiary institutions in South Africa and a survey of HODs
and academics at Comprehensive Universities and Universities of Technology on
the establishment of a SAITDAB (Appendix A). The research approach followed
was the compilation of a questionnaire (Appendix A), that was distributed to
the HODs of departments offering IT diploma programmes at 14 Comprehensive
Universities and Universities of Technology. A total of 29 HODs were identified
using the SACLA HOD mailing list at the 14 public universities. Seven uni-
versities completed and returned the survey request over a three-week period,
following three requests for participation. The qualitative survey data were the-
matically analysed.

3 Literature Review

3.1 Academic Programme Accreditation

The Seoul Accord [23], established in 2008, is an international accord of bodies
accrediting tertiary-level computing and IT-related programmes. It is a multi-
lateral agreement amongst agencies responsible for accreditation or recognition of
tertiary-level computing and IT-related qualifications, in their respective coun-
tries. Signatories include ABET, Inc. [1], Australia Computer Society (ACS)
[3], the Japan Accreditation Board for Engineering Education (JABEE) [18],
Canada’s Association for IT Professionals (CIPS) [7], the British Computer Soci-
ety - Chartered Institute for IT (BCS) [5] and more recently, the Institute of IT
Professionals New Zealand (IITPNZ) [16] and the Philippine Computer Society.

Internationally, organisations such as the IEEE [13] and the ACM [2] have
provided curricula requirements or content for degree programmes in Computer
Science [9], Information Systems [15], Information Technology [17] and other IT
related fields. All curricula recommendations by the ACM [2] provide guidelines
for undergraduate degree programmes in the fields listed above.

In related disciplines such as Engineering, the Engineering Council of South
Africa is empowered by the Engineering Profession Act, 2000 (Act 46 of 2000),
to conduct accreditation visits to educational institutions that offer Engineering
programmes to determine whether the Engineering qualifications offered can be
recognised by the Council for purposes of professional registration. The edu-
cational programmes considered for accreditation are degree and diploma pro-
grammes [10].

3.2 Accreditation by Professional IT Organisations

Internationally, departments offering IT related programmes seek accreditation
from professional bodies. The commissions that accredit programmes are the
Engineering Accreditation Commission (EAC), who accredits civil engineering
programmes; the Engineering Technology Accreditation Commission (ETAC)
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of ABET who is responsible for the accreditation of civil engineering technol-
ogy programmes. The Applied and Natural Science Accreditation Commission
(ANSAC) of ABET accredits applied and natural science programmes at the
following levels: associate (two-year degree), bachelor (four-year degree) and
master (post-graduate programmes). The Computing Accreditation Commis-
sion (CAC) of ABET accredits computing programmes, specifically four-year
bachelor degrees.

The seven main signatories of the multilateral Seoul Accord for computing
programmes accredit degree and diploma programmes [23]. The Accreditation
Board for Engineering Education in Korea (ABEEK) accredits mainly engineer-
ing degree programmes, BSc in Engineering and Computer Science related fields.
The Accreditation Board for Engineering and Technology (ABET) - ABET, Inc.
is a nonprofit, non-governmental agency that accredits academic programmes
in applied and natural science, computing, engineering and engineering tech-
nology [1]. ABET accreditation provides assurance that a college or univer-
sity programme meets the quality standards of the profession for which that
programme prepares graduates. ABET’s Computing Accreditation Commission
(CAC) accredits computing programmes for four-year bachelor degrees.

The Australian Computer Society (ACS) accredits bachelor and master
degree programmes [3]. The British Computer Society (BCS) Chartered Insti-
tute for IT accredits degree and diploma programmes in the UK [5]. The
accreditation includes both undergraduate and post-graduate programmes. The
Hong Kong Institution of Engineers (HKIE) accredits Engineering Degree Pro-
grammes, Computer Science Programmes and Higher Diploma Programmes. The
Institution of Engineering Education Taiwan (IEET) accredits mainly engineer-
ing programmes.

The Japan Accreditation Board for Engineering Education (JABEE) was
established in 1999 and started accreditations in 2001 [18]. The JABEE has
been a member of the Washington Accord, an agreement which provides a mech-
anism for mutual recognition between signatory bodies of engineering education
accreditation processes. The JABEE became a member of the Seoul Accord in
2008. The Accreditation Commission reports to the Board of Directors of the
JABEE, as indicated in Fig. 1.
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Fig. 1. JABEE organisational structure and Accreditation Commission [18]

Six organisations hold provisional status and include Canada’s Association
for Information Technology Professionals (CIPS) [7] and the Institute of IT
Professionals New Zealand (IITPNZ) [16]. The CIPS (2021) accredits degree
programmes, such as Computer Science and Software Engineering degrees, inter-
disciplinary degrees, College/Applied degrees and Computer Technology diplo-
mas [8]. The IITPNZ accredits bachelor degrees in engineering and IT [16].

3.3 South Africa: Institute of IT Professionals South Africa
(IITPSA)

In South Africa, the accreditation of IT related degree and diploma programmes
will be managed by the South African Computing Accreditation Board (SACAB)
[21]. The SACAB was commissioned by the Institute of IT Professionals South
Africa (IITPSA) [14] and the Southern African Computer Lecturers’ Association
(SACLA) [22]. IITPSA is affiliated to the International Federation for Informa-
tion Processing (IFIP) and is a South African Qualifications Authority (SAQA)
recognised professional body. The IITPSA is a member of the International Pro-
fessional Practice Partnership (IP3) and associated with the Seoul Accord.

A generic national IT diploma programme is no longer followed by Higher
Education Institutions (HEIs) in South Africa, as was done prior to 2005. Most
Comprehensive Universities, Universities of Technology and private universities
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have tried to create more distinct and divergent IT diploma programmes to allow
students access to the various fields in IT and to distinguish their programmes
from those offered by other universities, although most do still have a focus on IT,
Software Development and Communication Networks (Table 4). All institutions
offering IT diplomas are now responsible for registering their own qualifications
with SAQA. This diverse and independent process, creates concerns regarding
the quality assurance of these qualifications over the long term as there is no
authorised body to hold the HEIs accountable for the renewal/maintenance of
the relevance and quality of the programme after registration by SAQA.

3.4 The SAITDAB Proposal

SACAB [21] proposes the establishment of SAITDAB, as indicated in Fig. 2.
The body will consist of members from universities in South Africa offering IT
diploma programmes. SAITDAB will be responsible for the recommendation of
IT diploma and advanced diploma standards, core competencies and curriculum
content. SAITDAB will further assist SACAB in the accreditation of IT diploma
and advanced diploma programmes at South African universities.

The focus of SAITDAB will be to:

– Understand the industry requirements for skills and qualifications of IT
diploma students;

– Specify the BOK for IT Diploma specialisation programmes;
– Define IT diploma programme core competencies;
– Define specialisation fields core competencies;
– Define IT diploma programme deviation percentages content per IT diploma

specialisation field; and
– Ensure that HEIs offer diploma programmes registered with SAQA.

Fig. 2. Proposed SAITDAB structure
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3.5 Literature on IT Diploma Programmes

Internationally, an academic degree is a qualification awarded to students upon
successful completion of a course of study in HE, usually at a college or university.
HEIs commonly offer degrees at various levels, including bachelors, masters and
doctorates, often alongside other academic certificates and professional degrees
[5]. The most common undergraduate degree is the bachelor’s degree (NQF 7 in
South Africa), although in some countries there are lower level higher education
qualifications that are also titled degrees (e.g. associate degrees and foundation
degrees). These are similar to Higher Certificate (NQF level 5) and diploma
programmes at academic level (NQF level 6) in South Africa [12].

Universities in South Africa offer IT diploma programmes specialising in var-
ious fields, such as Information Technology, Software Development, Communica-
tion Networks and Support Services (Tables 4 and 5). Ten HEIs in South Africa
offer advanced diplomas in IT, specialising mainly in Information Technology,
Application Development and Communication Networks. All institutions offered
one or more of the registered specialisation fields.

According to the Nelson Mandela University [19], the academic emphasis on
learning in a diploma qualification, is on a practical approach based on theo-
retical foundations. These qualifications are career-focused. Diploma studies are
offered on a full-time and/or part-time basis but are generally offered over a
three-year period. Industry training varies from programme to programme and
can be anything from six months to a year. With a degree qualification, the
emphasis is placed on an academic approach to a specified field of study or pro-
fession, such as law, pharmacy and architecture. Degree programmes are offered
on a full-time or part-time basis over three to four years, depending on the type
of degree programme. Certain programmes require industry training of about
six to eight weeks.

4 South African Universities Offering IT Diploma
Programmes

A desktop study was done, using the websites of the universities listed in Tables 1
to 3, to determine the IT diplomas and advanced diplomas offered by public and
private HEIs. Table 1 indicates the IT diplomas and advanced diplomas offered
by Comprehensive Universities, Table 2 IT diploma qualifications those offered
by Universities of Technology and Table 3, IT diploma qualifications offered by
private universities. One Comprehensive University’s departmental website only
listed the names of staff members, with no details of qualifications offered.
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Table 1. Comprehensive Universities in South Africa

Institution School/Department IT Diploma programmes offered

Nelson Mandela
University

School of IT – Diploma - IT: Communications Networks
– Diploma - IT: Software Development
– Diploma - IT: Support Services
– Advanced Diploma - IT

University of
Johannesburg

School of Consumer
Intelligence and
Information Systems

– Diploma - Business IT
– Advanced Diploma - Business IT

University of
South Africa

School of Computing – Diploma - IT
– Advanced Diploma - Information Resource
Management

University of
Venda

Computer Science
and IS

– Only degree programmes offered

University of
Zululand

Computer Science – Only degree programmes offered

Walter Sisulu
University

Science, Engineering
and Technology

– National Diploma in IT - Software Development
– National Diploma in IT - Support Services
– National Diploma in IT -
Communication Networks

A summary of the IT diplomas offered by universities in South Africa
(Table 4) indicates that the most popular IT diploma specialisation programmes
that universities offer are Information Technology (n = 7), Software Develop-
ment (n = 6), Communication Networks (n = 4) and Support Services (n = 3).
The most popular IT advanced diplomas offered by HEIs in S.A. (Table 5) are an
Advanced Diploma in Information Technology (n = 5), an Advanced Diploma in
Application Development (n = 3) and an Advanced Diploma in ICT: Communi-
cation Networks (n = 2). A total of 29 IT diplomas and 14 IT advanced diplomas
are offered by 12 public universities and 5 private universities, as indicated in
Tables 1 to 3.

South Africa has over 35 private universities, offering a range of qualifica-
tions, including higher certificate, diploma and degree programmes relating to
IT, IS and CS [6]. Table 3 highlights the diploma programmes offered by some
private institutions in South Africa. Varsity College is a brand of the Independent
Institute of Education (IIE), a registered private higher education provider.
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Table 2. Universities of Technology in South Africa

Institution School/Department IT Diploma programmes offered

Cape Peninsula
University of
Technology

Informatics and
Design

– Diploma: ICT - Multimedia Applications
– Diploma: ICT - Communications Networks
– Diploma: ICT - Applications Development
– Advanced Diploma in ICT - Multimedia
Applications
– Advanced Diploma in ICT - Communication
Networks
– Advanced Diploma in ICT - Application
Development

Central
University of
Technology

Department of
Information
Technology

– Diploma - Computer Networks
– Diploma - IT
– Advanced Diploma - Computer Networks
– Advanced Diploma - IT

Durban
University of
Technology

Department of
Information and
Communication
Information

– Diploma in ICT - Applications Development
– Diploma in ICT - Business Analysis

Mangosuthu
University of
Technology

Department of
Accounting and
Informatics

– Diploma in IT

University of
Mpumalanga

School of Computing
and Mathematical
Sciences

– Diploma in ICT - Applications Development
– Advanced Diploma in ICT - Applications
Development

Sol Plaatje
University

School of Natural and
Applied Sciences

– Diploma in ICT - Applications Development
– Advanced Diploma in ICT - Applications
Development

Tshwane
University of
Technology

Department of
Information
Technology and
Informatics

– Diploma in IT
– National Diploma in IT: Communication Net-
works
– National Diploma in IT: Support Services
– Diploma in Informatics
– National Diploma in IT: Business Applica-
tions
– Advanced Diploma in Informatics
– Advanced Diploma in IT

Vaal University
of Technology

Department of
Information and
Communication
Technology

– Diploma in IT
– Advanced Diploma in IT

Department: Process
Control and
Computer Systems

– Diploma in Computer Systems
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Table 3. Private universities in South Africa

Institution School/Department IT Diploma programmes offered

Boston City

Campus and

Business College

IT – Diploma in Systems Development

– Diploma in Network Systems

Damelin The School of

Information Technology

– Diploma in IT

Monash South

Africa

IT – Diploma in IT

MANCOSA Faculty of Business,

Engineering and

Technology

– Higher Certificate in Information Technology

– Postgraduate Diploma in Information and

Technology Management

Varsity College Faculty of Information &

Communications

Technology

– IIE Diploma in Information Technology in

Software Development

Table 4. Summary of the number of IT diplomas offered by universities in South
Africa

IT Diplomas offered Count

Information Technology 7

Software/Application Development 6

Communication Networks 4

Support Services (Help Desk and Infrastructure Management) 3

Computer Systems/Network Systems/Networking 3

Business Applications/Business IT 2

Multimedia Applications 1

Business Analysis 1

Informatics 1

Systems Development 1

Table 5. Summary of the number of IT advanced diplomas offered by universities in
South Africa

IT Advanced Diplomas offered Count

Advanced Diploma: Information Technology (IT) 5

Advanced Diploma: Application Development 3

Advanced Diploma: ICT: Communication Networks 2

Advanced Diploma: ICT: Multimedia Applications 1

Advanced Diploma: Business IT 1

Advanced Diploma: Informatics 1

Advanced Diploma: Information Resource Management 1
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5 Results of the National Survey

The following section provides a summary of the responses received from seven of
the twelve public universities in South Africa offering IT diploma programmes.
The survey (Appendix A) was sent to the 29 HODs offering IT diploma pro-
grammes at the 14 public universities listed in Table 1 and 2. Seven universities,
three Comprehensive Universities and four Universities of Technology, responded
to the call for participation in the survey. The following paragraphs address each
question in the survey.

The respondents (Q1) indicated that they no longer offer National Diplo-
mas and B-Tech programmes, but now offer Diplomas and Advanced Diplomas.
The diploma programmes offered by some institutions, as indicated on the insti-
tution’s website (Tables 1 and 2), did not always correspond to the responses
received from academics who completed the survey. Academics at one Univer-
sity of Technology, for example, indicated that they offer a Diploma in Infor-
mation Technology, focusing on Business Analysis and Software Development.
However, the website of the university did not indicate this differentiation. One
respondent indicated that they will only offer a National Diploma in IT - Busi-
ness Applications and a Diploma in Informatics in 2020, including only one
Advanced Diploma in Informatics. The website in 2021, however indicated that
the university offered additional diploma programmes.

The respondents (Q2) indicated that they decided on diploma programme
offerings based on the “old” national diploma, resources available, input from
industry and in some cases, on recommendations provided by an Industry Advi-
sory Board. Four institutions indicated that they have a programme review
committee, managed by the institution. One respondent indicated that their
decisions were “based on the Higher Education Qualification Sub Framework
(HEQSF) aligned framework” and the requirements of industry. One institution
indicated that they initially (prior to 2005) used the National Diploma in IT
as a baseline, however during the past decade, institutions decided individually
on diploma programme offerings. The former Department of Higher Education
(DHE) detailed National Diploma programmes which Technikons could present,
if they chose to do so. They could deviate up to 50% from these programmes.
The DHE has been replaced by the Department of Higher Education and Train-
ing (DHET). The DHE regulated National Diploma programmes via convenor
bodies (as for the old Technikon system) but the DHET use the current HEQSF
to assess diploma programmes.

The respondents (Q3) indicated that their IT diploma programmes are still
based on the structure of the old national diplomas. The respondents further
indicated that they have workshops with academics, stakeholders and curriculum
specialists to advise on programme content. When new programmes are intro-
duced, benchmarking on international curricula is used to provide guidelines.
The use of the programme review committee at an institution further assists
with decisions on programme offerings. Institutions indicated that a programme
review committee, managed by the institution assists with programme structure
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and content. The Industry Advisory Board at universities further played a lead-
ing role in guiding decisions regarding programme content.

The respondents (Q4) all indicated that other institutions’ websites and in
some cases, academics, were consulted on deciding on the structure and con-
tent of diploma programmes. One institution indicated they also investigated
overseas university offerings. Another institution indicated that their diploma
programmes are still based on discussions held at the TECLA and HEITCA
conferences. International companies, such as CISCO, further provide “major
input into the diploma programmes”.

The majority (75%) of the respondents (Q5) indicated that they were not
intending to introduce new IT diploma programmes in the next two years. One
University of Technology is introducing a Post-Graduate Diploma (Information
Technology) and another a Post-Graduate Diploma in Informatics in 2021. One
Comprehensive University is introducing a Post-graduate Diploma in Cyber-
security. The major recurriculation of diploma programmes is presently been
undertaken at some institutions.

One respondent (Q6) indicated that they have recurriculation exercises with
industry advisors, academics and education specialists within the university,
every few years. They make use of external examiners and moderators. Advisory
Boards and alumni were mentioned as methods used to ensure that IT diploma
programmes remain current. Four institutions indicated that they are currently
planning to review their programmes. This exercise is undertaken every three
years.

The Quality Promotion Unit (QPU) is used at some universities to ensure
the quality (Q7) of the different programmes annually. The QPU conducts
annual audits of the departments and qualifications offered. Consultation with
the Industry Advisory Board, the use of external examiners and moderators for
most subjects further assists with quality assurance. Employing academics with
the relevant qualifications further assisted with quality assurance. The important
role of the Industry Advisory Board was emphasised by most departments.

Generally (Q8), the respondents did not collaborate with other institutions
to ensure the quality of the diploma programmes that they offered. The use
of external examiners and moderators assisted in quality assurance of specific
subjects. Most respondents indicated that they had attended the TECLA confer-
ences and that it was an excellent organisation (Q9). The respondents indicated
that if the proposed SAITDAB could fulfill a similar role, it would be an excel-
lent initiative. The respondent from one Comprehensive university was unaware
of the existence of TECLA.

All respondents (Q10) indicated that they would support the proposed
SAITDAB. They further indicated that the recognition of qualifications offered
by other institutions would be made easier and students would be able to trans-
fer between institutions more easily. Students would also be able to complete
outstanding modules through institutions offering distance education, such as
UNISA. The respondents indicated that the proposed SAITDAB would assist
in accreditation and review processes and guidelines for standardisation should
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further be provided. The responses included the following remark: “This would
provide set standards and help with articulation”.

All respondents (Q11), except one, indicated that they would support a
national IT diploma and advanced diploma programme BOK as proposed by
the SACAB. A national IT diploma and advanced diploma programme BOK
will ensure a set of standards all institutions could adhere to, without losing
the diversity of specific diploma programmes offered by institutions. The gen-
eral consensus was the acceptance of a core IT diploma and advanced diploma
programme BOK, with the “ability to be unique and different”.

The benefits (Q12) of an IT diploma and advanced diploma programme BOK
would ensure that institutions offer a recognised and accepted core programme,
endorsed by all institutions and the SACAB. This will further assist with the
employability of students and the provision of relevant standardised qualification
offerings. The respondents generally wanted the ability to supplement the core
IT diploma BOK with local industry requirements.

All institutions that responded (Q13) provided a list of names of academics
that could serve on the proposed SAITDAB. The general comments (Q14) pro-
vided by all respondents included comments thanking the authors for the ini-
tiative. One respondent indicated that this is a “long overdue initiative”. The
respondents expressed a desire that their IT diploma programme offering “be dif-
ferent, offer local specialised content and be able to differentiate their IT diploma
offerings from other institutions, based on local industry requirements”.

6 Proposed Rationale and Process for Drafting an IT
Diplomas’ and Advanced Diplomas’ Programme BOK

In South Africa, all qualifications offered by Higher Education Institutions must
be approved by the Department of Education (DOE), the South African Qual-
ifications Authority (SAQA) and the Higher Education Quality Committee
(HEQC) before the institution can offer them. All programmes must be Higher
Education Qualifications Framework (HEQF) compliant. The purpose of the
Higher Education Qualification Sub Framework (HEQSF) [12] is to define the
relationships between qualification types.

Internationally, organisations such as the ACM [2] have made efforts to spec-
ify requirements or content for degree programmes in Computer Science [9],
Information Systems [15] and Information Technology [17]. There are a number
of additional Information Technology Body of Knowledge guides. These include
the Canadian Association of IT Professionals’ Guide to the Common Body of
Knowledge for Computing and IT (CBOK) and the European Foundational ICT
Body of Knowledge [8,11].

All curricula recommendations (e.g. ACM [1]) prescribe core degree pro-
gramme content, both specialised and generic. Institutions can then select addi-
tional modules from the elective modules specified to compile an institution-
specific degree programme. The responses received from the survey strongly sup-
port the creation of a core IT diploma and advanced diploma programme Body of
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Knowledge (BOK). Elective modules for the specific diploma programmes, such
as Software Development, Communication Networks, Support Services and Web
Development can be incorporated by an institution to provide a differentiated
diploma offering. As indicated in Fig. 3, all IT diploma programmes will have a
common core first year. In the second-year, specialisation core modules are pro-
posed for specialisation IT diplomas such as Software development, Information
Technology and Communication Networks. In the third year, an institution can
select elective modules for the IT advanced diploma in, for example, Information
Technology or Communication Networks.

The rationale for such a core IT diploma and advanced diploma programme
BOK is that it prepares students with the right combination of knowledge and
practice, to enable them to design, implement, manage and support solutions
for an organisation’s information technology infrastructure and systems and give
quality service to the people who use it. Information Technology is the emphasis
on the technology aspects driving a modern business.

Graduates of an Information Technology diploma qualification will address
the gap between understanding the information needs of business and implement-
ing and developing new algorithms by having an organisational infrastructure
and integration focus.

The IT diploma BOK must be drafted by the members nominated by each
institution to serve on the proposed SAITDAB. The SAITDAB, in collaboration
with the SACAB standards committee, must draft proposed core and elective
modules for the different IT diploma and advance diploma programmes offered
by HEIs in South Africa. The SAITDAB must function within the requirements
as specified by the Department of Higher Education and Training (DHET).

Fig. 3. Proposed IT diploma and advanced diploma programme structure
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7 Conclusions

Non-governmental organisations, such as ABET [1] and national IT profes-
sional bodies, such as the BCS [5], ACS [3] and ITPNZ [16] accredit univer-
sity IT related degree and diploma programmes. The accreditation of academic
programmes is of critical importance to maintain the required academic stan-
dards and international recognition. The establishment of the SACAB [21] by
the IITPSA [14] will provide internationally accepted degree and diploma pro-
gramme accreditation in South Africa.

The research objectives of this study included determining the support for the
proposed South African IT Diploma Advisory Board (SAITDAB) and proposing
an initial mechanism for drafting and implementing an IT diploma and advanced
diploma programme BOK for South African universities. In South Africa, four
Comprehensive Universities, eight Universities of Technology and five private
universities offer IT diploma and IT advanced diploma programmes. Ten IT
diploma specialisation programmes and seven IT advanced diploma specialisa-
tion programmes were identified from the websites of the public and private
HEIs.

The summary (Tables 4 and 5) of IT diploma programmes offered by HEIs
indicates that there are 29 programmes offered by twelve institutions and 14 IT
advanced diplomas. The respondents indicated that generally no collaboration
between institutions is taking place to ensure standards and quality assurance.
Most institutions indicated that quality assurance is obtained through external
examination and moderation of exit level modules.

The results of the survey indicated full support by the respondents for the
creation of the SAITDAB. The membership of the SAITDAB must include repre-
sentatives from Comprehensive Universities (Table 1), Universities of Technology
(Table 2) and private universities (Table 3), as such representatives would be the
best equipped persons for this task. The SAITDAB must further establish admin-
istrative guidelines for IT diploma programmes and draft a core BOK for the
different IT diploma programmes. Evaluation criteria (a standards document)
for accreditation purposes must be compiled and published by the SACAB, based
on the work done by the SAITDAB.

The limitations of this study were that not all universities offering IT diploma
programmes in South Africa responded to the three calls for participation in the
survey. Additionally, the private universities were not included in the survey.
Further research will be required for establishing the SAITDAB, diploma and
advanced diploma accreditation requirements and drafting of a document for the
SACAB IT Diploma Programme BOK.

Appendix A: HOD IT Diploma Survey

Proposed IT Diploma Advisory Board for South African Universities

A South African Computing Accreditation Board (SACAB) workshop for univer-
sities offering IT Diploma programmes was held at the SACLA 2018 Conference,
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chaired by Dr Sue Petratos and Prof Andre Calitz on 20 July 2018. Represen-
tatives of six universities offering IT Diploma programmes that attended the
meeting agreed on the establishment of a South African IT Diploma Advi-
sory Board (SAITDAB). Universities offering IT Diploma programmes were
requested to inform Dr Petratos about programmes being offered. This survey
is in response to the request made in 2018.

Institution Name: Department name/School name:
Respondent (title, name, surname):
Email address:

Q1. What IT diploma and IT higher diploma programmes does your institution
offer?

Q2. How did your department/school decide on which IT diploma and IT
advanced diploma programmes to offer?

Q3. How did your department/school decide on the structure and content of the
IT diploma and IT higher diploma programmes that it offers?

Q4. Did your department/school collaborate or consult with any other institu-
tion when deciding on the structure and content of the IT diploma and IT
higher diploma programmes that it offers? If so, what was the nature of the
collaboration or consultation?

Q5. Do you intend to introduce new IT diploma and/or IT higher diploma
programmes in the next two years? (Yes/No). If Yes, what programmes?

Q6. How does your department/school ensure that your IT diploma programmes
remain up-to-date over time?
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Q7. How does your department/school ensure the quality of the IT diploma
programmes offered?

Q8. Does your department/school collaborate or consult with any other insti-
tution when ensuring that your IT diploma programmes remain up-to-date
over time, and ensuring the quality of the IT diploma programmes offered.
If so, what is the nature of the collaboration?

TECLA (Technikon Computer Lecturers Association) was an organisation that
organised an annual conference for members of Technikons that offered IT
diploma programmes.

Q9. Did your department/school support the old TECLA? Yes/No (Motivate
your answer please)

SACAB is proposing the creation of a national South African IT Diploma
Advisory Board (SAITDAB) for Comprehensive Universities and Universities
of Technology offering IT diploma and IT higher diploma programmes. This
body, as indicated in the figure above, would be re-sponsible for specifying the
Body of Knowledge (BOK) for specific diploma programmes and quality assur-
ance. The standards set by this body would be used for accreditation purposes
by the SACAB.

Q10. Would your department/school support the proposed South African IT
Diploma Advisory Board (SAITDAB)? Yes/No (Motivate your answer
please)
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Q11. Would your department/school support a national IT Diploma BOK as
proposed by the SACAB? Yes/No (Motivate your answer please)

Q12. What benefits would an IT diploma programme BOK have for your depart-
ment/school, in your opinion?

Q13. Provide the contact details of person(s) who could serve on the proposed
South African IT Diploma Advisory Board (SAITDAB).

Q14. Do you have any other comments?

Thank you for your participation.
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Abstract. The knowledge of students’ errors and misconceptions is
important because it helps instructors to understand the difficulties stu-
dents experience when learning. This knowledge is also beneficial during
the automation of the teaching process. Although studies on errors and
misconceptions have been reported for several computer science courses,
there is a gap in respect of Regular Expressions (REs), one of the topics
taught in Formal Languages and Automata Theory. Regular Expressions
are a vital part of the computer science curriculum and very useful in the
software industry. Students, however, find REs difficult to learn and there
is a need to understand the types of errors they make in order to build
an intelligent tutoring system. Therefore, this research investigated the
errors students make and misconceptions they can have when learning
REs. A total of 393 students’ solutions to six RE questions were quali-
tatively analysed. Errors in students’ submissions can be syntax errors,
slight errors or logical errors, while misconceptions include misunder-
standing of the empty string and confusion of the Kleene star operator
with the Kleene plus. The identification of these errors and the associ-
ated misconceptions will guide in automatic error detection and feedback
generation on e-learning platforms and mobile devices on which students
can practise on-the-go and get immediate feedback. The findings can
also be used to adjust the teaching process in traditional classrooms to
improve learning.

Keywords: Regular expressions · Errors · Misconceptions · Computer
science education · Theory of computation

1 Introduction

Terms such as difficulties, misconceptions, errors, bugs, and mistakes are often
used interchangeably to describe students’ inaccurate or incomplete understand-
ing. For this research, the intended meanings of the terms are given thus:
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Definition 1. Slips: They are incorrect answers given carelessly and are not
usually repeated. Slips can be made by both novices and experts, however, they
are easily detected, and can be quickly corrected [10].

Definition 2. Misconceptions: They are faulty underlying conceptual struc-
tures in the mind of a student which generate observed errors [10]. They are
erroneous understandings in students’ knowledge and are sometimes referred to
as alternate conceptions [7].

Definition 3. Errors: They are incorrect answers given as a result of faulty
underlying conceptual structures (misconceptions), which are regularly applied
or repeated under similar circumstances [10].

Misconceptions impede learning because they are ingrained in students’
thinking but the students are unaware that the knowledge they have is faulty [7].
Misconceptions lead to errors and errors lead to low grades. Identification and
understanding of students’ misconceptions enhance the effectiveness of instruc-
tors [25], lead to effective teaching [22] and ‘larger classroom gains’ [16].

In the field of computer science, students’ errors, difficulties and misconcep-
tions have been studied across several subject areas including: Formal Languages
and Automata Theory (FLAT) [14], programming [6,15], data structures [25],
operating systems [12], digital logic [3], and dynamic programming [24].

However, studies specifically on topics of FLAT are few, and to the best of
the researchers’ knowledge, there has been no study specifically on students’
errors and misconceptions in Regular Expressions (REs).

This work, therefore, aims to investigate the errors students make and the
underlying misconceptions they have when learning REs. This is for the long-
term goal of assisting learners outside the traditional classroom and in the
absence of direct access to human tutors to guide them when faced with dif-
ficulties. The understanding of these errors and misconceptions will be used to
build an automatic error detection and feedback generation system, which will
be very useful to the new generation of learners today.

The remainder of this paper is structured as follows: Sect. 2 explains REs
and related concepts while Sect. 3 discusses related works that have investigated
students’ misconceptions in FLAT. Details of the methodology, research ques-
tions, data and ethics approval are presented in Sect. 4. Section 5 discusses the
errors and misconceptions that were identified, Sect. 6 presents the discussion
and gives some recommendations for teaching REs, and the paper rounds off
with the conclusion in Sect. 7.

2 Regular Expressions

Regular Expressions date back to the 1950s when Stephen Cole Kleene described
regular languages [5] and till today, they are taught globally and have a
wide range of application. REs are used in lexical analyzer generators and
tools/utilities of the Unix operating system. They are also used for pattern
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matching, data validation, text replacement and reformatting in different soft-
ware applications [4,18,20].

The formal definition of an RE and definitions of other related terms used in
this research are presented next. Also, concepts taught to students when learning
REs are discussed.

Definition 4. An alphabet refers to a finite set of symbols and is denoted by
the Greek symbol Σ [8].

Definition 5. A string over an alphabet Σ is a finite sequence of symbols in
Σ, including zero symbols. For a string x, |x| stands for the length (the number
of symbols) of x [8].

Definition 6. The exponential notation is used to represent the concatena-
tion of k copies of a single symbol a. If k > 0, then ak = aa . . . a, where there
are k occurrences of a [8].

Definition 7. A regular expression R over an alphabet Σ is [18]:

1. a, for some a in the alphabet Σ
2. λ, the empty string
3. ∅, the empty set
4. (R1 + R2), where R1 and R2 are REs
5. (R1R2), where R1 and R2 are REs, or
6. (R∗

1), where R1 is an RE.

The RE a represents the language {a} while the RE λ represents the lan-
guage {λ}, containing a single string i.e., the empty string. The RE ∅ represents
the empty language i.e., the language that contains no strings. The language
obtained from the union of R1 and R2 is represented by (R1 + R2), (R1R2) rep-
resents the concatenation of R1 and R2, and (R∗

1) the star of language R1.

Concepts in Regular Expressions. Several textbooks are used to support
classroom teaching of REs. From a close look at these textbooks [1,4,8,18], major
concepts taught in the construction of REs include:

1. The operators:
– the concatenation - ‘.’ (or no symbol),
– the Kleene star - ‘∗’,
– the Kleene plus - ‘+’, and
– the union - ‘+’.

2. Precedence of the operators (proper use of brackets).
3. The notions of the empty string and the empty language.
4. The alphabet over which an RE is defined.
5. Writing REs to handle constraints/restrictions specified, such as:

– the length of the string,
– the position of symbols of the given alphabet,
– symbol(s) that should not be present.

6. The exponential notation.
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3 Related Works

In FLAT topics, research has been carried out on studying students’ difficulties,
though not as much as in the programming domain.

Smith and McCartney [19], identified errors made by students when applying
the pumping lemma for regular languages. Final examination documents which
had a question on the pumping lemma and students’ submissions to other class
activities during the teaching of the course were reviewed. The incorrect solutions
of the students were the primary focus of the researchers. Errors made were
identified and categorized. However, the focus here was only on the pumping
lemma for regular languages.

Errors made by students when designing finite automata to recognize given
regular languages have also been studied by Sanders et al. [17]. Students were
given design exercises to solve and submit via an on-line platform. Solutions to
the given exercises were assessed and several mistakes were identified.

A research work that partly studied REs was carried out by Pillay in
2010 [14]. The researcher studied the learning difficulties experienced by stu-
dents in a course on FLAT. Specifically, four topics in the course were consid-
ered, namely: regular languages, transducers, context-free languages and Turing
machines. Students’ solutions to assessment tests and weekly tutorials were ana-
lyzed to identify these difficulties. No difficulties were discovered regarding con-
verting REs to Non-deterministic Finite Automata (NFAs), however, students
made errors in applying the algorithm to convert NFAs to REs. Some students
omitted components of REs, while others used the concatenation instead of the
union operator and vice-versa. On the construction of REs, the author only
observed that students’ solutions contained logical errors, which was attributed
to a lack of problem-solving skills. Specific errors made or difficulties identi-
fied by the students in formulating the REs were not identified, and underlying
misconceptions were not investigated.

As seen from the literature, research that studies specifically the errors that
students make and misconceptions they have when learning REs has not been
reported to the best of the researchers’ knowledge. As such, this is what this
study investigated.

4 Methodology

The methodology for this research followed the nomenclature and approach pro-
posed by Pilkington and Pretorius [13], where any research has an underlying
philosophical worldview (whether explicitly stated or not), which determines and
influences the research design and subsequently, the research methods.

We adopted the interpretivist philosophical worldview which guided the over-
all approach employed. The term interpretivism refers to ‘epistemologies or the-
ories about how we can gain knowledge of the world, which loosely rely on inter-
preting or understanding the meanings that humans attach to their actions’ [11,
p. 119]. The interpretivist inquiry is subjective [9], and its purpose is the under-
standing of a particular situation [23].
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In this research, we have reviewed answers given to RE questions from the
perspective of the students in order to interpret their prevalent misunderstand-
ings. This is in line with interpretivism, which allows researchers to view the
world from the perspective of the participants and use those experiences to con-
struct and interpret their (the researchers’) understanding from the gathered
data [18]. It is important to note that the analysis and deductions have been
made based on the researchers’ assessments and views and might differ in some
way from other researchers’. However, the researchers were careful to explain the
rationale for their interpretations, by clearly giving examples.

Furthermore, the design adopted for the research is empirical since it required
systematic collection and analysis of data [2]. Specifically, the case-study design
was used. According to Merriam (1988), as cited by Willis in [23], a case study is
‘an examination of a specific phenomenon such as a program, an event, a person,
a process, an institution, or a social group’. In this case, data was gathered from
past questions of students at the University of the Witwatersrand, Johannesburg
(Wits University). Case studies are usually about real people and situations [23],
as such the data collected were from real students in examination settings.

The research method, i.e., instrument/tool used to gather and analyze the
data was document review and analysis, and the data source was past examina-
tion scripts of students who were taught REs in a traditional classroom setting.

The remainder of this section details the research questions, ethics clearance
and data collection process. It explains the data, describing the examination
questions and model solutions.

4.1 Research Questions

The questions this research sought to answer are:

1. How can we classify errors students make when learning to construct REs?
2. What misconceptions do the students acquire during learning that leads to

the errors?

Qualitative analysis of the research data was engaged to answer these ques-
tions. The data is explained next, while the answers to the research questions
are discussed in Sect. 5.

4.2 Ethical Consideration

Ethical clearance was obtained to review students’ past scripts which are con-
fidential. The clearance was approved on the 20th July 2018, on the agreement
that anonymity of records is ensured. Subsequently, approval was also acquired
from the University’s Registrar and the Head of School. It was only after all the
necessary approvals were obtained, that the data collection commenced.



62 O. Y. Okuboyejo et al.

4.3 The Data

The data used for this research was obtained from previously answered exam
questions on REs by third-year computer science students at Wits University.
REs are taught to computer science majors at Wits University in their third
year. In the final examinations for the course, there is always a question that
tests students’ knowledge of REs. These solutions were obtained from students’
solutions to six RE questions from 2015 to 2018. Years 2016 and 2017 had two
RE questions while 2015 had one. The 2018 examination had two variants of a
single question (due to deferred examinations), however, only one of the variants
is presented as they are very similar.

A total of 393 students’ solutions were initially reviewed. After the first
assessment, there were 150 correct solutions, 228 incorrect solutions and 15
blank answers. The incorrect solutions were then further analyzed to answer
the research questions.

The Questions. The RE questions the students solved and their respective
model solutions are presented next.

Question 1. (2015) Give a regular expression for the following language:
L = {w ∈ {a, b}∗ | |w| ≥ 4} and the second symbols from the front and the

back are equal.

Solution 1. ((a + b)a(a + b)∗a(a + b)) + ((a + b)b(a + b)∗b(a + b))

Question 2. (2016a) Give a regular expression for the following language:
L = {an | n ≥ 0, n �= 3}

Solution 2. λ + a + aa + aaaaa∗

Question 3. (2016b) Give a regular expression for the following language:
L = {w ∈ {a, b}∗ | |w| ≥ 4 and the fourth symbol from the back is a b}.

Solution 3. (a + b)∗b(a + b)(a + b)(a + b).

Question 4. (2017a) Give an RE for the following language:
L = {an | n ≥ 2, n �= 5, n �= 7}

Solution 4. a2 + a3 + a4 + a6 + a8a∗

Question 5. (2017b) Give an RE for the following language:
L = {w ∈ {a, b}∗ | |w| ≥ 2 and every second symbol is a b}

Solution 5. ((a + b)b)+(a + b + λ)

Question 6. (2018) At Wits University, the name of a research account consists
of the following components in the given order:
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1. surname: four letters, each letter one of {A,B, . . . , Z}
2. hyphen, i.e., ‘-’
3. funder code: one of NRF, CSIR, DST
4. semi-colon, i.e., ‘;’
5. calendar year: four digits, each digit one of {0, 1, . . . , 9}.

Give an RE for all possible research account names for the years 1998 to 2013.

Solution 6. Let � = A + B + C + . . . + Z.
�4 − (NRF+CSIR+DST); (199(8+9)+200(0+1 . . . 9)+201(0+1+2+3))

5 Results: Errors and Misconceptions

This section answers the research questions, highlighting the errors and miscon-
ceptions identified.

5.1 Errors Identified

All the students’ solutions were classified into the appropriate error category and
Table 1 shows the details of the classification. The following are the categories
of errors identified:

1. Syntax Errors
2. Slight Errors
3. Logic Errors

(a) Additional Restriction Error (does not represent some valid strings)
(b) Omitted Restriction Error (represents invalid strings)
(c) Incorrect Restriction Error (does not represent some valid strings and

incorrectly represents invalid strings)

Table 1. Error classification summary

Type of error Q1 Q2 Q3 Q4 Q5 Q6 Total

Correct solution (no error) 22 27 32 34 3 32 150

Syntax error 5 6 9 5 6 9 40

Slight error 7 4 0 5 4 0 20

Logical error - additional restriction 4 4 8 6 27 9 58

Logical error - omitted restriction 4 10 5 13 17 24 73

Logical error - incorrect restriction 9 6 6 4 12 0 37

No answer given 2 3 0 3 1 6 15

53 60 60 70 70 80 393

The classes of errors are explained with examples. To ensure clarity and
simplicity, examples are presented from Question 4 and Question 5.
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Syntax Errors. These errors are made when students give solutions that do
not conform to the standard rules of writing REs, such as starting with the
incorrect symbol or operator; ending with the incorrect symbol or operator;
using an invalid symbol; having mismatched parentheses; using the incorrect
type of bracket delimiters. In REs where a syntax error is present, it is often
not the only error present, i.e., apart from the syntax error, other errors might
also be present. Examples of syntax errors in students’ solutions to Question 4
include:

1. A solution ending with an incorrect symbol.
Example: (aa)++
Here, a union operator has been used to end the RE which is invalid, as every
union operator must have an operand on its right-hand side.

2. Using invalid symbols.
Example: (an)∗\((a5) ∪ (a7))
Several invalid symbols such as the letter ‘n’ and symbol ‘\’ have been used.
Also, the exponent operator has been used with an invalid operand.

Slight Errors. It was observed that some students make errors that seem
accidental. Such errors are due to slips. Instances of these errors include using
a Kleene star instead of a Kleene plus and vice-versa; writing a letter of the
alphabet in place of another; using a concatenation operator in the place of a
union operator and vice-versa. For this work, we assume that a slip is an error
that can be corrected by a single edit. This implies that if there are multiple
errors in an RE, such as several operators being misused, it cannot be classified
as a slight error. Examples of slight errors in students’ solutions to Question 4
include:

1. Using the union (+), instead of concatenation (.). This is in line with a similar
finding reported in [14].
Example: a2 + a3 + a4 + a6 + a8 + (a)∗

2. Using the Kleene star (∗) instead of Kleene plus (+).
Example: (a2 + a3 + a4 + a6 + a7.a∗)

3. Using an incorrect bracket delimiter.
Example: [(a2)(a2)∗ + (a3) + (a9)(a2)∗]
In this solution, square brackets have been used instead of parentheses. How-
ever, the solution in itself is correct, and since a single edit of changing the
brackets used will make the solution correct, it is classified as a slight error.

Logical Errors. Often, students write REs that are valid syntactically, but do
not fully cater for the requirements or restrictions in the given question. They
could be including additional restrictions (either implicitly or explicitly), thereby
not representing some valid strings, this is called the additional restriction
error. They also could be leaving out some restrictions, thereby representing
invalid strings, this is called the omitted restriction error. In some situations,
they include extra restrictions not required and leave out necessary restrictions,
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this is called the incorrect restriction error, implying that the requirements
have not been properly handled at all. Instances of these errors in students’
solutions to Question 4 and Question 5 are presented.

1. Additional restriction error (does not represent some valid strings):
(a) The length of an RE can be restricted, such that the RE does not represent

all possible word lengths.
Example from Question 4: a2(a + a2 + a4 + a6a∗)
This solution does not represent a string length of two. The string aa is
a valid string based on the question, but the RE does not represent it.

(b) The words that can be generated from the RE can only start with one
letter (or a subset of letters) from the given alphabet, i.e., words cannot
be formed, starting with all possible symbols.
Example from Question 5: ab+

The strings generated from this RE cannot start with the letter b.
(c) The words that can be generated from the RE cannot end with all possible

letters or combinations of letters from the given alphabet.
Example from Question 5: ((a + b)b)+(λ + a)
In some situations, strings generated from the RE cannot end with double
letter b, e.g. the RE does not represent abb.

2. Omitted restriction error (the RE represents invalid strings): Here, the
RE does not specify all required restrictions as stated (or implied) in the
question, thus representing invalid strings.
Example from Question 5: (a + b)b(a + b)∗

The restriction needed to ensure that every second symbol is a letter b is
missing. The RE incorrectly represents abaa.
Example from Question 4: (aa + aaa + aaaa)∗

A restriction to ensure that the length of the string is longer than or equal
to two is missing. The RE incorrectly represents the empty string.

3. Incorrect restriction error (does not represent some valid strings and
represents invalid strings): Here the restrictions specified in the questions have
been violated from both ends. Unspecified restrictions have been included
and required restrictions have been omitted, therefore the RE both generates
invalid strings and does not represent some valid strings. Examples from
Question 4 are:
(a) (a2(a2)∗ +a3+a4+a6+a8)+(a9+λ)∗ does not represent a11; incorrectly

represents λ
(b) a2 + a4 + a+a3 does not represent a3; incorrectly represents a5

(c) (a2 + a3 + a4) + (a6a+) does not represent a6; incorrectly represents a7

(d) (aaa∗ + aa)(aaa∗ + aa) does not represent a2; incorrectly represents a5

5.2 Misconceptions Identified

This section answers our second research question: What misconceptions did the
students acquire during learning that led to the errors?
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Having reviewed the errors, some underlying misconceptions were identified.
It is assumed that misconceptions on some of the concepts of REs are the root
cause of the errors observed. Since the source of the data was past examination
scripts which were reviewed in the absence of the students, these misconceptions
are the findings of the researchers based on the critical analysis of the incorrect
solutions.

The Need to Handle only the Explicitly Stated Requirements. The
students seem to have the wrong notion that they only need to handle explicitly
stated requirements. They do not try to think of other requirements that have
not been stated which must be catered for.

For example, in Question 5, some students gave REs that allow for every
second symbol to be the letter b (which is the requirement stated), however, the
RE they gave can only accommodate strings with even length (which should not
be the case). A situation in which a single letter a or b can end the RE is not
catered for. Examples of such solutions are ((a+ b)b)+ given by eleven students;
((a + b)b) ((a + b)b)∗ given by five students, (ab + bb)+ given by three students,
and (a + b)b + ((a + b)b)∗ given by a student.

Use of the Empty String. It was observed that students probably do not
understand when to use the empty string. Sometimes, the empty string is nec-
essary to cater for strings that might not contain an optional symbol, but they
left it out. Question 5 required proper use of the empty string (based on the
approach the students decided to take in answering the question), however, out
of the sixty-nine solutions given, only four used the empty string correctly.

For example, Question 5 was answered thus by a student: ((a + b)b)+(a + b);
this means the strings represented by the RE must always end with an additional
a or b, which will not always be the case. The addition of the empty string, to
give ((a + b)b)+(a + b + λ), would make the solution correct.

Misconception on the Kleene Star. Some students seem not to understand
that when using the Kleene star (*) it is possible that no symbol is selected. For
example, they have used the Kleene star where the minimum length of string to
be allowed is two.

A sample solution to Question 5 reveals this: ((a+b)b)∗. Though the solution
will remain incomplete regardless of the Kleene star, the usage of the Kleene star
here shows that the student does not realise that it is possible that no symbol
is selected because the question requires a string with the minimum length of
two. Another example seen in Question 4 is (a2 + a3 + a4 + a6 + a7.a∗). This
solution allows the string a7 which it should not; this could have been avoided
if a Kleene plus was used instead.
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6 Discussion and Recommendations

6.1 Discussion

As seen from Table 1, only 38% i.e. 150 of the 393 solutions were correct. This
validates that students find REs difficult.

The least type of errors present were slight errors, just 9% of the total errors.
This is very much expected since they are ‘accidental’ errors or ‘slips’ on the
part of the student.

The next category is the syntax errors, accounting for 17%. This includes
scenarios where the student enters an invalid letter of the alphabet or an invalid
symbol or violates rules of writing REs.

The highest category of errors with 74% is the logical error. The total number
of logical errors was 168 comprising 58 additional restriction errors, 73 omitted
restriction errors and 37 incorrect restriction errors.

Across the years examined, 2015 (Question 1), 2016 (Questions 2 and 3), 2017
(Questions 4 and 5), and 2018 (Question 6), the percentage of correct solutions
ranges from 40% to 53.3%, except for Question 5 in 2017 which was 4.2%.

In a bid to understand the low success rate for Question 5, further investiga-
tion was done and we discuss the findings.

To start with, the low success rate cannot be attributed to a peculiarity in
the teaching process that year for two reasons. First, the lecturer was the same
across the years. Second, that year (with the lowest success rate, 2017) had two
questions of which the second question, Question 4 recorded the second highest
success rate of 48.5% amongst the six questions examined in this research.

Furthermore, a review of the six questions shows that Question 5 had some
implicit (or hidden) requirements (such as, ensuring strings can end with the
letter a and can be of odd length) which require a thoughtful use of the empty
string as in ((a+b)b)+(a+b+λ) or the Kleene star, as in ((a+b)b)+(a+b∗). On
the contrary, a number of the REs given by the students could only represent
strings of even length and strings that cannot end with the letter a which further
shows a lack of understanding of the empty string. Besides, of the six questions,
only Question 5 required a possible use of the empty string and this was present
in the three correct students’ solutions. The correct solutions were: (b+a)b((ab+
(bb)+)∗)(a + b∗ + λ), ((a + b)b)+(a + b + λ) and (ab + bb)+(a + b + λ).

On the other hand, verbal discussions with some of the students by the
course lecturer after the examination indicated a possible misunderstanding of
the question. They thought the phrase: ‘every second symbol is a b’ meant the
second symbol of every string must be a ‘b’ and the rest of the string did not
matter. This misunderstanding might also have been responsible for the low
success rate on the question since thirteen students solved the question this way
by giving the solution (a + b)b(a + b)∗ or an equivalent variant.
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6.2 Recommendations

The number of logical errors present shows that instructors need to assist stu-
dents to reason deeply when solving RE questions. As such, the following rec-
ommendations are made.

Focused Practice Exercises: Having identified concepts and areas that stu-
dents struggle with such as empty strings and handling implicit requirements,
it will be beneficial if instructors construct exercises that help to emphasize and
harness these concepts.

Emphasize a Broad Perspective: In the course of lectures, instructors and
tutors can emphasize how to think about REs from a broad point of view, where
instead of focusing only on what is explicitly stated in the question, students are
groomed to also think of other requirements that are depended upon indirectly.
Exercises that will enable this thought process can be carefully designed to assist
the students to ‘think outside the box’.

Real-Life Examples: Students seem to be used to writing REs to represent
random strings of symbols that do not necessarily have meaning in the real world,
i.e., they are not valid English words, numbers or strings that represent valid
information such as an e-mail address. Instructors might want to consider giving
more examples of REs that create valid words or symbols. This will help represent
the use of REs in the real world. In Question 6, most students’ solutions were
incorrect because they tried to represent a year as a random string of symbols
and did not consider the year range given. This led to REs that allow years such
as 9999, 2999, or even 0000, whereas the range given was 1998–2013.

Special Attention to Some Operators: The concept of the empty string may
need to be taught with a lot of thought on its use and application areas, while
emphasis should be placed on the difference between the use of the curly braces
‘{ }’ and the parentheses ‘( )’. Students should also be informed that the comma
can be used only when representing a set of symbols, and not when writing an
RE. The difference between the Kleene star and Kleene plus should be stressed.

Learning from the Errors: Students can learn from the error categories and
actual errors made by other students in different ways. The details of the error
categories and their respective examples can be presented to students learning
REs. This knowledge can guide them in assessing their solutions and prevent
them from making the same errors.

Moreover, lecturers can make a compilation of incorrect solutions available
to students either during lectures or tutorial sessions. By trying to identify
the errors and misconceptions present in incorrect solutions, the students will
sharpen their skills and be wary of such. They will also be aware of the miscon-
ceptions to watch out for while they are learning. In addition, as a variant of
assessment and tutorial questions, partially incorrect solutions can be presented
to students to fix.
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7 Conclusion

This research sought to discover errors and underlying misconceptions that stu-
dents have when learning REs in an attempt to help students and improve
teaching. A total of 393 students’ solutions to RE exercises were qualitatively
reviewed. Amongst other findings, it was observed that students make three
types of errors: syntax errors, slight errors and logic errors. Underlying miscon-
ceptions responsible for these errors were also discussed.

The errors and misconceptions elicited throw light into the challenges stu-
dents face when learning the topic which is taught globally and used heavily in
the software industry. The information obtained is useful to lecturers, instructors
and tutors because if carefully considered, it would help to improve future deliv-
ery of the course. It would assist in areas where emphasis needs to be placed, as
such enhancing students’ understanding and performance.

Furthermore, considering the new generation classrooms and increase in the
adoption of e-learning, massive open online courses (MOOCs) and distance learn-
ing, the ultimate goal of this research is to utilize these findings in the develop-
ment of an intelligent tutoring system that will automatically detect errors and
give feedback to learners directly on their mobile devices, anywhere and anytime.
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Abstract. This systematic literature review aims to explore the field
of undergraduate teaching using the Problem Based Learning (PBL)
methodology and to discover the ways that researchers have used the PBL
methodology as a means to teach problem solving. This is a review of 20
primary studies on teaching problem solving by means of PBL to under-
graduate Science, Technology, Engineering and Mathematics (STEM) stu-
dents. Through a thematic analysis of the 20 papers, four central themes
emerged as being significant to PBL regardless of the subject discipline.
These themes are: the role of prior knowledge; teamwork and team compo-
sition; the role of the instructor; and contextual learning methods. In terms
of prior knowledge, it was found that students need to have sufficiently
mastered the subject’s domain knowledge at an individual level before
they can benefit from PBL. The teamwork theme emphasized the impor-
tance of teams in problem solving. Small heterogeneous teams appear to
be conducive to effective teaching by means of PBL. In terms of the role of
the instructor, it was found that teams significantly benefit in their learn-
ing experience, from an instructor or tutor who facilitates and motivates
the team as opposed to telling them what to do. Lastly, most of the PBL
studies employ learning methods that are specific to their domain but will
help the students better solve the problem. Based on the insights gained
from the literature, the review suggests good practices that can be used
by other researchers when trying to implement the PBL methodology in
their undergraduate STEM classes.

Keywords: Problem solving · Problem based learning · STEM ·
Undergraduate students · Systematic literature review

1 Introduction

The skill of practical problem solving is integral to the work environment and
is considered to be indispensable [1]. The 1993 National Adult Literacy Sur-
vey (NALS) found that basic problem solving skills are in short supply in the
workplace, with more than half of employed adults having difficulty solving even
simple assigned tasks [2]. Employers have noted that they actively seek graduates
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who have shown to engage in problem solving [3]. The ability to solve complex
real-world problems is particularly important in the STEM disciplines [4]. Unfor-
tunately, problem solving is not taught explicitly at most universities, with sub-
jects being mainly taught at a theoretical level with little focus spent on teaching
the subject’s practical value [1]. Students need to be provided with opportunities
to build the skills and abilities that are necessary to solve the various types of
problems that can occur in the field that they work in.

Problem-based learning (PBL) is a teaching method that requires students to
solve problems relevant to their discipline in an active learning environment [5].
It was originally developed in the medical domain but subsequently proved to
be a valuable means to teach problem solving in the STEM disciplines [4,5].

This systematic literature review seeks to collect research evidence on the
use of PBL in undergraduate STEM fields in order to identify how PBL is used
to teach problem solving. Using the systematic approach to evaluate existing
literature helps us to more dependably find patterns that exist in the studies, or
even review any conflicts in the existing body of work.

This paper is organised as follows. The next section provides literature back-
ground, in particular about problem solving and PBL in undergraduate teaching.
Following this, the research method is presented. An analysis of the structured
literature review’s key findings is subsequently presented, starting with descrip-
tive statistics before proceeding with a thematic analysis. The paper ends with
a reflection of findings in the Conclusion.

2 Literature Background

This section first considers the notion of problem solving before proceeding to
PBL as a learning strategy that is centered on problem solving.

2.1 Problem Solving

Problem solving is the process of finding a solution when the path to the solu-
tion is uncertain, according to Martinez [6]. Martinez further states that “prob-
lem solving involves an interaction of a person’s experience and demands of the
task” [6], p. 606. Universities can teach problem solving through the use of prob-
lem solving methods and strategies in order to help develop students’ cognitive
abilities. The generic problem solving process as defined by Kimbell, Green and
Stables [7] is shown in Fig. 1:

Fig. 1. The problem solving process, adapted by [7].
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Davidson and Sternberg [8] states that the types of problems that can be clas-
sified for solving can either be well defined or ill-defined. Well defined problems
are those with clear goals, obstacles and path to the solution, while ill-defined
problems have an unclear path to the solution. This then makes it more difficult
to solve ill-defined problems as they do not have an unambiguous problem state-
ment which makes problem representation more difficult. Davidson and Stern-
berg [8] gives a meta-level problem solving process consisting of eight steps that
largely correlates with and partially extends the process presented in Fig. 1. The
steps are: recognizing that a problem exists; defining the nature of the problem;
allocating appropriate resources to solve the problem; deciding how to represent
information pertaining to the problem; deciding on appropriate problem solv-
ing steps; combining the steps into a problem solving strategy; monitoring the
execution of the strategy; and finally, evaluating the problem’s solution.

2.2 Problem Based Learning

PBL is “an active pedagogical strategy commonly used in some disciplines to
develop general and specific competences” [9], p. 105. It is a teaching model that
encourages learning by applying knowledge of content and the use of problem
solving skills to solve problems relevant to a specific discipline [10]. The intro-
duction of PBL in universities has been used to develop professionals who are
better at actively seeking solutions.

PBL was first used in the medical studies at McMaster University by Barrows
and Tamblyn [11] who hypothesized that learning through solving problems
would be more valuable than memorizing a large amount of content knowledge
and that problem solving skills are more important for medical practitioners than
having competent memory skills. PBL places the responsibility for determining
the requirements of the problem in order to best define and then solve it on the
student instead of the teacher. This may also include finding needed learning
material in order to solve the problem [12].

The six core features of PBL, as defined by Barrows [13], are what differenti-
ates the classroom pedagogy from other collaborative learning pedagogies. The
features are: student-centered learning; learning in small groups; teachers who
only act as facilitators in the learning process; problems being the main focus
when learning; the use of problems to spur the development of the students’
critical thinking and problem solving skills; and the discovery of information
through self-driven learning.

Janpla and Piriyasurawong [14] developed a PBL model, with the follow-
ing steps: define the problem; understand the problem; continue the research;
synthesize the knowledge; conclude and evaluate the answer; and present and
evaluate the students’ work. It can be seen that these steps resemble the problem
solving processes described in the previous section.

PBL enables students to be better prepared for the real world [5]. Skills
are developed that can be learned through solving problems and to help store,
retrieve and use information. PBL assists with achieving the following [4]:
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1. The ability to connect content knowledge to real world application;
2. Creating deeper understanding by requiring the use of content knowledge in

new ways through collaboration with others;
3. Encouraging students to reflect on their use of thinking structures by helping

them evaluate their thinking process;
4. Employing the use of technology to help students independently find the most

apt tools to solve their problems with;
5. Using students to create, verify and evaluate their own contributions and the

contributions of others;
6. Providing opportunities for students to solve complex problems that may

result in new perspectives and solutions to problems;
7. Encouraging collaborative efforts in the gathering of information, the solving

of complex problems, the brainstorming and sharing new of ideas;
8. Providing opportunities for students to take responsibility for their learning

and working well with others; and
9. Helping students connect between subjects, ideas and other people.

3 Research Method

The research methodology carried out in this systematic literature review follows
the guidelines by Okoli and Schabram [15], as shown in Fig. 2:

Fig. 2. The SLR process (Okoli and Schabram, 2010)

The research question guiding this study is: How is PBL used to teach problem
solving to undergraduate STEM students?

The research question is limited in scope by focusing on PBL and how STEM
undergraduate students - students who are in the Science, Technology, Engineer-
ing and Mathematical fields are taught. The following search term was used:
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((“problem based learn*” OR “teaching problem solving”) AND “undergrad-
uate” AND (“engineer*” OR “math*” OR “comput* (NEAR/2)”))

A Google Scholar search returned 2500 results, which were too many even before
applying selection filters. The same search term was subsequently used in a differ-
ent database search, namely EBSCOhost while restricting the database to only
return results from MasterFILE Premier and Academic Search Complete. These
databases included full text search results. After applying the source selection
and inclusion and exclusion criteria presented below, this search returned 127
potentially relevant sources.

3.1 Source Selection

– The databases chosen included journals and articles that gave detailed infor-
mation on problem solving and problem based learning for undergraduate
students in STEM.

– The databases chosen included comprehensive information on the topics pre-
sented and each database was not subject specific.

– The databases allowed for advanced Boolean searches with keywords.
– Through the University of Pretoria library, full text documents were accessible

from the database search.
– Two other relevant sources, namely the Journal of Information Systems Edu-

cation (JISE) and the African Journal of Research in Mathematics Science
and Technology Education (AJRMSTE) were included. These were not avail-
able through the data-bases and were searched separately.

3.2 Inclusion Criteria

– Texts that directly answer the research question.
– Focus on teaching using PBL to undergraduate computing/computer science,

information system, engineering and mathematics students.
– Studies that were published in the years 1980–2018.
– Empirical studies on problem solving in computing/computer science, infor-

mation system, engineering and mathematics.

3.3 Exclusion Criteria

– Texts that focus on teaching problem solving for STEM subjects to non-
STEM students.

– Studies that rely purely on expert opinion or are purely anecdotal.
– Studies that are not related to any of the research questions.
– Studies that are not of undergraduate STEM university students - including

high school students and post-graduate students.
– Studies whose findings are unclear.
– Studies that are not in English.

The PRISMA flowchart summarizing the search process is presented in Fig. 3.
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Fig. 3. PRISMA flowchart

4 Analysis of Findings

This section reports on the findings arising from the 20 articles analysed. The
analysis will commence with a summary of the data in the form of descriptive
statistics. Thereafter a thematic analysis will be presented.

4.1 Descriptive Statistics

Countries in Which Studies were Performed. Figure 4 indicates that the
United States dominates as the country with the highest number of studies of
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PBL in undergraduate STEM students. Seven of the 20 studies were performed in
the USA, more than double the number performed in any of the other countries.
Overall, most of the studies occurred in the US, UK and Europe.

Fig. 4. Countries in which the studies were performed

Journals in Which Studies were Published. The journals that included the
largest number of studies were engineering education journals, with the European
Journal of Engineering Education containing the most studies, namely five of the
20 (see Fig. 5).

Fig. 5. Journals in which studies were published
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Domains. The overwhelming majority (15 of the 20) studies were performed
in engineering education, as can be seen in Fig. 6. However, there were also 3
studies in computing education, which will be further discussed in the thematic
analysis that follows.

Fig. 6. Domains in which studies were performed

Study Year During Which PBL was Introduced. From Fig. 7 it is evident
that there is a preference to introduce PBL at the earlier years of study. This
makes sense, as problem solving is a basic capability required by STEM students,
and in particular engineers (since most of the studies were in the engineering
domain).

Fig. 7. Study year or level of introducing PBL to students

From the descriptive statistics, we learn that in the 20 articles included in
the SLR, engineering education dominated as the domain where most studies
were performed. There was a preference to introduce PBL in the earlier years
of undergraduate study. Further, the USA, UK and Europe dominate as the
locations where most studies were performed.
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4.2 Thematic Analysis

A thematic analysis of the 20 papers resulted in the identification of four emer-
gent themes. The analysis was done with the assistance of a data table, where the
articles appeared as rows and the issues they addressed were noted in columns.
The four common themes that emerged are: The role of prior knowledge, team-
work and team composition, the role of the instructor, and contextual learning
methods.

The Role of Prior Knowledge. Prior knowledge is the amount of content
knowledge imparted to students prior to the introduction of the PBL methodol-
ogy. The amount of prior knowledge that has been imparted to students seems
to have a favourable effect on the students and their perception of the PBL
methodology, as will be seen in the discussion that follows.

In McCrum’s [5] interdisciplinary study involving structural engineering stu-
dents, he observed that students need to have a strong base on their content
knowledge that they should be able to draw from in order to better engage
with the PBL tasks. This will allow them to use, examine, and integrate prob-
lems more effectively [5]. The students will then be encouraged to connect prior
learned ideas, experiences and knowledge and use those ideas in identifying
patterns and principles that may exist, examining evidence against the initial
assumptions made, and critically checking the logic and arguments [5]. “Based
on the principle of using problems as a starting point for the acquisition and
integration of new knowledge, the method is designed to create learning through
prior learning experience and to reinforce existing knowledge” [16]. Ensuring that
the students have reinforced their content knowledge would provide them with
the skills and confidence to engage more fully in the PBL interaction which will
address Gavin’s [17] concern namely that missing concepts may cause a failure
to learn in the PBL approach.

Research has shown that students rely heavily on their prior knowledge when
solving problems in the PBL approach, which has created the assumption that
a stronger knowledge base results in better problem solving [18]. This has been
illustrated by Bledsoe and Flick [18] in Fig. 8.

Prior knowledge can be reinforced in multiple ways, with the most popular
approach being to follow the didactic (traditional learning) approach for one or
two years of undergraduate study [19]. In Mitchell and Smith’s [20] study involv-
ing electrical engineering students, the students followed the didactic learning
approach in order to be taught foundational knowledge as preparation for intro-
ducing PBL in their curriculum. However, other learning approaches such as
didactic, Socratic and inquiry-based should be viewed as complementary to the
learning process to ensure that the students receive the best possible outcome
from PBL [19].
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Fig. 8. A model of learning as adapted from Bledsoe and Flick [18].

The use of PBL in computer science education is also viewed as a way to
engage with prior knowledge while moving away from the didactic learning app-
roach to a more problem centred pedagogy. Dunlap [21] used the software devel-
opment life cycle (SDLC) approach to solving problems that students would be
more familiar with and mirrored it to the PBL approach as it is more closely
aligned when restructured to accommodate prior knowledge. This helps both
the instructors and students as they don’t have to introduce new concepts while
partaking in the problem centred pedagogy [21].

If prior learning is not carefully reinforced, it may have adverse effects on
the progress of introducing PBL to students. In a study by Dyer, Grey and
Kinnane [22], the majority of civil engineering students were unable to create
simple sketches at the beginning of the design-led introduction of problem based
learning, even though they were expected to have skills such as being able to
sketch and draw when practicing professionally. This needed to be addressed by
the instructors where formal lectures and design studios had to be held in order
to first show the students how to do those tasks properly and then engage in the
PBL approach [22].

Adverse effects may occur where the solution to the ill-defined problem that
is given in a PBL environment cannot be found through the following of a set
of classroom notes or the use of an example given in a textbook [23]. When
traditional tools used to understand and solve problems are no longer sufficient
in the PBL approach, students have found that they have to use external sources
of information such as the internet or library in order to gain more insight on the
important concepts and how to approach and solve the problem presented [23].

Teamwork and Team Composition. Studies across engineering as well as
computer science have noted the importance of teamwork during use of the PBL
approach [5]. This section discusses the number and types of students in the
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teams that the researchers have decided to form as part of their studies related
to PBL.

A study by Yadav and colleagues [24] promotes heterogenous teams with
numbers ranging from 3–5. Students work with an instructor who facilitates the
students’ learning journey. At least one electrical and one computer engineer-
ing student was placed in the same team [24]. In a study by Vemury, Heidrich,
Thorpe and Crosbie [25] 8–12 civil engineering students of heterogenous aca-
demic abilities were placed in what they referred to as design groups to produce
deliverables that reflected the objectives given in the design brief.

In Johnson and Hayes’ study [26], students worked in groups to develop a
number of competences in the collection, evaluation and duplication of data in
order to solve complex problems that reflect those found in the real world.

Mitchell and Smith [20] struggled to find guidance from literature with regard
to the selection of teams in a PBL approach, and opted for a solution that
combined having tutors select groups based on their ability and having students
select their own teams. Students were given the flexibility to choose two of their
friends to be their partners while tutors randomly selected another group of
students to form part of the group to form a larger group of six [20].

In a study with computer science students [21], the team was composed of
what would most likely look like a software development team structure with
three to four students working together to define the problem given by the client
and the clients’ needs, the written proposals, conduct analyses, plan solutions,
implement and test those solutions [21].

In Şendağ and Odabaşi’s [27] study, smaller groups termed sub-groups were
randomly assigned. In this study individual reports on the problem solution
are combined with group work to determine individual merit [27]. Mart́ı, Gil
and Juliá [28] opted to create groups of five to twelve students that could sug-
gest either a problem or project that works towards the solution. Quinn and
Albano [23] found having two to four students in a group with a faculty advi-
sor playing a supportive role was an ideal arrangement for PBL. The students
selected their own groups and used their interests to help them choose a faculty
advisor based on their needs [23]. In her study of BSc Computer Science and
Information Technology students, Havenga [29] followed a similar model with
groups that comprised of only two members. However, because of the course
demographics being mostly male, the teams were homogenous in skill set and
gender [29]. Persad and Athre’s [30] study of various engineering disciplines finds
that students should not be given the choice to form their own teams and should
be pre-screened by the instructor before being assigned. This is to ensure that
students who are stronger academically are distributed evenly throughout all
the groups while also having a student that is proficient with creating proto-
types and models [30]. This creates heterogeneity and balance in the class. The
number of students that made up a group was four, with each class having an
even number of groups [30]. Denayer, Thaels, Sloten and Gobin [31] opted to
have a randomized group of five to seven students without pre-screening stu-
dents’ academic abilities or skill sets. This strategy was mirrored in Cowden and
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Santiago’s [32] study where three to five students were selected based only on
their pre-existing lab partnerships.

To conclude: while there is no consensus on the sizes of teams that perform
PBL, the heterogeneity of teams in terms of skills, ability as well as demographics
is emphasized.

The Role of the Instructor. The role that the instructor plays in the PBL
approach is one that facilitates the students’ learning. The amount of support
offered to the students varies by study but the most common role of the instructor
is to act as a guide and motivator to the students.

In a PBL study with structural engineering students [5], in the architectural
design module, the tutor played a role that presented students with guidance
with regards to design and not instructions. Students were assisted to improve
their learning of foreign concepts through interactive engagement, to reflect on
their content knowledge and to motivate them with their tasks [5].

In Quinn and Albano’s [23] study involving structural engineering students,
the instructors role was defined as one that would stimulate learning and research
thinking by avoiding the traditional didactic role of being the expert source of
knowledge. The instructor had to be approachable by listening and asking ques-
tions from the students, cultivating an environment where the students would be
comfortable to share their ideas and discuss their understanding of the theories
for solving the problem [23].

The PBL approach encourages instructors to facilitate the students’ learning
process [26]. With the instructor no longer taking the role of being the sole
source of content or information, the responsibility is placed on the student to
find external sources of information [26]. This was found to urge the groups to
more extensively explore their options and only receive input from the instructors
when asked or when the direction of the problem was obscure [20]. However, with
traditional teaching methods engrained in the instructors, guiding the group
towards the instructor’s way of thinking was sometimes inevitable [20].

Motivating the students and creating the desire to learn has been shown as
integral to the teacher’s role in a study involving civil engineering students [33].
In this study, students were found to feel frustrated as facilitators only provide
limited guidance on how to tackle the problems and could not provide them a
concrete solution to the problem [33].

In a study with computer science students, the instructor did not provide
direct instruction to the students on solving the problem but gave guidance to
help the students with the process of brainstorming and prioritizing ideas [21].

In Şendağ and Odabaşi’s [27] study of online computer science students par-
ticipating in PBL, the instructor played a more active role in participating in
discussion forums, responding to questions, encouraging students to think more
deeply and conduct external research and use that information to make decisions
on how to approach the problem. He challenged students through questions and
encouraged questions from students but avoided responding directly to enquiries
that would lead to him giving explicit information [27].
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In the PBL approach, the role of the tutor changes to become that of an
advisor in the quest to solve the problem and not only an evaluator [28]. This
fosters a better working relationship between tutors and students that can make
tutors more approachable [28]. The role of the tutor is given as [28]:

– “Clarifying the student’s ideas. Tutors should not impose their points of view,
but rather identify contradictions in the group’s reasoning and request opin-
ions from all members;

– Encourage critical evaluation of ideas and knowledge;
– Facilitate discussion, through student interaction and exchange of ideas and

experiences; and
– Discuss strategies with the students”.

In Denayer et al.’s [31] study, the instructor was more heavily involved in the
team’s progress and monitored it using a pre-designed manual throughout the
project lifespan. The tutor monitored the teams and had various tasks which
include but were not limited to: answering questions about the design prob-
lem; acting as the customer to assist the students during the early phase of
the design process; steering the various groups through the process; managing
the students and their time schedule; evaluating the efforts from the teams and
give feedback; and attending the team meetings to ensure they apply the design
methodology [31].

Contextual Learning Methods. With PBL, learning can be enhanced
through the use of contextual learning methods. In McCrum’s [5] study of engi-
neering students in the architectural design module, students were encouraged
to use sketches of complex engineering ideas to help them achieve higher order
thinking and equip them with the tools to solve more complex problems. It was
believed that the ability to solve complex problems that were en-countered in
the study would enable the students to better engage in the creative engineering
and architectural design problems and be less frightened of the unknown [5].

In a study involving electrical engineering students, [24] problems were pre-
sented in a realistic case study format. The problems encouraged students to
make more complex engineering decisions in the context of tasks which helped
the students better develop their final project with the use of their conceptual
understanding by means of in-class problems [24]. This is in line with Johnson
and Hayes’ [26] use of the PBL approach where real-world scenarios are used to
help students conceptualise solutions.

Quinn and Albano’s [23] study was based on an undergraduate project known
as the major qualifying project (MQP) that comprises part of the degree require-
ments for engineering students. MQP concentrates on the application of the
learned material in the students’ discipline by creating a solution for real-world
problems while working with an external organisation or company [23].

In Alayont’s [34] study of Mathematics students, she created pre-class activ-
ities that the students could complete beforehand in order to give them relevant
knowledge on the lecture subject and also help students work more efficiently
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during in-class activities. Mota, Mota and Morelato [35] chose to use computer-
mediated learning in order to enforce PBL, since the study was conducted in
a web environment. In a study with computer science students, the systems
design for a real-life client was used to further enforce learning by means of a
PBL approach [21].

Overall, it can be seen that authentic, real-life problem scenarios were typi-
cally presented to students as part of their PBL.

5 Conclusion

This study presents a systematic literature review of 20 papers with empirical
studies on using PBL as a means to teach problem solving to STEM students. It
was found that the United States appears to be most active in conducting PBL
research in STEM education, followed by the United Kingdom and Europe. The
overwhelming majority of the studies were done in engineering education (15 of
the 20) and also published in engineering education journals. This makes sense as
the ability to solve real-world practical problems is at the essence of engineering.
It was encouraging to see that the second most number of studies were in the
computing field.

A thematic analysis of the 20 studies resulted in the emergence of four over-
arching themes. These themes were evident regardless of the subject disciplines.
The first theme emphasized the importance of prior subject knowledge when
attempting PBL. PBL requires the creative application of domain knowledge,
and hence can only be successful if participating students’ domain knowledge
is at the appropriate level. The second theme was around the importance of
teamwork during PBL activities. Team members learn from each other, hence
heterogeneity in team composition was emphasized as important. Thirdly, it
emerged that PBL initiatives benefited from instructors who acted as facilitators
in the students’ learning process without helping them too much. Lastly, the role
of contextual learning methods were emphasized. The real-world decision-making
environment of the STEM graduate needed to be emulated in order for them to
benefit most from the experience.

Of the 20 studies, the one where all of the mentioned themes were explicitly
acknowledged was McCrum’s [5] study on developing creative problem solving
abilities in engineering students. Interestingly, the four identified themes also
align closely with the framework presented in [36] for developing the creative
ability of under-graduate Information Systems (IS) students.

This study was limited to the studying of selected empirical studies on PBL
for undergraduate STEM students. It contributes by synthesizing from the lit-
erature, a number of suggested practices for teaching problem solving to STEM
students by means of PBL. Further research is suggested to expand these prac-
tices for IS and computing students, since there are very few studies focusing
on the use of PBL in the IS and computing domains. In the light of the impor-
tance of problem solving skills in the workplace it is also suggested that the 1993
National Adult Literacy Survey be revisited to see whether and how workplace
problem solving skills have improved in the decades since.
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Abstract. Computer science education in both South African universi-
ties and worldwide often aim at making students confident at problem
solving by introducing various programming exercises. Standardising a
computer environment where students can apply their computational
thinking knowledge on a more even playing field – without worrying
about software issues – can be beneficial for problem solving in class-
room of diverse students. Research shows that having consistent access
to this exposes students to core concepts of Computer Science. However,
with the diverse student base in South Africa, not everyone has access
to a personal computer or expensive software. This paper describes a
new approach at first-year level that uses the power of a modified Linux
distro on a flash drive to enable access to the same, fully-fledged, free
and open-source environment, including the convenience of portability.
This is used as a means to even the playing field in a diverse country
like South Africa and address the lack of consistent access to a problem
solving environment. Feedback from students and staff at the Institution
are effectively heeded and attempted to be measured.

Keywords: Computational thinking · Linux · Problem solving

1 Introduction

Computation skills in some form are an essential component of many under-
graduate programmes and the wider process of lifelong learning [5]. To better
understand the issues of teaching and learning in Computing Science, it is useful
to have insight into the major concerns of the subject. While Computer Science
has had some of the greatest impacts on everyday life (social media, automated
services, etc.), it is also a fast moving discipline at tertiary level. Unfortunately,
there are high dropout and failure rates at the Institution1. Increased risk of ill-
prepared first-year students is another cause for concern in South Africa, espe-
cially with the combination of the 2019 “free education” and the amendment
that lowered university entry level requirements [7]. Computer Science is thus a

1 First year computer science had a combined 50% dropout and failure rate in 2018
at an unnamed university referred to as the Institution.
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discipline that has evolved at considerable pace, and teaching the subject matter
in South Africa has challenges ranging from keeping an up-to-date curriculum to
dealing with the lowered education standards in primary and secondary schools.

In a bid to mitigate the impact of these changes as well as enhance computer
science education in general, a portable environment can be constructed wherein
students have consistent access to problem solving tools; the exact same tools
(and environment) used everyday during lectures. Over the past two years at the
Institution, this portable environment has proven to be robust across platforms
and convenient to students and lecturers alike. This has especially been utilised
in a novel way since 2019 by running it directly off the flash drive, without
virtualisation. The environment combined with reassessed teaching styles and
content that are centred around students rather than lecturers, is part of a
contribution towards a new curriculum with promising preliminary results.

This paper is thus relevant to “TL; DR – teaching the new generation” as
it directly addresses the theme with the following outcomes: Providing students
with a portable, practical environment removes the requirement for students to
spend time setting up via “how-to guides”. Another advantage is that everyone
can use the same environment wherever they desire – convenience with a chance
of significant benefits during the COVID-19 crisis. The dreaded initial learning
curve is reduced since students can learn how to use the environment directly
from the lecturer during class time, and simply apply it during practicals. Lastly,
students are free to use their own environment or the proposed one as a base to
build their own.

The remainder of the paper is organised as follows: Sect. 2 adds context to the
paper while Sect. 3 relates the literature. Section 4 explains the implementation
of the proposed portable environment. Section 5 analyzes the new curriculum and
discusses its contribution. Section 6 relies on student feedback and staff debates
to determine the direction of the new curriculum. Section 7 concludes the paper
and outlines future work.

2 Teaching Context at the Institution

While this paper introduces many technical topics, the goal remains teaching
the new generation. Henceforth, the teaching context that accompanies technical
contributions is first introduced. Margaret Mead said: “Children must be taught
how to think, not what to think”. How about students too? This is core to
computational thinking – a set of cognitive and metacognitive strategies related
to the use of procedural knowledge in problem solving [13]. Problem solving using
Python is the core part of the first module during first year. Computational
thinking using notations on paper are also lectured but once a week between
problem solving lectures. Therefore, students spend most of their time solving
problems on computers while having a pen and paper handy as suggested by the
literature [4,12]. These students come from diverse backgrounds, many of which
have not used a computer before. This is why normalising the environment used
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for programming for all students has been one of the major goals during the past
three years – diverse student-centric goals2.

Deep or surface learning is not inherent to a student but depends on the
context and style of teaching [2]. However, certain students may not have an
effective learning strategy. Lecturers can help them “catch up” with students
that find learning to be a simple, natural phenomenon. Computational think-
ing develops new thinking strategies to analyze, identify, and organize relatively
complex abstract tasks towards problem solving that often makes use of algo-
rithms [10,13]. Showing students why understanding a concept instead of just
memorising without reason, is key to enabling an effective learning strategy in
Computer Science across the undergraduate curriculum.

Constructive alignment means coherence throughout the undergraduate cur-
riculum. All components in the system address the same agenda and ideally
support each other across all years. The students are “entrapped in this web
of consistency”, optimising the likelihood that they will engage the appropriate
learning activities, which relies on the effective use of procedural knowledge in
Computer Science [10]. However, routines differ once in the real (working) world.
Students are encouraged to mold the information that they receive in such a way
that they can adapt their own style as a long term outcome of this pedagogy –
not only learning what to think but how to think. Should (especially computer
illiterate) students have to worry about the acquirement, set up and possible
maintenance of technical resources, such as software licences and differences in
software versions – nagging updates? Not to mention the time tutors and lec-
tures spend on students that panic when they clicked update as suggested by
the nagging screen, only to be greeted with, please register your copy.

As Benjamin Franklin said: “By failing to prepare, you are preparing to fail”.
Sufficiently preparing technical resources, including equipment and tools can
benefit students (especially in their first year) when learning the fundamentals
of problem solving [5]. Teaching practices used include a simple iterative process
of preparation, reflection and finally revision. The success of the curriculum has
relied on this process since 2012, and more notably since the implementation
of the proposed curriculum since 2017. But how does one measure success? A
typical way most courses at universities measure it is by the pass rate, annual
or degree completion rate, retention of students, and lastly, by default, class
average as suggested in the literature [8,11]. Individually, students have duly
performed (DP) requirements at South African universities, which typically rely
on a coursework mark, attendance, and completing a certain number of assessed
tasks. However, success remains a subjective concept, and for now running some
basic statistics, such as standard deviation of year marks, is better than no
measure at all. Measuring success is important because in tandem with reflection,
it can improve the review process. In this case, can a technical system at least
partially bridge the gap of student diversity?

2 Teaching focused goals are in the co-authored SACLA publication: “Using Technol-
ogy to Teach a New Generation”.
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3 Related Portable Systems

Three related studies that use USB flash drives to offer a preset practical envi-
ronment are discussed. Thereafter, a brief summary is presented and directions
for an approach are provided.

3.1 Customisable Portable Virtual Machine (CPVM)

Butler and Pettey [3] presented a customisable portable virtual machine (CPVM)
environment such that both students and professors can develop a customised,
fully loaded, functional virtual machine (VM) on a flash drive. This VM can
run on any computer that has a USB port or an ftp client without significantly
compromising the host. A copy of the portable VM, provides compilers, window
managers, and integrated development environments (IDEs) on a selective oper-
ating system (OS). They use the same copy across labs. The CPVM contains
free, open-source software, available via anonymous ftp. This allows students to
use their personal Windows computers as if they were the Linux machines in
the lab without having to install Linux. Furthermore, instructors use it so that
they can ‘take’ their office environments with them to remote locations such as
conferences. Their environment is, however, restricted in size and builds off a
processor-emulation layer via the VM. The main issue is that it leads to lowered
response time even after the OS loads. Another disadvantage is that users still
need access to host machine software such as Hypervisor, VMware or VirtualBox.

Wagner and Johnson [15] created a portable software called MOBILE, specif-
ically geared for course instructors to hold workshops on any available comput-
ers, including different lab settings or a privately loaned computer. The software
runs on a Virtualbox copy of a customised Ubuntu Linux. The software includes
the ability to build and configure a workshop session on any desired informa-
tion technology topic, creation and management of that session on top of any
existing network OS. MOBILE is different to the previous study, since it does
not rely on host machine software as far as hard disk space is concerned. This
means that the physical drive is directly accessed, providing faster reading and
writing operations. MOBILE successfully piloted the portable system to con-
duct four highly-rated workshops at technology education conferences and more
after the time of writing. This demonstrates the practical use of such portable
systems. Another advantage of MOBILE compared with CPVM is that the full
environment runs directly on the hardware without requiring user accounts.

3.2 Lab on a Stick

Shipman and Bull [14] produced a portable environment named Lab on a Stick.
They base their system on MOBILE to be a portable, modular, and scalable way
to specifically teach networking, systems administration, and computer security
related material to students of all ages. This is very similar to MOBILE as
it functions inside a virtualised laboratory environment, on commonly available
USB flash drives, which allows for ease of distribution to students. In other words,
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students can complete various networking or computer security related exercises
in a classroom environment, and take it home to continue to work at their own
pace. A promising result in their study, over four different use cases, show it had
a positive productive effect on varsity students for full semester varsity classes,
cybersecurity summer camps for school students, and for extended studies school
students.

3.3 Summary of Studies and Proposed Approach

Summary of Studies: All three of the related studies enable a portable cus-
tomised virtual environment with benefits over default approaches as it is decen-
tralised with the use of a USB flash drive. This is an extremely useful for first
year students, especially those that want to work in a location other than the
24/7 labs at the Institution. But what about providing a native fully customised
environment on a USB flash drive? The advantages of this includes better per-
formance and less disk space usage, which means it can work on smaller, cheaper
(8 GB) flash drives.

Diversity: The Institution accepts a diverse number of students. Those that
have only had limited exposure to computers can feel very intimidated by those
who have had a lot of exposure. One way to limit this effect is to put everybody
into a new but productive environment for problem solving. Students are hence
put into a GNU/Linux environment. Those already familiar with Microsoft Win-
dows are exposed to a new environment, while the rest do not feel intimidated
because their peers seem to “know everything beforehand”.

Teaching in the Environment: A major advantage of this portable environ-
ment is that an exact duplicate can be given to each and every student without
any concerns about proprietary licences. The student can also install the exact
environment used in the classroom and laboratory on their personal machine by
double clicking on a script.

The language selected for this course is Python, which can be defined as a rel-
atively simple interpreted language that is widely used (nationally and interna-
tionally) for scripting and rapid prototyping. Python is slow, but highly portable,
allowing for flexibility for students that wish to deviate from the portable envi-
ronment in the second semester of first year. From the perspective of a student,
it supports a lot of modern programming concepts and importantly it has very
good support for the five basic principles of programming: input, output, branch-
ing, repetition and calculations – fundamental for the first semester of first year.

With the student base in mind, the portable environment needs to be based
on a user-friendly OS such as Linux Mint3. This can run off either a virtual
machine or a native environment. Both of these approaches were explored since
2017 and implemented while paying close attention to both formal and verbal

3 Consensus in the Linux community.
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student feedback to determine its success. However, what constitutes success and
how is it measured?

Measuring Progress in Context: Being part of the solution that equips
students with the fundamentals has been a goal of the ComSci team4 since 2017
at the Institution. First year is arguably the most important course that an
aspirant computer scientist will ever do5, as it is the foundation on which all
other computer science courses are built. How does one know whether they are
successfully teaching the fundamentals of Computer Science such that it feeds
into the next course/module, the one after that, and so forth? In other words,
when is constructive alignment obtained?

The proposed pedagogy does not measure success using hard outcomes alone,
and occasionally follows the student body language, questions and attention –
subjective measures. On the other hand, in a study titled “How do you mea-
sure success?” [6], the authors coin the phrase Academic Wholism as a pro-
posed measure of success. Concisely, by using this pedagogical paradigm stu-
dents can expand their learning profiles beyond the cognitive level to the per-
sonal domain so that success becomes a multifaceted reality; self-empowerment
and self-confidence are included in that domain. While this appears to work well
in their case study, it is not as easy to generalize this for Computer Science. The
ComSci team at the Institution have bounced ideas on this and alternatives to
no avail, and have thus deferred it to future work.

Other, arguably subjective measures include polling students or colleagues
during and after classes or with course feedback forms or a simple informal
conversation [9]. This is performed extensively, and one of the measures that the
approach in this paper relies on.

Monitoring the grades of undergraduate students was deemed good enough
by the department in 20176. The idea is to use this success measure in order to
determine whether there is alignment across all undergraduate years. But what
do grades alone over a three year period represent – graduation with the under-
graduate degree? In other words, the first year programming course should be
pitched at such a level that the average student that is graded in the course, has
a realistic chance of completing the entire undergraduate degree. This, together
with adequate coverage of the relevant concepts is the proposed measure of
success at the Institution. This will be further evaluated in Sect. 6. Before this
evaluation, the implementation of the portable environment will fully detailed.

4 Creating the Portable Environment

The proposed portable environment aims to cover all the tools required with
regards to learning during first year. In Fig. 1, the Desktop of the environment
4 The name of a team comprised of four lecturers (including the authors of this paper)

in first year at the Institution.
5 Academic staff at the Institution agreed in a meeting.
6 Used in several meetings and presented in this paper generically for ethical reasons.
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Fig. 1. Desktop of the environment is shown for visualisation purposes.

is shown with the quick help directory containing additional Python help from
reputable free books, a ‘quicksheet’ and the PDF version of the textbook.

Fig. 2. Thonny IDE tracking local variable use.
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4.1 Integrated Development Environment (IDE)

It is not always possible to come up with an objective measure of how good a
particular IDE is. The ‘best’ IDE is thus well suited to novice programmers and
that meets the objectives of this course.

Thonny calls itself “The IDE for beginners” and is developed specifically for
teaching Python Estonia [1]. It is cross-platform and synergises well with the
portable environment as it is ‘lightweight’. Figure 2 shows how variables can be
tracked with verbosity enabled that is often used by the majority of students.
Also note that Thonny and a terminal is readily available in the task panel/bar
next to Firefox in Fig. 1.

4.2 Runestone Interactive Textbook

The content for the course has evolved over several years, which led to the adop-
tion of an open interactive textbook, “How to think like a Computer Scientist”7.
Runestone Academy provides a framework for presenting interactive courses for
both the student and instructor and includes this book. While students work
through the content, this activity gets logged for the instructor to monitor. The
anonymised stats, such as those in Fig. 3, are shown during some lectures when
key concepts have been covered or it is noticed that many students were espe-
cially negligent during a particular week. Students are also presented with a PDF
version of the book on the Desktop of the portable environment, and have the
option to print and bind it.

Fig. 3. Runestone showing engagement by students on the first exercise.

4.3 Imaging the Persistent Flash Drive

The final step involves creating a persistent bootable USB flash drive – a live
USB bootable OS but with the additional ability to save changes in the same
way as one would on a normal PC. This setup provides two advantages to stu-
dents: they can save their work in the exact same manner as running Linux on
an internal hard disk and they can take do this on almost any PC, including

7 How to Think Like a Computer Scientist: Interactive Edition (2019), https://
runestone.academy/runestone/books/published/thinkcspy/index.html.

https://runestone.academy/runestone/books/published/thinkcspy/index.html
https://runestone.academy/runestone/books/published/thinkcspy/index.html
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laptops, chromebooks and tablets. A program called guidus was used to create
a persistent USB flash drive.

A GUID Partition Table (GPT) was adopted, which allowed for the creation
of more than three primary partitions. Besides the four partitions required for
the persistent OS, an additional convenient EXFAT partition was created that
can be accessed on Windows and MAC and used for typical flash drive purposes
as seen in Fig. 4. The flash drive was successfully tested on a variety of machines
– legacy and new on various platforms including, laptops, macs, tablets and
your average PC. Since graphics drivers have had substantial on these machines,
the GRUB menu was modified to include a typical option and one for failsafe
graphics. This has catered for all machines to date but one – a tablet with a
display orientation issue. The dd command produces an image of the resulting
flash drive, which allows for mass cloning purposes. However, initial testing on
different machines revealed GRUB does not load correctly on legacy BIOS-based
personal computers. This was corrected by adding a BIOS boot partition.

Fig. 4. GPT partition stucture of the portable environment flash drive.

The BIOS Boot Partition: is a partition on a data storage device that GRUB
uses on legacy BIOS-based personal computers in order to boot an OS, when the
actual boot device contains a GPT. In other words, the BIOS boot partition is
only needed by GRUB on a GPT setup as seen in Fig. 4. On the other hand, on
a MBR setup, GRUB uses the post-MBR gap for embedding the core image. On
GPT, however, there is no guaranteed unused space before the first partition.
For modern BIOS-based personal computers – that is, UEFI systems, the extra
partition is not required, since no embedding of boot sectors takes place in that
case. Installing GRUB on UEFI systems still requires an EFI system partition
whether MBR or GPT setup. The image is successfully created using a combi-
nation of the mksquashfs command to capture the customised Linux Mint and
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guidus8 to place the image on USB. Finally, the dd command is used to mass
image the flash drives now that it works across all BIOSs.

Secure Boot and BIOS Security Caveat: The proposed distribution sup-
ports Secure Boot, as it comes with signed bootloaders. Furthermore, Grub has
been setup to allow the distribution to work on both legacy BIOS and newer
UEFI systems. A significant caveat, however, is that other than labs, many com-
puter labs on campus have a locked BIOS. Students are made aware of this and
those owning personal laptops and tablets are encouraged to ask the lecturer for
help for enabling permanent automatic USB boot.

5 Assessment

The first year curriculum is geared according to the students’ needs that – “TL;
DR – teaching the new generation”. First, it needs to prepare mainstream stu-
dents to have sufficient problem solving skills to complete their computer science
degree. Secondly, it needs to be comprehensive enough to students that will only
ever do one course in programming to leave with sufficient knowledge to be able
to write basic programs. Furthermore, it needs to provide students, that are
from other disciplines, with enough tools to enable them to better perform their
respective tasks.

The portable environment started off as a virtual machine on a portable
flash drive in 2018 similar to the related studies, but it has evolved into a fully-
fledged native portable environment, used for 2019 and 2020. The major problem
encountered were from unaware students that would pull out the flash drive
while it is still in operation. This was mitigated and is detailed in Sect. 6.2. It
is important to note that students are free to use any environment they want
as long as they use the assessed programming language. However, overall many
students tended to stick to the portable environment or use it as a basis for
their own, as they preferred to become accustomed to the environment that
they would be assessed on.

5.1 Catering for Diverse Students Cohorts

Students who typically subscribe to this course have a diverse set of motivations
for doing so. Moreover, this subsection highlights that all students are assessed
in the same way but have substantially different initial skill levels.

The first group of students are mainstream and will have done either a pro-
gramming course or computer literacy at school, as opposed to their counterparts
that have had very little to no exposure to computers. The next group of students
are those who do not intend to continue with Computer Science, but would like
some exposure to programming before continuing into other fields. This group

8 Ubuntu:mkusb – tool to create boot drives (2020), https://help.ubuntu.com/
community/mkusb/.

https://help.ubuntu.com/community/mkusb/
https://help.ubuntu.com/community/mkusb/
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may also contain a group of students who are misinformed about what exactly an
introductory programming course is and had mistaken it for a computer literacy
course. The last group are often senior, sometimes postgraduate, students, who
have realised that they need some exposure to programming in order to do their
studies in fields outside of Computer Science. It is desirable for this group to not
just get some experience and learn what Computer Science is about, but also
to acquire a usable and useful skill. For example, data modelling using Python
for use in subjects such as AI-assisted climate change analysis in Environmental
Sciences or rock pattern analysis in Geology etc. Moreover, a trending profession
like data science benefits greatly from basic Python skills.

No matter the type of student, the curriculum needs to be comprehensive
enough that those who will only ever do this one course in programming leave
with enough knowledge to be able to write basic programs, and it needs to give
those students who have come in from other areas of study with enough tools to
enable them to better perform their tasks.

While all of these students need to reach the the same finishing line, they
start from very different places like the analogy in Fig. 5. Of course there are
exceptions to this, but regardless, bridging this gap is a non-trivial problem.
While technologies like cellphones are mostly accessible to everyone now, the
cultural and economic context of the first group of students cause many to
still have difficulties accessing certain technologies like the personal computer
and the Internet. The ComSci team are in the process of transformation, in
accordance with South Africa’s demographics, and this was given particular
thought especially in terms of which lecturer should present extra classes.

A prevalent trait of teaching and learning in Computer Science is that no
matter a student’s background, they lack “how-to” knowledge in this discipline.
It is like “riding a bike”, you are not born with it. While some students perhaps
“pick it up” a lot faster, this still means that as lecturers, we start this curriculum
from the ground up and focus on providing a solid foundation for second year and
later year students. This also becomes convincing when you are the extra classes
lecturer for two consecutive years9 and feedback is very positive as reported
later.

Fig. 5. The challenge of teaching first years sufficiently for constructive alignment.

9 I had continually improving verbal feedback during those lectures after certain
changes were made and much improved results from certain students.
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The department has 24 h labs with PCs accessible to all computer science
students. However, travelling at night can be a problem for those students that
want to especially work hard10, while spending too much time on computer
science and neglecting other subjects is another potential problem. It is hoped
that the portable environment allows students to access computers that are in
closer proximity to them to avoid this problem.

5.2 Hard Outcomes: Towards Constructive Alignment

Fig. 6. Mark deviation (in %) as the same group of students (each colour lines) progress
through first, second and final year.

In Fig. 6, it is apparent that the first-year course as a whole has been excellent in
preparing students for following years – constructive alignment has been achieved
from a first-year perspective. The class average is denoted by the thick orange
line, with a trend that is almost flat but slightly downwards. This suggests that
a student leaves first year with the right foundation to perform well in following
years and with a realistic assessment of their ability. Individual semesters have
not been analysed as of yet. While the trend line suggests that achieving a mark
close to the class average sufficiently prepares one for second year, more data is
required for conclusive analysis.

The extra classes track has also finally produced results that actually lead to
additional passes. Positive results in practicals, tests and exams were recorded
across a diverse set of student cohorts11. This positive result for the new cur-
riculum was a huge victory for the student, ComSci team and hopefully, in the
long term, the Institution as a whole. However, it is important to not become
complacent but to continuously strive toward championing and achieving trans-
formation. South Africa has a long way to go in achieving this goal. Another
important note is that not just the student but leaders can learn too. Trans-
formative teaching and learning should have an effect of mutual improvement
between students and lecturers.
10 A common problem in South Africa, nationwide.
11 More detail: Ethics approval pending.
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5.3 Problems with the Portable Environment

The total number of students for 2018, 2019 and 2020 are 99, 120 and 160,
respectively. The 2018 group used a VM version of the environment stored on
the flash drive that had multitudes of problems. VMs were thus used for future
years.

Typically, 30–50 spare flash drives were imaged in case of general prob-
lems that may be encountered by students. Figure 7 shows how the number
of problems were mitigated in 2020 compared to 2019 over a three week period.
“OS/other” problems are defined as all issues that are unrelated to flash drives
physically (“bricked”). In 2019, these issues were typically due to students pulling
out flash drives prematurely or during write operations, as well as due to Linux
running out of space. In 2020, these problems were virtually eliminated by allo-
cating the majority of space to the Linux partition and by making all boot-
related partitions read only. The positive effect this had is very evident in the
graphs in the figure and has especially lead to far less issues in general.

Fig. 7. Number of occurrences of problems that students have experienced with flash
drives

Remaining problems were not recorded and were limited to some students
that did not have access to any PCs and due to the many labs that forbid booting
from flash drives.

6 Feedback

6.1 Language

The next step involved considerations to good first-year programming languages
and development environments12. Why Python in first semester and Java in
second semester? First year at the Institution is a programming course, at its
core, and thus it is the norm to build a programming course around a specific
language. Since it was geared towards first years, the language and environment

12 Much of the teaching side of the proposed curriculum are based on the outcomes
of the meetings. Whereas, the portable environment was discussed and created “in-
house” by the ComSci team.
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needed to adequately implement the fundamental concepts to be taught in the
course, with an easy learning curve, while keeping up with current trends in the
real world. The programming language was decided via a long debate amongst
all staff members and the result coincided very well with a survey13 shown in
Fig. 8.

Fig. 8. Programming languages in demand in SA

6.2 Portable Environment

The ComSci team is actively involved during practicals and move between stu-
dents in tandem with tutors and teaching assistants. This led to acquiring much
verbal feedback that could be used to improve the portable environment since
2018. The move from virtual machines to a native portable environment has
been positive with many students sticking to the native portable environment
throughout first semester as opposed to the virtual one, which is now deprecated.
Students also use the portable environment for second semester but only up to
a certain point. Both methods have at least partially bridged the gap between
the different types of students. Emphasis must, however be place on the latter
method involving the use of a native portable environment – it is faster, uses
less disk space and is less prone to corruption by unaware students.

Feedback from students has also been very positive on Python. Students
that start off as computer illiterate are not intimidated by Thonny. Those who
are computer literate were often less enthusiastic about it, but it is interesting
that very few of them switch to other IDEs, even though there is no explicit
requirement to stay with Thonny.

One of the best features of Thonny is its ability to step through statements
and evaluate expressions with incredible verbosity. It is very pleasing to walk
through a practical and observe students stepping through code in a line by line
13 BusinessTech: The top programming languages and tech skills neededin South

Africa right now (2019), https://businesstech.co.za/news/it-services/345582/the-
top-programming-languages-and-tech-skills-needed-in-south-africa-right-now/.

https://businesstech.co.za/news/it-services/345582/the-top-programming-languages-and-tech-skills-needed-in-south-africa-right-now/
https://businesstech.co.za/news/it-services/345582/the-top-programming-languages-and-tech-skills-needed-in-south-africa-right-now/
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fashion and seeing exactly how each line is interpreted, evaluated and executed,
followed by a eureka moment!

The second semester uses the Java language with the benefit that the major-
ity of code on Android phones are in some form of Java and that it is both in
huge demand in South Africa (Fig. 8) and popular. A detailed review of second
semester is for future work.

7 Conclusion and Future Work

Continuous improvement through all the forms of feedback is something that
appears to have had a positive effect on the first-year students. This has been
central to improving the portable environment since 2018. This and other general
highlights are summarised in the following subsection.

7.1 Conclusion

The move from virtual machines to a native portable environment has been pos-
itive with many students sticking to it throughout first semester. Both methods
have at least partially bridged the gap between different types of students.

The teaching curriculum as a whole shows great promise for preparing a
first-year student to complete the entire computer science degree. The type of
students that only plan to do first year Computer Science may find this course
particularly useful for data science, as it provides fundamentals for other problem
solving environments too.

7.2 Future Work

While there is some discussion of transformation, especially with respect to the
diverse student body, more engagement with global and national higher educa-
tion contexts can be explored and data captured. The impact of the portable
environment on teaching context is also important. Additional data is required
for comprehensive statistical analysis.

Secondly, more feedback data from students and peers will help with critical
reflection which may enable “closing the loop”, that is, acting on the feedback
obtained in an explicit way. An example of this is with the COVID-19 crises: feed-
back on whether the portable environment was helpful during distance learning
is important to investigate.

Lastly, investigating the feasibility of cross-disciplinary services that span
university wide can be worthwhile.

Acknowledgements. Thank you to National Research Foundation (120654) for
funding. This work was undertaken in the Distributed Multimedia CoE at Rhodes
University.
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Abstract. University students are expected to be able to employ higher
levels of cognitive engagement and solve problems. However, as a result
of the massification of higher education, there are increasingly more stu-
dents in university classrooms who tend to adopt surface level learning
approaches to their education. The challenge that university teachers face
is to find ways to teach which will encourage the students in their class-
rooms to adopt more deep learning strategies. Consequently, more uni-
versity teachers are adopting a constructivist approach to teaching and
learning in order to encourage greater active participation and deeper
approaches to learning from the students However, without instructional
support students are still able to adopt surface level approaches to learn-
ing and potentially construct misconceptions; thus they are not able to
enact their knowledge in a meaningful way in order to solve problems.
This paper discusses the use of constructivist teaching together with
instructional support (scaffolding) within teaching in Information Sys-
tems and notes the importance of including high instructional support
verse low instructional support.

Keywords: Constructivist teaching and learning · Instructional
support · Scaffolding · Information systems teaching

1 Introduction

University students are expected to be able to employ higher levels of cognitive
engagement and solve problems. However, because of the massification of higher
education, there are increasingly more learners in university classrooms who tend
to adopt surface level learning approaches to their education. The challenge that
university teachers face is to find ways to teach which will encourage the students
in their classrooms to adopt more deep learning strategies [4]. A deep approach
to learning is one where the student has an intention to understand what they
are learning and employs a learning strategy to support that. Conversely, a
student who has adopted a surface approach seeks to cope minimally with the
requirements of the course and typically engages in rote learning/memorization
of facts and procedures [2].
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Mohtashami and Scher [18] note that technical courses in Computer Sci-
ence and Information Systems are typically taught in an “objectivist model of
learning” or didactic instruction, where vast quantities of technical knowledge
are imparted from the teacher to the listening learners. Learners are thus pas-
sive listeners, typically resulting in surface approaches to learning and knowledge
reproduction; the traditional transmission mode of teaching encourages students
in our classrooms to remain surface learners and never truly engage with the con-
cepts being covered in order to construct their own understanding.

Conversely, Connolly and Begg [6] like Biggs [4], Hunt, Chalmers and Mac-
donald [13] and Ashwin et al. [2], argue for a constructivist approach to teaching
and learning where learners are encouraged to take part in an active process of
constructing their own knowledge and understanding (rather than being passive
hearers of the body of knowledge) based on what they already know, coupled
with the new information being presented to them by the teacher.

This paper discusses the constructivist teaching and learning theory together
with problem-based learning and highlights the value of scaffolding the learn-
ing process. It goes further to describe two Information Systems courses, one
that adopted a high instructional support approach to scaffolding and one that
adopted a low instructional support approach and compares the different set of
summative results in each of the courses. The differences are attributed to the
varying instructional support and the paper attempts to highlight and argue
for the importance of instructional support in teaching in Information Systems
when undertaking a constructivist teaching and learning approach.

2 Literature Review

Constructivist learning theory states that people construct their own meaning
or understanding (knowledge) of the world around them through experience and
reflection. The use of constructivist learning theories in the classroom setting
utilizes active techniques like problem solving to help learners build their own
knowledge and understanding and then to reflect on their understanding [2,6,12,
23,26]. The focus of teaching thus shifts to considering what activities students
could be asked to do in order to result in the appropriate levels of learning taking
place. Instead of teaching focusing on facts, concepts and principles that need
to be understood, the emphasis is on what it means to know and understand
the concepts and which activities can be utilized to gain understanding [4,6,7,
12,13,24]; the focus is on application of knowledge in order to solve meaningful,
real-world problems.

Constructivism has its foundations in the work of Dewey, Piaget, Vygotsky
and Bruner [23]. Dewey argued that students learn through building their own
knowledge; knowing and doing are closely linked and that it is through action
that students are able to put into practice what they know and develop a deeper
understanding [7,8,23]. Similarly, Piaget [20] described how children make mean-
ing from their experiences and ideas; they interpret new information in terms
of already existing concepts and in turn revise pre-existing concepts in terms of
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new information or experiences [23,25]. While, Vygotsky [27] focused on how a
student’s thinking can be influenced by relationships with others who are more
knowledgeable [23,25]. Vygotsky emphasized the importance of social learning
through what he called the Zone of Proximal Development (ZPD) where the
interaction of the student with experts and peers (now also including cognitive
tools [14], for example, mind maps, computer games, calculators, etc.) supports
them in internalizing knowledge and constructs [23,25]. Learning is thought of
like a coach training an athlete - the expert offers the student guidance for prac-
ticing new skills or constructing new knowledge such that the student assimilates
the skill or knowledge [23]. Similarly to Vygotsky, Bruner [5,29] argued that stu-
dents could more readily assimilate new skills and knowledge if provided with
appropriate guidance and resources. He referred to such support as instructional
scaffolding, providing guidance in the right way and at the right time.

Building on the original “approaches to learning theory” [17] which has been
influential in changing higher education practitioners’ understandings of how
different students learn, Biggs [4] describes two types of students: ‘Susan’, the
academically committed, bright, diligent student who is interested in her studies;
and ‘Robert’, who is less committed, less interested in his studies and unless
pushed will only put in enough effort to pass. Susan utilizes a deep approach
to learning and is self-motivated, while Robert employs a surface approach to
learning and only wishes to do enough to obtain his degree. Biggs suggests that
the number of Roberts in university classes today is higher than the past as
a result of the massification of higher education [4]. He argues that the more
active the teaching method and the more engaged students are required to be,
the more likely they are to progress from adopting surface learning approaches
to using deeper learning approaches [4].

Biggs [4] suggests that one way of encouraging deeper approaches to learning
is through employing a problem-based learning strategy because it requires that
all students question, speculate and attempt to generate solutions; resulting
in more students utilizing higher order thinking skills. Problem based learning
(PBL), as defined by Ashwin et al. [2] is a form of teaching where students are
given carefully chosen, typically real world, problems to solve while being guided
by a facilitator (instructional support) and is becoming increasingly important
in STEM education [3]. Problem based learning approaches vary but at their
essence they are about tackling ill-structured problems for which there are a
number of possible solutions [3]. Belland [3] argues that determining the best
means to support students through this process has great potential to prepare
students as problem solvers. This approach to learning also lends itself to a
constructivist approach to teaching and learning; encouraging the student to do
more, while scaffolding the learning and, allowing for social learning through
collaboration.

Increasingly, the value of instructional support within learning environments
is highlighted across numerous research projects; extending and enhancing the
capabilities of students in problem solving [1,3,10,11]. Hardy, Jonen, Möller and
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Stern [10] describe two key elements to instructional support, namely (1) care-
fully structuring the task students undertake in order keep the focus on the
important aspects, and (2) supporting and encouraging students to reflect on
their insights. They argue that instructional support should assist students to
progress a sequential conceptual development where they are engaging in active
discovery [10]. Wood, Bruner and Ross [29] describe scaffolding as dynamic sup-
port intended to extend a student’s abilities by helping to fill the gaps in their
abilities and knowledge such that they are able to complete a task. Scaffolding
is meant to be temporary support that enables the student to gain independent
skills or knowledge [29]. Wood, Bruner and Ross [29] argue through scaffolding
the student is able to achieve more than when attempting unassisted, eventually
resulting in task competence sooner than had the student progressed completely
unassisted. Similarly, Belland [3] describes scaffolding as interactive support that
utilizes what the students already know to assist them in meaningfully partic-
ipating and gain new skills or knowledge which they would not have been able
to do unassisted, with a view to being able to perform the new skill indepen-
dently in the future. Scaffolding is said to require “intersubjectivity”, meaning
an understanding of what is required to be successful. This aspect is key in
helping students to understand when they have accomplished a task success-
fully such that they are able to perform tasks independently in the future [3,29].
Scaffolding can be provided by teachers, peers and computer-based tools [3,25].

The level at which instructional support is offered can vary between high
instructional support and low instructional support. Hardy et al. [10] under-
took to investigate the effects of different levels of instructional support within
a constructivist learning environment. They maintained the same instructional
time, teacher, and teaching materials across two groups of students (in the same
grade) and only varied the instructional support offered. The instructional sup-
port offered to the high instructional support group was to focus the students on
the relevant aspects of the task by carefully sequencing the tasks from basic to
more complex and encouraging the students to reflect on their insights. The dis-
cussions were deliberately prompted by the teacher by either asking questions or
making contrary statements in order to engage the students higher order think-
ing skills. While the low instructional support group were free to proceed with
the material in any order that they wished, and the work was not segmented into
smaller conceptual units. Group discussions were far more student centred; stu-
dents were expected to challenge each other’s hypotheses and the teacher offered
mainly organizational supervision [10]. Hardy et al. [10] found that students who
had received the high instructional support had a more coherent understanding
of the concepts they had been studying as compared to their classmates who
received low instructional support. Students in the high instructional support
group were also better able to transfer their new skills and knowledge to other
domains and problems as compared to their classmates who received low instruc-
tional support.

Luckett and Sutherland [16] argue that the role or purpose of education is
to produce capable individuals, where they define capability to be the “integra-
tion of knowledge, skills, understanding and personal qualities” that are used to
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solve problems that are both known and new/unfamiliar [16, p. 99]. Similarly,
Rogoff and Lave [22] and Lave and Wenger [15] hold that learning is a result of
activity, context and culture. Wenger [28] further refined his definition of learn-
ing to be the development of one’s contextualized knowledge, understanding and
actions/interactions within a particular community, in order to become full par-
ticipants within the knowledge or practice community. Arguably, Information
Systems and Computer Science graduates need to both know and understand
the theory behind the disciplines but also be able to put that theory into practice
in order to contribute meaningfully in industry once they leave university; they
need to be what Luckett and Sutherland [16] refer to as “capable individuals”.

3 High Instructional Support Vs Low Instructional
Support

Coupled with the push to utilize a constructivist approach to teaching and learn-
ing is the knowledge that in the modern world there is a burgeoning availability
of theory and content from YouTube videos and other online resources which
students can easily access. This then begs the questions: what can university
lecturers offer their students that they cannot get from YouTube and other
online resources? The clearest answer is access to a ‘master’ of the discipline.
This reframing of the role of the lecturer is useful and allows one to consider the
students as ‘apprentices’ [2,9]. Furthermore, the concept of the student as the
apprentice and the lecturer as the master is at its essence how Vygotsky saw
the learning process taking place; the novice or less experienced student learning
from the expert [25].

Thus, the Information Systems 3 Database Theory and Structured Query
Language (SQL) and the Information Systems (IS) 2 Object-oriented design
courses were both reformed from a more didactic approach to teaching and
learning to encompassing constructivist teaching and learning practices specif-
ically taking a problem-based learning approach. For both courses the theory
components of the courses were compiled into a series of lecture videos together
with support PowerPoint slides, relevant textbooks and other online materials
in order to facilitate self-study and multiple learning styles. This allowed the lec-
ture times to be freed in order to allow for collaborative problem-based learning
exercises with the lecturer and students. This entailed providing typical prob-
lems that students might encounter in the real world and then explicitly teasing
out problem solving approaches, utilizing theoretical knowledge, which they had
access to via videos and slides provided to them via the university’s learning
management system. In line with the apprenticeship model [2,9] and the princi-
pal tenets of scaffolding in constructivist learning [3,25], as the course progressed
the students were expected to contribute more to helping to solve the problems
being discussed.

The IS 3 course ran earlier in the year than the IS 2 course. During the IS
3 course the course practical sessions were structured to provide high instruc-
tional support. The students were broken up into smaller groups and had to
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work with their tutors collaboratively in order to solve problems posed. Tutors
were instructed to help the students problem solve (not give away the answer)
and share openly with them their own problem solving techniques in order to
promote a collaborative learning community of practice [15,22,25,28]. The IS 3s
complained bitterly about having to work on the tutorials together, comment-
ing “The tutors went through questions but we didn’t get to sit in front of a
computer and do it ourselves. We couldn’t ask questions about homework ques-
tions because more time spent on tutorial questions” and “I had an issue with
the structure of the practical. We were put in tutorial groups and focused on
work that some students had knowledge of and this meant no time to look at
and understand the homework questions. I would have liked it to have more of a
practical structure than a tutorial structure where we ask the tutors about ques-
tions relevant to our understanding.” to provide two examples. They appeared to
resent having to work together and collaborate. Furthermore, students felt that
because they were provided with some of the answers in the tutorial (in order
that as a group they could focus on understanding the problem solving process
as well as how theory is enacted – praxis [21]) that they “knew” the content, one
student said “Would prefer to ask questions on things I do not understand and
the homework section than be tutored on content that I know.” Not all of the
students felt this way, but because of the strong resentment to the idea, the tuto-
rial component of group work and peer learning was dropped for the IS 2 course.
In so doing, the practical sessions for the IS 2 s had less instructional support
than it did for the IS 3 s; providing less structure and guidance with respect to
how to engage in the praxis of the knowledge areas within the IS discipline and
only offering problem solving examples during the formal lectures.

The summative performance of the IS 3 students improved significantly from
2018 to 2019; the 2018 averages for the theory and practical examinations were
41% and 71% respectively, while the 2019 averages for the theory and practical
examinations were 64% and 73% respectively. The improvement in results reflects
a deeper understanding by the students [7] and a shift from surface learning to
a deeper form of learning and engagement [4].

The summative performance of the IS 2 students however, significantly wors-
ened. The average for the theory examination for object-oriented design in 2018
was 40.7%, worsening to 34.6% in 2019. The results for the IS 2 students in 2019
had a bimodal distribution; approximately one third of the class did very well
achieving an average exam mark in the 60 to 70 percentile, however, the remain-
ing two thirds of the class were in the 30 to 40 percentile or below. The impact of
the instructional support in the two courses and the resulting assessment results
are discussed in greater details in the discussion below.

4 Discussion

The importance of theory in the discipline of Information Systems has been
emphasized since the discipline’s very beginning. Mueller and Urbach [19] explain
that theory helps us to understand the how, what and why of various phe-
nomenon; “Such an understanding helps researchers and practitioners to move
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beyond rote routines [. . .] and allows them to uncover underlying conceptual
structures that enable purposeful and meaningful actions” [19, p. 350]. As such,
it is not enough that our students “know” theory, they need to understand in
such a way in order to enact it [21] in practice and solve real world problems if
they are to offer meaningful contribution as practitioners.

Constructivist teaching and learning approaches place an emphasis on the
student to be an active learner and construct their knowledge, but without high
instructional support (HIS) students can potentially construct incorrect knowl-
edge constructs, or just avoid taking part in the course altogether in favour
of attempting to “cram” the information before the examination (summative
assessment). The IS 3 students complained about being coerced into working
actively in the Database Theory and SQL course because of the tutorials during
the practical sessions together with not being provided with any of the notes
or examples covered in class (they were expected to take their own notes).
They wished to have greater control of how and when they were learning. How-
ever, when this was allowed with the IS 2 students, lecture attendance suffered
(roughly 30–40% lecture attendance) and the students did not appear to gain
the same benefit from the practical sessions as the IS third year students did, as
reflected by the final summative assessment marks. In line with the key instruc-
tional support elements as specified by Hardy et al. [10], the third year student
practical sessions were more carefully structured to keep the students’ focus
on the important aspects to be understood, while encouraging them to reflect
on their insights through collaboration and group discussion. Furthermore, the
tutorial group work with their tutors helped to fill the gaps in their abilities and
knowledge such that they were able to complete tasks. This support was later
removed in order that they might gain independent knowledge and skills.

Wood, Bruner and Ross described a good tutor as someone who does a good
job of scaffolding the student. They noted that “well executed scaffolding begins
by luring the child into actions that produce recognizable-for him solutions. Once
that is achieved, the tutor can interpret discrepancies to the child. Finally, the
tutor stands in a confirmatory role until the tutee is checked out to fly on his
own” [29, p. 96].

The IS tutors tutoring in the IS third year database course were encouraged
to support the students in their tutorial groups in problem solving. They were
encouraged not to merely give away the answers to the questions but to encour-
age the tutees in their groups to work together with them to solve the problems
collaboratively. Furthermore, the tutors were told to share with the students
in their tutorial groups their approaches to problem solving and demonstrate
to the students how they enact their knowledge. Despite the complaints from
some students about not being given enough freedom to decide how and when
they wished to work and learn several students found the tutorial experience
valuable. Some students commented “The tutors hosting the practical as a tuto-
rial session was more beneficial than tutors invigilating sessions”, while another
student said that the practicals were useful in preparing them for the exams
because they were “made into tutorials and we were able to discuss questions
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and have solutions”. It is worth noting at this point that a number of the stu-
dents who complained about the tutorials within the practical sessions said they
did not like the tutorials because work that they (the tutees) “already knew”
was covered. It would appear that students naively equate having access to the
answers as “knowing”; they have misunderstood what it means to know in our
disciplines and going forward it would be prudent to spend some time making
sure that they have a better understanding of what it means to know in the
discipline.

The second year students were conversely given more latitude and control
over their learning - more student focused as they had to drive the process,
particularly within the practical sessions, while tutors and the lecturer were
available to field questions and encourage independent thinking. Students were
therefore also free to not actively take part in the course, despite the construc-
tivist nature of the course, albeit with low instructional support. The second-year
students thus seemed to construct an inaccurate or incorrect understanding of
the knowledge area under study and thus were not able to enact their knowledge
(correctly).

Through the use of high instructional support students were inducted into the
praxis of working with and designing databases, as well as able to interpret real
world requests for information, interpret those requests into the required data
housed within a relational database and correctly extract the relevant data.
This was achieved through a Master-Apprentice approach to the lecture time
slots together with peer learning through their tutorial groups during the prac-
tical time slots each week - learning from each other and their more experienced
tutors - and the use of high instructional support elements. While a number of
the students within the third year class did not appreciate the structure of the
scaffolding provided in the database course, their deeper levels of understand-
ing, as compared to the second year students who received less instructional
support and reflected in the summative assessment speaks to the importance of
instructional support in a constructivist learning environment. Problem-based
learning approaches in the classroom are not enough, especially in large classes
where not all students are forced to engage with the material being studied.
Without high instructional support in a constructivist learning environment the
“Roberts” (surface learners) in our classrooms are not coerced into employing
deeper approaches and thus not employing higher cognitive thinking skills.

5 Conclusion

Considering the argument by Luckett and Sutherland [16] that the purpose of
education is to produce capable individuals, who are able to think and solve
unseen problems together with the knowledge that more of the students in uni-
versities today adopt surface level approached to learning, it is imperative to
transform our courses and teaching practices. Constructivist learning theories
and approaches such as problem-based learning offer meaningful ways to engage
learners and encourage deeper approaches to learning. That said, however, in
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large classrooms they are not enough to encourage surface level learners to adopt
deeper approaches without including high instructional support mechanisms that
coerce students into enacting their knowledge in solving authentic problems such
that they become capable individuals.
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Abstract. Introductory programming courses attract students from
diverse backgrounds in terms of ability, motivation and experience.
This paper introduces two technological tools, Thonny and Runestone
Academy, that can be used to enhance introductory courses. These tools
enable instructors to track the progress of individual students. This
allows for the early identification of students that are not keeping up
with the course and allows for early intervention in such cases. Overall
this leads to a better course with higher throughput and better student
retention.
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1 Introduction

Introductory programming courses are often taken by a diverse group of stu-
dents. While some students may be computing enthusiasts who have had both
formal and informal exposure to computers and even programming, many stu-
dents may have extremely limited, if any, exposure to computers or programming
as illustrated in Fig. 1. This makes teaching introductory programming courses
both a challenge and very rewarding.

Fig. 1. The challenge of teaching first years is that not everybody starts from the same
place.
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This diversity is amplified in a country like South Africa that has lowered
university entry level requirements [5] and has a very diverse schooling system.

This paper looks at the role technology can play in facilitating and managing
this process as well as leveling the playing field for all participants in the course.
Technology is used to quickly identify students who are not keeping up and who
may need additional assistance. Interventions can then be arrange to prevent
them from falling behind.

The technology also mitigates against the effects of changing lecturing per-
sonnel regularly. Practical matters such as staff sabbaticals, resignations, retire-
ments, illness and scheduling conflicts means that it is very unusual to have
the same lecturing personnel presenting the same content in consecutive years.
The structure provided by the technology negates many of the negative impacts
normally associated with these changes.

The remainder of the paper is organised as follows: Sect. 2 provides and
overview of the environment that is used by investigating the constraints on
placed on course by those who enrol in it while Sect. 3 and Sect. 4 introduces
the two tools that are used to better achieve this. Section 5 looks how these
technologies are applied in the laboratory environment. Section 6 discuss ways
to analyzes the impact that this has had on the course and Sect. 7 will present
the results. Section 8 concludes the paper and outlines future work.

2 Programming Environment

The choice of programming language and environment can be both controversial
and problematic. Every instructor or student has their preferred language. This
can lead to endless debates about language selection.

Rather than examining languages and debating their strengths and weak-
nesses, language selection for an introductory course can be done by selecting a
language that meets the needs of the students in the course.

2.1 Students

Students who typically subscribe to introductory courses have diverse motiva-
tions for doing so. As a first step towards a formal Computer Science degree,
many of the students who enrol for introductory courses do so with the intention
of doing a full Computer Science degree. Some of these students will have done
either a programming course or some sort of computer literacy course at school,
but some of the students in this category will have had very little to no exposure
to computers.

The next group of students are those who do not intend to continue with
Computer Science, but would like some exposure to programming before con-
tinuing into other fields. This group may also contain a group of students who
are misinformed about what exactly an introductory programming course is and
may mistake it for a computer literacy course.
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The last group are often senior, sometimes postgraduate, students, who have
realised that they need some exposure to programming in order to do their
studies in fields outside of Computer Science. This may include students from
backgrounds as diverse as Linguistics and Bioinformatics.

Ideally, the introductory course should offer something to each of these
groups. The Computer Science student should get a solid foundation on which
to build the rest of their Computer Science education. The other two groups
should get enough exposure, in terms of depth and breadth, that they can write
basic computer programmes and explore the field to discover more knowledge
about programming, should they feel the need.

2.2 Content

Both the programming language and the content of the course are influenced by
the motivation students have to enrol for the course. The course needs to teach
the fundamentals of programming and problem solving in order to prepare those
students who want to go on to complete a Computer Science degree. It needs
to be comprehensive enough that those who will only ever do this one course in
programming leave with enough knowledge to be able to write basic programs
and it needs to give those students who have come in from other areas of study
with enough tools to enable them to better perform their tasks.

The course therefore focuses on five basic principles of programming: input,
output, branching, repetition and calculations. While it might touch on higher
order concepts such as objects, data structures and graphical user interfaces,
these are not core concepts within the course and the focus is on teaching stu-
dents to solve basic problems and to implement solutions for those problems
using the five basic concepts.

2.3 Platform

The last consideration for selecting the programming environment is the platform
to be used. As stated previously, the experience and exposure that students have
when they enrol for an introductory course is very diverse. This can lead to quite
an imbalance in both the lecture venue and practical laboratory sessions. Those
students who have had limited exposure to computers can feel very intimidated
by those who have had a lot of exposure. One way to limit the impact if this is
to put everybody into a new environment. This reduces the gap between those
who do not have exposure and those who have been formally and/or informally
exposed to computing technologies.

Students are therefore put into a GNU/Linux environment. Those already
familiar with Microsoft Windows are exposed to a new environment with their
peers and those who have not been exposed to any computing environments do
not feel intimidated because their peers seem to “just know everything”.

This has the further advantage that it allows an exact duplication of the
environment to be given to each and every student without any concerns about
proprietary licenses. The student can therefore duplicate the exact environment
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used in the classroom and laboratory on their personal machine, if they have
one.

While great strides have been made in releasing free student versions of vari-
ous Integrated Development Environments (IDE), it still often happens that the
student version is not identical to the licensed version used in the laboratories.
While it would seem simple enough to use the student edition in the laboratories,
there are practical reasons while this is sometimes not practical.

Students are therefore provided with a flash drive that contains a GNU/Linux
environment with the exact same software that is used in the laboratory. This
is done as either a virtual machine or as a bootable usb drive. The exact nature
of this environment is the subject of another paper by the same authors.

2.4 Language

The language selected for this course is Python [9]. Python is a relatively simple
interpreted language that is widely used (nationally and internationally) for
scripting and rapid prototyping. This popularity is illustrates in Fig. 2. It is used
in both the scientific and non-scientific community. This means that there are
libraries available for many different fields of study, ranging from the Natural
Language Toolkit (NLTK) [7] for linguistics to the scikit-learn [8] for machine
learning.

Fig. 2. Programming languages in demand in SA [3].
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A student that therefore only does this one programming module with the
aim of applying programming to a different field is likely to find Python libraries
to support their field of study.

Python has simple syntax that is easily learned by novice programmers, both
native English speakers and those with different home languages. It is a dynamic
language, which means that it does not require users to declare variables and
specify their types before using them. From a teaching perspective, this can be
both an advantage and disadvantage [6]. It uses indentation to specify blocks
and nesting. While this can be frustrating for experienced programmers, it does
force novice programmers into some good habits.

As an interpreted language, Python is slow, but very portable. It is supported
on most platforms and devices and there are many web based compilers for it,
meaning that it can be used without installing any additional software on the
local device. This means that code can be produced on almost any device, though
the process might be quite cumbersome. It is not unusual to be approached by
a student who has a question with a code snipped running on their smartphone.

From the perspective of a Computer Science student, it supports a lot of
modern programming concepts and importantly it has very good support for
the five basic principles of programming: input, output, branching, repetition
and calculations.

3 Integrated Development Environment

There are many good IDEs available to programmers, both in the commercial
space as well as in the Open Source space. Developers are spoilt for choice and
companies with commercial interests in specific programming languages have
realised that providing a good development environment is almost just as impor-
tant as an efficient compiler. There are therefore IDEs that can assist in making
commercial programmers more efficient and increasingly, these IDEs have pro-
ductivity tools integrated into them.

Education is not training. It is much more. There is a lot of value in providing
training in a production grade IDE that can be used in a commercial setting.
For education purposes though, it is more important that the IDE, should one
be used, aids learning and understanding over productivity. While a specific IDE
might be useful in improving the productivity of a commercial programmer, it
does not follow that the same environment aids understanding of the program-
ming process. In the strive for increased productivity, some IDEs automate tasks
that the programmer would normally do. Using such an IDE might mean that
the novice programmer is never exposed to these tasks, hindering the learning
process.

For this reason, an IDE was selected that aids learning rather than produc-
tivity. The IDE needs to enhance the learning experience of the learner, without
overwhelming the novice.

An important observation that has been made both in the laboratory as well
as in the feedback from students was that those who were the least computer
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literate upon starting the course, found comprehensive production quality IDEs
the most intimidating. Rather than assisting in the learning process, these IDEs
obscure many of the key concepts that novice programmers need to learn.

Many IDEs were investigated with the aim to find one suitable for an intro-
ductory course such as this. While they all have strengths and weaknesses, it is
not always possible to come up with an objective measure of how good a partic-
ular IDE is. The IDE that was therefore selected is not necessarily the best IDE
ever produced or even the best IDE for learning to program. It is an IDE that is
well suited to novice programmers and that meets the objectives of this course.

Thonny [1] calls itself “The IDE for beginners” and is developed by the
University of Tartu in Estonia. It is developed specifically for teaching Python.

Thonny runs on Windows, Linux and Mac and is free. Its features include:

• A Clean and simple Graphical User Interface
• Variable visualisation
• A simple debugger
• The ability to step through code
• Expression evaluation
• Faithful representation of function calls
• Syntax error highlighting
• Scoping
• A mode to explain references
• Code completion
• Integrated shell
• It is also extendable and supports the Python package installer pip

What it does not have is breakpoints, though those are currently under devel-
opment. This means that the only way to step through code is to step through
the entire program, though it does support “step in” and “step out”, which
means that the user can avoid certain chunks of code.

Thonny is not intended to be a production class IDE and will probably never
be. It is a very good teaching tool.

Feedback from students has also been very positive. Students that start off
as computer illiterate are not intimidated by Thonny. Those who are computer
literate are often less enthusiastic about it, but it is interesting that very few of
them switch to other IDEs, even though there is no explicit requirement to stay
with Thonny.

One of the best features of Thonny is its ability to step through statements
and evaluate expressions. Students can therefore observe how the code is exe-
cuted on the machine as illustrated in Fig. 3. It is very pleasing to walk through
a practical and observe students stepping through code in a line by line fashion
and seeing exactly how each line is interpreted, evaluated and executed.

4 Interactive Textbook

The content for the course has evolved over several years. This led to the adoption
of an openbook, “How to think like a Computer Scientist [4], five years ago.
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Fig. 3. A screenshot of the Thonny IDE stepping through a recursive function.

As this book is open, it was modified to fit the course content. The original book
was for the Python language, but it has been translated [10] into other languages
and was used with C# for an earlier iteration of this course. Many of the edits
and changes made to the book have made their way into the current version of
the book.

However, five years on this textbook has also evolved, and thanks to the
efforts of Brad Miller at Luther College it is now a fully fledged interactive
textbook.

Runestone Academy provides a framework for presenting interactive courses.
An instructor can create a custom online course that is only available to their
class. When a student points their web browser at this course, they are presented
with an interactive online version of the book.

Each chapter generally starts with a short video explaining some of the key
concepts of the chapter. Students can work through the content of the chapter.
When they get to coding sections of the chapter, the code can be written and exe-
cuted in the web browser. The student can therefore get real time live feedback
on what they have done. This is illustrated in Fig. 4.
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Fig. 4. A screenshot from Runestone Academy showing a video that introduces the
chapter as well as an example of executing code in the book.

Fig. 5. A summary of a test performed in Runestone Academy.

Some chapters also contain small tests to test some of the concepts covered.
Student engagement and competence can me seen at a glance by looking at the
results summarised in a little chart as shown in Fig. 5.

The entire system is open source, available on GitHub and customisable.
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Fig. 6. Runestone Academy progress summary for class.

From an instructor’s perspective, the system not only allows for customiza-
tion, but also logs both individual student activity as well as a summary for the
class as illustrated in Fig. 6. This allows the instructor to track student engage-
ment. It is possible to see how many students have read a section or attempted
an activity as well as which activities and sections each student has engaged
with.

Students are also provided with a pdf version of the book and have the option
to print and bind it.

5 Application of the Technology

The application of the Thonny IDE is straightforward as it is used in both
the classroom and laboratory to step through code and illustrate how the code
is parsed, expressions evaluated and instructions executed. The many different
views allows for students to explore code execution well beyond the scope of this
course.

Runestone Academy is used to track student progress. This is done in two
ways. The instructor can use at anytime look at a student’s progress. They can
also look at the class’ progress. If the class or individual students are not keeping
up with the course, this can be addressed.

However, this is most useful in the laboratory environment.
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5.1 Academic Development

The Academic Development Programme (ADP) is integrated into the planning
and structure of the course. If a problem is identified that affects a group of
students, there are ADP lectures and individual tutoring.

For practicals the ADP the system on its head. People who get over 75%
are removed from the practical and do their practical in a separate venue with
a floating tutor. The rest of the class share a venue and tutors. Thus everybody
is automatically in ADP.

This has several advantages. Students who perform well feel like they are
being rewarded. More tutors are available to assist the rest of the class. Students
who struggle do not feel isolated from the class.

Without the top performers in the venue, the difference between remaining
stronger and weaker students is not as big. This means that the weaker students
are not as easily discouraged.

Feedback from students has been very positive on this.

5.2 Practicals

Students are expected to have the Runestone Academy site open at all times
during practicals. This means that tutors or lecturers that assist students can
quickly and easily assess whether the student has engaged with the relevant
section of work. Readings can be set and enforced. This has resulted in a sig-
nificant increase in engagement with the textbook and has made it possible to
quickly and accurately identify students that have not engaged with the relevant
work.

6 Evaluating the Effectiveness of the Enhancements

Brené Brown [2] starts her Tedx talk titled The Power of Vulnerability with a
quote from one of her mentors.

If you can not measure it, it does not exist.

It is difficult to measure how well a course works. Traditional measures might
include pass rates, class averages, student satisfaction, peer assessment, enroll-
ment numbers and trends, and many more. While all of these measures can
provide valuable feedback to the instructor, they are all open to interpretation,
abuse, manipulation and debate.

Course evaluation are often forced on instructors and students as part of
review processes, but they may also be used by instructors that are genuinely
trying to improve their courses, both in terms of content and delivery. In both
cases there are strong arguments to be made for and against some of the perfor-
mance measures already mentioned.

This paper will however also propose a novel way to measure the effectiveness
of a course. Instead of looking at the course itself, it will track the progress of
students until graduation in an attempt to see if they were adequately prepared.
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If it is difficult to measure how well a course works, it is even more difficult to
measure the impact of individual components within the course. Realising that
these measures are all limited, especially in terms of objectivity, there are some
trends that have emerged from all of them.

7 Results

Assessment for this course includes tests, practicals, a practical exam and a
theory exam. There are three lecturers involved in delivering the course and each
assessment is peer reviewed by all of them. Exams are also internally reviewed by
someone not involved in the course. This reviewer is also asked to classify each
question as being easy, medium or hard. Each exam strives to have 40–50% easy
questions that students should be able to answer by just learning the theory,
40–50% medium questions where students need to be able to apply knowledge
and not just recall it, and 10–20% hard questions, that really test a thorough
understanding of the concepts and work covered in the course.

The changes mentioned in this paper were first introduced two years ago.
Looking back to over the last four years, the class averages have not changed
significantly. The two years preceding the introduction of these new technologies
had averages of 70% and 67% respectively. Since changes, the averages have
been 68% and 66%. This shows that these changes have not had a clear negative
impact on the course.

Pleasingly, the class marks (50% tests and 50% practicals), the practical
exam marks, the theory exam marks and the overall average for the course are
all very similar at 60% (classmark), 64% (practical exam), 67% (theory exam)
and 66% (final mark). This means that students are doing similarly in all forms
of assessments and therefore getting comprehensive coverage of the curriculum.

Pass rates have also remained steady, showing a slight increase from 73% in
2017, 72% in 2018, 83% in 2019 and 78% in 2019. This is despite a significant
increase in enrollments from 82 in 2017, 81 in 2018, 93 in 2018 and 126 in 2019.

The increase in enrollments for the course is well ahead of the institutional
and faculty average.

The proportion of students retained into the second year has also increased
slightly.

Figure 7 shows one cohort of 95 students moving through a Computer Science
degree programme. Each student is represented by a unique colour. Points that
do not have lines continuing from them indicate students that either failed or
opted not to continue with Computer Science. In this cohort, there were 95
students in CS1, 46 in CS2 and 37 in CS3. As stated on Sect. 2.1, part of the
purpose of this course is to prepare students for a degree in Computer Science.
The thick yellow line in Fig. 7 shows the class average for each year and the long
yellow line shows the trend line for the class average over the three years. From
Fig. 8 we can see that almost all students who pass CS3 score at or above the
class average for CS1. Closer inspection shows that 100% of students from this
specific cohort that scored at or above the class average for CS1 and attempted
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Fig. 7. Mark deviation as the same students (colour lines) progress through first, second
and final year.

Fig. 8. A closer look at the students that went on to do and pass CS3
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Fig. 9. A closer look at the students who scored below the class average for CS1

CS3 managed to pass CS3. Of those who passed CS1 but scored less than the class
average (Fig. 9), only 16% went on to pass CS3. This needs to be investigated
further.

8 Conclusion

Integrating more technology into this course has made the management of the
course better and more efficient. It has had small but significant positive impact
on the students and their marks, pass rates and enrollments for the course. Cur-
rent enrollments have shown a strong upward trend, above the faculty average.
It has also resulted in more students being retained into subsequent courses.

The technology allows the quick and early identification of students who are
struggling or not engaging with the course material. This in turn allows for
early intervention which means that students can get assistance before they fall
behind too far. Identification and intervention does not currently automatically
lead to success. How to effectively intervene is a topic that is currently being
investigated.

It is highly recommended that course managers in charge of introductory
courses seriously consider this or similar technologies to help with the manage-
ment and delivery of their courses.
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Instead of looking at how students perform in the current course, it might
be more effective to use performance in subsequent courses to evaluated the
effectiveness of the current course. A good course needs to provide adequate
coverage of material and challenge students to perform at the correct level to
prepare them for what lies ahead.

A course that can give students who score at or above the class average a
high degree of certainty that they will be able to complete subsequent courses
needed for their degree provides adequate coverage of concepts at a sufficient
level to prepare students for these courses.

Students failing courses is a waste of resources. Ideally, all students that
register for a course should therefore be able pass the course. For CS1 it can be
seen from Fig. 9 that this ideal was almost achieved as very few students failed
CS1. This is a notable result, given the heterogeneous nature of CS1 classes.

It is debatable whether all students who enroll for a degree can or should
complete that specific degree. Once students have done an introductory course
such as CS1, some may opt not to continue with a degree in Computer Science.
Others may not have engaged with the material at a sufficient level to gain
a proficiency that adequately prepares them for future courses in Computer
Science. It may be in the best interest of these students to either repeat CS1 or
to be encouraged to enroll for a different degree. These are major decisions that
need to be informed by both qualitative and quantitative evidence. This study
aims to eventually provide the evidence. This was the first cohort investigated.
Preliminary investigations into subsequent cohorts are showing the same trends
discussed here. Once validated, the sample set should exceed 500 students which
will allow for objective conclusions.

Tracking student progress therefore seems like a good measure that can be
used to objectively evaluate the effectiveness of a course and also to fine tune a
course to meet the course objectives.

9 Future Work

The developers of Runestone Academy are currently looking at integrating unit
testing into the system. This can be done in either an explicit or transparent
way. Integrating unit testing into both Runestone Academy as well as Thonny
will improve both products, especially if this can be done in a transparent way.

Another useful feature to add to Thonny would be a tool that counts how
many compilations are made and how many of them are successful. It is some-
times difficult to know whether a student is actively or passively failing when
sitting in a practical. Being able to analyse compilation records will help to assess
this.

Lastly, using cohort analysis to objectively evaluate courses shows a lot of
promise and is definitely worth pursuing further.
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Abstract. Given the global skills requirement for competent project
managers, Higher Education Institutions are forced to adapt their ped-
agogical practices in order to deliver “industry-ready” graduates. A num-
ber of approaches have been adopted by HEI in preparation for compe-
tent graduates such as self-directed learning, problem-based learning, col-
laborative work or active learning. This paper reports on an active learn-
ing approach that was taken to teach second year, information systems
design (ISD) students’ project management skills. This is in preparation
for the capstone project, a collaborative turnkey project for a real-life
client, where it was noticed that students struggle with project manag-
ing the project, their other academic commitments and life. This study
adopted an active learning approach by constructing a project manage-
ment tutorial in such a way as to simulate challenges students might expe-
rience when completing their capstone project. Students, in groups of five,
each received a box of 20 challenges that they first had to prioritise individ-
ually, and then as a group. Students were asked to complete three tutorial
questions following this activity which were thematically analysed. They
were also asked to complete a short survey on the principles of active learn-
ing. The findings suggested that an active learning, simulation based app-
roach was valuable to the students and exposed them to real-life project
management challenges. Students were able to identify key activities that
caused strain in setting up a common schedule. Tools/techniques that were
used to compromise in setting up a common schedule are communicated.
Lessons learnt by the students and reflection from the lecturers provide
recommendations to ISD lecturers on teaching project management.

Keywords: Active learning · Information systems design ·
Undergraduate teaching · Simulation-based teaching

1 Introduction

The global skills gap is a phenomena that refers to the deficiency between the
skills required by employers and the skills (or lack thereof) of young graduates
[1]. This gap is estimated to grow as the skills demanded by the introduction
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of the Fourth Industrial Revolution is expected to grow [1]. Many researchers
have proposed practical approaches towards addressing this problem such as
self-directed learning [2], problem-based learning (also referred to as case-based
learning) [3,4], collaborative or group work [3] and technology-enhanced learning
[3] (to name a few). In the majority of studies the need is for tertiary education
institutions to supply in demand, ‘work ready’ young graduates. Given the old,
passive instructional approaches followed by tertiary educational institutions,
this seems like a challenging demand to meet.

Constructivism is classified as a traditional learning theory that refers to learn-
ing as an active process during which learners construct their own, new ideas based
on their current or past knowledge and experience [3,5]. The learner is actively
involved in the learning process, as opposed to passively listening. One method
often adopted by educators to actively involve learners is active learning. As a
result, students engage in the classroom with fellow learners with the objective of
solving practical problems. Learners often acquire new knowledge and skills with-
out realizing it. The end result is the construction of their own knowledge.

Studies focusing on constructivism, in particular active learning approaches,
are not just used in IT education. In fact, research on the topic is interdisciplinary
applied in many faculties such as cognitive psychology, physiology, educational
psychology, and learning sciences [3].

A major challenge for information systems design (ISD) undergraduate stu-
dents is the application of their theoretical knowledge to the management of
project constraints i.e. applying theory to practice. Students must learn to be able
to systematically identify constraints in a project environment and be able to deci-
sively plan how to manage and schedule the constraints. Typically the opportu-
nity for students to develop these attributes before undertaking their third year
capstone project are limited. Simulation can assist students develop the required
attributes. The aim of this study was to evaluate the use of simulation-based teach-
ing in the ISD second year undergraduate curriculum in the context of projectman-
agement of constraints using active learning’s decision-making activity and case
based learning. In a similar study, a research project titled “Quality of Norwegian
Higher Education: Pathways, Practices and Performances” highlighted the impor-
tance of simulation in the higher education sector. The study focused on how sim-
ulations are designed and used and subsequently outlined various different ways
for simulation to be carried out. For example, healthcare made use of high-tech
mannequins, education management made use of role playing for interviews and
the simulation for law included the creation of a stage courtroom with students
role playing the various officers of the court [6]. The main aim of simulations in the
Norwegian study, as well as this study, was to bridge the gap be-tween theory [7]
and practice which was the main aim for this research.

In this study, the active learning is adopted to expose second year learners to
practical project management concepts. Project management as a discipline is
known for its dynamic, agile requirements demanding more than just theoretical
knowledge of the key principles of managing scope, time, budget and quality. In
an attempt to provide structure to the research question, namely - how effective is
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the adoption of an active learning approach (in particular case based simulation)
towards bridging the gap between the project management theoretical concepts
and the practical application thereof in second year students - five principles of
active learning, as proposed by Michael [3] was adopted. The five principles are
discussed in Sect. 3.

2 Literature Review

2.1 Active Learning

Active learning focuses on the fostering of students skills as opposed to the pas-
sive transmission of information. The student must engage on a higher level
of thinking which is developed through the immersion in an activity. Students
are encouraged to explore their own opinions and tenets. Active learning can
range from modest class tasks like briefly stopping the class to enable students
to dis-cuss with their peers to more involved tasks like immersing students into
a case study [8]. Brame [9] states that providing an environment for students
to think about their own learning process facilitates the linking of action and
learning. Active learning has demonstrated its success in many disciplines and
has proven to foster an inclusive environment for student learning. Freeman
et al. [10] conducted a meta-analysis of 225 studies in STEM disciplines. The
studies examined the design of class lessons with at least some active learning
versus traditional lecturing. The meta-analysis compared the failure rates and
student scores on examinations, concept inventories, or other assessments. The
findings revealed that students in traditional lectures were 1.5 times more likely
to fail than students in courses with active learning. The results were consis-
tent across the disciplines of biology, chemistry, computer science, engineering,
geology, math, physics, and psychology. Another research project involved the
analysis of 166 studies by Ruiz-Primo et al. [11]. Published studies were exam-
ined to determine the effects of active learning approaches in undergraduate
biology, chemistry, engineering and physics courses [11]. The finding indicated
that active learning approaches improved student outcomes, although there are
important limitations to deliberate.

Brame [9] collated the work of various authors to summarize the active learn-
ing techniques and activities that can be used in higher education lectures.
Some of these techniques include the pause procedure, retrieval practice, demon-
strations, think-pair-share, peer instruction, minute papers and strip sequence.
Table 1 briefly summarizes these techniques. This study used the active learn-
ing techniques, decision-making activity and case based learning. The decision-
making activity for this research required the students to imagine they are work-
ing on a project in a five member team. Each group member had to justify
their decision and explain their reasoning for arriving at their prioritized set
of constraints. The group then had to critically discuss and formulate a group
prioritized list of constraints. This engaging technique assisted students to crit-
ically analyse a perplexing problem and encouraged them to find creative solu-
tions. This provided students with a feel of real-world challenges and complexity
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involved in resolving conflict. The research can also be categorized as the active
learning technique, case-based learning. Similar to decision-making activities,
case-based learning immerses students in situations from the “real” world that
require students to apply their understanding to make a decision. The students
were provided with a case, they had to then decide what is relevant to the case
and what other information they may need. They considered what impact their
decisions may have taking into account the broader implications of their deci-
sions. The best value obtained from case-based learning is from the complexity
and myriad of answers that were generated.

Table 1. Active learning techniques

Technique Brief description

The pause procedure Pause for two minutes every 12 to 18 min, encouraging students
to discuss and rework notes, question and clarify in pairs

Retrieval practice Pause for two or three minutes every 15 min, allow students to
write everything they can remember from the 15 min of class
time. This method encourages students to retrieve information
from memory enabling them to digest the content before
proceeding to the next level

Demonstrations Ask students to predict the result of a demonstration, briefly
discuss it with their peers. After demonstration, ask them to
discuss the actual result and how it may have differed from their
prediction. The lecturer can thereafter provide an explanation

Think-pair-share Ask students a question from the application, analysis, and
evaluation levels of Bloom’s taxonomy. The students must write
down their answer for one minute and thereafter discuss the
answer with their peer for two minutes. This will ensure the
students think critically about their answers

Peer instruction This is a modification of the think-pair-share using technology
(e.g., clickers). Pose a conceptually based multiple-choice
question. Ask students to think about their answer and
thereafter respond. They can then discuss with a peer and
possibly change their answer. Following this, the lecturer shares
the results and discusses with the class

Minute papers Ask students a question that requires them to write a reflection
on their learning for one minute. Lecturers can use responses to
inform future classes

Strip sequence Give students the mixed up steps of a process on pieces of
paper. They must work together to reconstruct the proper
sequence fostering logical thinking

2.2 Project Management

A project is a set of activities with a defined scope and resources aimed at achiev-
ing an objective. Project management is the application of knowledge, skills,
tools, and techniques to project activities to meet the project requirements [9].
Successfully realizing the project objective can be constrained by many factors,
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scope, quality, budget, time, risks, customer and stakeholder expectation [10].
Many projects have under-performed by exceeding costs or not meeting expecta-
tions. The core function for project management is to manage resources within
the constraints encountered in the project environment [11]. For this reason, this
study chose to develop a simulation exercise on project constraints. Goldratt
(1990; cited in [12]) put forward the theory of constraints which is a systems
thinking approach, that a complex system at any point in time has one or more
constraints that restrict it from achieving its goal. Project management which is
relevant across industries and sectors use this theory extensively. More specific
to project management is the theory of triple constraints which states that the
triangle of time, cost and scope must be in balance in order to achieve the project
goal. The trade-off includes increased scope resulting in increased time and/or
budget, decreased time resulting in decreased scope and/or increased budget.
The cause and effect of the triple constraints are negotiated and trade-offs made
throughout the life of the project.

Project scheduling is a key management activity if not the most crucial.
Scheduling specifies the timeline for project completion, the budgeting of the
resources and the sequencing of the tasks to be accomplished. Project scheduling
is defined as the process of ascertaining when project tasks will take place based
upon circumscribed periods and industry standards. Schedule constraints involve
specifying when an activity should begin or end, based on attributes such as re-
source accessibility, target dates or other time constraints. Project scheduling
is a multifaceted and iterative process that involves determining dependencies
be-tween tasks to ensure the right order is scheduled, planning realistic start
and end dates and determining the tasks that are critical for successful project
completion [9]. This study explored the challenges experienced by students when
setting up a project schedule.

3 Theoretical Foundation

Evidence suggests that active learning can be successfully applied across disci-
plines [3,13]. Seminal work conducted by Michael and Modell (2003; cited in
[3]) proposed generic principles towards successfully adopting an active learning
approach. These principles were considered in conjunction with research on the
topic of constructivism by Olusegun [5], focusing on active learning. The five
principles are:

Principle 1: (a) “learning involves the active construction of meaning by the
learner.” This can be achieved by employing self-organizing project teams where
the focus shifts to self-governing teams. In this approach, team members take
psychological ownership to complete tasks [14]. This is further supported by
the constructivism theory whereby the lecturer acts as facilitator rather than
instructor [5]. (b) “If previous knowledge is flawed then it will take long-er to fix
errors.” Individual team members’ personal frame of reference, which are formed
by previous exposure to a project management environment, are imperative
towards the successful acquisition of new knowledge [15].
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Principle 2: “learning facts and learning to do something are two different
processes.” This is particularly true in an environment where learners are ex-
posed to a project management environment. Many authors have acknowledged
this challenge and adopted innovative approaches in an attempt to over-come
the challenge, for example a game-action learning approach (GAL) whereby
knowledge can be applied in different scenarios [16] and the use of simulations
and real world projects [17].

Principle 3: “Some things are learned specific to the domain or context in which
they are learned.” From a practical project management application point of
view this contributes to the challenge of exposing learners to real-world projects
that can facilitate realistic real world environments. Adding to the challenge is
the need for learners to apply their knowledge across disciplines, in this instance
computer science, information systems or management sciences. This adds to
the project complexity of managing projects in a diverse environment [18].

Principle 4: “Individuals are more likely to learn from one another than when
they learn alone.” Gil and Mataveli [19] support this principle and refer to peer
learning as project learning.

Principle 5: “Meaningful learning is facilitated by articulating explanations by
one’s self, peers or teachers.” This principle is related to principle 4 and supports
the concept of project learning by Gil and Mataveli [19].

4 Case Study

One of the aspects that is included in the second year ISD curriculum, is project
management. Theoretical concepts related to project management such as feasi-
bility analysis, triple constraint of project management are covered in class and
students are taught how to use a project management tool such as Microsoft
Project. Project management is a necessary skill that students need to learn in
preparation for the capstone project in their third year. In order to prepare them
for the possible issues they might encounter in their capstone project, a tutorial
was designed to make them aware of the issues they might have to “manage”.
The tutorial was designed as such:

– Obtain a list of issues that capstone project students have encountered when
completing their project. The issues ranged from academic commitments such
as tests (for core modules and electives) that need to be written on a spe-
cific date, an assignment submission, group meeting to work on an assign-
ment, social commitments (meeting up with the boyfriend/girlfriend) and
family commitments such as attending your grandfather’s birthday. This was
obtained from the assistant lecturers (fourth year students that completed
the capstone project the previous year).

– Print these issues on different colours of paper and put it in the “box of
challenges”, as illustrated in Fig. 1.
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Fig. 1. Box of challenges. Fig. 2. Completing the activity.

– Students were encouraged to attend the class in their project groups as far
as possible (so that team members can learn about one another - as an effort
to improve team dynamics).

– Each group of five members (the majority of groups were the team members)
each got a set of 20 commitments/challenges (a mixture of academic, personal
and social) which they had to individually prioritise, as illustrated in Fig. 2.

– After individual prioritisation, the group needs to compare their priorities
and work out a schedule that will work for the group.

5 Methodology

In order to assess the success of the activity the authors followed an interpretive
approach, acknowledging the subjective nature of the data that was collected
from the students [20]. The interpretive approach further suited the nature of
Active Learning [3] where students interpreted the situation individually, dis-
cussed it as a collective group before reflecting on the process. Following this,
the groups had to answer the following questions:

– What were the main areas of conflict?
– How did you as a group come to a compromise?
– What did you learn from this exercise?

Thematic Content Analysis [21] was used to analyse the tutorial answers
to the above questions. One researcher read through the tutorial responses (45
in total) and identified the themes that emerged for each question. These themes
are presented in Figs. 3, 4 and 5 below.
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For the second part of the study, students were asked to complete a survey
based on the principles of active learning [3] to measure the extent to which the
exercise was successful. The questions and the results are presented in Sect. 6.4.

Inferential statistical analysis was conducted on the Principles of Active
Learning survey. The survey was answered by 187 students, with 185 complete
responses. Results of the analysis are presented in Sect. 6.

6 Analysis and Discussion

The aim of the paper is to report on the level of success of an active learning tuto-
rial to teach second year students about how to manage “real-life” constraints
when setting up a common project schedule. This tutorial was set up with the
help of fourth year ISD students who were able to suggest common challenges
they struggled with whilst working on their third year capstone project. As the
objective of the second year ISD module is to prepare the students for their
capstone project (which involves extensive and intense group work), the tutorial
was designed to assist with that.

6.1 Main Challenges in Creating a Joint Schedule

Thematic analysis has revealed the challenges students experienced. The major
challenges are illustrated in Fig. 3 below. At the core of project management
teaching, is the concept of the project management triple constraints: balancing
performance, cost and time [9]. The simulation exercise attempted to address the
performance and time aspect. In a simulated university environment the main
trade-offs existed between balancing social and academic commitments, and the
extent to which that can be balanced will affect the performance of the group.
The major challenges identified by the students were:

Fig. 3. Challenges encountered in setting a common schedule
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Balancing Different Academic Commitments. The students struggled to
compromise on different academic commitments. A group often consists of mem-
bers having different electives, and that implies that each member will have dif-
ferent assessment dates for their respective electives. As the dates are usually
very close to one another, it is difficult for the students to find common ground
in choosing between the “semester test” of one module and the need to work as
a group on a “group assignment” for another module.

Furthermore, students indicated that depending on what is their “problem”
module, they might require to spend more time in preparing for a test, which
might not be in balance with the rest of the group’s capabilities.

Balancing Social and Academic Commitments. The second major chal-
lenge highlighted by students is the ability to attend to social events (one of the
examples given as a challenge card was “going out with your BFF”) and one
response was that you could not “sideline your BFF”. Other approaches to this
dilemma were that it was obvious that academic work always take precedence
over social commitments. Although not on a social level, students in the study
by Geithner and Menzel [22] mentioned that they learned how to structure tasks
and subsequently prioritize commitments.

Students Value Family Time Differently. It was evident from the responses
that the fact that some students in the group valued spending time with family
as more important than other group members, and this created a challenge when
creating a common schedule. One of the examples given in the challenge card
was “attending your elderly grandfather’s birthday”.

The Importance of Healthcare. One of the challenge cards indicated that
you have to attend a dentist appointment. A number of the 45 groups referenced
the dentist appointment challenge, indicating that healthcare should take prece-
dence over academic/social commitments, whilst other responses focused on the
discourse surrounding the nature of the dentist appointment and whether it was
an emergency or not. Although the scenarios presented through the challenge
cards were not exhaustive, it attempted to simulate the “real-life” aspects that
will impact a group’s ability to perform within a time constrained environment
(something which they will experience in their capstone project).

6.2 Compromises Made in Creating a Joint Schedule

The next part of the tutorial was to learn how the students compromised given the
challenges experienced, in order to create a common schedule between the group
members. Thematic analysis revealed a number of ways students compromised, as
displayed in Fig. 4. The most important compromises will be discussed in turn:

Priority Depends on Context/Seriousness of Condition. This aspect is
related to the fact that at least one of the students in the group received a
card that indicated that s/he had to attend a dental appointment. Students had
a discourse on the nature of the appointment, whether it was an emergency
or not, can you move it? Although the example of a “dentist appointment” is
simple, the discussions surrounding the challenge that this appointment provides
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to the group and their ability to perform well, are important in negotiating the
group’s expectation from the specific group member depending on how well they
understand the nature and context of his/her challenge. Group members need
to decide on the negotiation process that will be followed for the duration of the
project. The choice will be between hard, soft or principled with the objective
being to minimize loss for the least negative effect [23].

Make Sacrifices for the Future. One group (from 45) indicated that it helps
to be “forward thinking” in realizing that the sacrifices they have to make now,
will be worth it for any future rewards.

Activities with No Dedicated Time Slot Need to Be Managed Per-
sonally. A number of commitments such as “going to the gym”, “going on
a date with your boyfriend/girlfriend”, and “babysitting your cousin’s child”
were included in the box of challenges. The majority of groups have demoted
these commitments as less important than academic commitments. However, a
discussion surrounding these types of commitments highlighted the extent to
which academic and social life need to be balanced. One group suggested that
“extended family” should help with “babysitting duties” which emphasized the
support students might need in order to balance their commitments. In Preto-
rius and Hattingh [24] it was argued that students do not work in isolation and
that their learning environment is both impacted by their personal and academic
environment.

Develop a Hierarchy of Work. One group suggested that as a group, they
need to develop a hierarchy of work. This particular group prioritized group
work at the top, followed by individual assignments, then studying for any tests
and then social commitments. Group members need to establish ground rules as
part of their common schedule negotiation [23].

Fig. 4. Compromises made by students
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Sacrifice vs Re-schedule. Groups have realized that in order to compromise,
they had to either sacrifice an activity (usually social activities), or that they
can/should re-schedule activities as to not to impact on the performance of the
team. This is an interesting distinction made by the students and might be due
to the fact that students developed a better understanding of the needs of fellow
team members, similar to a study by Geithner and Menzel [22].

Prioritise Similar Things. The final strategy that was put forward by a num-
ber of groups is to prioritise similar things. This is similar to point four where
a hierarchy of work needs to be developed. By prioritizing similar things, it is
less likely that group members might feel that they compromise the whole time
whilst other members do not have the same level of commitment. Again, this is in
line with the study by Geithner and Menzel [22] where team members developed
better understanding of fellow students’ needs.

6.3 Lessons Learnt by the Students from the Tutorial

Although the true benefit of this active learning exercise will only be evident
when the students complete their capstone project, some of the lessons learnt is
transferable to other aspects of life. This will be discussed further in Sect. 6.4,
principle 3. Thematic analysis revealed that the students have learnt a number
of lessons by completing this tutorial. Figure 5 outlines the lessons learnt, and
the most important lessons learnt will be discussed in turn:

The Need to Plan Ahead. The Core of Project Planning is to Plan
Ahead. However, students often struggle with that. As the “box of commit-
ments” included a variety of commitments, both academic and social but also
a number of academic commitments within a module and across other modules
(electives), students were able to see that if they want to find time to work on a
group project, they will have to plan ahead.

Completing Activities on Time (Time Management). Another key aspect
of project management which was recognised by the students. Students are also
exposed to a project management tool, such as Asana which will allow them to
see the dependencies between activities if deadlines are missed.

Consequences of Making Hard Choices. The activity allowed students to
consider sacrifices and compromises they had to make in order to reach their
academic goals. The activity questioned their levels of commitment in meeting
those goals. This “lesson” is hopefully key in them realizing that hard work now
will pay off later. The use of the simulation exercise enabled the integration of
the knowledge the student gained during the theoretical lecture with the practice
of constraint decision-making [8].

Individuals’ Value Systems Differ and Prioritise Differently. The sub-
jectivity of the human has transpired through this lesson learnt. Group members
got to know themselves in relation to their group members and learnt that as
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each of them are individuals they have different priorities, different value sys-
tems, different ways in which they handle different levels of pressure and that
they have different levels of commitment in reaching their goals.

Fig. 5. Lessons learnt by students from tutorial

How Much Time Individuals Spend in the Gym. Going to the gym is
a metaphor for all those “other important” commitments that group members
might have.

Importance of Communication. Communication is a significant knowledge
area according to PMBOK [9]. This exercise encourages communication between
group members about their individual priorities. It was evident that with better
communication group members might understand the context of some challenges
experienced by group members and as a consequence might compromise on their
contribution to the combined schedule.

6.4 Extent to Which Active Learning Principles Were Met

A survey of 13 questions was released to the students. 188 students completed the
survey with 186 complete answers. The results indicated that students agree that
the principles of active learning have been met: 59.8% strongly agreed/agreed
that principle 1 has been met, 45.2% strongly agreed/agreed that principle 2 has
been met, 71.8% strongly agreed/agreed that principle 3 has been met, 58.9%
agreed that principle 4 has been met and 71.5% agreed that principle 5 has been
met.

It is not surprising that principle 2’s scores were lower, as students still have
to practically apply these skills they have learnt through the tutorial. Table 2
provides the items against which the extent to which the principles of active
learning were met. Questions 2, 3 and 11 were omitted in the correlation analysis.
Question 5 was reversed scored. See Table 3 for the results of the reliability test.
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Cronbach alpha values are in indication of construct reliability. The instru-
ment questions were formulated based on the five theoretical principles of active
learner and no further consideration was given to this result. One explanation
for the low values might be due to the low number of questions asked and the
heterogeneity of the questions due to the diversity of the five principles.

Table 2. Questionnaire for principles of active learning

Principle Question

1 1. The class exercise assisted me in understanding the theoretical concept of

managing project constraints better

1 2. Prior to the class, I had no prior knowledge of how to manage project

constraints

1 3. Prior to the class, I had some knowledge of how to manage constraints in

projects but it was not 100% correct

1 4. The class exercise enabled me to understand how to manage project constraints

better

2 5. At the end of the theoretical explanation of project constraints, I was still a bit

unsure of how to practically apply it*

2 6. At the end of the practical exercise I had a clear understanding of how to

manage project constraints.

3 7. I will be able to practically apply this approach to handling constraints in my

personal life

3 8. I will be able to practically apply this approach to my current, study-related IT

projects

4 9. I learned a lot from my fellow students (team members)

4 10. I learned more from my fellow students than what I would have learned when

studying alone

5 11. The explanation of concepts by my lecturer assisted in my understanding of

project constraints

5 12. The explanation of concepts by my fellow students assisted in my

understanding of project constraints

5 13. Explaining to my fellow students, the reasoning for the prioritization of my

allocated constraints, assisted in my understanding of project constraints

Table 3. Reliability analysis

Principle Chronbach alpha

Principle 1 0.63

Principle 2 0.497

Principle 3 0.659

Principle 4 0.620

Principle 5 0.554

Table 4 presents the correlation results between the principles. Due to space
constraint only the most prominent correlation will be discussed. The strongest
correlation existed between principles 4 and 5. Both of these principles are related
to “how” learning takes place: in a group (principle 4) and through the peers
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Table 4. Correlation analysis results between active learning principles

Principle 1 Principle 2 Principle 3 Principle 4 Principle 5

Principle 1 1 0.313** 0.364** 0.285** 0.372**

Principle 2 1 0.173* 0.281**

Principle 3 1 0.146 0.255**

Principle 4 1 0.503**

Principle 5 1

(principle 5). From the previous sections it was evident that group members had
to articulate how they prioritise, which allowed group members to understand
their context and situations. Through this, they learnt about challenges working
in a group, which are not unique to undergraduate students that are forced to
work in groups [25].

Although there were significant correlations between the other principles,
none of them were very strong. This might be noteworthy and can subsequently
be investigated in future studies.

6.5 Reflection from the Lecturers

From a lecturing perspective, the active learning tutorial was regarded as a suc-
cess. As supported by the findings discuss, the lecturers observed active class
discussion, were called in to clarify given “commitments” which is important to
understand the context of the potential challenge which will enable the group
members to prioritise accordingly. Feedback from the students (gathered at
the time of the active learning principles survey) were overwhelmingly positive.
Therefore, the positive aspects from the active learning tutorial can be summa-
rized as (1) an enjoyable activity for the students; (2) fostering group dynamics
for groups that managed to attend in their project groups; (3) students came
to the realization of managing available resource (them) versus time, and the
potential implication for group performance.

Following the completion of the activity, the lecturers have decided that when
this activity is implemented again next year the following changes will be made:
(1) encourage well in advance group members to attend in their project group as
the activity can be expanded to induce reflection on team dynamics; (2) Don’t
assign dates to all social/non-academic commitments. It was observed that in
certain instances assigning a date constrains the students’ planning capability.

7 Conclusion

This study determined that the adoption of active learning simulation involving
a decision-making activity and case study simulation was effective in teaching
project management to second year students. This study used Michael’s five
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principles of active learning to confirm that an active learning approach to sec-
ond year project management is valuable. The exercise used for the case study
was successful in highlighting the different challenges students experience with
regards to balancing different academic commitment - especially if their electives
differ, balancing academic work and social commitments, and the importance of
family and healthcare. The exercise was further successful in identifying strate-
gies students can employ to compromise on developing a joint schedule for the
members of the team. Furthermore, an important part of the exercise was that
the students could reflect about the exercise and discuss what they learnt from
it. The lecturers found this exercise valuable and insightful and keeping the rec-
ommendations of the previous section in mind, will repeat this exercise in the
future and compare the results with the findings of this cohort.
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Abstract. In recent years, ICTs have been used increasingly in teach-
ing and learning. With the onset of e-learning, m-learning, MOOCs,
SPOOCs, ICT is becoming an imperative part of the education domain.
Organizations such as Khan Academy, Coursera, edX, and Udacity have
produced and made thousands of educational videos available to the
masses globally. The number of users using these online platforms have
been increasing steeply. Although it is known that the online learning
videos are popular among the students, little is known about the drivers
of the user’s intentions and use of these videos. The paper intends to
answer this gap. The purpose of this study is to identify the factors that
influence the students’ behavioral intentions to adopt online learning
videos in an economically developing country like Uzbekistan. Not only
does our study inform educators about what motivates student to use
educational videos, it is also one of the very rare studies to explore ICT
use in Uzbekistan.

Keywords: Online learning videos · Educational videos · E-learning ·
Unified Technology and User Technology Acceptance Model
(UTAUT) · ICT use in Uzbekistan

1 Introduction

Information and Communication Technologies (ICTs) have made inroads into
every sector and become indispensable to their day-to-day operations. Subse-
quently, there is a growing interest on the use of ICTs in the education sector
due to the many advantages that it offers. ICTs have been shown to improve
access, equity, quality of teaching and learning as well as helping to achieve over-
all educational excellence [1]. With the onset of e-learning, m-learning, MOOCs,
SPOOCs, ICTs are becoming an imperative part of the education domain. Orga-
nizations such as Khan Academy, Coursera, edX, and Udacity have produced
and made thousands of educational videos available to the masses globally [2].
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The number of users using these online plat-forms have been increasing steeply.
Popular MOOC platforms such as edX and Coursera are reported to have nearly
four and half million enrolled students [3]. Khan Academy’s YouTube channel
that started in 2006, now has 7517 videos as opposed to 1499 in 2014 [4,5]. In
2020, the channel has 5.3M subscribers and over 1.7 billion views [6]. Further-
more, the studies reveal that the students mainly watch videos and skip online
discussions and other interactive media [3,5,7].

Although it is known that the online learning videos are popular among the
students, little is known about the drivers or factors which drives the (intentions
to) use of those videos. The paper intends to answer this gap. Only one such
study has been conducted in Germany [8]. Also, it is not known how prevalent
the adoption of online learning videos is among students in under-researched
economically developing country like Uzbekistan, and what aspects contribute
towards its adoption. Moreover, it might be useful to explore the issues in using
online videos in Uzbekistan and those might be different from that of other
developed or in developing countries. Furthermore, the studies on MOOCs reveal
that there is low student engagement and lower completion rates with high
dropouts [9–11]. Although, online learning videos are very popular among the
students, it does not mean that those are successful. Hence, it is essential to
know the behavioral intentions on using those online learning videos [12].

It is vital to determine the factors that encourage the students to watch
online learning videos so that such factors can be taken into consideration while
creating online courses. Such a study will also help us identify the issues with the
online learning platforms and accordingly take necessary action. The purpose of
this study is to identify the factors that influence the students’ behavioral inten-
tions to adopt online learning videos in a very under-researched economically
developing country like Uzbekistan.

This research questions of this research are (a) What are the factors that
affect the use of online learning videos by students in an economically developing
country? (b) What are the reasons of using online learning videos? (c) What are
the popular plat-forms used by students for watching online learning videos? (d)
What is the average length of videos that the students’ watch? (e) What are the
issues with the online learning videos?

The paper is structured as follows: Part 1 included introduction this is fol-
lowed by Methodology in Sect. 2, Sect. 3 consists of Result and Analysis, Sect. 4
covers the Discussions and Conclusion.

2 Methodology

This study uses Unified Theory of Acceptance and Use of Technology (UTAUT)
model proposed by Venkatesh et al. (2003) [13]. Since its introduction it has been
employed in number of studies to identify factors affecting technology acceptance
by users. For instance, UTAUT has been a practical tool to investigate technol-
ogy acceptance in context to various technologies such as webinar technology
[14], academic e-learning technologies [15], e-commerce [16], Internet banking
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[17], open access [18], e-government [19], social networking [20], and m-learning
[21]. The reason for choosing UTAUT model over Technology Acceptance Model
(TAM) is that we were interested also interested in exploring attributes such as
gender, educational background, computer experience and the students’ volun-
tariness to use the system along with other behavioral factors. Moreover, UTAUT
model is better at predicting user behaviour compared to TAM model [13].

The UTAUT model enables us to assess dependent variables (DVs), i.e.
behavioral intention (BI) and user behavior, by estimating the influence of four
core independent variables (IVs) namely performance expectancy (PE), effort
expectancy (EE), social influence (SI), Perceived Usefulness (PU) and facilitat-
ing conditions (FC). Besides, UTAUT considers the influence of four moderators
(M): age, gender, prior experience with technologies, and voluntariness of use.
PE describes how much advantage an individual hope to obtain; EE explains how
much the same individual expects to reduce costs. FC and SI refer to contextual
concepts relating to the institutional and social surroundings of an individual.
While, FC are the conditions set by the institutional surrounding, SI is drawn
from people within the direct social environment of an individual and their atti-
tudes towards the technology in question.

The current study used college and university students based in Uzbekistan
as the sampling frame. Very little, if any, research has been internationally
published about individual’s ICT use in Uzbekistan. For this study, question-
naire survey was used to conduct this study. The first part of the question-
naire consisted of questions on demographics, frequency of using online learning
videos, average length of video watched, and one on commonly used platform.
The second part included questions on each determinant PE, EE, SI, FC, PU,
Satisfaction and BI. Each question was measured using a 5-point Likert scale
(1 = strongly agree, 2 = agree, 3 = neither agree nor disagree, 4 = disagree, 5 =
strongly disagree). The questionnaire was created in Google forms and the link
was distributed to around 500 students through email, LinkedIn and Telegram.

For the survey, only students who were well-versed in English were included.
Total of 254 responses were obtained in three weeks (response rate = 50.8%).
Out of total responses, total of 202 responses were taken for analysis. All those
who answered ‘Yes’ to the use of online learning videos were included and all with
‘No’ were excluded as they did not complete the other part of the questionnaire.
The responses were then analyzed to find the effect of IV on DV using statistical
methods such exploratory factor analysis and multiple regression using Statistica
software. Descriptive analysis was performed to provide insights into some of the
queries posed during the survey.

3 Result Analysis

The analysis is discussed under several headings: first a descriptive analysis of
the sample of respondents as well as their use of online learning videos is given.
Then a qualitative analysis of some of the interesting questions is given. We
conclude with inferential statistics based on the UTAUT model’s hypothesized
relationships.
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3.1 Descriptive Analysis of the Sample

Out of total 254 responses, 202 respondents (79.5%) used online learning videos,
while 56 respondents (22%) did not use those at all. Of the total respondents
173 (68.1%) were males, 78 (30.7%) were females and 3 (1.2%) of them did not
prefer to respond to this. 91.4% of the respondents were in the age group of 17–
23. As can be assumed from the age, 92.2% of the students were either pursuing
foundation program or a bachelor’s program. 54.7% of students were pursuing a
degree in IT, 17% in Economics, 10.5% in Travel Tourism, 7.7% in Management,
and others from law, psychology, politics and language. Several other questions
were posed and the responses to those are given below.

Question 1: What Is Your Experience in Using Computers?
Response: 98% of the respondents had an experience in using computers as
apparent from Fig. 1.

Fig. 1. Experience in using computers (in %).

Question 2: Have You Used Online Learning Videos?
Response: Around 70% of the respondents used online learning videos, 20% did
not watch and about 10% were not sure about it.

Question 3: How Frequently Do You Use Online Educational Videos?
Response: The results indicate that more than half of the students generally
regularly watch online learning videos (Fig. 2)
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Fig. 2. Frequency of using online learning videos.

3.2 Their Use of Online Learning Videos

Question 4: What Is the Average Length of the Videos You Watch?
Response: Fig. 3 shows the average length of the videos watched by the students.
As seen from Fig. 3, respondents generally watch it between 5–30 min.

Fig. 3. Average length of videos watched.

Question 5: Which Platform Do You Use to Access Online Educational
and Learning Videos?
Response: As apparent from Fig. 4, majority of the respondents watch videos on
YouTube.



150 A. Garg and J.-P. Van Belle

Fig. 4. Average length of videos watched.

Question 6: Please List the Three Main Topics or Subjects for Which
You Watch Educational/Learning Videos
Response: Commonly listed are the course subjects such as mathematics, eco-
nomics, business statistics, marketing, finance, accounting, chemistry, physics,
psychology, tourism, law, geography, probability and statistics, while others
watch those for their career enhancement English, IELTS, Programming subjects
such as JAVA, Python, C, HTML, C++, Android development, Game devel-
opment, latest technologies such as artificial intelligence, IoT, Robotics, data
science, blockchain, cybersecurity, Machine learning, farming technology, social
media marketing, NodeJS, video editing, cinematography, photoshop, scriptwrit-
ing, or for helping in their hobbies such as playing guitar and piano, cooking,
dancing, foreign language, beauty and yoga.

3.3 Drivers of and Obstacles to Use of Online Learning Videos

Question 7: In Your Opinion, What Are the Two or Three Biggest
Benefits or Ad-Vantages of Using Online Learning Videos (When
Compared to Using Other Types of Learning Resources)?
Responses: The respondents feel that watching the videos online is beneficial to
them. Watching videos online is comfortable, easy to understand and learn, use-
ful, faster, can be watched repeatedly, offers anywhere anytime access, affordable,
it is easy to find information, offers flexibility, has good quality, portable, use
animated videos, variety of options and resources, visualization, time efficiency,
listening is better than reading, more examples, effective and efficient lectures,
easy to find, easy to use, fits your time, improves knowledge, self-paced, easy
to search, helps in completing homework, quick and clear explanation, improves
retention, seriousness, cannot be downloaded, affects health and causes laziness,
not all videos are free, and many display advertisements. Overall, it appears
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that Internet connectivity and language, pronunciation, not getting (the right?)
answers to questions, and too many videos (too much choice?) are the major
issues.

3.4 Validity and Reliability Analysis of UTAUT Constructs

We now turn to the UTAUT model. First it is necessary to establish the reliabil-
ity and validity of the hypothesized constructs. Test items were grouped using
exploratory factor analysis. When this is completed, multiple regression will be
done to assess the hypothesized relationship between IVs and DVs.

Exploratory factor analysis with a principal component analysis (PCA) was
conducted on the 23 items with orthogonal rotation (varimax). The Kaiser-
Meyer-Olkin (KMO) measure verified the sampling adequacy for the analysis,
KMO = .941. Bartlett’s test of sphericity - (234) = 3137.074, p ¡ .001, indi-
cated that correlations between items were sufficiently large for PCA. Table 1
shows the factor loadings after rotation. Results from the rotated component
matrix (Varimax rotation) indicate an item, The OLVs are compatible with the
other systems I use (FC4), had to be omitted due to weak cross-loading. Six
factors identified and confirmed by way of PCA are: Effort Expectancy (EE),
Performance Expectancy (PE) and Satisfaction, Social Influence (SI), Facilitat-
ing Condition (FC), Perceived Usefulness (PU), as well as Voluntariness of Use
(VU). The variables that were grouped with PE are OLVs helps me understand
subject easily (PE1), OLVs enhances my learning effectiveness (PE2), OLVs
accomplish my learning tasks more quickly (PE3). The variables grouped with
EE are Interaction with OLVs is clear and understandable (EE1), Easy for me
to be skillful using OLVs (EE2), I find OLVs easy to use (EE3), Operating OLVs
is easy for me (EE4), Easy to learn what I need using OLVs (EE5). While those
under SI include People who influence my behavior think I should use OLVs
(SI1), People who are important to me think that I should use OLVs (SI2), Peo-
ple who are important to me have been helpful in using OLVs (SI3). FC included
I have the re-sources necessary to use OLVs (FC1), I have the knowledge neces-
sary to use the OLVs (FC2), my university supported the use of OLVs (FC3). PU
were grouped into increase my chances of better academic performance (PU1),
Improves knowledge retention (PU2), OLVs are useful (PU3), OLVs not com-
pulsory for my learning (VU1), OLVs not compulsory by university (VU2), and
Satisfaction.

This was followed by multiple regression. The SPSS Output in Table 2 shows
the model statistics. The model explains 58% of the variance in BI1, 63% variance
in BI2 and 60% variance in BI3 can be explained by all the factors. This is a very
satisfactory result since we are explaining well more than half of the variance. The
ANOVA results (Table 2 and Table 3) confirm that all the models are statistically
significantly.
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Table 1. Results of PCA

Rotated component matrixa

Component

1 2 3 4 5 6

EE5 easy to learn what I need using
OLVs

0.691

EE4 operating OLVs is easy for me 0.689

EE3 I find OLVs easy to use 0.674

EE2 easy for me to be skilful using OLVs 0.663

EE1 interaction with OLVs is clear and
understandable

0.641

SI1 People who influence my behavior
think I should use OLVs

0.846

SI2 People who are important to me
think that I should use OLVs

0.833

SI3 People who are important to me were
helpful in using OLVs

0.725

PE1 OLVs helps me understand subject
easily

0.751

Satisfaction 0.672

PE2 OLVs enhances my learning
effectiveness

0.658

PE3 OLVs accomplish my learning tasks
more quickly

0.511 0.558

FC3 my university supported the use of
OLVs

0.731

FC1 I have the resources necessary to use
OLVs

0.692

FC2 I have the knowledge necessary to
use the OLVs

0.677

FC4 The OLVs are compatible with the
other systems I use

PU1 increase my chances of better
academic performance

0.625

PU3 OLVs are useful 0.574

PU2 improves knowledge retention 0.573

VU1 OLVs not compulsory for my
learning

0.873

VU2 OLVs not compulsory by university 0.836

Eigen values 11.12 1.686 1.195 0.887 0.712 0.658

% of the total variance 52.86 8.03 5.69 4.235 3.39 3.13

% Total variance 77.434

Extraction method: principal component analysis

Rotation method: varimax with Kaiser normalization

a. Rotation converged in 8 iterations
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Table 2. (A) Multiple regressions for BI1 to BI3 (summarized)

Dependent variable Model R2 Adjusted R2 e Std. error of the estimate

BI1 1 0.58 0.52 0.512

BI2 1 0.636 0.584 0.483

BI3 1 0.598 0.54 0.505

Table 3. (B) Multiple regressions for BI1 to BI3 (summarized)

Model BI1 Mean square F Sig.

BI1 Regression 2.522 9.615 .000b

Residual 0.262

Model BI2 Mean square F Sig.

BI2 Regression 2.835 12.165 .000b

Residual 0.233

Model BI3 Mean square F Sig.

BI3 Regression 2.633 10.337 .000b

Residual 0.255

4 Discussions and Conclusion

The objective of this study was to find the factors influencing the use of online
learning videos by the students of Uzbekistan. To accomplish that, the UTAUT
model was used. The results revealed that majority of the respondents watch
online videos for learning, and that YouTube is the most popular platform.
Students generally watch videos that are 10–20 min long (37%) or 5–10 min
(25%). Moreover, anywhere anytime access and possibility of watching the video
any number of times are the common benefits of using those videos. The inter-
net connection is an issue is several regions of Uzbekistan and therefore poor
internet connectivity was the most common problem listed by the respondents.
Also, language was another barrier listed by the respondents. Since, Russian
and Uzbek is the language spoken in Uzbekistan, not all people are able to take
the advantage of the rich universe of online learning videos, since most of them
are in English. The huge amount of learning videos also confused respondents.
Respondents view videos not only for help in their core subjects but also as an
aid for career enhancement and for pursuing their hobbies and other interests.

The results of multiple regression analysis indicate that all the factors and
other variables such as age, gender, experience in using computers and voluntari-
ness of use have dependency on all the behavioral intentions. This study focused
only on English speaking students. Future research could include people using
online learning videos using languages other than English to see the intentions
of using those and how those benefits them. Also, the study could be expanded
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by increasing the sample size and including both the students and professionals
in the survey.

This paper is one of the first to report on the use of ICTs in Uzbekistan,
a developing country which features very rarely in the international academic
literature. It lends further support to the UTAUT model, explaining between
58% and 64% of intended use of online learning videos. Educators wishing to
supplement their curricula with online learning materials should heed the issues
experienced by students such as slow bandwidth, dominance of English materials
(some platforms offer real-time automatic translation) and overwhelming amount
of material (a pre-selection of materials is recommended). Hopefully some of our
findings can be relevant to similar contexts i.e. other small non-English-speaking
developing nations.

References

1. Garg, A., Shukla, B.: IT implementation in the education sector: a review. In:
International Conference of Electronics, Communication and Aerospace Technol-
ogy, pp. 604–610. IEEE, Coimbatore (2017)

2. Cross, A., Bayyapunedi, M., Ravindran, D., Cutrell, E., Thies, W.: VidWiki:
enabling the crowd to improve the legibility of online educational videos. In: 17th
ACM Conference on Computer supported Cooperative Work and Social Comput-
ing, pp. 1167–1175. ACM, Baltimore (2014)

3. Breslow, L., Pritchard, D., DeBoer, J., Stump, G., Ho, A., Seaton, D.: Studying
learning in the worldwide classroom: research into edX’s first MOOC. Res. Pract.
Assess. 8, 13–25 (2013)

4. Social blade Homepage. https://socialblade.com/youtube/user/khanacademy.
Accessed 11 Feb 2020

5. Korkut, S., Dornberger, R., Diwanji, P., Simon, B.P., Maerki, M.: Success factors
of online learning videos. Int. J. Interact. Mobile Technol. 9(4), 17–22 (2015)

6. Youtube Homepage. https://www.youtube.com/user/khanacademy/about. Acces-
sed 11 Feb 2020

7. Guo, P.J., Kim, J., Rubin, R.: How video production affects student engagement:
an empirical study of MOOC videos. In: Proceedings of the first ACM Conference
on Learning @ Scale Conference, pp. 41–50. ACM, Atlanta (2014)

8. Pedrotti, M., Nistor, N.: User motivation and technology acceptance in online
learning environments. In: Verbert, K., Sharples, M., Klobučar, T. (eds.) EC-TEL
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Abstract. Many organisations have reported a dramatic shortage of
cybersecurity skills to counteract cyberattacks. Academia and industry
should be responsible for working together to investigate possibilities in
closing this cybersecurity skills gap. The IT curricula of many South
African universities are based on the outdated IT2008 curricular guide-
lines, which make no mention of cybersecurity. In order to address this
increasing cybersecurity skills gap, universities offering computer-related
qualifications need to adapt their curricula accordingly. This paper pro-
poses a framework for integrating cybersecurity into IT undergraduate
curricula in South Africa. As the cybersecurity needs of industry con-
tinue to evolve, the proposed framework will provide a structure that
aligns IT curricula to the cybersecurity workforce needs by considering
the NIST NICE framework, CSEC2017, and IT2017. Furthermore, the
proposed framework discussed in this paper will serve as an academic
guide for communicating cybersecurity content to address specific indus-
try work roles. The implementation of this IT Cybersecurity Curricular
Framework aims to impact the development of the cybersecurity work-
force positively and reduce the cybersecurity skills gap between academia
and industry.

Keywords: Cybersecurity skills · IT2017 · CSEC2017 · NICE · IT
curricula

1 Introduction

The newly proposed Cybercrimes and Cybersecurity Bill will soon bring South
Africa in line with international laws dealing with cybercrime. Once enacted, it
will necessitate alignment with the South African data protection Acts, RICA
and POPIA. However, Communications Deputy Minister, Pinky Kekana, warns
that it will be impossible to implement this Bill without a fully capable cyber-
security work force. She further stresses that a rigorous and coordinated effort
between the private sector, government and academia is required to close the
cybersecurity skills gap [19].

The explosive growth of cyberspace has provided an extended playground
for hackers to test their skills by deceiving users, stealing data and committing
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fraudulent activities. To counteract this, organisations must engage in cyberse-
curity practices. The International Telecommunication Union (ITU) [8] defines
cybersecurity as “the collection of tools, policies, security concepts, security safe-
guards, guidelines, risk management approaches, actions, training, best practices,
assurance and technologies that can be used to protect the cyber environment and
organization and user’s assets.” However, small and large organisations continue
to suffer at the hands of cybercriminals. Attackers ambush these organisations
through cyberattacks that include, but are not limited to, ransomware, phish-
ing, and malware. 71% of data breaches recorded in 2019 were financially moti-
vated [8], and it is estimated that the average cost of a data breach was $3.92
million in 2019, up from $3.86 million in 2018. Further, the cost of a mega breach,
where more than 1 million records were compromised, averaged $42 million per
breach [21].

Even though cybersecurity is essential for organisations, 33% of cybersecurity
professionals indicated that their organisations are significantly impacted by
the cybersecurity skills shortage, while 41% stated that their organisations are
somewhat impacted [7]. In 2015, a job forecast by Symantec predicted that the
huge demand for cybersecurity professionals would increase to six million glob-
ally by the end of 2019. Jobs forecast for cybersecurity have failed to keep up
with the rise of cyberattacks, which is estimated will have a global cost of $6
trillion annually by 2021 [15]. Even though there seems to be an increasing pool of
Information Technology professionals, there remains a shortage of cybersecurity
professionals to close the cybersecurity skills gap. Organisations are desperate
for professionals that can create secure software, design safe computer code and
design tools to prevent, mitigate and detect cyberattacks [6].

A recent study revealed that 79% of cybersecurity professionals began their
careers in IT and then transitioned to cybersecurity over time [7]. The study
further advised organisations to start recruiting cybersecurity talent from IT
departments inside or outside their organisation [7]. If this is the case, why do
the majority of South African IT curricula contain limited cybersecurity content?

Various ACM/IEEE curricular documents, that provide computing curricular
guidelines and recommendations, emphasise that institutions offering computing
qualifications have a huge responsibility to integrate cybersecurity throughout
the curricula of their programs. It can, therefore, be concluded that cyberse-
curity is essential in order to ensure that computing programs meet the needs
of industry. It can also be argued that failure to integrate cybersecurity within
computing programs might result in students lacking the cybersecurity knowl-
edge, skills and abilities needed in industry. Such negligence means that network
systems, information systems, IT infrastructure and other IT assets designed
by these students after graduating, could have security misconfigurations and
vulnerabilities [2].

After a preliminary content analysis conducted of the IT curricula in five
South African universities, it was concluded that even though security and cyber-
security are addressed in some IT curricula in South Africa, it is insufficient.
This apparent lack of cybersecurity education across South African IT curricula
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could be detrimental to organisations that hire IT graduates, and thus continue
to con-tribute to the cybersecurity skills gap that is currently on the rise between
academia and industry.

Many of the IT curricula of South African universities are based on the out-
dated IT2008 curricular guidelines, which makes no mention of cybersecurity.
This leads to the identified problem that “currently many universities in South
Africa have not yet adapted their IT undergraduate qualifications to address the
changing cybersecurity demands of industry”. The purpose of this paper, there-
fore, is to propose a Cybersecurity Curricular Framework to facilitate the edu-
cation of IT undergraduates in South Africa.

This has been achieved by addressing three research questions:

1. What comprises the South African IT undergraduate curricular landscape?
2. What are the ACM/IEEE cybersecurity recommendations for IT curricula?
3. What aspects of international cybersecurity documents should be considered

in IT undergraduate curricula in South Africa?

The methodology followed for this research study consisted of a literature re-
view, a content analysis, a critical analysis, modelling and argumentation. The
literature review identified current literature relevant to IT curricula that seeks
to address the cybersecurity skills gap between academia and industry, while
a con-tent analysis was conducted to understand the South African IT under-
graduate curricula landscape. Furthermore, a critical analysis was conducted
on various ACM/IEEE and NIST publications to determine the cybersecurity
components relevant to IT curricula and the cybersecurity knowledge, skills and
abilities required of various IT roles in industry. The cybersecurity components
that were identified were used to model and argue towards the proposed frame-
work.

The rest of the paper is outlined as follows. Section 2 provides a brief over-
view of the South African IT undergraduate curricular landscape. Section 3 dis-
cusses related literature, while Sect. 4 provides a high-level overview of the rele-
vant ACM/IEEE and NIST publications and presents the identified key cyber-
security components from these documents. Sections 5 and 6 propose the IT
Cybersecurity Curricular Framework, and its implementation within a South
African university, and Sect. 7 concludes this paper.

2 The South African IT Undergraduate Curricular
Landscape

The South African Higher Education system is divided into three categories;
namely, Universities of Technology, Comprehensive Universities and Traditional
Universities. While Universities of Technology focus on vocationally orientated
education, Comprehensive Universities offer a combination of academic and
vocational diplomas and degrees, and Traditional Universities offer theoretically
orientated university degrees. South Africa has eight Universities of Technology,
six Comprehensive Universities and twelve Traditional Universities.
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Of these 26 South African universities, 23 offer computing qualifications,
including Computer Science (CS), Information Systems (IS) and Information
Technology (IT); 18 universities offer Computer Science; 14 offer Information
Systems; and 13 offer Information Technology. In terms of this research, the
focus is on South African IT undergraduate curricula.

In order to understand the South African IT undergraduate curricular land-
scape, a content analysis was conducted on the curricula documents taken from
various university websites. Only five of the 13 universities offering IT were
included in the study as the research only considered those universities that had
detailed curricular documents available on their websites.

Table 1 provides a summary of the results of the content analysis conducted
for the five South African universities, indicating that many of their undergradu-
ate IT modules address one or more of the IT pillars as presented in IT2008. The
main focus of the various IT modules analysed was on Programming, Databases
and Networking, with lesser focus on Web Systems and Human Computer Inter-
action. In addition, the coverage of Information Assurance and Security (IAS)
across these modules varied vastly, with U2 and U5 showing a coverage of 53.33%
and 50% respectively, while U1, U3 and U4 showed less than 20% coverage. How-
ever, in all cases the actual breadth and depth of the various security topics could
not be determined, but only that the various modules addressed security to some
extent. In addition, all of the universities, except U4, appeared to offer at least
one dedicated security-related module at undergraduate level. While it is clear
that there is an attempt to cover certain security aspects in the South African
IT undergraduate curricula, the coverage of security is not sufficient to address
the cybersecurity skills gap.

Table 1. Summarised results of content analysis.

University #modules
covering ≥1
of 5 pillars

#modules
integrating
IAS

%IAS coverage #dedicated
security
modules

U1 25 3 12.00 3

U2 15 8 53.33 0

U3 21 2 9.52 1

U4 19 3 15.79 1

U5 22 11 50.00 2

3 Related Literature

In order to address the global cybersecurity crisis, academic institutions world-
wide are required to address the demand for cybersecurity professionals [13].
According to [3], “cybersecurity is both a discipline in its own right and that
cybersecurity should be taught within computer science and related degrees”,
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including IT. In addition [3] mentions that all people working in IT need varying
levels of cybersecurity knowledge, skills and abilities.

This need is partially addressed by [5] who proposed an IT Student Learn-
ing (Security-related) Taxonomy by combining Bloom’s Taxonomy’s six levels
of thinking with Webb’s Depth of Knowledge Model addressing the breadth
and depth of learning required at various levels. In addition, they developed an
IT Security-related and Cybersecurity Curriculum Taxonomy showing the inte-
gration of security-related topics throughout the curriculum. However, a study
in South Africa by [20] noted a number of perceived challenges for integrating
security into undergraduate computing curricula, including: computing curricula
already being overloaded, lecturers’ resistance to change and lecturers lacking
the relevant ‘know-how’.

In South Africa, several sectors suffer from cybersecurity negligence. For ex-
ample, [9] asserts that many small, medium enterprises (SME) in South Africa
have experienced a spate of cyberattacks and that they do not have sufficient
knowledge, skills and abilities to protect their organisations against such cyber-
attacks. In addition, [12] revealed that the South African banking industry has
experienced a rapid increase in cyberattacks due to their affiliation with vari-
ous third party systems, which often introduce vulnerabilities. IT professionals
in these organisations have a responsibility to protect their organisations when
such cyberthreats arise.

[16] recently conducted a study to determine the knowledge, skills and qual-
ifications required of cybersecurity professionals in South Africa. Their study
found that 52% of job advertisements for cybersecurity professionals required
a Bachelors’ degree in Computer Science, Information Systems, Engineering or
a similar field. Furthermore, the highest demand was found to be for technical
skills (42%), followed by interpersonal skills (21%) and business skills (16%). In
addition, the greatest demand for cybersecurity professionals was found to be in
the Financial Services industry, followed by the IT Services industry. However,
their study did not align the required knowledge, skills and abilities to specific
work roles. As a result, this research relied on NIST’s NICE framework as it
identifies the cybersecurity knowledge, skills and abilities required in industry.

According to [11], the NICE framework “provides the basis to link knowledge-
based (breadth) learning with the skills-based (depth) making it possible to map a
set of learning objectives and experiences that lead to a high level of expertise”.
However, for many lecturers of cybersecurity, knowledge-based learning is most
appealing as it fits easily into a traditional classroom and can be taught in an
instructor-centred fashion. Skills-based learning, on the other hand, requires one
to apply one’s knowledge and skills effectively in a real-world environment [11].

[17] asserts that all computing and technology related programs have a
responsibility to ensure that security is thoroughly and pervasively integrated
into their curricula. In addition, they state that IT programs are well-suited
to incorporating cybersecurity through the five pillars as presented in IT2008.
Therefore, it is argued that current South African IT undergraduate curricula,
which are based on these five pillars, can incorporate cybersecurity.
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4 Identified Key Cybersecurity Components

Considerable attention has been given to cybersecurity by key role players for rec-
ommendations and guidance in various computing fields. Multiple organisations
have developed cybersecurity guidelines and recommendations for universities
and the workforce. These key role players represent a community effort with
input from academia and industry [4]. These key role players include NIST and
the ACM/IEEE. This study focused on various documents produced by these
role players, and deemed relevant to the South African context, and thus shaped
the key components of the proposed IT Cybersecurity Curricular Framework.

4.1 The ACM/IEEE IT Curricular Component

The ACM/IEEE IT2008 document outlines the pillars of the IT discipline
including Programming, Networking, Human-Computer Interaction, Databases,
and Web Systems. In the ACM/IEEE IT2008 curriculum document, security
was included as a knowledge area called Information Assurance and Security
(IAS) [10]. The need and importance for security in the IT discipline is empha-
sised in this report. Furthermore, the IT2008 [10] report states that security has
to be addressed across the full scope of the IT discipline as indicated by the
above-mentioned IT pillars.

Since the release of IT2008, the demand for IT capabilities has increased
and has become embedded in everything around us. In 2017, Information Tech-
nology 2017 (IT2017) was released by the ACM/IEEE [18]. One of the most
notable transformations in this curricular report was the inclusion of cyberse-
curity, included as Essential and Supplemental Domains. While the Cybersecu-
rity Essential Domain refers to the cybersecurity competencies that all students
should achieve while completing the IT program, the Cybersecurity Supplemen-
tal Do-mains consist of cybersecurity competencies in which students perform
more specialised work that is in line with the program goals [18].

This research organised the IT discipline into pillars, as suggested by IT2008,
as most South African universities have used this as a basis for their IT quali-
fications. As already stated, although the IT2008 [10] document included IAS,
cybersecurity was not part of this report. However, there has recently been an
increase in the cybersecurity skills gap between academia and industry. To coun-
teract this, the newly updated ACM/IEEE IT2017 [18] curricular document, has
included cybersecurity. In the IT2017 curricular report, the ACM/IEEE identi-
fied IT cybersecurity domains that are both essential and supplemental to an IT
curriculum.

The Cybersecurity Essential Domain refers to the cybersecurity competencies
that all students should achieve while completing the IT program. Therefore,
Fig. 1 depicts the Cybersecurity Essential Domain as an umbrella that overarches
the IT discipline, similar to that of IAS within IT2008. This means that the
Cybersecurity Essential Domain must be integrated across the IT curriculum
regardless of the IT pillar being addressed.
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Figure 1 also shows the Cybersecurity Supplemental Domain, which consists
of various cybersecurity competencies in which students perform more specialised
work according to the specific program goals. The Cybersecurity Supplemental
Domain helps define the purpose and goal of what each IT pillar aims to address.

Fig. 1. Cybersecurity essential and supplemental domain within the IT discipline
(Adapted from [10,18])

4.2 The NICE Component

The National Initiative for Cyber Security Education (NICE) [14], led by NIST
of the U.S Department of Commerce, is the result of a combined effort from
the government, academia and the private sector. This publication provides a
fundamental reference resource to reinforce a workforce that is able to meet the
cyber-security needs of the organization.

The NICE framework establishes a scheme that divides work into cate-
gories, speciality areas, work roles, knowledge, skills and abilities, and tasks.
These NICE framework core components assist different organisations in man-
aging cybersecurity roles and responsibilities. In terms of industry, NIST’s NICE
framework [14] presents the cybersecurity skills, knowledge and abilities needed
by the workforce. In addition, the various components of the NICE framework
help improve the communication required to identify, recruit and develop cyber-
security skills and talent.

Figure 2 illustrates the connection between the various NICE components,
namely:

– Categories that provide the general structure of the NICE framework.
– Speciality Areas that represent a group of specialised work areas within cyber-

security for each category identified.
– Work Roles that provide a grouping of related cybersecurity work within each

speciality area identified.
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– Knowledge, Skills and Abilities (KSAs) which are needed to perform each
work role and

– Tasks which include pieces of work that are specifically defined.

Fig. 2. NICE components [14]

The NICE framework’s cybersecurity knowledge, skills and abilities (KSAs)
enable employees to perform specific tasks and to connect those tasks with work
roles associated with various disciplines. For example, in the case of an IT qual-
ification that focuses on the Programming pillar, there is a related Software
Development speciality area and a Software Developer work role.

Furthermore, according to NIST [14], a student pursuing an IT Software
Development qualification should possess, for instance:

– Knowledge of secure coding techniques,
– Skills in conducting vulnerability scans and recognising vulnerabilities in secu-

rity systems, and
– The ability to develop secure software according to secure software deploy-

ment methodologies, tools, and practices

In addition, relevant cybersecurity knowledge, skills and abilities will enable, for
example, the IT Software Development graduate to carry out tasks related to
the Software Developer work role. According to NIST [14], the tasks related to
the Software Developer work role include, but are not limited to:

– Applying secure code documentation,
– Identifying basic common coding flaws at a high level,
– Capturing security controls used during the requirements phase to integrate

security within the process, to identify key security objectives, and to max-
imise software security while minimising disruption to plans and schedules.

In essence, and according to this example, the NICE framework serves as a valu-
able reference and would enable IT graduates to satisfy the industry require-
ments for a Software Developer, if the identified KSAs are integrated into the
IT curriculum.
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4.3 The ACM CSEC2017 Component

Alongside the various ACM/IEEE curricular documents that promote the inte-
gration of cybersecurity into computing curricula is the Cybersecurity Curricular
(CSEC2017) [1] document. The CSEC2017 document presents a cybersecurity
model that comprises of three parts, namely: knowledge areas, cross cutting
concepts and disciplinary lenses.

Knowledge areas provide a structure that organises the content of cyberse-
curity. Each knowledge area consists of critical and important knowledge that
is essential across computing disciplines, while cross-cutting concepts provide
an underlying basis for the student’s ability to understand the knowledge area.
Furthermore, cross-cutting concepts promote the security mindset carried out
by each knowledge area. As seen in Fig. 3, knowledge areas consist of knowl-
edge units that comprise related topics and their associated learning outcomes.
The disciplinary lens drives the application of specific knowledge from knowl-
edge areas and cross-cutting concepts. Moreover, the disciplinary lens explores
the depth of content, learning outcomes and approach from knowledge areas and
cross-cutting concepts, and how they will be tailored to fit a particular discipline.

Figure 3 shows that the various computer disciplines can address the
CSEC2017 cybersecurity content differently through the identified knowledge
areas. In terms of this paper, the focus is on Information Technology.

The CSEC2017 knowledge areas are flexible structures in the thought model
that permit contraction and expansion of cybersecurity content as required. This
body of knowledge is structured according to knowledge areas that could be used
to provide cybersecurity concepts filtered according to the different IT pillars.
Cross-cutting concepts can be applied to a wide range of programs within the IT
discipline. An IT program should include content from the Cybersecurity Essen-
tial Domain, regardless of the program’s focus. Similarly, cross-cutting concepts
should be addressed throughout the IT program. Figure 4 shows that the var-
ious cross-cutting concepts should overarch every knowledge area. Within the
IT discipline, knowledge areas can reflect on the goals and purpose of the IT
program, while cross-cutting concepts provide individuals with the ability to
understand those knowledge areas. It can be asserted that since cross-cutting
concepts help in understanding the knowledge areas, it is essential that an IT
program should address these concepts regardless of the pro-gram focus. As pre-
viously stated, the Cybersecurity Supplemental Domain helps define the purpose
and goal of what each IT pillar aims to address. For example, the Connection
Security knowledge area offers knowledge units and topics applicable to the Net-
working pillar, and the Software Security knowledge area has knowledge units
and topics targeting the Programming pillar. It is important to note that these
examples do not imply that an IT pillar can only extract cybersecurity content
from one knowledge area. This is evident in the Data Security knowledge area
which encompasses knowledge units and topics that apply to several IT pillars.
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Fig. 3. The CSEC2017 component (adapted from: [1])

Fig. 4. The CSEC2017 component mapped against the IT discipline

5 The Proposed Framework

In order to produce IT graduates who are capable of making conscious cyber-
security decisions, a Cybersecurity Curricular Framework is proposed and pre-
sented in Fig. 5. The proposed framework acknowledges that there are various
computing disciplines that should incorporate cybersecurity education, includ-
ing Information Systems, Computer Science, Computer Engineering, Software
Engineering and Information Technology. However, the focus of this study is
specifically on IT.

Furthermore, it acknowledges that academia is responsible for addressing the
cybersecurity skills gap in industry. This skills gap can be identified by under-
standing the various NICE categories, speciality areas and work roles within
each speciality area, together with the associated tasks, knowledge, skills and
abilities required to satisfy these work roles. However, many IT academic pro-
grams in South Africa typically focus more on specific work roles rather than
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on the broad range as provided by NICE (for example, Software Developer and
Network Operations Specialist work roles). As academics, it would therefore be
important to address the cybersecurity needs of these work roles by considering
the guidelines as provided by CSEC2017 and IT2017.

CSEC2017’s cross-cutting concepts of confidentiality, integrity, availability,
risk, adversarial thinking and systems thinking need to be integrated into all
aspects of cybersecurity education thus forming part of the Cybersecurity Essen-
tial Domain as presented in IT2017. Depending on the focus of the specific IT
module being taught, specific cybersecurity topics and learning outcomes can
be drawn from CSEC2017’s knowledge areas, thus fitting into the Supplemental
Domain as presented in IT2017. For example, a databases module will primar-
ily draw cybersecurity related topics from the Data Security knowledge area of
CSEC2017. Similarly, a programming module will primarily draw related cyber-
security topics from the Software Security knowledge area, but could also draw
relevant topics from the Component Security knowledge area.

Universities offering IT qualifications in South Africa (and globally) should
thus address the cybersecurity skills gap and the high industry demand for
these skills by considering the IT2017 curricular guidelines in conjunction with
the NICE framework and CSEC2017. The proposed Cybersecurity Curricular
Framework aims to help educators prepare IT graduates for work roles defined by
the NICE framework. In addition, CSEC2017 serves as the bridge that presents
topics and learning outcomes for preparing IT graduates for specific work roles,
ensuring the integration of relevant knowledge, skills and abilities into the IT
curriculum.

Fig. 5. The proposed cybersecurity curricular framework

A critical success factor for the implementation of such a framework would
be the buy-in from educators who are already facing several challenges. [20] refer
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to such challenges for integrating information security into undergraduate com-
puting curricula. These include the limited time that educators have to work
through the existing curriculum without the additional burden of considering
information security. In addition, it was found that educators are often resistant
to change and would have to be motivated to integrate information security into
their particular modules. This motivation could be provided by Heads of Depart-
ments who should show support and provide directives to educators within the
department. It was also noted by [20] that computing educators may lack the
necessary information security “know-how” to enable them to integrate informa-
tion security into the curriculum. These challenges would most likely also hold
true for integrating cybersecurity into the IT curriculum.

The following section describes the implementation of the proposed frame-
work within typical South African IT programs.

6 Implementation of the Framework

From the preliminary content analysis conducted of five South African IT curric-
ula, it was evident that South African IT undergraduate curricula are dominated
by Programming and Networking. For this reason, these two IT pillars were
chosen for contextualising the implementation of the proposed framework. The
NICE work roles that were chosen for the contextual examples include Network
Operations Specialist (WORK ROLE:OM-NET-001) and Software Developer
(WORK ROLE:SPDEV-001).

The Network Operations Specialist work role has a well-defined description
in the NICE framework. However, this information alone will not be enough to
link the work role to the applicable CSEC2017 knowledge areas, knowledge units
and topics. The NICE KSA and task listings provide extensive details regarding
NICE work roles; thus, providing a basis for the process of mapping to IT2017
and CSEC2017. Curricular guidance for the Network Operations Specialist can
be mapped to various knowledge areas in CSEC2017.

For example, Secure Communication Protocol knowledge units found in the
Data Security knowledge area, cover some networking topics, for instance, the
Internet/Network layer. Connection Security is, however, the main knowledge
area that addresses the Networking pillar, as it focuses on digital communications
and networks. The Network Operations Specialist must be able to configure and
optimise network hubs, routers, and switches (Task ID: Task ID: T0035). To ac-
complish this task, an IT graduate should have the ability to operate network
equipment that includes hubs, routers, switches, bridges, servers, transmission
media, and related hardware (KSA ID: A0052).

To further prepare for this work role, IT graduates must possess skills in
installing, configuring, and troubleshooting LAN and WAN components such
as routers, hubs, and switches (KSA ID: S0041). In addition, they should know
about information technology security principles and methods (KSA ID: K0049).

According to NIST [14] the KSAs and tasks of a Software Developer, also
focus on security aspects of software development. CSEC2017’s Software Security
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knowledge area focuses on security aspects during the software development life-
cycle and provides curricular guidance for IT graduates studying towards the
Software Developer work role. Some Software Developer KSAs are addressed
in multiple knowledge areas and therefore may require topics from outside the
Software Security knowledge area to address some of its KSAs.

As an example of how an IT graduate could be prepared for the NICE frame-
work role of Software Developer (Work role ID: SP-DEV- 001), topics that
address some of the Software Developer work role KSAs have been extracted
from CSEC2017’s Connection and Component Security knowledge areas. IT
graduates targeting the Software Developer position must know software design
tools, methods, and techniques (KSA ID: K0080). In addition, they must pos-
sess the skills to apply cybersecurity and privacy principles to organisational
requirements (KSA ID: S0367) and should have the ability to develop secure
soft-ware according to secure software deployment methodologies, tools, and
practices (KSA ID: A0047). To achieve these KSAs, in this example, CSEC2017
provides the topics to address techniques for integrating security during soft-
ware design. These topics can be mapped to the Design knowledge unit, in the
Soft-ware Security knowledge area. Once these topics have been integrated into
the IT undergraduate curriculum, the Software Development graduate must be
able to design, develop, and modify software systems, using scientific analysis
and mathematical models to predict and measure outcomes and consequences
of design (Task ID: T0057).

This is one of the tasks that IT graduates should be able to accomplish
within the Software Developer work role. Furthermore, the Software Develop-
ment Life cycle/Security Development Life cycle topic discusses the design tools
like waterfall model, agile development and security. This topic can provide
Software Development students with knowledge of software development models
as defined by KSA ID: K0081. In addition, a Software Developer must know
computer networking concepts and protocols, together with network security
methodology (KSA ID: K0001). This KSA could be mapped to topics in the
Connection Security knowledge area, under the Networking Service and Net-
work Architecture knowledge units. From this discussion, it is clear that the
Software Security knowledge area alone does not encompass knowledge units
and topics addressing the KSAs required of a software developer.

7 Conclusion

As organisations continue to fight against cyberattacks, the cybersecurity skills
gap between academia and industry continues to grow. While most organisations
believe technical interventions like firewall installations might mitigate the expo-
sure to these cyberattacks, the literature argues that the current cybersecurity
workforce does not have sufficient knowledge to counteract these cyberattacks.
As a result, the shortage of cybersecurity skills has led to some organisations
offering guidance in an attempt to close the cybersecurity skills gap between
academia and industry.
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To produce IT graduates who are capable of making conscious cybersecurity
decisions, this paper proposed a framework for integrating cybersecurity into IT
undergraduate curricula in South Africa. Since cybersecurity needs continue to
evolve, the proposed framework provides a structure that aligns IT curricula to
the cybersecurity workforce needs by considering the NIST NICE framework,
CSEC2017, and IT2017. Furthermore, the proposed framework serves as an aca-
demic guide for communicating cybersecurity content to address specific industry
work roles. The implementation of this IT Cybersecurity Curricular Frame-work
could positively impact the development of the cybersecurity workforce in South
Africa and reduce the cybersecurity skills gap between academia and industry.

The limitation of this study is that the proposed IT Cybersecurity Curricular
Framework has not yet been implemented at a university offering an IT qualifica-
tion. However, this could provide interesting future research to verify whether it
would practically be feasible. We also acknowledge the need for further research
to identify cybersecurity industry needs within the South African context.
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Abstract. Education has recognized the need to change its teaching
approach. No longer can we only rely on face-to-face classroom interac-
tions, or even PowerPoint slides, to try and get the students to learn.
Students entering our campuses do not want to “just” sit and see what
information is coming. No, they want to explore, they want to test, they
want to experience and, conveniently, using technology they understand.
As academics, we need to understand how they learn and perhaps see
if technology can be used to enhance the learning process, following the
learning science approach. This paper introduced the design of an inter-
active infographic, which introduces students to the basic system’s the-
ory as part of a first-year systems analysis and design course at an urban
university. The design of one A4-infographic replaced 91 slides. The info-
graphic, made available through the learning management system of the
University, allowed the researchers to track the actual access and usage
thereof. A survey distributed to the class of 375 students, resulted in 99
usable responses. A total number of 223 students worked through the
infographic spending on average 26.7 min viewing the infographic. The
results revealed the students enjoyed the infographic, but, more impor-
tantly, students feel they understand the content better and can apply the
acquired knowledge on the test. Students further felt that the infographic
could be used in explaining the study material, learning activities and
summarising the content. Our study suggests that although students all
have smartphones, the majority still preferred to open and work through
the infographic using a laptop. Another result indicated that students
engage with the content on a much deeper level, in their own terms
using familiar technologies. They also had more time to work through
the content in their own time. Students feel they understand the material
better and are able to apply it in various learning activities. Supplement-
ing the PowerPoint slides through the use of an interactive infographic
made students engage far better with the content, thus, creating a more
in-depth learning experience.
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1 Introduction

Students entering our campuses today have a much higher need to be engaged in
their world [24, p. 55]. These students are unique, diverse and differ significantly
from students that came before them in their needs, aspirations, expectations
and perspectives [9,20].

As educators, we have to win back their trust, see the world through their
eyes, viewing technology as they do [24,33]. In order to correctly educate these
students, we need to understand how they think, learn, and consider these unique
characteristics to adapt our educational approaches accordingly. Teaching these
students in ways that suit them best should help them engage in the learning
process and stay interested in the content that is taught [8,26].

To adapt and engage effectively with these students, as educators, we should
lead the changing educational environment [3,17]. As these students are entering
our classrooms, we need to understand that they are using multi-modalities to
learn, and as lecturers we need to make provision for that through our instruc-
tion and facilitation. Despite the recent view that learning styles, per se, should
not inform how we teach, research indicates that more and more people are
becoming visual learners [7,13], and the need to use more visual aids as a teach-
ing mechanism has increased. Delivering content using more technology and,
more effectively, incorporating more visuals should be our focus–a tall order for
academics.

In an attempt to solve the problem of learning and teaching in the real world
[28,30], Davidson et al. [9, p. 1] speak of getting students to become “active par-
ticipants in the learning process”, linking in with the learning science theories,
developed over 30 years ago. This means not just having students in a classroom
listening to a lecturer but also learning something. To do this, one could investi-
gate and apply the learning sciences - a field of study related to psychology [14]
that investigates and explores teaching and learning in a real-world context [30].
Steyn et al. [32], for example, found that students understood difficult concepts
more when creating their own content. The use of technology is becoming more
prevalent in both everyday life and educational environments [18] and forms an
integral part of the life of these students [36]. They are continually interacting
with technological devices and the Internet, hardly knowing life without it [22].
These technologies can be harnessed to enhance and adjust traditional teaching
methods to be more effective for their learning styles [11,29]. One of the tools
identified that could perhaps help address these needs, are infographics [3,13],
also referred to as information graphics. Linking in with the more visual aspects
of learning, Yildirim [43] as well as Steyn et al. [33] also mentions the notion of
using infographics as a new type of material to assist the student in understand-
ing the material they are working with, providing them first with a‘big-picture’
of the outcomes to be achieved and secondly giving them the opportunity to
work through the different parts that contribute to the build-up of the bigger
picture. It was noted by Dunlap and Lowenthal [13], Alyahya [1] as well as Aydin
et al. [3] that there is limited literature based on educational infographics, and
the application thereof.
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The authors of this paper argue that even less literature on the creation of an
interactive infographic for the higher education context exist. This paper intro-
duces an interactive infographic to a first-year undergraduate systems analysis and
design class. The next section will introduce interactive learning as well as the tool
used, the Infographic, in this study through the learning science approach.

2 Literature Review

Hybrid learning, blended learning, and flipped classroom, are some of the terms
used in the higher education environment to enhance the learning experience as
well as developing life-long learning [5,6,41,43] through various technology ini-
tiatives [5,6,41,43]. By combining technology and teaching, we give the students
the best of both worlds [5,25,40]. However, the notion of giving technology needs
to be carefully planned and designed as we cannot introduce technology into our
learning without careful planning and deliberate outcome intentions for its use
[13,24]. Many authors have explored increasing visual learning as the need to
increase visuals in the education space has increased [1–3,16,23]. Using our eyes
are considered the most important learning tool that we have [13] and that visu-
als are considered as the power tools of teaching. Yildirim [43] states that no
matter what visual aid, tool or technology one uses, each aid has its information
properties, intended use and learner preferences. A tool that could be used to
assist in this hybrid teaching space are infographics which has been extensively
investigated and published on various occasions [1,3,7,10,13,27,34,35,38,43].
The notion of incorporating an interactive approach into infographics will now
be discussed.

2.1 Interactive Teaching

What Is Interactive Teaching. Interactive learning is the combination of
traditional learning with the use and aiding of technology. It is referred as an
e-learning environment. Teachers give instructions to students, and the students
can use technology in the classroom to promote education [39]. Interactive teach-
ing methods requires a great deal of innovation and technology. An interactive
classroom or teaching environment is an excellent way to encourage innovation,
creativity, interaction between the students and the teachers but also between
the students themselves. It creates an opportunity for both the students and the
teachers or lecturers to express their own opinions, thought and ways of thinking
with each other. This provides students a chance to learn from each other. But
selecting a specific interactive method or approach can be a daunting task, the
next section will look more into the methods as well as challenged one typically
face with interactive teaching methods and approaches.

Interactive Teaching Methods Used in Education. The focus of mod-
ern education should be on “student’s independent activity, the skills of self-
learning environments and experimental and practical training, where students
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have a choice of actions and can use initiative. This will allow for flexible training
programs where students can work in” [42, p. 75]. These interactive methods of
training and teaching, encourages interest in the profession, promote the efficient
acquisition of training material, promotes conduct and provides high motivation,
strength and knowledge. The most important skill that it will contribute is the
intricate ability of future specialists. This method of receiving, processing and
retaining information has the “potential to form the competence of future pro-
fessionals” [42, p. 1]. This paper investigates an interactive infographic which
was made available on a Urban University’s LSM, where students could work
through it in their own time, and pace and where students can decide which part
they want to focus on and for how long.

Challenges Faced with Interactive Teaching. With the technology becom-
ing such a big and required factor in our lives, schools and universities have
started implementing and incorporating technology into their syllabus. Some
schools and universities present certain courses entirely online.

A comparison study of online and traditional student withdrawal rates at a
university in the north-eastern United States [4] found that although interactive
and online classes have many benefits and is by far the superior way of teaching
nowadays, it does however, produce some challenges and disadvantages. One of
these challenges is the massive fluctuation in class attendance at university level
[4]. Challenges like this caused the higher education institutions to work on and
develop online curricula to meet these new challenges and demands.

Interactive and online courses are very impersonal due to the fact that there
is a prerecorded lecture that is uploaded online and then viewed by the stu-
dents at a later stage. This provides very little opportunity for the students to
ask questions about the work being presented. The lack of personal interaction
between students and the lecturer as well as the “perception that the online class
format makes it more difficult for the professor or lecturer to engage with the
students creates dissatisfaction” [4, p. 95]. To overcome some of the challenges,
the content was only provided after the students were introduced to the content
in class. To ensure a more “personal” experience, the voice recordings used dur-
ing the interactive activities was one lecturer’s voice and the examples used was
also the examples worked through with the students during classes. The videos
designed for the infographic, except for one, was also created by the lecturers to
ensure that the content is exactly what the students needed without excessive
unnecessary information overload.

2.2 Learning Sciences

The learning sciences focus on the study and design of learning environments [19]
and the different contexts in which learning can take place [14]. The field also has
a particular interest in the use of technology in education and how it enhances
teaching and learning [28]. The learning sciences is a relatively young, interdis-
ciplinary academic community that was formed in the 1970s [28] to “investigate
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learning and teaching in the real world” [30, p. 320]. It is derived from and
closely related to the fields of psychology and cognitive science [21,28]. The
interests and goals of the learning sciences include to further the understanding
of how learning works and to “shape the ways that learning environments and
resources are designed and used” [21, p. 329]. The field also focuses on studying
learning as well as learning environments [19,28] and creating new designs for it .
The involvement of academics in the learning sciences is diverse [21]. Academics
from many fields (for example, computer science, anthropology, education and
psychology [19,28]) in institutions worldwide provide their knowledge as a con-
tribution to research on learning. As this field has evolved, many universities
worldwide have started offering graduate programs in the learning sciences [30].

The focus areas of learning sciences research are:

1. How people learn: It investigates how people take in information and how
knowledge is generated, acknowledging the fact that there are many perspec-
tives on this in the many different fields that the learning sciences originated
from [14]. Learning can take place in many different contexts in the real
world [30]. One way of addressing this in this paper is through the interactive
teaching approach followed.

2. Learning in the disciplines: This aspect is frequently addressed because
researchers in the learning sciences (“learning scientists”) focus their research
on the application of the learning sciences in a wide range of fields, explicitly
applying it in the context of their field [30]. This will not be the focus of
this paper although it is important to note that all learning applies within
context. Although this is not explicitly part of this paper, the content of the
infographic was based on the context within which the students are studying
as well as within the discipline of teaching business analysis and design.

3. Supporting learning and teaching: The focus is on the enhancement and
encouragement of learning along with the “structuring and designing of all
kinds of learning environments” [30, p. 322]. By adding the infographic on a
familiar LMS platform for the students, ensured that the environment for the
students were familiar.

4. Technology-enhanced learning and collaboration: Technological advances
have a big influence on learning and teaching methods and enables interaction
with others and learning through collaboration [30]. Research in the learning
sciences focuses on the use of technology to encourage learning in differ-
ent environments and looks at implementing these technologies into existing
structures, creating new structures or changing existing structures [14].

Although one can argue that all of the above is relevant to this study, only
points 1 and 4 are of particular interest, as it focusses specifically on how peo-
ple learn and how they use technology to enhance their learning. Technology
enhanced learning and collaboration was achieved by creating the interactive
infographic using technology which can be used on various platforms (when you
preview in iSpring, you can see how your design will look on various platforms).



176 A. A. Steyn et al.

The published iSpring interactive infographic was made available through
the Learning Management System (LMS) Blackboard used by the University,
by creating a Content Package (SCORM). This allowed the researchers to view
which students opened the infographic as well as the duration spent on the
infographic. At the moment one cannot see on which component the most time
was spend; this will be a follow-up study. The LMS however, has a report function
that affords students to view, on a dashboard, how they are performing against
the outcomes to be reached by completing quizzes, assignments, and semester
test questions, linked to the content and assessment on the use of the infographic.
The lecturer’s dashboard along with the Retention Centre in the LMS can assist
in early identification of students that do not grasp the concepts of the basic
theory of systems. The reporting function can be accessed by the lecturer to
create additional course coverage, and performance reports to use the actionable
data for additional support and improvement on the module towards student
learning. In this regard, interactive infographic can be utilised as a remedial
intervention.

To explore the notion of how students are learning, a survey was distributed
to all students, the results of which will be analysed below.

2.3 Infographic

Dunlap and Lowenthal [13] refer to infographics as a combination of graphic
data, visualised data, text, and illustrations that in the end should tell a story
which can be used to support student learning.

Fig. 1. Hot spot illustration 1
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Fig. 2. Hot spot selection illustration

However, these infographics were all static, meaning they were a visual rep-
resentation of the content that could be printed on one or two pages and, thus
not interactive. There is something called a video infographic [3], yet this is
purely for showing a video with data flowing. The interactive infographic allows
students to stop and navigate back to previous content, selecting a section they
wish to view again while listing to narrated voice explaining content. It can also
accommodate embedded videos created by the researcher, to name but a few
features.

In a paper published on a static infographic [33] the design was based on
the 5 principles of the Gestalt theory [31,37]. Some of the constructive feed-
back obtained from the students were: “Could use more information, e.g. what
a concrete and abstract system is.”; “It would be great if we could access an
online version where we could change the colours to our own preferences.” This
infographic was changed to become interactive. A static image of the infographic
can be viewed in appendix A. The specific infographic introduces the basic sys-
tems theory to first-year students, divided into four sub-themes, which is covered
in the infographic as “an introduction to systems concepts.” Various software
such as iSpring [15] and Doodly [12] were acquired to create the interactive info-
graphic. iSpring Suite 9 was used to create interactions on the infographic, such
as hot spots, quizzes and embedding YouTube videos. Doodly was used to create
video explanations of certain concepts, which was published on a private channel
on YouTube. Once a student clicks on a section he can get access to the video
either through the link to the YouTube video that was added to the infographic
or to the actual video that was embedded into the infographic. An example
of how a typical hotspot works, is illustrated below. Once a student clicks on
the hot spot (Fig. 1), a interaction screen opens up (Fig. 2), with the lecturer’s
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Fig. 3. Video hotspot illustration

voice explaining an example of the concept at hand. Students can scroll through
the hotspot to see the explanations and examples. The students can select the
hot spot as many times as they want to in order to understand the concept
and examples. How the videos, created by the lecturer, were embedded to the
YouTube link given, can be seen in Fig. 3.

A snippet of the video, which opens up, can be seen in Fig. 4. The lecturer’s
voice also guides the student through the video and explains the various concepts.

To illustrate how diagrams should be drawn, videos also show a hand drawing
of the actual diagram, to mimic the idea of drawing the diagrams with the
students (Fig. 5).

Is it necessary to note that when designing an infographic, the focus should
be on the student and not the instructor [1]. For this specific reason, the learning
sciences were used to investigate the effective use of the interactive infographic.

3 Research Method

A total number of 375 students are enrolled in a first-year business analysis and
design course. The first study unit introduces students to systems and all the
relevant components. Typically, a lecture is presented using various innovative
techniques and students get access to the notes, or Power Point slides, through
the LMS. In this study, the students also obtained access to the interactive
infographic through the LMS. Students wrote a formative assessment in the form
of a semester test. After the test, students were required to complete the survey,
made available using a Google-Form. No marks were assigned for completion
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Fig. 4. Video snippet

Fig. 5. Hand drawing diagram video snippet

of the survey and the survey was completely anonymous. One hundred and
two (102) responses were obtained however, upon further investigation only 99
responses could be used. Tracking the access of the infographics on the LMS
revealed a total number of 223 students worked through the infographic spending
on average 26.7 min viewing the infographic.

The survey data was exported to Microsoft Excel and statistically analysed
using IBM Statistics SPSS version 25. The methods used during the analysis of
the data were frequency analysis per question; multiple response frequency anal-
ysis; Cross-sectional analysis, and graphical representations such as pie charts
and bar charts.
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4 Data Analysis and Discussion

To get some background information on the students, they provided the degree
for which they are enrolled for. Most of the students were from the BCom (Infor-
matics) (Information systems), BIT (Information technology) and BIS (Informa-
tion Science) groups, this is not surprising as this course is required for all. A
total of 48 respondents are studying BCom - Informatics Information Systems;
17 studies BIT - Information Technology; 15 studies BIS - Information Sci-
ence; 10 studies BSc - Geoinformatics; four are studying BSc - Information and
Knowledge Systems; with three studying BCom - Statistics and 2 studying BSc
- Geography.

To determine whether accessing the infographic was possible, the student had
to state whether it was easy to access, time-consuming or “I could not access
it at all”. 94 students said it was easy to access, 5 students said it was time
consuming, and 3 said they could not access it at all. Students had to indicate
whether they liked the fact that they could access the infographics through the
LMS - 92% of the students responded yes. This confirmed that the students were
more comfortable using the technology with which they are already familiar.

Students had to indicate how they accessed the infographic, either through a
laptop, smart phone, Tablet or PC. From Fig. 6, it is clear that laptops were used
the most to access the infographic. This was a surprising result as the lecturers
carefully ensured the design of the infographic worked well on various devices,
specifically on smart phones. Yet, students still preferred to access it through
their laptops.

They had to indicate if they felt that the infographic worked well on the
device they used. A total of 91.9% of the students felt the infographic worked
well on the device they used. Performing Fisher’s exact test on the way they
accessed the infographic and whether the infographic worked well on the device
they used, it showed that there was significant association between these two
questions (p-value = 0.029). However, there was no clear indication where the
differences could be.

Connecting the infographic to the learning science, in order to determine
whether students felt the infographic did help them or could be applied in vari-
ous teaching initiatives, students were asked whether they felt the infographics
could be used to create new structures or change existing structures [14]. By
asking students if they thought the infographic could successfully be used in the
following contexts: presenting lectures, explaining study material, used in learn-
ing activities, showing examples, summarising content and studying for semester
test, the results were rather clear from Fig. 7. Students see the value of using
an alternative approach to understand the content of the module in various
scenarios.
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Fig. 6. Technology used to access

As part of the technology, numerous videos were created to explain concepts
and to provide examples. Two videos were placed on YouTube, and two were
embedded into the Infographic. One first had to determine what the students’
perceptions of the videos were by asking whether they thought the videos were
appropriate, relevant, fun to watch, and easy to access.

When asked whether they preferred to watch the videos opening YouTube or
embedded into the infographic, 60% of the respondents preferred the embed-
ded video, and 40% preferred the YouTube link. Performing Fisher’s exact
test between the students’ perceptions of the video, and how they preferred to
access the video, resulted in a significant association between these two questions
(p-value = 0.002), with only one significant difference identified and that was
the “neutral” response to the statement “video was fun to watch” and “linking
through YouTube”. More students (24) preferred accessing the video through
YouTube and had a neutral response to the video as “being fun to watch” than
was expected (16.2) under the assumption of no association.

Throughout the infographic there was a narrating voice, where one of the
researchers explained the concepts and gave examples once the students clicked
on that section, also referred to as hot spots. Asking the students if the nar-
rations assisted them to understand the concepts better; whether they liked
the informal presentations; whether the voice made them feel comfortable and
whether the fact that it was their own lecturer’s voice made them more willing to
use the infographic. None of the students disagreed with the question “Lecturer’s
voice explaining concepts ...feel comfortable” and “Lecturer’s voice ...made more
willing to use the infographic” while 91% said their lecturer’s voice explaining
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Fig. 7. Successful use of infographic

Fig. 8. Videos made were...

concepts made them feel comfortable and 83% agreed that the lecturer’s voice
made them more willing to use the infographic. Concerning “Informal narrations
...better understood the concepts”, 85% agreed with this, with 15% feeling neu-
tral. Asked whether the students liked the informal presentation of the concepts,
89% agreed and 10% felt neutral.
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Students were asked if they felt the infographic improved their knowledge of
the subject, and whether it was easy to use, useful and can be used to prepare
for tests and exams. From Fig. 9, it is evident that students fully agreed with
these.

Fig. 9. Infographic is/did

Lastly, students were asked what additional features they would have liked
to see in the infographic, some of the responses were: “Some practice questions”;
“Everything was perfect, there’s nothing to add”; “It was excellent with the
voice recording to explain. The visuals helped a lot. I just wished the videos
were embedded into the infographic instead of YouTube”.

Some more constructive feedback, to improve the next version as well as
follow-up infographics: “At the end of explaining the content can there maybe be
a short quiz to see if you understand before the next slide opens, or at least obtain
60% of the questions correct”; “more examples” and “maybe some practical
questions”. Asking students if they had any additional comments: “Thank you
very much for all the help, it really helped and was much easier to adapt more
complicated content.” and “Please design infographics for all the study units.”
Which emerged a few times. Thus, more infographics are being designed for this
module.

In the end, the aim was to see whether the interactive infographic can be used,
along with various types of technologies, to improve the student’s knowledge and
see if it could be used to determine how people learn. The students enjoyed the
infographic but more so, they felt they could understand the content better
and apply the knowledge in their semester test. Students further felt that the
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infographic could be used in explaining study material, learning activities and
summarising the content. Another interesting find was that although students
all have smartphones, the majority still preferred to open and work through the
infographic using a laptop. This needs to be considered for future infographic
designs and teaching initiatives.

5 Conclusion

This paper explored the notion of creating an interactive infographic to assist
student in their knowledge acquisition. Looking though the learning science of
“How people learn” and using “Technology-enhanced learning and collabora-
tion”, by designing an interactive infographic, students could engage with the
content on their terms, using technology familiar to them, and engage with the
content on a much deeper level, thus learning in the real world. Students could
also work through the content in their own time and in the end, they felt they
could understand the work better, and apply it in various learning activities.
Supplementing the PowerPoint slides through the use of an interactive info-
graphic made students engage far better with the content, thus creating a more
in-depth learning experience.

However, there is a danger or warning with regards to be implementing tech-
nology as we cannot introduce technology into our learning without careful plan-
ning and deliberate outcome intentions for its use. Incorporating the infographic
to the LMS of the university allowed the researchers to not only see if students
accessed the infographic and the duration of time spent on the infographic, but
also measured the student progress with the learning outcomes for the specific
module using the goals Dashboard. This ensures that there is a way in which
incorporating technology through the learning science focus into our teaching,
can now be measured.
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to acknowledge all the academics, who over the last 10 years assisted in creating the
content for this module which formed the basis for the content of the infographic.

References

1. Alyahya, D.: Infographics as a learning tool in higher education: the design process
and perceptions of an instructional designer. Int. J. Learn. Teach. Educ. Res. 18(1),
1–15 (2019)

2. Ashraf, B.: Teaching the google-eyed Youtube generation. Educ. Train. 51(5/6),
343–352 (2009)

3. Aydin, F., Aksüt, P., Demir, N.: The usability of infographics within the framework
of learning outcomes containing sociascientific issues. Cumhuriyet Int. J. Educ.
8(1), 154–171 (2019)



Interactive Learning in First-Year Course 185

4. Belella, M., Dumbeck, D., Meluskey, M., Seetan, R.: A comparison study of online
and traditional student withdrawal rates at a university in the Northeastern United
States. J. Comput. Sci. Coll. 34(1), 93–103 (2018)

5. Bender, T.: Discussion-based Online Teaching to Enhance Student Learning: The-
ory, Practice, and Assessment, 2nd edn., Stylus Publishing, Virginia (2012)

6. Bonk, C., Graham, C.: The handbook of blended learning: global perspectives.
Local designs. Pfeiffer, San Francisco, CA (2006)

7. Bradshaw, M., Porter, S.: Infographics: a new tool for the nursing classroom. Nurse
Educ. Technol. Corner 42(2), 57–59 (2017)

8. Chicca, J., Shellenbarger, T.: Connecting with generation Z: approaches in nursing
education. Teach. Learn. Nurs. 13(3), 180–184 (2018)

9. Davidson, N., Major, C., Michaelsen, L.: Small-group learning in higher education
- cooperative, collaborative, problem-based and team-based learning: An introduc-
tion by guest editors. J. Excell. College Teach. 25(3/4), 1–6 (2014)

10. Davidson, R.: Using infographics in the science classroom. Sci. Teach. 81(3), 34–39
(2014). https://doi.org/10.2505/4/tst14 081 03 34

11. Davies, R.S., Dean, D.L., Ball, N.: Flipping the classroom and instructional tech-
nology integration in a college-level information systems spreadsheet course. Educ.
Technol. Res. Dev. 61(4), 563–580 (2013). https://doi.org/10.1007/s11423-013-
9305-6

12. Doodly: (2019). www.doodly.com/
13. Dunlap, J., Lowenthal, P.: Getting graphic about infogrpahics: design lessons

learned from popular infographics. J. Vis. Liter. 35(1), 42–59 (2016). https://
doi.org/10.1080/1051144X.2016.1205832

14. Hoadley, C., Van Haneghan, J.P.: The Learning Sciences: Where They Came from
and What It Means for Instructional Designers, 3 edn., Book Section 6, pp. 53–63.
Pearson, New York (2012)

15. ISpring (2019). www.ispringsolutions.com/ispring-suite
16. Jayashanka, R., Hewagamage, K., Hettiarachchi, E.: Improving blended learn-

ing in higher education through the synergy between learning design and learn-
ing analytics. In: 2018 IEEE 18th International Conference on Advanced Learn-
ing Technologies (ICALT) (2018). https://ieeexplore-ieee-org.uplib.idm.oclc.org/
document/8433500

17. Kalantzis, M.: Changng subjectivities, new learning. Pedagog. Int. J. 1(1), 7–12
(2006)

18. Lai, K.W., Khaddage, F., Knezek, G.: Blending student technology experiences in
formal and informal learning. J. Comput. Assist. Learn. 29(5), 414–425 (2013).
https://doi.org/10.1111/jcal.12030

19. Margulieux, L., Dorn, B., Searle, K.: Learning Sciences for Computing Education.
Cambridge University Press, Cambridge (2019)

20. Mohr, K.A., Mohr, E.S.: Understanding generation Z students to promote a con-
temporary learning environment. J. Empower. Teach. Excell. 1(1), 9 (2017)

21. Nathan, M., Alibali, W.: Learning sciences. Wiley Interdiscipl. Rev. Cogn. Sci.
1(3), 329–345 (2010)

22. Nichols, T., Wright, M.: Generational differences: understanding and exploring
generation Z. 2017–2018 OFFICERS President President-Elect, p. 177 (2018)

23. Nja, C., Umali, C.B., Asuquo, E., Orim, R.: The influence of learning styles on
academic performance among science education undergraduates at the University
of Calabar. Educ. Res. Rev. 14(17), 618–624 (2019)

24. Puttnam, L.: Creative learning through technology (2012)

https://doi.org/10.2505/4/tst14_081_03_34
https://doi.org/10.1007/s11423-013-9305-6
https://doi.org/10.1007/s11423-013-9305-6
www.doodly.com/
https://doi.org/10.1080/1051144X.2016.1205832
https://doi.org/10.1080/1051144X.2016.1205832
www.ispringsolutions.com/ispring-suite
https://ieeexplore-ieee-org.uplib.idm.oclc.org/document/8433500
https://ieeexplore-ieee-org.uplib.idm.oclc.org/document/8433500
https://doi.org/10.1111/jcal.12030


186 A. A. Steyn et al.

25. Rosenberg, M.: Knowledge Management and Learning: Perfect Together, 3rd edn,
Book Section, vol. 16. Pearson, Boston (2012)

26. Rothman, D.: A tsunami of learners called generation Z. Public Saf.
Online J. 1(1) (2016). https://mdle.net/Journal/A Tsunami of Learners Called
Generation Z.pdf

27. Saunders, D., Horrel, A., Murray, A.: Infographics for students assessment: more
than meets the eye. BJSM Online first (2017). http://bjsm.bmj.com/

28. Sawyer, R.: The Cambridge Handbook of the Learning Sciences. Cambridge Uni-
versity Press, Cambridge (2005)

29. Shatto, B., Erwin, K.: Moving on from Millennials: preparing for generation Z.
J. Contin. Educ. Nurs. 47(6), 253–254 (2016). https://doi.org/10.3928/00220124-
20160518-05

30. Sommerhoff, D., Szameitat, A., Vogel, F., Chernikova, O., Kristina Loderer, K.,
Fischer, F.: What do we teach when we teach the learning sciences? a document
analysis of 75 graduate program. J. Learn. Sci. 27(2), 319–351 (2018)

31. Staff: Gestalt theory in typography & design principles. HOW Mag.
11 May 2015. http://www.howdesign.com/resources-education/online-design-
courses-education/gestalt-theory-typography-design-principles/

32. Steyn, R., Millard, S., Jordaan, J.: The use of a learning management system to
facilitate student-driven content design: an experiment. In: Huang, T.-C., Lau, R.,
Huang, Y.-M., Spaniol, M., Yuen, C.-H. (eds.) SETE 2017. LNCS, vol. 10676, pp.
75–94. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-71084-6 10

33. Steyn, R., Botha, A., Mennega, N.: Is a picture truly worth a thousand words?
infographics for undergraduate teaching. In: Hao, T., Chen, W., Xie, H., Nadee,
W., Lau, R. (eds.) SETE 2018. LNCS, vol. 11284, pp. 69–78. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-03580-8 8

34. Sudakov, I., Bellsky, T., Usenyuk, S., Polyakova, V.: Infographics and mathematics:
a mechanism for effective learning in the classroom. Probl. Resour. Iss. Math.
Undergrad. Stud. 26(2), 158–167 (2016)

35. Vanichvasin, P.: Enhancing the quality of learning through the use of infograph-
ics as visual communication tool and learning tool. In: ICQA 2013 International
Conference on QA Culture: Cooperation or Competition, pp. 135–142 (2013)

36. Vikhrova, O.: On some generation Z teaching techniques and methods in higher
education. Information 20(9A), 6313–6324 (2017)

37. Wang, L.: Gestalt principles for information design. HOW, 7 April 2017, http://
www.howdesign.com/design-business/design-thinking/gestalt-principles-for-
information-design/

38. Williams, F.: Diversity, thinking styles, and infographics. In: 12th International
Conference of Women Engineers and Scientists (2002)

39. Williams, S.: Interactive learning: The pros and cons (2019). https://jimmyesl.
com/interactive-learning/

40. Wilson, R.: In-class-online hybrid methods of teaching planning theory: assessing
impacts on discussion and learning. J. Plann. Educ. Res. 28, 237–246 (2008)

41. Woods, R., Baker, J., Hopper, D.: Hybrid structures: Faculty use and perception of
web-based courseware as a supplement to face-to-face instruction. Internet High.
Educ. 7, 281–297 (2004)

42. Yakovleva, N.O., Yakovlev, E.V.: Interactive teaching methods in contemporary
higher education. Pac. Sci. Rev. 16(2), 75–80 (2014). https://doi.org/10.1016/j.
pscr.2014.08.016

43. Yildirim, S.: Infographics for educational purposes: their structure, properties and
reader approaches. Turkish Online J. Educ. Technol. 15(3), 98–110 (2016)

https://mdle.net/Journal/A_Tsunami_of_Learners_Called_Generation_Z.pdf
https://mdle.net/Journal/A_Tsunami_of_Learners_Called_Generation_Z.pdf
http://bjsm.bmj.com/
https://doi.org/10.3928/00220124-20160518-05
https://doi.org/10.3928/00220124-20160518-05
http://www.howdesign.com/resources-education/online-design-courses-education/gestalt-theory-typography-design-principles/
http://www.howdesign.com/resources-education/online-design-courses-education/gestalt-theory-typography-design-principles/
https://doi.org/10.1007/978-3-319-71084-6_10
https://doi.org/10.1007/978-3-030-03580-8_8
http://www.howdesign.com/design-business/design-thinking/gestalt-principles-for-information-design/
http://www.howdesign.com/design-business/design-thinking/gestalt-principles-for-information-design/
http://www.howdesign.com/design-business/design-thinking/gestalt-principles-for-information-design/
https://jimmyesl.com/interactive-learning/
https://jimmyesl.com/interactive-learning/
https://doi.org/10.1016/j.pscr.2014.08.016
https://doi.org/10.1016/j.pscr.2014.08.016


Influence of External Factors
on the Attitude of Students Towards
Arduino Micro Development Boards

Malie Zeeman(B) and Romeo Botes

School of Computer Science and Information Systems, North-West University,
Potchefstroom, South Africa
malie.zeeman@nwu.ac.za

Abstract. The fourth industrial revolution has a significant impact on
the professional skills set of employees. Creativity, critical thinking and
problem-solving skills as well as communication and effective teamwork
are some of the required skills. The rapid pace of change in technology
and consequently, new required skills urge educational institutions to cre-
ate an inspiring and suitable learning environment for the 21st-century
student.

As such, a project-based learning approach was introduced at the
School of Computer Science and Information Systems at a higher educa-
tion institution in South Africa to better prepare students for the current
technologically advanced workplace. Students were exposed to hands-
on hardware programming using Arduino micro development boards.
With no previous experience in the field of hardware programming, stu-
dents were introduced briefly to some basic concepts and thereafter, they
had to develop a solution to solve a specific problem. Apart from hard-
ware programming, skills such as communication, effective teamwork and
innovation were required to solve the problem. For Arduino micro devel-
opment boards to be successfully incorporated in class, it is necessary to
determine the student’s acceptance of such technology as a teaching tool
towards an Industry 4.0 related qualification. Therefore, the attitude of
students towards using Arduino technology in class was evaluated using
a questionnaire on completion of the project.

The focus of this paper is on measuring the external factors that influ-
ence the student’s attitude towards the use of the Arduino micro develop-
ment boards as a teaching tool in class. For this purpose, the Technology
Acceptance Model was used. Statistical analysis was done on collected
data to derive relations between various external factors and the attitude
of students towards the use of the Arduino micro development boards
in class. The results of this paper show that external factors such as
enjoyment, subjective norms, and focused immersion have a significant
influence on the attitude of students towards using Arduino micro devel-
opment boards as a teaching tool in class. This serves as evidence that
the use of Arduino micro development boards as a teaching tool could be
implemented successfully in class in the South African context. However,
some of the external factors that were evaluated contributed less to the
students’ attitude.
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1 Introduction

Logical and abstract thinking skills are required to survive in the current complex
and challenging digital world [30]. The dawn of the fourth industrial revolution
(IR) at the turn of the century introduced big data, interconnectivity and cyber-
physical systems as part of the business world and many other spheres of life
[14,22]. People skilled in innovative, logical and abstract thinking skills within
the field of Computer Science and Information Systems are in high demand to
plan, build and manage these cyber-physical systems [4].

Although the learning environment in higher education institutions is chang-
ing, education systems are not adapting fast enough in revising pedagogical
methods and course material to prepare students for the world in which they
will enter as part of the workforce [9]. Gleason [14] urge higher education insti-
tutions to realise the value of project-based learning as valuable preparation of
students towards readiness for the digital workplace. The author argues that
teamwork and project-based learning is required to provide students with social
and emotional skills imperative towards twenty-first-century success. Jamieson
and Herdtner [18] affirm this and state that project-based learning allows stu-
dents to “learn on the fly” as they solve project-based problems.

In the fields of computer science and engineering, project-based learning
involves prototyping, which can be complex and expensive [7]. The introduc-
tion of Arduino as an open and freely available hardware platform in 2005 made
it possible for prototyping to be less expensive and manageable.

The focus of this paper is on the use of Arduino as part of a project-
based learning experience in a Computer Science class. The attitude of students
towards using this platform as a teaching tool in Computer Science is inves-
tigated with specific reference to external factors that influenced the students’
attitude towards using the Arduino hardware platform as a teaching tool. As
such, the Technology Acceptance Model (TAM) was used as the foundation of
the empirical part of the study. The TAM is a validated and widely used measur-
ing instrument for evaluating the attitude towards technology being used [17].

This paper continues by including a brief overview of related work regard-
ing the fourth industrial revolution, an introduction to Arduino and shields, a
brief discussion about the technology acceptance model with external factors in
Sect. 2. The research design of this study is highlighted in Sect. 3, followed by
Sect. 4, the discussion of analysed results, while Sect. 5 concludes this paper.

2 Related Work

The world has experienced several industrial revolutions (IRs) since the 1980s
[31]. Figure 1 shows that the first IR was initiated by mechanisation, and the
second IR was sparked by the use of electrical energy. At the same time, the
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Fig. 1. Industrial revolutions through the centuries.

Table 1. 21st-century skills adapted from [5]

Categories Descriptions

Ways of thinking Creativity, critical thinking, problem-solving,
decision-making and learning to learn

Ways of working Communication and collaboration (teamwork)

Tools for working Information and communication technology (ICT) and
information literacy

Skills for living in
the world

Citizenship (local and global), life and career, and
personal and social responsibility

third IR came about with the use of electronics and automation [4]. Today we
are part of the fourth IR, which is based on connectivity, big data and cyber-
physical systems (CPSs) [14]. Cyber-physical systems are embedded computers
and networks that manage and control physical processes while improving their
intelligence [22].

Each IR had an impact on all levels of society, including the job market and
education [31]. New jobs emerging within the fourth IR require a specific set of
skills [12].

Table 1 shows the required 21st-century skills set, organised into four broad
categories by an organisation known as Assessment & Teaching of 21st Century
Skills [5].

In their study on education for Industry 4.0, Benešová and Tupa [4] urge
HEIs to take note of new IT jobs emerging such as information specialists, PLC
programmers, Robot programmers, cybersecurity specialists and data analysts.
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Furthermore, Industry 4.0 needs a workforce with an attitude of professional-
ism, experience in multidisciplinary teamwork, and outstanding communication
skills [20].

Benešová and Tupa [4] state that curricula and disciplines within higher
education need to change to meet the demand of Industry 4.0. A shift from
universities being academic institutions that educate people to institutions that
inspire innovation is required [1].

A multidisciplinary approach should be followed in Computer Science and
Information Systems programs in order to equip students with skills to enable
modern businesses to implement Industry 4.0 technologies [1].

Since the introduction of Arduino MDBs, several studies were conducted to
investigate the use of this technology in the field of science and technology as a
teaching tool [7,18]. Jamieson and Herdtner [18] used Arduino for the first time
in 2011 as a prototyping board at the Department of Computer Science and
Engineering at the University of Miami. Knowledge and skills gained from this
project encouraged students to extend the range of prototyping boards to Rasp-
berry Pi and BeagleBoneBlack boards. These easy to use platforms enhanced
the educational experience of students in terms of self-motivation, confidence
and system design abilities.

Buechley et al. [6] conducted various projects using the Arduino platform.
Feedback from students varied from negative to extremely motivated. Similarly,
Ling and Wah [23] investigated Arduino as a means of including hands-on com-
puting activities towards a better understanding of Science, Technology, Engi-
neering and Mathematics (STEM). For this purpose, students who enrolled for
an introductory course in computing were exposed to hardware programming
using the Arduino Uno micro development board. Results obtained from this
project depicted that students enjoy working with Arduino and that interaction
with an electronic device such as Arduino improves their programming skills.
Furthermore, Arduino as teaching tool exposes students to future technologies
and 21st-century skills such as critical thinking, collaboration and communica-
tion. Therefore, the researchers concluded that Arduino is highly recommended
as a STEM teaching tool [23].

2.1 Arduino

Arduino is a microprocessor-based electronic prototyping platform, as shown in
Fig. 2. The platform contains software features and hardware components [7].
The Arduino platform is used widely in the field of Electronics and Robotics
as a prototyping platform for small scale projects and also as a teaching tool
towards obtaining fourth IR technologies and skills [12]. Furthermore, Arduino
is used effectively for collaboration and the integration of STEM fields of studies
which includes programming, science, mathematics and technology.

Various Arduino boards came into existence with the most popular being
the Arduino Uno that includes an ATmega328 microprocessor and a USB to
serial chip for easy programming and communications [18]. Arduino MDBs can
operate on various operating systems and are programmed with the Arduino
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Fig. 2. The layout of an Arduino Uno MDB [2]

Integrated Development Environment (IDE). The IDE contains a selection of
prebuilt libraries and example code used to learn how to code Arduino. These
positive features have made Arduino be used extensively in education as an
introduction to programming and electronics [7,23].

However, limited research is available on the acceptance of Arduino as a
teaching tool in higher education programming from a student’s perspective.

A shield is a board that contains the same form-factor as the standard
Arduino. The shield can be plugged in on the top of an Arduino MDB, as
shown in Fig. 3, to extend the capabilities of the robot [2]. A suitable shield for a
project depends is selected based on the abilities required to perform the task at
hand, such as 2D or 3D printing [19] or GPS capabilities [32]. For this study, the
JellyBeanBot shield shown in Fig. 3 was used since the task posed to students
included moving along a track while avoiding obstacles.

2.2 Technology Acceptance Model

The technology acceptance model (TAM) was inspired by the work of Fishbein
and Ajzen [13] in the field of theory of reasoned action (TRA) [10,17,21]. The
theory states that the intention of an individual to behave in a particular way is
influenced by attitude and social pressure towards the intended behaviour [21].
The TAM was developed by Fred Davis, who established a conceptual framework
for users’ motivation to use a system based on attitude and intention to use [10].

Internal Factors. Attitude can be described as “one’s positive or negative feel-
ings about performing a behaviour (for example, using technology)” [34]. Two
distinguishing factors or constructs that influence a user’s attitude were identi-
fied as part of the TAM, namely perceived ease of use (PEOU) and perceived
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Fig. 3. Arduino Uno MDB with JellyBeanBot shield

usefulness (PU). The original TAM, shown in Fig. 4, shows the relationships
between these two factors and attitude as components that influence user moti-
vation to use technology. Users’ attitudes towards using technology determine, in
turn, the actual use the technology. The users’ attitude towards the use of tech-
nology is influenced by the users’ perceived usefulness and ease of use. Davis’s
model also includes external variables, X1, X2 and X3, which refer to factors
that influence the perception of the usefulness of the system and ease of use [11].

Fig. 4. Original TAM [13]

Since the introduction of the original TAM, several versions of the TAM were
developed, focusing on the influence of a variety of external factors on the atti-
tude of the user towards the acceptance of various technologies [17,35,37]. The
theoretical reasoning on the construction of TAM2 is based on a match between
the importance of technology in the workplace and how useful the technology
is to get the work done [36]. TAM2 implements two categories - social influ-
ence and cognitive instrumental processes - as external processes that influence
behavioural intention with individual differences, system characteristics, social
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influence, and facilitating conditions as constructs within each category [35].
Venkatesh and Bala [35] extended TAM2 by extending the list of constructs
while focussing on social influence (i.e., compliance, identification, and internal-
isation) and several traits and emotions (i.e., computer self-efficacy, computer
playfulness, computer anxiety and enjoyment).

This study aimed to determine whether students found the Arduino MDBs to
be useful learning instruments in the Computer Science class. For this purpose,
external factors were adapted from both TAM2 and TAM3 towards evaluating
social influence (subjective norms), cognitive processes (focused immersion) due
to the context of programming and problem-solving skills and emotions (expe-
rienced enjoyment).

External Factors. Subjective norm (SN) is defined as a “person’s perception
that most people who are important to him think he should or should not perform
the behaviour” [13]. Literature reveals that social aspects play a significant role
in intended behaviour in the acceptance of technology [15,16]. People who are
a novice in using technology will be influenced to a larger extent to behave in a
specific way by people close to them, than people who have experience in using
the technology [36].

Focused immersion is associated with a state of flow, which refers to people
who become completely absorbed in what they are doing [24]. Basawapatna et al.
[3] found that learning computational thinking skills takes place more effectively
when students are totally engaged in the task at hand. Students can perform
challenging tasks within a zone of proximal flow. In a flow state of mind, stu-
dents are focussed and immersed in what they are doing [27]. Tan et al. [33]
state that problem-solving requires intrinsic motivation and deep thinking skills.
Intrinsic motivation to stay involved and enjoyment are important results of a
flow experience. The circumstances that initiate a flow state of mind include
just-manageable tasks and continue with feedback on actions performed, which
results in adjusting action based on the feedback. A series of graded challenges
accomplished causes the person to experience progression, enjoyment and moti-
vation to continue to try to achieve the next task. In a state of flow, intense con-
centration is exercised, and tasks normally regarded as too difficult to accomplish
are often completed [33].

3 Research Design

3.1 Background Information

The purpose of the project was to introduce students to fourth IR technologies
and allow them to explore hardware programming and robot technology hands-
on. Furthermore, the use of technology in class was investigated to establish a
student’s acceptance of technology as a teaching tool in class.
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The project involved a group of final year Computer Science students enrolled
for an Expert System course, which compulsory as part of their Computer Sci-
ence degree modules. The contact time was a three and a half hours session per
week for ten weeks. Since the students did not know electronics and hardware
programming, they were introduced to basic concepts during the first five weeks
of the course. An experimentation Arduino shield per group of 6 students was
used for this purpose. Students could choose their team members each week
for these primary tasks. Each introductory session included: a brief information
session on the topic for the week as well as hands-on implementation of the
knowledge. This was done in the form of a simple task that the students had to
do in a group.

During week 5, students were divided into 40 groups of 3–4 students per
group. The lecturer allocated members to the groups based on the students’
performance during the previous introductory tasks. The compilation of the new
group was done to ensure that students who did not perform well previously be
grouped with at least one student who performed well to share knowledge and
skills with the other group members. A robot (shown in Fig. 3) was provided
to each group during class time once a week, which they had to program. The
students were introduced to the playing field and received one task per week to
add to the list of tasks that the robot had to perform for final evaluation during
week 10. The method of instruction was informal, with no slides or other formal
study material. Students had to use the Internet to obtain information and had
to brainstorm as groups to compile solutions to problems they encountered. The
lecturer only provided hints and selective guidance to steer the students in the
right direction if required.

On completion of the project during week ten students were requested to
complete a questionnaire derived from the validated TAM questionnaire and
slightly adapted for this study. The questionnaire was adapted to evaluate factors
that influence the students’ attitude towards the use of Arduino as a teaching
tool in class.

3.2 Sampling Method

The target population for this study included Computer Science students regis-
tered at public South African higher education institutions (HEIs). The sampling
frame includes 26 HEIs. From this sampling frame, one campus of an HEI located
in the Gauteng province was selected using judgement sampling. In continua-
tion, a convenience sample of 120 Computer Science students was drawn from
the original sampling frame.

3.3 Measurement Instrument and Data Collection

The data collection for this study was done by making use of a self-administered
questionnaire - this questionnaire comprised two sections. Section A gathered the
participants’ demographical information. In contrast, Section B was adapted
from existing scales by Fishbein and Ajzen [13], Saadé and Bahli [29] and
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Table 2. Reliability coefficients, descriptive statistics and correlation matrix

Constructs Cronbach alpha Mean Standard deviation A BI PU PEOU SN FI

A .870 5.26 .904

BI .824 5.26 .846 .830**

PU .907 5.14 .928 .843** .785**

PEOU .879 4.78 1.011 .697** .663** .707**

SN * 4.90 1.106 .655** .653** .748** .577**

FI * 4.41 1.287 .622** .546** .528** .498** .430**

EE .781 5.03 1.065 .741** .702** .686** .585** .611** .510**

**Correlation is significant at the 0.01 level (2-tailed)
*Minimum of 3 items required to calculate
A - Attitude/BI - Behavioural intention/PU - Perceived usefulness/
PEOU - Perceived ease of use/SN - Subjective norms/
FI - Focused immersion/EE - Experienced enjoyment

Venkatesh and Davis [36] and gathered data about the subjective norm, focused
immersion, experienced enjoyment, perceived usefulness, perceived ease of use,
attitude and behavioural intention of the participants towards the use of Arduino
MDBs in a Computer Science class. A six-point Likert scale, ranging from
strongly disagree (1) to strongly agree (6), was used to measure these scaled
items.

4 Results and Discussion

The captured data was analysed using the Statistical Package for Social Sci-
ences (IBM SPSS) Version 25. The methods used to analyse the data comprised
Pearson’s product-moment correlation analysis, reliability and validity measures,
descriptive statistics as well as regression analysis.

From the 120 students who participated in the study, using Arduino Uno
MDBs in an exit level module, during class sessions, 100 completed question-
naires were returned, calculating a response rate of 83%. All of the specified
age groups were represented in the sample. The majority of the sample was 21
years of age (23.0%), closely followed by those 20 years of age (20.0%). The
sample consisted of more males (60%) than females (40%), with the majority of
participants were in their third year of study (58%).

Descriptive statistics comprising measures of location and variability were
computed, as well as Pearson’s product-moment correlation coefficients for
each pair of constructs. Correlation analysis was conducted to assess nomo-
logical validity. Table 2 presents the means, standard deviations and correlation
coefficients.

As shown in Table 2, the Cronbach alpha values computed for each of the
constructs exceeded the recommended level of 0.7 [28] and ranging from 0.781
to 0.907, indicating acceptable internal consistency reliability as all the values,
which was done to assess the internal consistency reliability of the scale. Concern-
ing Computer Science, students’ acceptance of Arduino MDBs as a teaching tool
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Table 3. Regression analysis of PU and PEOU as a predictor of A

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

A (Constant) .851 .276 3.086 .003

PU .672 .074 .690 9.120 .000

PEOU .199 .071 .212 2.808 .006

R = .856, Adjusted R-squared = .732 (73.2%),
Std. error of the estimate = .47266, p = .000

A - Attitude/PU - Perceived usefulness/

PEOU - Perceived ease of use

Table 4. Regression analysis of PEOU as a predictor of PU

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

PU (Constant) 1.805 .331 5.450 .000

PEOU .693 .068 .720 10.261 .000

R = .720, Adjusted R-squared = .518 (51.8%),
Std. error of the estimate = .64775, p = .000
PU - Perceived usefulness/PEOU - Perceived ease of use

in class, means above 4.4 were computed on the dimensions of attitude (mean =
5.26), behavioural intention (mean = 5.26), perceived usefulness (mean = 5.14),
perceived ease of use (mean = 4.78), subjective norms (mean = 4.90), focused
immersion (mean = 4.41) and experienced enjoyment (mean = 5.03). Correlation
analysis using Pearson’s Product-Moment coefficient was conducted. The com-
puted correlation coefficients presented in Table 3 indicate that the relationships
between each of the pairs of constructs are positive and statistically significant
(p ≤ 0.01), suggesting nomological validity.

The following section illustrates the results of the regression analysis con-
ducted. Multiple linear regression was calculated to predict attitude based on
perceived usefulness and perceived ease of use. As presented in Table 3, a signif-
icant regression equation was found (p < .000), with an R2 of 0.725.

Perceived usefulness and perceived ease of use show a strong relationship
towards attitude with R = 0.855, which infers that perceived usefulness and per-
ceived ease of use have a significant influence on the students’ attitude towards
Arduino MDBs, explaining 72.5% variance.

In Table 4, the standardised coefficients (β) indicate that perceived useful-
ness (β = 0.700) has a larger impact than perceived ease of use (β = 0.202)
on students’ attitude towards the use of Arduino MDBs as a teaching tool. The
regression analysis of perceived ease of use as a predictor of perceived usefulness
delivered a significant regression equation (p < .000), with an R2 value of 0.495,
explaining 49.5% of variance. Perceived ease of use has a significant influence on
the students’ perceived usefulness (β = 0.707). As depicted in Table 5, a signif-
icant regression equation was found (p < .000) in the analysis testing attitude
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Table 5. Regression analysis of A as a predictor of BI

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

BI (Constant) 1.176 .281 4.177 .000

A .776 .053 .830 14.720 .000

R = .830, Adjusted R-squared = .685 (68.5%),
Std. error of the estimate = .47432, p = .000
A - Attitude/BI - Behavioural intention

Table 6. Regression analysis of SN, FI and EE as a predictor of PEOU

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

PEOU (Constant) 1.275 .402 3.171 .002

SN .283 .088 .309 3.199 .002

FI .173 .070 .220 2.474 .015

EE .269 .096 .283 2.787 .006

R = .678, Adjusted R-squared = .437 (43.7%),
Std. error of the estimate = .758688, p = .000
A - Attitude/BI - Behavioural intention/PU - Perceived usefulness/
PEOU - Perceived ease of use/SN - Subjective norms/
FI - Focused immersion/EE - Experienced enjoyment

as a predictor of behavioural intention. The model explains 68.5% (see adjusted
R-squared) of the variance in this relationship.

The following tables pertain to the regression analysis of the external factors
that influenced Computer Science students’ acceptance towards Arduino MDBs.
According to the results presented in Table 6, the regression analysis of subjective
norms, focused immersion and experienced enjoyment as a predictor of perceived
ease of use delivered a significant regression equation (p < .000), with an R2 value
of 0.437, explaining 43.7% of variance. Subjective norms have the most significant
influence (β = 0.309) followed by experienced enjoyment (β = 0.283) and focused
immersion (β = 0.220) on the students’ perceived ease of use. According to
the results presented in Table 6, the regression analysis of subjective norms,
focused immersion and experienced enjoyment as a predictor of perceived ease
of use delivered a significant regression equation (p < .000), with an R2 value of
0.437, explaining 43.7% of variance. Subjective norms have the most significant
influence (β = 0.309) followed by experienced enjoyment (β = 0.283) and focused
immersion (β = 0.220) on the students’ perceived ease of use.

As presented in Table 7, the regression analysis of subjective norms, focused
immersion and experienced enjoyment as a predictor of perceived usefulness
delivered a significant regression equation (p < .000), with an R2 value of 0.651,
explaining 65.1% of variance. Subjective norms again have the most significant
influence (β = 0.495) followed by experienced enjoyment (β = 0.301) and focused
immersion (β = 0.162) on the students’ perceived usefulness.
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Table 7. Regression analysis of SN, FI and EE as a predictor of PU

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

PU (Constant) 1.271 .291 4.374 .000

EE .415 .064 .495 6.496 .000

FI .117 .051 .162 2.310 .022

SN .262 .070 .301 3.762 .000

R = .813, Adjusted R-squared = .651 (65.1%),
Std. error of the estimate = .5481923, p = .000
A - Attitude/BI - Behavioural intention/PU - Perceived usefulness/
PEOU - Perceived ease of use/SN - Subjective norms/
FI - Focused immersion/EE - Experienced enjoyment

Table 8. Regression analysis of SN, FI and EE as a predictor of A

Model Unstandardised coefficients Standardised coefficients

B Std. error Beta t Sig.

A (Constant) 1.44 .278 5.258 .000

SN .220 .061 .268 3.585 .001

FI .202 .048 .288 4.172 .000

EE .365 .067 .430 5.466 .000

R = .820, Adjusted R-squared = .663 (66.3%),
Std. error of the estimate = .5251971, p = .000
A - Attitude/BI - Behavioural intention/PU - Perceived usefulness/
PEOU - Perceived ease of use/SN - Subjective norms/
FI - Focused immersion/EE - Experienced enjoyment

According to the results depicted in Table 8, the regression analysis of subjec-
tive norms, focused immersion and experienced enjoyment as a predictor of atti-
tude delivered a significant regression equation (p < .000), with an R2 value of
0.663, explaining 66.3% of variance. In this case, experienced enjoyment has the
most significant influence (β = 0.430) on students’ attitude, followed by focused
immersion (β = 0.288). Subjective norms have the least significant influence
(β = 0.268) on students’ attitude towards the use of Arduino MDBs as a teach-
ing tool in class, contradicting the previous two regression analyses (perceived
usefulness and perceived ease of use).

The dependent relationships between external variables and internal variables
for the acceptance of using Arduino MDBs in a Computer Science class, as
depicted in the previous tables are shown in Fig. 5.
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Fig. 5. Factors influencing computer students’ attitude towards the use of Arduino
MDBs in the computer science class

5 Conclusion

This paper contributes to research on the acceptance of technology in a class by
using and extending the TAM to identify the motivational factors influencing the
acceptance behaviour of students towards using Arduino MDBs in the computer
science class.

As several studies suggest, external factors also have a significant influence on
the attitude towards the acceptance of technology [11,26]. In this paper subjec-
tive norms, focused immersion and experienced enjoyment were identified as pos-
sible external factors that influenced the students’ acceptance towards Arduino
MDBs. External variables, together with internal variables of TAM, were used to
determine students’ acceptance towards the use of this technology in class. From
the results presented, it is evident that subjective norms significantly influences
students’ perceived usefulness and perceived ease of use towards using Arduino
MDBs in class.

It is in line with literature about the student cohort, as some studies found
students to be susceptible to social influence or the view of the people close to
them in using technologies in different fields of application such as online gaming
[16], mobile banking [25] and social networking [15]. Additionally, people who
are less experienced in using technology will be influenced to a larger extent by
people close to them [36].

Furthermore, the results show that students’ attitude towards using this tech-
nology in class is influenced significantly by their experienced enjoyment. This
is similar to a previous study [8] that found experienced enjoyment to have a
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significant influence on attitude, which in turn has a significant influence on the
intention to use. Insights gained from this study may assist researchers and edu-
cators in understanding the factors that influence a student’s attitude towards
using technology as a teaching tool in class. Similar to previous studies that
indicate that the Arduino MDBs are popular platforms to use in education on
Electronics, Automation and Robotics [7,18,23], the findings of this study con-
firm computer science students’ positive attitude towards using Arduino MDBs
in class. Therefore, educators should incorporate technology such as Arduino in
computer science classes as the results of the study show that students regard
the implementation of Arduino in class as useful which contributes towards a
positive attitude towards technology in class. As we are entering the fourth
industrial revolution, computer science students should be encouraged to use
technology in class. Students should be provided with the opportunity to gain
experience in using technology to complete projects requiring creative thinking
and problem-solving skills.

As depicted in the model, ease of use has a less significant influence on the
attitude of computer science students towards the acceptance of Arduino MDBs
in class. This could be related to the fact that computer science students are
problem solvers by nature and do not regard exploring how gadgets of tech-
nological nature work as an obstacle but rather as a challenge. However the
causes and possible benefits of ease of use having a less significant influence on
the attitude of computer science students towards technology in class could be
investigated as part of future research on Industry 4.0 oriented education in
Computer Science at higher education institutions.
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