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Preface

We are delighted to introduce the proceedings of the 17th European Alliance for
Innovation (EAI) International Conference on Collaborative Computing: Networking,
Applications and Worksharing (CollaborateCom 2021). This conference has brought
together researchers, developers, and practitioners around the world who are interested
in fully realizing the promises of electronic collaboration from the aspects of networking,
technology and systems, user interfaces and interaction paradigms, and interoperation
with application-specific components and tools.

This year’s conference attracted 206 submissions. Each submission was reviewed
by an average of three reviewers. After a rigorous review process, 69 papers were
accepted, including 62 full papers and seven short papers in oral presentation sessions
at the main conference tracks. The conference sessions covered optimization, UAV
and traffic systems, recommendation systems, network and security, IOT and social
networks, image handling and human recognition, edge computing, collaborative work-
ing, and deep learning and its applications. Apart from the high-quality technical paper
presentations, the technical program also featured two keynote speeches and two tech-
nical workshops. The two keynote speeches were delivered by Jie Wu from Temple
University and Dan Feng from Huazhong University of Science and Technology. The
two workshops organized were Securing IoT Networks (SITN) and Data-driven Fault
Diagnosis with Collaborative Computing. The SITN workshop aims to bring together
expertise from academia and industry to build secure IoT infrastructures for smart soci-
ety. The workshop on Data-driven Fault Diagnosis with Collaborative Computing aims
to provide a forum for researchers and industrial practitioners to exchange their latest
results on data-driven fault diagnosis techniques with collaborative computing.

Coordination with the steering chair, Imrich Chlamtac, and the steering commit-
tee members was essential for the success of the conference. We sincerely appreci-
ate their constant support and guidance. It was also a great pleasure to work with
such an excellent organizing committee team for their hard work in organizing and
supporting the conference. In particular, we are grateful to the Technical Program Com-
mittee who completed the peer-review process for technical papers and helped to put
together a high-quality technical program. We are also grateful to the conference man-
ager, Karolina Marcinova, for her support and all the authors who submitted their papers
to the CollaborateCom 2021 conference and workshops.

We strongly believe that the CollaborateCom conference provides a good forum
for all researchers, developers, and practitioners to discuss all science and technology
aspects that are relevant to collaborative computing. We also expect that the future



vi Preface

CollaborateCom conferences will be as successful and stimulating as this year’s, as
indicated by the contributions presented in this volume.

October 2021 Honghao Gao
Xinheng Wang
Yuanyuan Yang
Kaizhu Huang

Tun Lu
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Energy-Efficient Cooperative Offloading
for Multi-AP MEC in IoT Networks
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Abstract. Mobile Edge Computing (MEC) technology is used for
offloading local application tasks on Mobile Devices (MDs) to the edge
server to decrease task processing time and reduce energy consumption
in Internet of Things (IoTs) networks. In this paper, we investigate a sce-
nario consisting of a local MD adjacent with a group of other MDs, one of
which can act as the offloading cooperator. All the MDs are surrounded
by multiple Access Points (APs), and each AP is deployed an MEC server
providing abundant computation resources. Based on this scenario, we
propose a cooperative energy-efficient offloading scheme under delay con-
straint. The local MD can offload part of the application task to a coop-
erative relay MD or the MEC server, and the relay MD can also offload
part of the segment to an AP. By solving the proposed energy-efficient
cooperative offloading problem under the constraint of computing delay,
the most energy-efficient cooperative offloading MD and the AP as well
as the task segmentation to minimize the energy consumption are deter-
mined. Numerical analysis shows that our proposed scheme significantly
outperforms the benchmark schemes in the aspect of energy consumption
and the supported task length in maximum.

Keywords: Mobile Edge Computing · Cooperative offloading ·
Multiple-AP · Energy efficient

1 Introduction

The continuous development of Internet of Things (IoTs) technology in the fifth
generation (5G) communication systems has boosted an impact on a variety of
applications in different fields. The IoT integrating people’s lives and work, has a
huge impact on the world economy, military, politics, culture and other aspects,
and makes people’s way of life change dramatically. The future world will be
interconnected and globally intelligent [11]. Industrial IoT applications are in
the explosive growth stage, on the other hand the computing power and latency
feedback required by these applications are extremely strict and require a certain
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amount of massive application resources to handle computation-intensive appli-
cation tasks. At present, the high-performance Central Processing Unit (CPU)
chips on the terminal devices keep on constantly being updated, but still can’t
meet the requirement of dealing the huge application tasks under a limited delay
constraint. The quite finite battery life of the Mobile Device (MD) is also a diffi-
cult problem to solve today. The energy consumption required by a large number
of computing undoubtedly shortens the working time of the MD, which greatly
affects the user experience [2]. Cloud computing can transfer the application
tasks to the servers in the cloud center [16]. However, a large number of MDs
in different area locations will cause heavy bandwidth load and high transmis-
sion delay, which makes cloud computing incompetent for the delay-sensitive
applications.

Mobile Edge Computing (MEC) is a promising technology. In recent years,
mobile computing has been shifting from centralized cloud computing to MEC,
driven by 5G communication technologies. The main feature of MEC is offloading
computation-intensive and high-latency constraint application data to the edge
of the network near the MD, as well as reducing the pressure on the cloud-centric
server, which significantly reduces energy consumption and computing latency
at MDs [9].

In the MEC-based IoT network, we consider a scenario of an MD adjacent
with many other MDs, one of which can act as the offloading cooperator. All the
MDs are surrounded by a group of Access Points (APs), and each AP is deployed
an MEC server providing abundant computation resources. It is of great signifi-
cance to select a neighboring MD as the offloading relay to optimize the energy
consumption in the whole task computing process with delay constraints [10]. In
some cases, an application task is supported to be divided into several segments
in different sizes, so we can select multiple adjacent relay MDs for offloading.
But there are other cases where the application task is indivisible, or only sup-
ported to be divided into limited number of segments, so we can select a most
energy-efficient relay MD for cooperative offloading. According to some research
results that not all the task offloading can save energy [7]. Communication links,
communication modes and so on can all affect the energy consumption. If an MD
has a long distance from the AP accompanied by poor communication channel,
offloading of tasks will use further energy than processing them locally. However,
some studies have shown that the use of cooperative offloading by relay MDs
can save communication energy [17].

We propose an efficient cooperative task offloading scheme for multi-AP MEC
under delay constraint in the IoT network. By selecting an appropriate relay MD
and the AP as well as the task segmentation for cooperative task offloading, the
energy consumption of the whole task computing process is minimized. For this
purpose, we first setup the system model, then we present the task offloading
process with the relay MD. Next, we give the computation latency and energy
consumption for each process on the local MD, the relay MD as well as the MEC
server, respectively. Therefore we get a minimum energy consumption optimiza-
tion problem in total for the whole process of task computing and offloading,
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prove the problem is convex and solve it by the convex optimization toolbox
CVX [4]. Finally, the conducted simulation results indicate the proposed scheme
outperforms the benchmark schemes. The contribution of this paper is summa-
rized below.

1) We consider a multi-AP offloading scenario that a local MD is adjacent with a
group of other MDs, one of which can act as the offloading cooperator. All the
MDs are surrounded by some APs, and each AP is deployed an MEC server
with abundant computation resources. An application task can be partitioned
into finite segments, and one adjacent MD can be selected as the collaborative
offloading relay MD.

2) A scheme is proposed with energy-efficient cooperative task offloading for
multi-AP MEC under delay constraint in IoT networks. The scheme mini-
mizes the energy consumption under delay constraint by selecting the appro-
priate relay MD and the AP for cooperative task offloading.

3) By solving the optimization problem, the selection of the relay MD and
the AP as well as the task segmentation were determined. A large num-
ber of numerical experimental results verified the advantages of our proposed
scheme.

The rest of this paper is described as follows. In Sect. 2, we review MEC
works in the MEC-based IoT. Section 3 presents the system model. Section 4
formulates the delay constrained energy minimization problem and presents the
optimal solutions. Section 5 performs the numerical experiments. We conclude
our work in Sect. 6.

2 Related Work

MEC can effectively reduce computing latency in computation-intensive appli-
cations. When processed by local MDs, delay sensitive tasks have to take a lot of
time to wait, and the user demand is not satisfied [20]. Most of today’s MDs are
hardly to meet the computing requirements of a large number of delay-sensitive
applications. The traditional method is to offload the application tasks to the
cloud center server for computing. However, faced with numerous IoT devices,
the cloud center server bears too much pressure, which greatly increases the task
transmission time and computing latency. But in the MEC mode, the offloading
of application tasks to the network edge for computing reduces the pressure at
the cloud-centric server, solves the problem of high task transmission delay, and
attracts widespread concern in academia and industry [19].

Some studies have shown that co-offloading can help reduce energy consump-
tion compared with direct offloading. Baidas et al. maximized the network and
offloading efficiency of all user clusters through power allocation and comput-
ing resource allocation [1]. Sun et al. introduced a scenario where an MD is
surrounded by multiple MDs and an AP integrated with an MEC server, and
proposed an optimal neighbor aided cooperative offloading scheme [15]. Li et al.
proposed an artificial intelligence (AI) based single AP collaborative offloading
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computing approach to determine the task offloading, computing, and result
delivery policy [8]. Wei et al. studied single AP partial offloading of applica-
tion tasks. The authors in [18] proposed an energy-saving optimization problem
of MDs with separable tasks, and solved it using greedy algorithm. Pan et al.
proposed an iterative algorithm implemented by successive convex approxima-
tion, and got the task offloading partition and time allocation [13]. But these
works only support one AP scenario. Fan et al. investigated the cooperations of
multiple mobile edge computing enabled-base station (MEC-BS), and proposed
a novel scheme to enhance the computation offloading service of a MEC-BS
through further offloading the extra tasks to other MEC-BSs connected to it [3],
but this work did not consider cooperative offloading. Different from previous
works, we investigate the scenario of an local MD adjacent with a group of other
MDs, one of which can act as the offloading cooperator. Some APs randomly
locate around, and each AP deployed an MEC server with abundant computa-
tion resources. The optimization problem with minimized energy consumption
in the multi-AP offloading process, the selection of the offloading cooperator and
APs, as well as the optimized task segmentation were solved.

3 System Model

In this section, firstly we set up an application scenario in the IoT network. Then,
the delay constraint and energy consumption of an MD in local processing, relay
MD processing and MEC server processing phases are respectively explored.
Because of the particularity of application tasks, we consider tasks can be divided
only into limited segments, and only one MD can be selected as a cooperative
offloading assistant.

Fig. 1. System model.
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As shown in Fig. 1, we set up a local MD u adjacent to multiple MDs M =
{1, 2, . . . ,M}, one of which can act as an relay MD mi, i ∈ M to help the
local MD u offload application tasks to the randomly surrounded APs N =
{1, 2, . . . , N}, each one deployed an MEC server, which provides a abundant of
computing resources. The offloading collaborative MD mi can computing the
offloaded segment locally, or select one AP sj , j ∈ N deployed with an MEC
server for offloading the sub-segment through cellular links. On the other hand,
the task segment in the local MD u can also be directly offloaded to the AP
sk, k ∈ N through cellular links. In summary, each segment of the task can be
processed on the local MD, the relay MD and the MEC server, separately [12].
The D2D link is used to transmit the offloading data between MDs. After the
task computing is completed, the result will be returned to the local MD. Each
MD can request the cooperative offloading, and we can consider the scenario of
one task cooperative offloading.

In this network, we consider that cellular links as well as D2D links are
deployed at different frequencies, so that all nodes do not affect each other when
transferring data. We assume that the channel follows the decline of quasi-static
blocks. In other words, during the offloading of a task segment, the channel state
keeps constant [6]. In addition, due to the short length of the result, the delay
and energy consumption of the result feedback are not considered.

We denote the application task length as L > 0, and the delay constraint as
T ≥ 0. For the total task length L of applications, it can be divided into four
different segments. Let lu ≥ 0, lsk

u ≥ 0, lmi
u ≥ 0 and l

sj
mi ≥ 0 represent the length

of the computing segment at the local MD u, offloading from u to the AP sk,
offloading from u to the relay MD mi, and offloading from mi to the AP sj ,
respectively. Then we have

L = lu + lsk
u + lmi

u + lsj
mi

. (1)

In particular, the task segment performed on the relay MD mi is lmi
u , and

the task segment l
sj
mi is offloaded from mi to the MEC server sj , so the total

task segment length that is offloaded from the local MD u to the relay MD mi

is lmi
u + l

sj
mi .

The whole process of task computing and offloading in the model include
three phases. The first is the local processing phase, the second is the relay
MD cooperative offloading processing phase, and the third is the MEC server
processing phase. We will explore the computing delay, the offloading delay,
together with energy consumption at each phase in detail.

3.1 Local Processing Phase

The local processing phase includes the self-computing of segment lu at the
local MD u, offloading one segment lsk

u from u to the AP sk, and offloading one
segment lmi

u + l
sj
mi from u to the relay MD mi.
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Local Computing. During the local processing phase, the segment of lu will
be executed on the local MD. Let cu represent the number of local MD CPU
cycles used for each bit, fu represent the maximum computing capability (CPU
cycles/second) of the local MD CPU. f ′

u represent the computing capability
required by the local MD for lu. Then the computing time of lu is

TC
u =

culu
f ′

u

. (2)

Because the task should be executed under the delay constraint T , the task
segment of each phase will be completed within T , namely the processing time
TC

u of lu need to meet the delay constraint T ≥ TC
u . Put Eq. (2) into the

constraint and we get culu
f ′
u

≤ T , and because f ′
u ≤ fu, we get that the time

constraint for the local processing phase is

culu
fu

≤ T. (3)

The energy consumption EC
u for the local MD computing can be described

as
EC

u = γucuf ′2
u lu, (4)

where γu is the effective CPU capacitance coefficient on the local MD. For
achieving the minimum energy consumption at the local MD, we set the com-
puting time TC

u equal to the delay constraint T , thus we obtain T = TC
u = culu

f ′
u

,

i.e. f ′
u = culu

T . Substituting it into Eq. (4), we get

EC
u =

γuc3ul3u
T 2

. (5)

Offloading to the MEC Server for Processing. The local MD offloads
part of the task lsk

u to the MEC server sk through cellular links, in which the
transmission power of the MD is expressed as Pu,sk

≥ 0. Suppose the channel
power gain between them be hu,sk

≥ 0, σ2
sk

denote the noise power at the AP
intergrated with sk and ωk, k ∈ N denote the cellular channel bandwidth from
the local MD to the AP, so the data transmission rate (bits/second) from the
local MD to the MEC server sk is

r (Pu,sk
) = ωk log2

(
1 +

pu,sk
hu,sk

σ2
sk

)
. (6)

By Eq. (6), we can get the offloading delay TO
u,sk

and offloading energy con-
sumption EO

u,sk
from the local MD to the MEC server sk as

TO
u,sk

=
lsk
u

r (Pu,sk
)
, (7)

EO
u,sk

=
Pu,sk

lsk
u

r (Pu,sk
)
. (8)
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Offloading to the Relay MD for Cooperative Processing. The relay MD
mi receives the segment with the length of lmi

u +l
sj
mi sent by the local MD through

D2D links on the transmit power Pu,mi
≥ 0. Let the channel power gain from

the local MD to the relay MD mi be hu,mi
≥ 0, σ2

mi
denote the noise power at

the relay MD mi, and ωi, i ∈ M denote the cellular channel bandwidth from
the local MD to the relay MD mi, then the data transmission rate (bits/second)
offloading from the local MD to the relay MD mi is

r (Pu,mi
) = ωi log2

(
1 +

pu,mi
hu,mi

σ2
mi

)
. (9)

From Eq. (9), we can get the offloading delay TO
u,mi

from the MD to the relay
MD mi and the energy consumption EO

u,mi
for offloading as

TO
u,mi

=
lmi
u + l

sj
mi

r (Pu,mi
)
, (10)

EO
u,mi

=
Pu,mi

(
lmi
u + l

sj
mi

)
r (Pu,mi

)
. (11)

3.2 Relay MD Processing Phase

The relay MD cooperative offloading processing phase consists of two parts, one
is the relay MD mi computing of the segment lmi

u that is offloaded from the
local MD, and the other is the segment l

sj
mi that is offloaded from mi to the

MEC server sj .

Computing at the Relay MD. Choosing the properly relay MD with minimal
energy consumption for offloading is significant [5,14,21]. We use cmi

to represent
the number of CPU cycles of each computing bit at the relay MD mi, fmi

to
represent the maximum CPU computing capacity of the relay MD mi, and f

′
mi

to represent the computing capacity required by mi according to the application
segment. Thus, the computing delay at the relay MD mi is

TC
u,mi

=
cmi

lmi
u

f ′
mi

. (12)

For the relay MD mi, the delay constraint includes the offloading delay from
the local MD and the segment computing time, so we have

TO
u,mi

+ TC
u,mi

≤ T. (13)

Same as the local processing phase, since fmi
≥ f ′

mi
, substitute Eq. (10) and

Eq. (12) into Eq. (13), we obtain the delay constraint of the relay MD mi as

lmi
u + l

sj
mi

r (Pu,mi
)

+
cmi

lmi
u

fmi

≤ T. (14)
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The energy consumption for computing at the relay MD mi is

EC
mi

= γmi
cmi

f ′2
mi

lmi
, (15)

where γmi
is the effective capacitance coefficient at the CPU of the relay MD mi.

Substitute Eq. (12) into Eq. (15), similar to Eq. (5), we can obtain the energy
consumption for computing at the relay MD mi as

EC
mi

=
γmi

c3mi
lmi

3

u(
T − TO

u,mi

)2 . (16)

Offloading to the MEC Server. The relay MD mi offloads the segment l
sj
mi

through cellular links to the MEC server with sufficient computing resources for
computing. Let the transmission power of the relay MD mi offloading to the AP
integrated with an MEC server sj be Pmi,sj

≥ 0, the channel power gain be
hmi,sj

≥ 0, the noise power at the AP be σ2
sj

, and ωj , j ∈ N denote the cellular
channel bandwidth from the relay MD mi to the AP integrated with an MEC
server sj . Therefore, the data transmission rate (bits/second) from the relay MD
mi to the MEC server sj is

r
(
Pmi,sj

)
= ωj log2

(
1 +

pmi,sj
hmi,sj

σ2
sj

)
. (17)

Then, from Eq. (17), we can describe the offloading delay TO
mi,sj

of the relay
MD mi to the AP integrated with an MEC server sj and the energy consumption
EO

mi,sj
for offloading as

TO
mi,sj

=
l
sj
mi

r
(
Pmi,sj

) , (18)

EO
mi,sj

=
Pmi,sj

l
sj
mi

r
(
Pmi,sj

) . (19)

3.3 MEC Server Processing Phase

Since the computing result is usually short, we ignore its feed back time from
the MEC server to the local MD. The computing resources of the MEC server
are strong enough, so we do not consider the energy consumption for computing
at the MEC server. Therefore, the MEC server processing phase consists of
computing the directly offloaded segment from the local MD and the indirectly
offloaded segment from the relay MD mi. Let cs represent the number of CPU
cycles used by the MEC server s for each task bit, fs represent the maximum
CPU computing capacity of s, and f

′
s represent the computing capacity required

by s for the application task. Then the computing delay TC
u,sk

for the directly
offloaded segment from the local MD and the computing delay TC

mi,sj
for the
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indirectly offloaded segment form the relay MD at the MEC server s can be
described as

TC
u,sk

=
csk

lsk
u

f ′
sk

, (20)

TC
mi,sj

=
csj

l
sj
mi

f ′
sj

. (21)

The delay constraint for the directly offloaded segment on the MEC server
includes the offloading delay from the local MD and the computing delay at the
MEC server. Then, we have

TO
u,sk

+ TC
u,sk

≤ T. (22)

The delay constraint for the indirectly offloaded segment includes the offload-
ing delay from the local MD to the relay MD and then to the MEC server, as
well as the computing delay at the MEC server. Then we get

TO
u,mi

+ TO
mi,sj

+ TC
mi,sj

≤ T. (23)

Substitute Eq. (7) and Eq. (20) into Eq. (22), and substitute Eq. (10), Eq.
(12), Eq. (18) and Eq. (21) into Eq. (23), so we get

lsk
u

r (Pu,sk
)

+
csk

lsk
u

fsk

≤ T, (24)

lmi
u + l

sj
mi

r
(
Pu,mj

) +
l
sj
mi

r
(
Pmi,sj

) +
csj

l
sj
mi

fsj

≤ T. (25)

4 Problem Formulation and Optimal Solution

In this section, we pursue the energy-efficient problem in the process of AP
selection and relay selection as well as the task segmentation in an IoT network
based on MEC under delay constraint. We also propose and solve the supported
maximum task length problem in the scenario.

4.1 Energy Efficient Problem and Optimal Solution

We use θi = {0, 1} to represent the single selected offloading relay MD mi by
the local MD, θj = {0, 1} to represent the single selected AP sj by the relay
MD, and θk = {0, 1} to represent the single selected AP sk by the local MD for
direct offloading, thus we have

M∑
i=1

θi = 1,

N∑
j=1

θj = 1,

N∑
k=1

θk = 1. (26)

The process of energy consumption is mainly consist of the following parts:
the local MD computing, a relay MD mi computing, the local MD offloading
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to the relay MD mi, the local MD offloading to the AP sk, and the relay MD
offloading to the AP sj . Let E represent the total energy consumption generated
in the whole process, so we have

E = EC
u +

M∑
i=1

N∑
j=1

N∑
k=1

(
θi

(
EO

u,mi
+ EC

mi

)
+ θkEO

u,sk
+ θjE

O
m,sj

)
. (27)

Substitute Eq. (5), Eq. (8), Eq. (10), Eq. (11), Eq. (16) and Eq. (19) into
Eq. (27) then we get

E =
γuc3ul3u

T 2

+
M∑
i=1

N∑
j=1

N∑
k=1

θi

(
Pu,mi

(
lmi
u + l

sj
mi

)
r (Pu,mi

)
+

r (Pu,sk
)2 γmi

c3mi
l
m3

i
u(

Tr (Pu,mi
) − (

lmi
u + l

sj
mi

))2
)

+ θk
Pu,sk

lsk
u

r (Pu,sk
)

+ θj

Pmi,sj
l
sj
mi

r
(
Pmi,sj

) .

(28)

By designing a variable of the local MD’s task partition vector l �
[lu, lsk

u , lmi
u , l

sj
mi ], the energy minimization problem can be expressed as

(P1) : min
l,i,j,k

E

s.t. T ≥ 0,

lu ≥ 0, lsk
u ≥ 0, lmi

u ≥ 0, lsj
mi

≥ 0,

θi = {0, 1}, θj = {0, 1}, θk = {0, 1},

(1), (3), (14), (24), (25) and (26).

(29)

In problem (P1),
Pu,mi(l

mi
u +l

sj
mi)

r(Pu,mi)
+ Pu,sk

l
sk
u

r(Pu,sk) +
Pmi,sj

l
sj
mi

r(Pmi,sj )
is a linear problem.

l
mi

3
u

(l
mi
u +l

sj
mi)

2 is convex with lmi
u ≥ 0 and lmi

u + l
sj
mi ≥ 0, then the term

r(Pu,sk)2γmi
c3mi

l
mi

3
u

(Tr(Pu,mi)−(l
mi
u +l

sj
mi))

2 in problem (P1) is jointly convex as lmi
u ≥ 0 and

l
mi
u +l

sj
mi

r(P (u,mi))
< T . Therefore, it can be concluded that problem (P1) is a convex

problem, which can be solved by the convex optimization toolbox.
According to problem (P1), we can get the minimum value of energy con-

sumption based on the cooperative offloading of relay MDs, solve the values of
i, j and k to determine the selection of relay MD and the AP and determine
each segment length of the application task.

4.2 Supported Maximum Task Length

In the IoT networks, we define the supported maximum task length as the num-
ber of data bits supported most by a task under a given delay constraint T . We
then formulate the problem as
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(P2) : max
l

lu + lsk
u + lmi

u + lsj
mi

s.t. T ≥ 0,

lu ≥ 0, lsk
u ≥ 0, lmi

u ≥ 0, lsj
mi

≥ 0
(3), (14), (24) and(25).

(30)

Problem (P2) is linear that can be solved effectively through standard convex
optimization techniques when mi, sj and sk are confirmed by problem (P1).

5 Numerical Analysis

In this section, we propose two benchmark schemes for comparison with our
cooperative offloading scheme through numerical experiments. Our benchmark
schemes include

1) Local computing only: The local MD will finish all task computing. From
Eq. (3), the maximum application task of the local MD can be described as fuT

cu
.

From Eq. (5), the energy consumption of the local MD is EC
u = γuc3ul3u

T 2 .
2) Direct offloading: The local MD offloads application tasks directly to the

MEC server without the help of the relay MD. Like our proposed cooperative
offloading scheme, this scheme maximizes the task length and minimizes the
energy consumption by setting lmi

u + l
sj
mi = 0 to solve problem (P1) and problem

(P2).
In the numerical experiment, we set a spatial Cartesian coordinate system

with a range of (0 ≤ x ≤ 500, 0 ≤ y ≤ 300, 0 ≤ z ≤ 200), and randomly placed a
group of relay MDs and a group of AP nodes at different positions in the system.
Set the location of the local MD at (300, 100, 100), and randomly place 200 relay
MDs and 5 AP nodes in the system.

In order to facilitate the processing of numerical experimental results, we
set ωi = ωj = ωk = 1MHz, σ2

mi
= σ2

sj
= σ2

sk
= −70 dBm, cu = cmi

= csj
=

csk
= 103 cycles/bit, Pu,mi

= Pu,sk
= Pmi,sj

= 40dBm, γu = γmi
= 10−26, fu =

fmi
= 1GHz and fsj

= fsk
= 5GHz. In addition, we assume that the distance

from node A to node B is represented by x, and the path loss is β0 = −60 db
corresponding to the reference distance x0 = 10m, then the path-loss between
two MDs is β0 (x/x0)

−ζ , where ζ = 3 is the path-loss exponent [15].
Figure 2 shows the relationship of the supported maximum task length in

average versus delay constraint. As the delay constraint increases, so does the
maximum length of the corresponding computational task. The supported max-
imum task length of our proposed scheme is much longer than the other two
schemes because the relay MD can help offloading more additional data bits of
the task especially for longer delay constraint. Compared with the direct offload-
ing scheme, the local computing only scheme supports less data with the same
delay constraint. While the length of the input task exceeds the maximum length,
the task will not be completed within the delay constraint, which means that the
longer the supported maximum length by the proposed cooperative offloading
scheme with the local MD, the greater the computing capacities it has.
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Fig. 2. Supported maximum task length versus the delay constraint T .
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Fig. 3. Average energy consumption under different task length.

Figure 3 shows the relationship between the task length and the average
energy consumption under the delay constraint T is set to be 0.3s. Experimen-
tal results show the average energy consumption increases when the application
task length becomes longer. By selecting an optimal relay MD, the energy con-
sumption of the proposed scheme significantly outperforms the other two bench-
mark schemes under different task length. When the input application task is
smaller, it will not occupy too much computing resources of the device because
tasks will be done at lower CPU frequency, and the performance of the local
computing only scheme is similar with other solutions. But the local computing
only scheme consumes more energy as the input task length of the application
increases, due to the increase of CPU execution frequency. Our proposed scheme
consumes relatively much less energy because part of the task can be offloaded
to its relay MD and MEC servers for execution.
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Fig. 4. Average energy consumption under different delay constraints.

Figure 4 shows the relationship between the average minimum energy and
the delay constraint when the application task is L = 0.02Mbits. The experi-
mental results show that the energy consumption decreases with the increase of
time constraints, which means that the shorter time of the delay constraint, the
greater energy consumed by the computation task. Compared with the bench-
mark schemes, our proposed scheme has the smallest energy consumption at each
delay constraint setting, while the local computing only scheme has the largest
energy consumption for all tasks are placed on the local MD. However, with the
increase of delay constraint, the energy consumption of the three schemes grad-
ually tends to the same scale. When the delay constraint T = 0.45 s, the energy
consumption of the benchmark schemes gradually becomes the same, because
the time constraint becomes loose. Especially when T = 0.7 s, the energy con-
sumption of the three schemes differs little, which suggests that our proposed
scheme is quite suitable at the condition of strict delay constraint.

6 Conclusions

In this paper, we propose a cooperative energy-efficient offloading scheme under
delay constraint for multi-AP MEC in IoT networks. We consider a scenario of a
local MD adjacent with many other MDs, one of which can act as the offloading
cooperator of the local MD. All the MDs are surrounded by a group of APs,
and each AP is deployed an MEC server with abundant computing resources.
After building the system model, the computing time, the offloading delay and
the energy consumption of local MD processing, relay MD cooperative offloading
processing together with the MEC server processing are presented as well. By
solving the derived energy-efficient cooperative offloading problem under delay
constraint, we can select the most energy-efficient neighbor MD as a relay MD
as well as the AP to minimize total energy consumption for task processing. In
addition, we formulate and solve a maximum application task length problem
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that is supported in MEC-based IoT networks. Experimental results confirm the
proposed cooperative offloading scheme under delay constraint achieves better
performance than the benchmark schemes with less energy consumption while
supports longer application tasks.
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Abstract. In the past decade, crowdsourcing has emerged as a popu-
lar internet-based collaborative computing paradigm. In crowdsourcing
systems, requesters can ask users (‘sources’) for true values (‘truths’) of
objects or events. Generally, an object may have multiple truths and
sources could provide inconsistent or even conflicting answers (‘candi-
dates’) about the object. For this scenario, the multi-truth discovery is a
promising technique to deal with various candidates provided by differ-
ent sources. However, most of the existing multi-truth discovery methods
ignore the correlation between candidates so that the inferred truth could
be different from the ground truth. In order to solve this problem, we pro-
pose MTD-CC, a Multi-Truth Discovery with Candidate Correlations.
Specifically, we first design a metric of potential function to measure the
correlation between each pair of candidates based on sources’ votes and
reliabilities. Then, we construct a Markov Random Field (MRF) to rep-
resent these correlations. Next, we transform the MRF into a directed
graph and cut it based on the Min-cut theorem to infer which candidates
are truths. Last, we evaluate the proposed method on both real and syn-
thetic datasets and experimental results demonstrate that the accuracy
of MTD-CC outperforms existing solutions.

Keywords: Crowdsourcing systems · Multi-truth discovery ·
Candidate correlations · Markov random field

1 Introduction

Crowdsourcing, as a popular internet-based collaborative computing paradigm,
can utilize the intelligence of internet users to solve some problems that are
difficult for machines. At present, there are many successful crowdsourcing plat-
forms, such as Wikipedia, Zhihu and Baidu Zhidao. In crowdsourcing systems,
people can raise a question to the public and then obtain its answers according
to the responses from different users which are usually called ‘data sources’ or
‘sources’. For examples, a patient may ask other people about his symptoms
through crowdsourcing platforms before going to see a doctor, or a traveller
may enquire a hotel condition before setting off. After receiving responses from
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sources, the requester can extract some ‘candidates’ to further infer the true
answers or ‘truths’ of the question. Due to the diversity of sources, however, the
extracted candidates are often inconsistent or even conflicting.

A simple but widely used method for aggregating different data is majority
voting, where the most frequently voted candidates are regarded as truths. How-
ever, this approach ignores the quality of candidates from different sources, which
leads to low accuracy of data aggregation. To address this problem, the truth
discovery, which infers the truth more efficiently and accurately, has emerged
as a hot topic and been applied in many domains [11], such as healthcare [14],
knowledge base [1], and crowd sensing [2]. The intuition of truth discovery is
that if a source provides accurate candidates frequently, it will be rewarded with
high reliability. On the other side, if a candidate is supported by reliable sources,
it will be highly inferred as a truth.

Most of the existing truth discovery methods are applied to single-truth sce-
narios. In real applications, however, it is common that an object has one or
more truths, such as the side effects of a medicine, and the authors of a book.
There are a few works focusing on the multi-truth discovery problem. Zhao et al.
first observe that each source may have two types of errors, i.e., false positive
and false negative. Therefore, they model two different aspects of source reli-
ability to improve the accuracy of truth discovery [21]. Lin et al. propose an
integrated Bayesian approach incorporating sources’ domain expertise and con-
fidence scores of value sets to find possible truths [12]. Fang et al. adopt a graph
model that incorporates source relations, object popularity, loose mutual exclu-
sion, and long-tail phenomenon to estimate the truth [4]. The aforementioned
approaches assume that candidates are independent, but they might be corre-
lated in real applications and their correlations could be used to further improve
the inference accuracy.

Inspired by this observation, we attempt to discover multi-truth from differ-
ent candidates utilizing their correlations. Therefore, we propose MTD-CC, a
Multi-Truth Discovery with Candidate Correlations in this paper. Specifically,
we first design a metric of potential function to quantify the correlation of can-
didates, which satisfies submodularity, i.e., if both candidates are supported or
not supported by a source, their correlations will be increased. Then, we utilize
an undirected graph model, i.e., the Markov Random Field (MRF), to construct
the candidate correlation network. Next, we assign each edge of the MRF with
a direction by two additional vertexes, i.e., a source vertex and a sink vertex,
and the related directed edges are also added into the network. Last, we cut the
network into two partitions based on the Min-cut theorem. The candidates who
are connected with the sink vertex are regarded as truths. We finally evaluate
MTD-CC on both real and synthetic datasets and the experimental results show
that MTD-CC is notably more accurate than baseline methods.

The rest of the paper is organized as follows. Section 2 reviews the state-of-
the-art. Section 3 introduces the key concepts of our problem. Section 4 presents
MTD-CC in detail. Performance evaluation on real and synthetic datasets is
conducted in Sect. 5. Last, we conclude our work in Sect. 6.
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2 Related Work

There are state-of-the-art approaches proposed to solving the truth discovery
problem and multi-truth discovery problem respectively.

2.1 Truth Discovery

There have been various methods to solve the truth discovery problem. Truth
finder is the first work to formulate the truth discovery problem, and it utilizes
a Bayesian-based method to compute the source reliability and object truth
iteratively [19]. Li et al. consider the long-tail phenomenon on source coverage
for objects, and confidence interval is used to represent the source reliability [9].
Liu et al. employ a probabilistic model to characterize the reliability of sources
and propose an user recruitment algorithm, aiming to guarantee the accuracy of
results in truth discovery [13]. Zheng et al. model the reliability of sources based
on the difficulty of objects dynamically to estimate the true value [22].

However, these methods ignore correlations among sources, objects, or
answers, which are helpful to improve the performance.

2.2 Truth Discovery with Different Correlations

Different kinds of correlations are often considered in the process of truth discov-
ery. In [17], the authors propose a probabilistic graph model considering object
correlations and the correlations among objects can be measured by spatial dis-
tance. Li et al. study the existence of clusters in sources, and divide clusters
based on sources’ relative locations [3]. In [18], CTD captures correlations of
attributes through life experience. For example, departure time of the flight
must precede its landing time. The authors in [10] measures the similarity of
answers by capturing key words in different objects.

Nevertheless, the above works ignore correlations between candidates. There-
fore, even if we can directly use these methods into multi-truth discovery sce-
nario, the performance is not competitive.

2.3 Multi-truth Discovery

There are a few approaches addressing the multi-truth discovery problem. Wang
et al. adopt a probabilistic graph model to infer true values and the source
reliability and improve the performance by assuming a prior distribution of the
truths [16]. In [12,15], the authors propose integrated Bayesian approaches to
jointly reason about truths and the source reliability. Wang et al. consider the
source confidence and finer-grained copy detection [15]. Lin et al. take domain
expertise of sources into account and assign reasonable scores to value sets [12].
Fang et al. utilize a Markov chain to build the relations among sources and
incorporate four important implications to achieve better accuracy [4].

We notice that the above approaches assume that candidates are independent
so they do not measure the correlation between these candidates. Different from
the aforementioned works, we consider the correlation of candidates to further
improve the accuracy of multi-truth discovery.
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3 Preliminaries

In this section, we first describe the key concepts of the source, candidates, and
truths, and then utilize an illustrative example to give an insight understanding
of these concepts.

Source. In this work, we regard the source as an entity which provides the
information of an object or event. In a crowd-sensing scenario, the source could
be a person who takes a sensing task and submits data to the server. In a data
analysis scenario, the source could be a website which provides the authors of
a book or the symptoms of a disease. Formally, we use S = {s1, s2, ..., sN} to
represent the set of sources, where N is the total number of sources. Considering
the trustworthiness of each source, we use R = {r1, r2, ..., rN} to denote sources’
reliabilities. A source with higher reliability indicates that the corresponding
data are more reliable.

Candidates. Given a certain object, different sources may provide various infor-
mation about it. We assume that, before truth discovery, the information has
been preprocessed by some techniques and thus we can obtain a set of key words
or values about the object. For each key word, we define a binary random vari-
able, i.e., candidate, to represent whether it is the true value of the object.
Formally, we define ci ∈ {0, 1} as the ith candidate. Let ci = 1 or simply as c1i
indicate that the ith key word related to ci is a true value, where c0i indicates
that it is a false value. Let C = {c1, c2, ..., cM} denote the set of candidates,
where M is the total number of candidates.

Truths. We assume that each object has one or more true values, i.e., ground
truths, which are unknown to us. Based on the data submitted by sources, the
goal is to compute the inferred truth, i.e., to infer each ci is c1i or c0i .

Fig. 1. Five patients report their symptoms about the side effects of a new medicine.
Each directed edge represents that a patient has a certain symptom.
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Example. We take an example, as shown in Fig. 1 and Table 1, to further
illustrate the aforementioned concepts. Supposing we attempt to know the side
effects of a new medicine from five patients (s1 ∼ s5), we need to require them
to provide their symptoms (v1 ∼ v6) to us. Each patient supports part of the
symptoms, e.g., patient s1 reports symptoms {v1, v3, v5, v6}. We assign each
symptom to a candidate and convert each patient’s report as a vector of candi-
dates, i.e., <c1, c2, c3, c4, c5, c6>, where ci belongs to c0i or c1i . Then, we can list
each patient’s report in Table 1.

Table 1. The binary representation of each patient’s report.

Patients Candidates

c1 c2 c3 c4 c5 c6

s1 1 0 1 0 1 1

s2 0 0 1 0 0 0

s3 0 1 1 1 0 0

s4 0 0 0 0 1 0

s5 1 0 1 0 0 1

4 The Design of MTD-CC

In this section, we introduce the details of our proposed multi-truth discovery
method, MTD-CC. Our method is based on a probabilistic graph model, i.e., the
MRF, where each vertex represents a candidate taking value in {0, 1}. The edges
stand for correlations between pairs of candidates. We first design a metric of
potential function to measure these correlations. Since we regard each candidate
as a random binary variable, the goal is to find an assignment for each candidate
so that their joint probability is optimal. To achieve this goal, we convert the
MRF into an undirected graph and then separate the graph into two partitions
based on the Min-cut theorem, where one partition is assigned with 1 and the
other with 0. Last, we regard those candidates with value 1 as truths.

4.1 Metric for Candidate Correlations

To measure the correlation between each pair of candidates, we design the poten-
tial function that takes the sources’ reliabilities into account. Given two candi-
dates cj and ck (j �= k), there are four cases of their combination. Accordingly, we
can separate sources into four sets. The set S(x,y), where x, y ∈ {0, 1}, has those
sources who support x and y for cj and ck, respectively. Therefore, there could
be four specific functions, and each of them corresponds to one case. Table 2
describes how to compute the potential function for each case.

The intuition of the potential function is that if a source votes two candidates
as 1 or 0 simultaneously, we should add its reliability into the correlation. On
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the contrary, if a source votes two candidates differently, an intermediate weight
is reasonable. Moreover, the case with double 1s has more weights than that
with double 0s because two positive votes show more significant correlation than
negative votes.

Table 2. The potential function ψ(cj , ck) of two candidates.

ψ(c0j , c
0
k)

∑
i∈S(0,0)

(1 − ri)

ψ(c0j , c
1
k)

∑
i∈S(0,1)

0.5

ψ(c1j , c
0
k)

∑
i∈S(1,0)

0.5

ψ(c1j , c
1
k)

∑
i∈S(1,1)

ri

4.2 Construction of MRF

MRF is an undirected graphical model, where each vertex depicts a random
variable and the edge between them indicates their relation. In our problem,
each vertex is a candidate. We define a parameter δ to determine whether two
vertexes have an edge. Let δj,k = ψ(c0j , c

0
k) + ψ(c1j , c

1
k) − ψ(c0j , c

1
k) − ψ(c1j , c

0
k).

Two vertexes cj and ck are connected with an edge if and only if δj,k > 0. For
two connected vertexes, Table 2 is also used to be the edge potential function of
MRF.

Take c1 and c3 in Table 1 as an example. We can see that s1 and s5 vote two
1s, s4 votes two 0s, and s2 and s3 vote a 1 and a 0. We assume that all sources’
reliabilities are equal to 0.6, that is, δ1,3 = 0.6 + 0.6 + 0.4 − 0.5 − 0.5 = 0.6 > 0.
So we connect c1 and c3 with an edge. In this way, using the data in Table 1, we
build an MRF which is shown in Fig. 2.

Fig. 2. MRF on a new medicine’s side effects based on values provided by patients.

Next, we define the vertex potential function to quantify the extent of how
a candidate is supported or opposed by sources. Similar to the edge potential
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function, we use a table to define the vertex potential function, as shown in
Table 3. To compute the potential function for a candidate, e.g., cj , we first
separate sources into two sets by their votes. The sets S(0) and S(1) have those
sources whose votes on cj are 0 and 1, respectively. Then, we use the sum of the
square roots of their reliabilities,

∑
i∈S(0)

√
1 − ri or

∑
i∈S(1)

√
ri, as the ψ(cj).

Table 3. The potential function ψ(cj) of a candidate.

ψ(c0j )
∑

i∈S(0)

√
1 − ri

ψ(c1j )
∑

i∈S(1)

√
ri

We can see that both potential functions of edges and vertexes depend on the
sources’ reliabilites. Initially, we assume that each source has the same reliability.
When obtaining the inferred truths, we can update the sources’ reliabilites by
Eq. (1), and use them to iteratively infer truths.

ri = g(

∑
j∈M I(ci,j , tj)

M
), (1)

where g(·) is a monotonically increasing function, and I(·, ·) is an indicator func-
tion. Parameter ci,j is the binary vote from the ith source for the jth candidate,
and tj represents the inferred truth for the jth candidate. If the vote ci,j agrees
with the inferred truth tj , then I(ci,j , tj) = 1. Otherwise, I(ci,j , tj) = 0. Last,
parameter M represents the number of candidates.

4.3 Transformation of MRF

Since we regard candidates as random binary variables, there are 2M cases of
their combinations in total. For each case, we can compute its probability as:

P (c1, ..., cM ) = 1
Z

∏

cj∈U

ψ(cj)
∏

(cj ,ck)∈E

ψ(cj , ck), (2)

where ‘Z’ is a normalized factor:

Z =
∑

c1,...,cM

∏

cj∈U

ψ(cj)
∏

(cj ,ck)∈E

ψ(cj , ck). (3)

The intuition of our inference approach is to find the most possible truths by
maximizing the joint probability. Then we utilize Maximum A Posteriori (MAP)
estimation to infer truths T :

T = arg max
c1,...,cM

P (c1, ..., cM ) (4)

The MAP problem is usually transformed into an energy minimization prob-
lem [7], which has two advantages. First, it avoids the numerical problems asso-
ciated with multiplying a lot of small numbers. More importantly, the multipli-
cation can be transformed into a linear computation. The energy function f is
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computed as the negative likelihood of the joint probability:

f(c1, ..., cM ) = − ln(arg max
c1,...,cM

P (c1, ..., cM ))

∝ arg min
c1,...,cM

∑

cj∈U

θ(cj) +
∑

(cj ,ck)∈E

θ(cj , ck) (5)

where θ(cj) = − ln ψ(cj) and θ(cj , ck) = − ln ψ(cj , ck). Obviously, a brute-force
algorithm that checks all possible joint assignments is inefficient, and thus we
need to find a more efficient inference algorithm.

Our method is inspired by the Min-cut theorem, which is widely used to solve
the optimization problem. For energy functions that satisfy graph-representable
[8], the Min-cut can guarantee that the optimal solution will be obtained in
polynomial time regardless of the number of vertexes and edges. Assume that a
directed graph Ĝ with nonnegative edge weights has two terminals, i.e., a source
vertex ŝ and a sink vertex t̂. When we divide vertexes of the graph into two
disjoint subsets Ŝ and T̂ , where ŝ ∈ Ŝ and t̂ ∈ T̂ , the Min-cut requires that the
sum of the edges in the cut set is minimum.

In order to utilize the Min-cut to solve the energy minimization problem,
we need to construct a directed graph Ĝ(Û , Ê), where Û =

{
c1, ..., cM , ŝ, t̂

}
and

Ê is transformed from the edges in the MRF. The process includes two steps.
First, we design a method to transform each edge in the MRF into a directed one
and assign weights. The second step is to add new directed edges with weights
between the original vertexes and the added terminal vertexes. After cutting the
graph Ĝ into two disjoint subsets Ŝ and T̂ , we assign 0 to vertexes which connect
with ŝ and 1 to vertexes which connect with t̂, respectively.

(a) (b) (c)

Fig. 3. Transform an MRF into a directed graph. (a) Transform an undirected edge of
the MRF into a directed edge. (b) Connect the source vertex ŝ with cj . (c) Connect cj
with the sink vertex t̂.

Now we introduce these two steps in detail. First, we consider two candidates
cj and ck, where j < k, connected by an edge in the MRF. We transform the
undirected edge to a directed one from cj to ck, i.e., (cj , ck). The weight of this
edge is equal to θ(c1j , c

0
k) + θ(c0j , c

1
k) − θ(c0j , c

0
k) − θ(c1j , c

1
k), as shown in Fig. 3(a).
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Second, we investigate how to connect original vertexes with two terminal
vertexes. Consider the vertex energy function θ(cj). If θ(c0j ) < θ(c1j ), it indicates
that candidate cj is more likely to be 0. Thus we add an edge (ŝ, cj) from ŝ to cj
and record a weight wŝ

j = θ(c1j ) − θ(c0j ), as is shown in Fig. 3(b). Otherwise, we
add edge (cj , t̂) from cj to t̂ and record a weight wt̂

j = θ(c0j ) − θ(c1j ), as is shown
in Fig. 3(c). Furthermore, we notice that the edge energy function also affects
the connections between cj and terminal vertexes. For each edge which goes out
from cj , e.g., (cj , ck), j < k, we compute w = θ(c1j , c

0
k) − θ(c0j , c

0
k). If w > 0, it

also indicates that candidate cj is more likely to be 0. Then we connect ŝ with cj
and set the weight as wŝ

j = w. If there is already an edge (ŝ, cj), then we update
its weight as wŝ

j = wŝ
j + w. If w < 0, then we connect cj with t̂ and set the

weight as wt̂
j = −w. Similarly, if there is already an edge (cj , t̂), then we update

its weight as wt̂
j = wt̂

j − w. For each edge which goes to cj , e.g., (ci, cj), i < j,
we compute w = θ(c1i , c

1
j ) − θ(c1i , c

0
j ). We check whether w > 0, and repeat the

same process as mentioned above.

4.4 Min-cut Based Graph Separation

After we obtain the directed graph, as the last step of our method, we cut the
graph to separate vertexes into two partitions. It is proved in literature [5] that
the minimum cut problem is equivalent to the maximum flow problem from a
source vertex to a sink vertex. In this work, we utilize the widely-used Edmonds-
Karp (EK) algorithm [20] to cut the graph. Briefly, EK utilizes Breadth-First-
Search (BFS) to find augmented paths iteratively and then updates the weights
along the path until there is no new augmented path. When EK stops, we remove
all edges whose weights are 0s and all vertexes that can be reached from ŝ. Last,
the remaining vertexes, i.e., candidates that can be reached from t̂, are our
inferred truths.

4.5 MTD-CC Algorithm

To this end, we summarize the above mentioned procedures into Algorithm 1,
named as MTD-CC, i.e., Multi-Truth Discovery with Candidate Correlations.
The main body of the algorithm runs iteratively. For each iteration, we first
store T to T

′
, increase the counter, and reset the value of T to be empty. Then,

we construct an MRF according to the method presented in Sect. 4.1 and 4.2.
Also, we transform G into a directed graph Ĝ according to rules presented in
Sect. 4.3. Next, we separate the graph Ĝ into two partitions based on the Min-
cut theorem. Only those candidates who can be reached from the sink vertex t̂
are regarded as truths. Last, we apply Eq. (1) to update all sources’ reliabilities
which will be used to compute truths in the next iteration. This algorithm con-
verges when inferred truths of the current iteration agree with previous truths
or the number of iterations exceeds a predefined threshold θ. It is worth noting
that this algorithm only outputs truths obtained in the last iteration while all
previous truths are used for updating sources’ reliabilities.
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Algorithm 1. MTD-CC

Input: A set of sources S, a set of candidates C.
Output: Inferred truths T , sources’ reliabilities R.
1: Initialize ri for all si ∈ S, counter= 0, T = ∅, θ ← predefined value.
2:Repeat

3: T
′
= T , counter++.

4: T = ∅.
5: Construct an MRF G(U, E).

6: Transform G(U, E) into a directed graph Ĝ(Û , Ê).

7: Cut Ĝ using EK.
8: T = T ∪ {ci} if ci can be reached from t̂.
9: Update all ri using eq.(1).

10: Until T == T
′
or counter >= θ.

11: Return T , R.

5 Performance Evaluation

5.1 Metrics and Baselines

Metrics. In order to evaluate the performance of our proposed algorithm, we
take three general metrics which are often used for evaluating classification algo-
rithms.

– Precision. The number of inferred truths which agree with the ground truths
over the number of inferred truths.

– Recall. The number of inferred truths which agree with the ground truths
over the number of ground truths.

– F1 score. The harmonic mean of precision and recall, i.e., F1 =
2·precision·recall
precision+recall .

Baselines. We compare MTD-CC with five truth and multi-truth discovery
methods, which are summarized as follows:

– Majority Voting (MV). For each candidate, it is regarded as a truth if more
than a half of sources vote for it.

– Truth Finder (TF) [19]. TF investigates the relationship among different
sources’ answers, where each answer may include multiple candidates. It com-
putes the score for each answer and the truth could be the answer with the
highest score.

– 2-Estimates [6]. It updates the weights of candidates and sources’ reliabilities
iteratively. One candidate is regarded as the truth if its weight exceeds a
threshold.

– LTM [21]. LTM constructs a probabilistic graph to model the relations
between truths and sources’ reliabilities. It uses a sampling method to esti-
mate the probability that a candidate is the truth. Those candidates whose
probabilities exceed a threshold are treated as the truths.
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– DART [12]. The Bayesian theorem is used in this method to update the scores
of candidates and sources’ reliabilities. A predefined threshold is also used to
determine whether a candidate can be the truth.

To ensure the fair comparison, we run a series of experiments to warm up
the initial parameter settings of baselines. As for our method, we initialize the
source reliability as 0.6.

5.2 Experiment on Real Dataset

In order to evaluate MTD-CC and baseline methods in real applications, we
run simulations on the book-author dataset [19]. This dataset includes 33,971
book-author records crawled from www.abebooks.com. Each record represents
a bookstore’s claim about the authors of a book. After removing redundant and
invalid claims, we obtain 10,013 distinctive claims which are collected from 499
sources who report the authors of 483 books. We further select 100 books which
we know the ground truths from the 483 books. We regard each book as an
individual object and all performance results are presented by their averages.

Table 4. Comparison with different algorithms on the book-author dataset. The best
performance values are in bold.

Methods Book-author dataset

Precision Recall F1 score

Majority Voting 0.883 0.633 0.738

Truth Finder 0.9 0.681 0.775

2-Estimates 0.867 0.675 0.759

LTM 0.803 0.856 0.828

DART 0.822 0.783 0.802

MTD-CC 0.825 0.897 0.861

Table 4 shows the performance of different algorithms on the book-author
dataset in terms of precision, recall and F1 score. We can see that MTD-CC
achieves the best recall and F1 score among all baseline methods. The reasons are
two folds. First, the vertex and edge potential functions give advantages to our
method to discover some truths which only have a few votes. For example, assume
that the candidate cj obtain 20 votes and ck receives only 5 votes. If 4 votes for ck
also support cj simultaneously, then ck is more likely to be determined as a truth
by MTD-CC. Second, given a certain object, the value of recall only depends on
the number of inferred truths that agree with ground truths, so a method which
discovers more ground truths will outperform other methods which discover less
ground truths. This also explains why MTD-CC only achieves average result
on the precision. Considering the overall performance, including F1 score, the
MTD-CC is still better than the baseline methods.

www.abebooks.com


Multi-truth Discovery 29

We can also see from Table 4 that the difference between precision and recall
could be very large, e.g., Majority Voting, Truth Finder, and 2-Estimates. This
shows that they omit some ground truths, even though their inferred truths are
very likely to be correct. On the contrary, MTD-CC, along with LTM and DART,
has a balance between the precision and recall. Among these three methods,
MTD-CC is also the best on all metrics.

5.3 Experiment on Synthetic Dataset

To further evaluate the performance of MTD-CC, we conduct experiments on
a synthetic dataset. We investigate the influence of two factors: the number of
ground truths and the number of candidates.

In the following experiments, we generate 100 sources. Each source is assigned
with ground truths. However, in order to simulate the diversity of different
sources, we allow each source to add noise to their votes. Specifically, when
obtaining the ground truths, a source generates two probabilities, denoted as p0
and p1, where p0 represents the probability of switching 0 to 1, and p1 indicates
the reverse switch.

Effect of the Number of Ground Truths. We evaluate how the performance
varies with different number of ground truths. We fix the number of candidates
to be 10 in this experiment. The number of ground truths ranges from 1 to 9,
and the corresponding truths are randomly selected from these 10 candidates.

Fig. 4. Comparison of precision, recall and F1 score on the synthetic dataset under
different number of ground truths.
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Investigating Fig. 4(a), we find that all methods show poor performance when
the number of ground truths is 1, which corresponds to the single truth discovery.
In this case, MTD-CC cannot guarantee to discover the ground truth precisely.
In fact, MTD-CC often infers two truths. If one of them hits the ground truth,
then the precision is 0.5.

Figure 4(b) shows that no matter how many ground truths, MTD-CC always
shows the best recall. This result validates that the performance of MTD-CC is
adaptable with the number of ground truths. Meanwhile, Fig. 4(c) shows that
MTD-CC maintains the best F1 score except the number of ground truth 1.

Effect of the Number of Candidates. We evaluate how the number of
candidates to affect the performance of MTD-CC. We increase the number of
candidates from 5 to 45, and set the number of ground truths to be half of the
number of candidates. At this time, we can see from Fig. 5 that MTD-CC is
always compelling and stable on all three metrics. We notice that there are 2
ground truths when the number of candidates is 5. At this point, the precision
in Fig. 5(a) is much better than that in Fig. 4(a). The reason lies in the ratio
of the number of ground truths to the number of candidates. We can see that
the ratio is 2/5 in Fig. 5(a) and 2/10 in Fig. 4(a), which means all methods have
more chance to infer ground truths.

Fig. 5. Comparison of precision, recall and F1 score on the synthetic dataset under
different number of candidates.
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6 Conclusion

In this paper, we study the problem of how to discover multiple truths from
different sources’ data. Our intuition is to improve the inference accuracy by
utilizing correlations among different candidates. We design a metric to measure
correlations between each pair of candidates based on sources’ reliabilities and
votes. Then, we use these correlations to construct an MRF and transform it into
a directed graph with two additional terminal vertexes. Next, we separate the
graph into two partitions based on the Min-cut theorem so that the truths can be
directly inferred. Finally, experiment results on both real and synthetic datasets
demonstrate that MTD-CC is notably more accurate than baseline methods.
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Abstract. With the rapid development of edge computing, a large num-
ber of compute-intensive tasks are offloaded to the edge server, and com-
putation offloading strategy has become a hot research topic. Because the
deployment of edge servers is still in its infancy, there would be some ser-
vice blind area. Through D2D technology, mobile devices in the blind area
can obtain edge services with the help of relays. However, the existing
methods usually select single relay to transmit tasks, and seldom consider
the sensitivity of processing delay for compute-intensive tasks. When the
available bandwidth of single relay is not enough to complete the data
transmission in a limited time, it will produce a large delay, which seri-
ously affects the quality of user experience. In view of this challenge, a
D2D-based multi-relay-assisted computation offloading method is pro-
posed. Technically, multiple mobile devices in the available area of edge
service are used as the relays. Based on D2D technology, mobile devices in
the blind area use the relays to transmit the computing task to the edge
server to improve the application computing efficiency. A large number
of experiments with real-world datasets have proved the feasibility and
effectiveness of our method.

Keywords: Compute-intensive task · Computation offloading · Edge
computing · D2D · Multi-relay

1 Introduction

With the rapid development of electronic technology and the large-scale popu-
larization of mobile devices, complex applications to achieve various functions
have sprung up. Compute-intensive applications characterized by high demand
for computing resources, such as AR/VR, online games and so on, have received
extensive attention [1,2]. However, due to the lack of computing resources and
high energy consumption of mobile devices, the promotion of compute-intensive
applications is facing great challenges [3]. Although traditional cloud computing
can provide nearly unlimited computing resources for these applications, due to
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the time delay caused by physical distance and complex network links, some
delay-sensitive compute-intensive tasks cannot be effectively handled [4,5].

Edge computing is a new computing model proposed in recent years. As a
supplement to cloud computing, edge computing places part of the computing
and storage resources on the edge of the network close to users [6]. This makes the
computing tasks that need to be offloaded to the cloud can be directly processed
at the edge of the network, which greatly reduces the task processing time and
meets the demand of delay sensitive applications for low latency [7]. Therefore,
the problem of computing offloading in edge computing environment has become
the focus of industry and academia [8,9].

Because the deployment of edge devices is still in its infancy, there are a lot
of edge service blind areas in real life. If the mobile devices in these blind areas
want to use the computing and storage resources of the edge server, they can
only use other mobile devices in the service scope of the edge server to assist
the transmission. By establishing a direct network connection between devices,
D2D technology can help mobile devices and relays in the blind area to establish
a D2D transmission link and obtain edge service. At present, a lot of work has
been done based on D2D technology [9–12].

However, the existing methods usually select single relay to transmit tasks,
and seldom consider the sensitivity of processing delay for compute-intensive
tasks. When the available bandwidth of single relay is not enough to complete
the data transmission in a limited time, it will cause a large network delay at
the application end, which seriously affects the quality of user experience [13].
Therefore, it is necessary to select multiple relays among the candidate relays
and select the most reasonable computing task to be offloaded to the edge server
for processing, so as to minimize the energy consumption of mobile devices and
task execution time.

In view of this challenge, a D2D-Based multi-Relay-Assisted Computation
Offloading method (named DRACO) is proposed. In this method, multiple
mobile devices in the available area of edge service are used as the relays, and
the mobile devices in the blind area use the relays to transmit the task data,
and then offload the compute-intensive task to the edge server to improve the
performance of compute-intensive tasks. A large number of experiments using
real-world datasets are conducted and the results proved the feasibility and effec-
tiveness of our method. The main contributions are summarized as follows.

– We study the task processing in the local and in th edge server and incentive
mechanism for the relays, and build the task processing edge system model.

– We fully consider the energy consumption of system devices, the revenue of
relays and task processing time, and design a multi-relay selection method to
select the best relay set.

– A large number of experiments using real-world datasets are conducted and
the results proved that our method significantly improved the satisfaction of
helper devices while ensuring video quality of requester devices.

The remainder of the paper is organized as follows. In Sect. 2, a motivating
example is introduced. In Sect. 3, we present the system model and problem
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formulation of our computation offloading scenario. Section 4 describes our
offloading method DRACO. Experimental results are presented in Sect. 5 to
demonstrate the performance of our method, followed by Sect. 6 summarizing
related work. Finally, Sect. 7 concludes the paper.

Fig. 1. Single relay cannot transmit multiple tasks at the same time.

2 Motivating Example

This section takes online games as an example to explore the motivation of
our method. Large online games need high bandwidth to support the normal
operation, especially AR/VR games. These games need to be rendered in real-
time and the results are fed back to mobile users. At this time, the mobile device
will continue to collect the data of the surrounding environment and transmit
the data to the edge server for processing through the wireless network.

When the mobile device is in the blind area, it needs to use the relay to assist
data transmission. However, AR/VR games receive and process the surrounding
environment data in real-time. Therefore, it needs sufficient bandwidth resources
to ensure the real-time completion of computing tasks. However, as a mobile
device, the relay not only needs to assist the target device to transmit data, but
also needs to process its local tasks, or transmit the local tasks to the edge server
for processing. Therefore, it is very likely that a single relay can not complete
the huge data transmission of compute-intensive tasks within the specified time,
which will lead to task timeout.

Moreover, in the actual edge computing environment, there may be more
than one mobile device in the blind area at the same time. As shown in Fig. 1,
there are mobile devices A, B, C and D in the blind area, all of which need to
transmit the computing task through the relay. Mobile devices B, C and D choose
the same relay. At this time, since the compute-intensive task being executed by
device B is a VR/AR game, it has a higher bandwidth requirement. However,
the bandwidth provided by the relay is difficult to meet the needs of the task in
device B. Therefore, the relay selection for device B is unreasonable. Multiple
relays can provide more bandwidth resources.
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In view of the above challenges, a D2D-based multi-relay-assisted computa-
tion offloading method is proposed. As shown in Fig. 2, when the target device
in the blind area needs to offload the compute-intensive task to the edge server,
the mobile device that can directly communicate with the edge server will be
selected as the relay. However, the bandwidth resources provided by a single
relay may not be able to complete the data transmission of compute-intensive
applications. Therefore, the target device can select multiple relays to assist the
target device in task transmission at the same time. Moreover, considering the
transmission overhead and data allocation overhead that may be brought by
relays, we only select relays for one hop distance assisted transmission, that is,
target device –> relay(s) –> edge server. The relay will not transmit the data
to other ralays for help.

Fig. 2. D2D-based multi-relay-assisted computation offloading.

3 System Model and Problem Formulation

3.1 Local Model

In D2D computation offloading supporting compute-intensive tasks, the target
device can select multiple relays to assist it in transmitting task data. In the
process of assisting the target device to transmit data, the relays not only provide
bandwidth resources but also consume the energy of target devices in the local.

The compute-intensive task to be processed in the target device is recorded
as mi = (di, ri,Di). di is the amount of raw data of the mi, ri represents the
CPU processing cycle required by mi. Di represents the expected completion
time of mi. The target device will divide the task mi, part of which are offloaded
to the edge server and others are executed locally. We use αi ∈ [0, 1] to represent
the proportion of task mi that is offloaded to the edge server.

The time consumed by the local execution is not only affected by the com-
puting power of the local device, but also related to the calculation backlog of
the local device. For task mi, the part to be executed locally is: Ai = (1−αi)ri.
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The computing tasks run at a fixed interval tin continuously arrive at the target
device. If the target device is limited by the computing performance of the local
device and cannot be processed in time, these tasks will be overstocked locally,
affecting the execution time of the tasks arriving later. When task mi arrives,
the target device’s calculation backlog Qi is:

Qi =

{
0, i = 0
maxQi−1+Ai−1−fDtin,0

fD
, i > 0

(1)

Here, fD is the computing power of the target device. The locally execution time

tLi = (1 − αi)
ri

fD
+ Qi (2)

3.2 Edge Model

In the edge computing network, each base station is equipped with an edge
server. Mobile devices need to go through the base station to access the edge
server. Time of task mi executed on the edge server is:

tEi = αi
ri∑

k xE
k fE

k
(3)

where fE
k represents the computing power of the edge server accessed through

base station k. xE
k = 1 indicates that the edge server accessed through base

station k is selected, otherwise, xE
k = 0.

The relay set is Dr = {D1,D2, · · · ,Dj , · · · ,DN}. For each relay, Dj =
{ϕj , bj , nj} where ϕj is the cost per unit time of using relay j to transmit
compute-intensive tasks; bj represents the bandwidth owned by relay j; nj rep-
resents the number of tasks currently being transmitted by relay j.

When relay j is used to transmit task mi, the transmission rate of relay j is

sj =
bj

nj + 1
log2(1 +

pjHj

σ2
) (4)

Here, pj is the transmission power of relay j, Hj is the channel gain between
the relay and the base station, and σ is the noise power. bj

nj+1 indicates that
the tasks transmitted by the relay evenly divide the bandwidth of the relay. The
transmission time for task mi by relay j is

ti,j =
di,j

sj
+

di,j

si,j
(5)

where di,j denotes the amount of data of compute-intensive task mi transmitted
on relay j, and

∑N
j=1 di,j = di. N = |Dr| indicates the number of relays in the

relay set. si,j is the transmission rate between the target device and relay j,

si,j =
bi

N + 1
log2(1 +

piHi,j

σ2
) (6)

Here, bi and pi are the bandwidth and transmission power of the target device.
Hi,j is the channel gain between the target device and the relay.
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The relay sets the transmission time of all relay to form the relay transmission
time set T r = ti,1, ti,2, · · · , ti,N . Therefore, the uplink transmission time for the
target device to offload the task is: tri = max{T r}. At the same time, we also
need to consider the current backlog of transmission data in the transmission of
compute-intensive tasks. This paper takes δi represents the transmission backlog,
which is defined as when task mi arrive, it takes time to wait for transmission,
which is related to i − 1 and previous tasks. Based on this, the time for task
transmission can be calculated when the target device offloads the task:

tTi = xi((1 − y)
di

si
+ ytri + δi) (7)

where xi is 0(if αi = 0) or 1(if αi > 0). y indicates whether a relay is selected. If
the target device can complete the transmission without a relay, y = 0; Other-
wise, y = 1. si is the transmission rate to the base station and can be calculated
by si = bi log2 (1 + piHi

σ2 ) where Hi is the channel gain between the target device
and the base station. It should be noted that when task mi after reaching the
target device, δi is a constant.

3.3 Incentive Model

As a relay, mobile devices not only occupy bandwidth resources, but also con-
sume power. Therefore, in order to encourage more mobile devices to join the
transmission process, the incentive model is considered for the transmission of
relays. During the offloading, the relay can benefit from the transmission:

ER = xi

N∑
j=1

ϕj
di,j

sj
(8)

where ϕj is the cost per unit time when using relay j to transmit.
There is also a payment for the usage of edge servers. The cost for renting

the computing resources is:
EE = ϕktEi (9)

where ϕk is the cost of unit time when the task is offloaded to the edge server
through base station k. The overall cost for task processing is ER + EC .

3.4 Computation Offloading Model

In computation offloading, the task mi in the target device is to be processed
execute in parallel locally and at the edge. Therefore, the task completion time

ti = max {tEi + tTi , tLi } (10)

The energy consumed by the target device can be divided into two parts:
1) the energy consumed by local computing; 2) the energy consumed by trans-
mitting data. Therefore, the local energy consumption for mi can be calculated
by

EC = αiϕiri + xipi
di

Si
(11)
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where ϕi is the energy consumed by local processing in one cycling time. pi

represents the energy consumed by task transmission.
We use μi and ψi to represent sensitivity of user to the task mi and power

consumption, respectively. Then the target device offloading utility for task mi

can be calculated as

Ui(αi, di,j , x
E
k ) = μi(Di − ti) − ER − EE − ψiE

C (12)

Therefore, the optimization problems can be obtained

max
(x∈{0,1},y∈{0,1},0<di,j<di,xE

k ∈{0,1})
Ui(αi, di,j , x

E
k ) (13a)

s.t. dist(j) ≤ l(0 < j ≤ N) (13b)
N∑

j=1

di,j = di (13c)

∑
k

xE
k = 1 (13d)

Formula (13b) indicates that the distance between the target device and the
relay j cannot exceed the maximum distance l of D2D communication. Formula
(13c) represents collaborative transmission for the compute-intensive tasks by
all relays. Formula (13d) ensures that only one edge server will be selected.

4 D2D-Based Multi-relay-Assisted Computation
Offloading Method

4.1 Relay Selection Algorithm

When the target device is in the blind area, it needs to establish a D2D con-
nection with the relay that can access the edge server to obtain the service of
the edge server. Therefore, the target device needs to first confirm whether it is
in the blind area, that is, whether it is within the service coverage of the edge
server. This paper considers the case of edge server damage or downtime. In this
case, although the mobile device can connect with the base station, the edge
server equipped with the base station is difficult to provide external services. In
this paper, base stations are denoted as K = {k1, k2, · · · , km}. Algorithm 1 gives
the specific process.

Algorithm 1 outputs the relay information ω. Specifically, the target device
will traverse the base station set K. If the target device can connect to the base
station, it will further test whether the edge server is available. If no edge server
is available, return y = 1 and the relay set D. If the target device finds an
available edge server, return y = 0 and D = ∅. At this time, the target device
can directly access the edge server through the base station.

The target device obtains the relay set D through Algorithm 1. The target
device will select one or more mobile devices according to the bandwidth and



40 X. Zhao et al.

Algorithm 1. Candidate relay sets construction
Require: Target device, relay set, base station set
Ensure: ω = {y, D}
1: y = 1
2: for k ∈ K do
3: if Target device can connect to the base station k then
4: if The edge server connected to base station k is available then
5: y = 0

6: if y == 0 then
7: D = ∅
8: else
9: The target device obtains the information Di of the mobile device that can

establish a D2D connection
10: Construct relay set D = {D1, D2, · · · , DM}
11: return ω

price of each relay to form the final relay set Dr, and Dr ∈ D. The target device
will allocate the amount of data to each relay in the relay set, which is related
to the utility that the target device can obtain.

We allocate the amount of data according to the scheme of minimum trans-
mission time. The average speed of data transmission through relay j can be
reached by

v̄j =
di,j

di,j

sj
+ di,j

si,j

=
sjsi,j

sj + si,j
(14)

where di,j = v̄j∑N
k=1 v̄k

di. In this way, the profit for relay j is

ER =
N∑

j=1

ϕj
di,j

v̄j
=

N∑
j=1

ϕj
di∑N

k=1 v̄k

(15)

If the target device adjusts the devices in the relay set and the amount
of data transmitted, it needs to meet the requirement that the utility value
improvement obtained by the target device after adjustment is greater than the
cost of adjustment:

Δur = μiΔtTi − ΔER > 0 (16)

where ΔtTi represents the difference between the transmission time after policy
adjustment and that before policy adjustment; ΔER represents the difference
between the revenue of the relay after policy adjustment and that before policy
adjustment.

Based on the strategy of transmission delay minimization, the data allocation
di,j of each relay can be obtained, but also need to get the final relay set Dr.
Algorithm 2 gives an greedy-based iterative strategy. Based on this strategy,
Algorithm 3 gives the relays selection algorithm. In Algorithm 3, Di is used to
represent the data allocation set: Di = {di,1, di,2, · · · , di,N}.
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Algorithm 2. Greedy-based relay selection algorithm
Require: D, current utility ur, transmission time tTi
Ensure: Relay set Dk

1: Δur = −∞, Dr = D, Dk = ∅
2: for Di ∈ Dr do
3: Calculate the utility improvement Δur

temp and time cost tTtemp based on ur

4: if Δur
temp > Δur then

5: Dk = Di; tTi = tTtemp; Δur = Δur
temp

6: if Δur
temp == Δur and tTtemp < tTi then

7: Dk = Di; tTi = tTtemp; Δur = Δur
temp

8: return Dk

Algorithm 3 gives the steps of selecting a relay set. The relay set selection
algorithm allocates the transmission data intending to minimize the transmis-
sion time, and then selects the relay set based on the utility value. Initially, the
algorithm takes the whole set of relays to be selected as the set of relays to
calculate the transmission data allocation corresponding to the minimum trans-
mission time. After that, the algorithm will remove the mobile devices with the
least utility improvement in the set of relays to be selected in a greedy way every
iteration, and calculate again until the set is empty. Finally, the target device
selects the set with the largest utility value as the relay set.

Algorithm 3. Relay Set Selection Algorithm
Require: y, candidate relay set D
Ensure: Information of relay set r = {y, Dmax, Di, tTi }
1: tTi = +∞; Dr = D
2: if y == 0 then
3: tTi = di

si
; Dr = ∅; Di = ∅

4: else
5: while Dr �= ∅ do
6: for Di ∈ Dr do
7: di,j =

v̄j
∑N

k=1 v̄k
di

8: tTtemp =
di,j
v̄j

; ER =
∑N

j=1 ϕj
di,j
v̄j

9: if Dr == D or μiΔtTi > ΔER then
10: tTi = tTtemp; D

max = Dr; record Di; ER
temp = ER

11: else
12: if μiΔtTi == ΔER and tTtemp < tTi then
13: tTi = tTtemp;D

max = Dr; record Di; ER
temp = ER

14: Get Dk by Algorithm 2
15: Dr = Dr − Dk

16: return r
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4.2 D2D-Based Multi-relay-Assisted Computation Offloading

The construction method of candidate relay set is given in the previous. In this
way, the target device can get the relay set Dr, as well as the transmission data
amount Di allocated by each relay. Considering the intensive deployment of edge
servers, relays may be in the service coverage of multiple edge servers at the same
time. Therefore, the target device also needs to determine the proportion of data
uploaded to the edge server αi and edge server K.

According to the connection between the relay to be selected and the edge
server, the relay to be selected is divided first. For the set D of relays to be
selected, it is divided into k subsets d according to the connection between the
relays to be selected and the edge server DE

1 ,DE
2 , · · · ,DE

K . For the edge server
equipped on the base station k, All mobile devices in DE

k are accessible. K is
the number of base stations that can be accessed by the selected relay. This
chapter assumes that each base station is equipped with only one edge server,
so K is also the number of edge servers. After partition, the set of relays to be
selected meets the requirement of

⋃K
k=1 DK

k = D. Moreover, for any two subsets
DK

k1
,DK

k2
The intersection of the two is not necessarily empty.

After the division, the combination set DE = {{1,DE
1 }, {2,DE

2 }, · · · ,
{k,DE

k }, · · · , {K,DE
K}}. {k,DE

k }} represents the base station k and the set of
relays to be selected that can access the edge server equipped on the base sta-
tion k. To obtain the offloading strategy, the target device can traverse DE to
calculate the maximum utility that the target device can obtain by offloading
the compute-intensive task to the edge server in D2D mode under the current
situation. In this case, the edge server to be offloaded by the target device is
determined, and the relay set and the transmission data assigned to each relay
can be obtained by using Algorithm 3. Formula (12) is transformed into

f(αi) = μit
D
i −μiti − EE − ER − ψiE

C (17)

After determining the relay, C is a constant. We define

f1(αi) = μit
D
i − μi(t

E
i + tT

′
i ) − EE − ER′ − ψiE

C ′
(tEi + tTi ≥ tLi ) (18)

f2(αi) = μit
D
i −μi(t

E
i + tT

′
i ) − EE − ER′ − ψiE

C ′
(tEi + tTi ≤ tLi ) (19)

f3(αi) = μit
D
i −μi(t

E
i + tTi ) − EE − ER′ − ψiE

C (tEi + tTi ≤ tLi ) (20)

where tT
′

i = (1 − y)di

si
+ ytri , ER′

=
∑N

j=1 ϕj
di,j

sj
, EC ′ = αiϕiri + pi

di

Si
. Then we

can get
max f(αi) = max (max f1(αi),max f2(αi), f3(0)) (21)

The utility maximization problem is transformed into the maximum problem
of f1(αi), f2(αi) and f3(0). Moreover, from the definition of function, f1(αi) and
f2(αi) are continuous. Furthermore, we decompose the above maximum problem
into two subproblems: (1) If tEi + tTi ≥ tLi , find the maximum value of f1(αi);
(2) If tEi + tTi ≤ tLi , find the maximum value of f2(αi). In the following section,
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we will discuss the maximum problem in these two cases in turn. For ease of
expression, we set α1 = (Qi + ri

fD − tTi )/ri( 1
fE
k

+ 1
fD ).

For subproblem (1), we first calculate

f ′
1(αi) =

df1(αi)
dαi

= −μi

ri

fE
k

− ϕk
ri

fE
k

− ψiϕiri (22)

From the definition of each variable in the formula, we can see that f ′
1(αi) ≤ 0.

As tEi + tTi ≥ tLi , αi ≥ α1. If α1 ∈ (0, 1], max f1(αi) = f1(α1).
For subproblem (2), we first calculate

f ′
2(αi) =

df2(αi)
dαi

= μi
ri

fD
− ϕk

ri

fE
k

− ψiϕiri (23)

By tEi + tTi ≤ tLi , we can get αi ≤ α1. If f ′
2(αi) ≥ 0, max f2(αi) = f2(α1). If

f ′
2(αi) < 0, max f2(αi) = f2(0).

Through the above process, we can get the maximum value of f1(αi) and
f2(αi) and further get the utility value f(αi). Based on this process, a D2D-based
multi-relay-assisted offloading strategy can be obtained. Algorithm 4 shows the
process of solving the problem.

Algorithm 4. D2D-Based Multi-Relay-Assisted Computation Offloading
Require: mi, μi, fD, yfinal, D
Ensure: Offloading strategy Ω = {αfinal, Dfinal, kfinal}
1: ufinal = −∞, kfinal = ∅, task processing time ti
2: if yfinal == 0 then
3: DE = {k, ∅}
4: else
5: DE is obtained by dividing the candidate relays set

6: for DE
k ∈ DE do

7: Execute Algorithm 3 to obtain relay set Di and data allocation set Di

8: Obtain the currently available base station k

9: α =
Qi+

ri
fD −tTi

ri(
1

fE
k

+ 1
fD )

10: Calculate the maximal value u of f(αi) and task processing delay t
11: if ufinal < u or (ufinal = u and ti < t) then
12: ufinal = u, ti = t, αfinal = α, Dfinal = Di

13: return Ω

Algorithm 4 will traverse the relay partition set, and each time, it will select
the current local optimal solution based on maximum utility value, and then
obtain the global optimal strategy Ω. The strategy includes task mi’s offloading
ratio αfinal, relay set Dfinal, base station kfinal.
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4.3 Complexity Analysis

In Sect 4.1, we first give the algorithm for constructing the candidate relay sets.
The algorithm will traverse the surrounding base station that may establish
communication with the target device, so the complexity is O(|K|). Greedy-
based device selection algorithm is a part of the relay set selection algorithm.
The algorithm will traverse the candidate relay set, so the complexity is O(|D|).
The relay set selection algorithm also traverses the candidate relay set. In each
round of traversal, greedy-based device selection algorithm also needs to select
the devices that are not in the relay set, so the complexity is O(|K| + |D|2).

In Sect 4.2, we present a computation offloading algorithm to support
compute-intensive tasks. The algorithm will first execute the construction algo-
rithm to obtain the candidate relay sets. After that, the algorithm will divide the
candidate relay sets. Based on the divided set DE , the algorithm will find the
final offloading strategy. During the execution of the algorithm, it will traverse
the base station set, and the complexity of the algorithm can be obtained as
O(|K| + |D| + |D|2|K|).

5 Performance Evaluation

5.1 Simulation Setting

We select the Australian base station distribution dataset [14] which is derived
from the radio communication license dataset issued by the Australian Commu-
nications and Media Authority. Twenty edge servers are chosen and the coverage
radius of each edge server is randomly set to [450, 750]. Within the coverage of
each edge server, there will be 10 randomly generated mobile devices for trans-
mission assistance.

This experiment uses the following indicators to evaluate the performance of
the three methods: (1) the proportion of tasks completed before the expected
completion time; (2) The energy consumption of mobile devices accounts for the
proportion of local execution energy consumption.

The task data transmission time in [ ri

fD , 1.5ri

fD ]. We set tbench = ri

fD + 2di

Si
, and

50% − 140% of tbench are expected completion time by tasks. The arrival of the
task obeys Poisson distribution, and λ = 1. This experiment will first calculate
the index value of each target device in turn, and finally calculate the average
value of 10 target devices.

We compare our method with the following two methods: (1) Random Single
Relay-Assisted Offloading (RSRO): it will randomly select a device from the
set of relays as the relay. The target device will determine the offloading ratio
according to the strategy of maximizing utility value. (2) Greedy-Based Single
Relay-Assisted Offloading (GSRO): it will sort the devices and select the device
with the highest transmission rate as the relay. The target device will determine
the offload ratio according to the strategy of minimizing execution time.
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Fig. 3. Impact of the expected completion time.

5.2 Experimental Results

We first change the expected completion time. Figure 3(a) shows the number
of tasks completed before the expected completion time of the user. With the
increasing expected completion time, the performance of DRACO, GSRO and
RSRO are constantly improving, but the number of tasks that the method
DRACO has completed is always the most. Figure 3(b) shows the ratio of
energy consumption of considering to un-considering computation offloading.
The energy consumed by local devices using different methods is not related to
the expected time change of task users, but the energy consumption of method
DRACO is always the lowest of the three methods. As can be seen from Figs. 3(a)
and 3(b), the performance of DRACO is always better than the other two meth-
ods, because a single relay may not be able to complete task processing before
the user expected completion time.

Then we change the number of relays to be selected from 2 to 20. Figure 4(a)
shows that the proportion of completion tasks before the expected comple-
tion time. With the increasing number of relays to be selected, the number of
tasks completed before the expected completion time with DRACO is gradually
increasing. However, the number of tasks completed by GSRO and RSRO before
the expected completion time has little change. The performance of DRACO is
always the best. Figure 4(b) shows the ratio of energy consumption of considering
to un-considering computation offloading. The energy consumption of DRACO
is decreasing and remains the lowest at all times, but the energy consumption
of GSRO and RSRO is unchanged. This is because GSRO and RSRO can only
select one relay, so the improvement of the number of relays will not improve
the performance of the algorithm. However, DRACO can use multiple relays for
parallel data transmission at the same time, which greatly improves the perfor-
mance of compute-intensive tasks.

Finally, we test the impact of the number of available edge servers. Figure 5(a)
shows the completion tasks before the expected completion time. As the number
of available edge servers is decreasing, the performance of DRACO, GSRO and
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Fig. 4. Impact of the number of relays.

Fig. 5. Impact of the number of edge servers.

RSRO is decreasing, and the number of tasks completed before the expected
completion time decreases. But the performance of DRACO is always the
best. Figure 5(b) shows the ratio of energy consumption of considering to un-
considering computation offloading. With the decrease of the number of available
edge servers, the energy consumption of DRACO, GSRO and RSRO for target
devices is increasing, but the energy consumption of DRACO is always the lowest
among the three methods. The reason for the above phenomenon is that with
the decrease of the number of available edge servers, the single relay assisted
offloading method is difficult to support more compute-intensive tasks, while
the DRACO with multi-relay strategy can. Moreover, the continuous reduction
of the number of available edge servers makes the target devices put more tasks
on the local execution, so the energy consumption of mobile devices will continue
to increase. However, DRACO is still superior to the other two methods.
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6 Related Work and Comparison Analysis

Low latency, high bandwidth, close to users and other advantages make edge
computing receive a lot of attention and research. With the rapid development of
edge computing, more and more service providers try to offload large-scale com-
puting tasks to edge servers. Computing offload strategy has become a research
hotspot. Wang et al. [15] introduced a dynamic edge computing model and con-
ducted the first study on robust task offloading which is tolerant to h server
failures. Deng et al. [16] designed a user-centered joint optimization offloading
scheme to minimize the weighted cost of time delay, energy consumption and
price under the constraint of satisfying the advanced personalized needs of users.
Song et al. [17] proposed a scheme in which tasks are offloaded to servers with
the aim of maximizing a reward within a limited power budget, server process-
ing capacities, and wireless network coverage. Yan et al. [18] proposed an MEC
service pricing scheme to coordinate with the service caching decisions and con-
trol wireless devices’ task offloading behavior in a cellular network. Based on
the available bandwidth of heterogeneous edge severs and the location of mobile
devices, Yang et al. [19] formulated an optimal offloading node selection strat-
egy as a Markov decision process (MDP), and solved by employing the value
iteration algorithm (VIA). Zhan et al. [7] investigated the problem of offloading
decision and resource allocation among multiple users served by one base station
to achieve the optimal system-wide user utility, which is defined as a trade-off
between task latency and energy consumption. However, these methods seldom
consider the devices in blind area that cannot communicate with the edge server
directly. We use D2D technology to solve this problem by using multiple devices
as relays. If the devices in blind area want to use edge services, they could offload
computing tasks to edge servers through relay devices.

D2D technology improves the communication efficiency through the direct
connection between devices, and also provides a new idea for data transmis-
sion. The establishment of efficient D2D connection plays an important role in
the calculation of offloading efficiency. Sun et al. [20] studied device-to-device
enabled traffic offloading scheme by employing non-orthogonal multiple access
(NOMA) and unlicensed access technologies to maximize the capacity of the D2D
network by optimizing sub-channel assignment and power control while guaran-
teeing the capacity of NOMA-based cellular links and the WiFi system. Pan et
al. [21] investigated the caching strategy to maximize the D2D offloading gain
with the comprehensive consideration of user collaborative characteristics as well
as the physical transmission conditions. Feng et al. [22] proposed a device-to-
device communications-assisted traffic offloading scheme to improve the amount
of traffic offloaded from cellular to WiFi in integrated cellular and WiFi net-
works. Peng et al. [23] discussed joint multi-user cooperative partial offloading,
transmission scheduling and computation allocating for device-to-device under-
lay mobile edge computing. Ko et al. [12] proposed a distributed device-to-device
offloading system (DDOS) in which a task owner opportunistically broadcasts
an offloading request that includes its mobility level and task completion dead-
line. After receiving the request, mobile devices in the vicinity of the task owner
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employ a constraint stochastic game to decide, in a distributed manner, whether
to accept the request or not. However, these methods rarely consider that single
relay may not be able to meet the response time requirements of compute-
intensive tasks. We fully consider the available bandwidth and choose multiple
relays to complete the transmission and ensure that the application is completed
in the effective time.

7 Conclusion

In order to support the computation offloading of compute-intensive tasks in
blind area, this paper proposes a computation offloading method, DRACO.
Specifically, DRACO will select multiple mobile devices that can communicate
with edge servers as relays, and target devices will establish D2D connection with
these devices in turn. The compute-intensive tasks in blind area are offloaded to
edge servers by parallel transmission of multiple relays. A large number of exper-
iments with the real-world datasets have proved the feasibility and effectiveness
of our method.
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Abstract. The emerging Vehicle to Infrastructure (V2I) technology sup-
ports the service of task offloading under the Internet of vehicle (IoV),
which improves the computational efficiency of the task. Facing tasks with
different demands, network slicing technology builds a variety of logic pri-
vate networks on a unified infrastructure, divides and allocates resources
according to different user needs, which improves the vehicle transmission
efficiency. Nevertheless, the diversity of demand resources and the ran-
domness of tasks make the network scenario of IoV more complex. It is
still a challenge to consider how to combine the network slicing technol-
ogy to reduce the cost of offloading the computing task. In this paper, we
study the scenario of autonomous vehicle offloading the computing task to
Roadside Units (RSUs), and consider the multi-Mobile Edge Computing
(multi-MEC) collaborative computing task to ensure that the task can be
completed within tolerable delay. We consider the computing power and
resource occupancy rate of MEC servers to ensure the user experience, and
formulate a resource pricing scheme. Then, we propose a Performance-
Price Ratio Task Scheduling (PPRTS) algorithm, which aims to complete
the computing task within the maximum tolerable delay and reduce the
cost of user. Simulation results show that the algorithm can effectively
reduce the cost of the user.

Keywords: Internet of Vehicle (IoV) · Vehicle to Infrastructure
(V2I) · Network slicing · Mobile Edge Computing (MEC) · Resource
scheduling

1 Introduction

With the evolution of cellular network, the transmission rate of the network
has been greatly improved, which provides technical support for the information
interaction between vehicle information and external traffic elements [1]. V2I
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communication is an important form of Vehicle to Everything (V2X), which is
considered to improve the roadside safety and traffic system in the Intelligent
Transportation System (ITS) [2]. When the network of RSU equipment is dense
enough, it can act as the orientation point and provide the vehicle with relevant
information about the dangerous situation on the road, such as traffic jam ahead,
traffic accidents and other risks. In addition, the vehicles offload the computing
task to the MEC server of RSU, which can process the data faster.

In V2I communication scenario, it mainly refers to the interactive communi-
cation between vehicles and RSUs. V2I can facilitate the vehicle to quickly obtain
the surrounding facilities information and process the computing tasks. By con-
necting the RSU with the Internet, the RSU can be turned into a relay point,
which reduces the dependence of communication between vehicles and base sta-
tions, vehicles and other vehicles in the Internet of vehicles network. Compared
with vehicle to base station communication, V2I can reduce the transmission
delay and the processing delay of computing tasks [3].

Moreover, RSU combined with Mobile Edge Computing (MEC) technology is
used to improve the efficiency of task processing. As a new deployment scheme,
MEC can reduce the core network load and data transmission delay by deploying
small data centers or nodes with cache and computing capabilities at the edge
of the network, which is closely connected with mobile devices and users [4].
The mobile terminal can judge whether it needs offloading service according
to the delay tolerance of the task, processing capacity, energy consumption,
and other factors. By employing offloading service, the computing-intensive and
delay-sensitive tasks can be processed on MEC servers to meet the performance
requirements of tasks [5].

However, Multiple users request and share resources from MEC server at the
same time, which causes congestion and slow response speed. In addition, differ-
ent users have different requirements for data capacity and computing resources,
which leads to inefficient resource allocation. In order to solve this problem,
network slicing technology is used to divide the data capacity and computing
resource of MEC server into multiple slices. These slices are respectively allo-
cated to multiple users, and they are isolated from each other [6]. Network slic-
ing technology provides a powerful guarantee to solve the problem of different
requirements in network capacity, delay, reliability, speed and other aspects in
diversified application scenarios [7]. And it builds corresponding logical networks
for different types of resource requirements on the same physical infrastructure,
and ensures mutual isolation [8].

Resource pricing scheme can affect the cost and resource utilization strat-
egy of users, which is an important part. In [9], Baek B. et al. considered three
dynamic pricing mechanisms for edge computing resource allocation in the Inter-
net of Things environment: bid-proportional allocation mechanism, uniform pric-
ing mechanism, and fairness-seeking differentiated pricing mechanism. In [10],
Cardellini V. et al. studied the resource pricing and Provisioning Strategies in
cloud systems, and found that the dynamic pricing scheme for different customers
can give network operator higher income. By exploring the relationship between
resource efficiency and profit maximization, Wang G. et al. studied the dimension-
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ing of network slicing with resource pricing strategy in [11], and improved the profit
of network slicing in [12]. However, most of these pricing schemes aim at improving
profits of operator, without considering resource utilization and user competition,
so we adopt dynamic asymmetric pricing strategy to improve resource utilization.

At present, some authors consider some strategies and methods to complete
computing tasks. In [13], Liu M. et al. considered the edge cloud with limited
computing power, divided the spectrum resources and computing resources of
the edge cloud MEC server, and sold them to multiple users. And the partial
offloading strategy was adopted to divide the user’s computing tasks into differ-
ent parts for local computing and offloading at the same time. In [14], Liu Y.
et al. introduced the non-orthogonal multiple access function, which ensured that
multiple users can offload computing tasks to the same fog node, so that a fog
node can serve multiple users. On this basis, the total system cost of energy and
user delay are minimized. In [15], Wang C. et al. chose some user equipments to
offload their computing tasks, while others execute their computing tasks locally.
However, this does not take into account users’s willingness to offload, so a rea-
sonable pricing scheme should be made to guide users to choose offloading when
the resource utilization rate is low, otherwise choose local computing.

Many authors think that cloud computing in core network may cause too
much delay, and consider offloading computing tasks to RSU to provide low
delay services. In [16], Huang C. et al. considered that the computing task is
offloaded from the vehicle to the base station, which leads to the increase of
data transmission time, so the computing task is offloaded to RSU. In [17], Chen
C. et al. used the idle resources between vehicles for collaborative computing.
Computing tasks can also be offloaded to a single RSU, but the collaborative
computing of multiple RSUs is not considered, which causes great pressure on a
single RSU.

Based on the above, in this paper we build a multi-RSU collaborative slicing
resources scheduling model to solve the delay sensitive computing task demand
problem of IoV users. Facing the situation that users choose local computing
or offload the task to MEC servers, we use performance-price ratio strategy
to reduce user cost, and the evaluation results show that the user cost of the
algorithm is lower than the other three algorithms. The main contributions are
as follows,

– We study the scenario in which the computing task is offloaded to RSU by the
automatic driving vehicle, and consider the multi-MEC collaborative comput-
ing task to ensure that the task can be completed within the tolerable delay.

– We use network slicing to segment MEC server resources, so that one RSU
can serve multiple users, and multiple RSUs can also cooperate with each
other in the computing task.

– We propose a Performance-Price Ratio Task Scheduling (PPRTS) algorithm,
which aims to complete the computing task within the maximum tolerable
delay and reduces the cost of user. Compared with the other three algorithms,
PPRTS always ensures the lowest cost of the user when the computing task
is completed within the tolerable delay.
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The rest of the paper is organized as follows. In Sect. 2, we introduce the sys-
tem model and problem formulation. In Sect. 3 is our proposed solution strategy.
In Sect. 4, we compare the performance of different algorithms and analyze the
different parameters of PPRTS algorithm followed by the conclusion in Sect. 5.

2 System Model

In this section, we first introduce the application scenario and the slicing
resources model. Next, we propose mobility and communication model to
describe the condition of the vehicle and task. Then, under appropriate assump-
tions, we give the slicing resources pricing model and design the specific pricing
function. Finally, we integrate the above three models to propose the optimiza-
tion objectives and related constraints.

Fig. 1. Computational offloading of Multi-MEC collaboration.

2.1 Slicing Resources Model

As shown in Fig. 1, we consider that in the automatic driving scenario, some
vehicles are driving on the straight road, and they can communicate with RSUs
equipped with the MEC server through V2I link. We denote RSU set as R =
{1, 2, ..., N}. It is assumed that there is a certain distance between RSUs and
the coverage is contiguous but not overlapping. Each RSU is equipped with the
MEC server, which has limited data capacity and computing power. We mark
the i-th RSU of vehicle connection as RSUi, whose total data capacity is Ci and
total computing power is Ai.
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For vehicles, they have data capacity cv, weak computing power av and low
unit price pv. Following [18], we use a triplet 〈δ,M, d〉 to describe the task that
the vehicle need to compute, where δ represents the complexity factor of the
task, M represents the data size, and d represents maximum tolerable delay of
the task. The computing tasks of vehicles are different in the form of text, voice
or video, so the computing complexity factor of these tasks is different.

For RSUs, the computing resources and data capacity of multiple MEC
servers are composed of network slices, which can be dynamically allocated to
multiple vehicles. When the vehicle enters the coverage area of RSU, diversified
logical private network services can be realized by accessing the network slicing.
In this way, there is no need to build a physical private network and avoid the
extra cost and waste of resources.

For the urgent computing tasks of vehicles, due to the weak local computing
power, it may not be able to complete within the tolerable delay, which is an
undesirable result for users. When a part of the tasks are offloaded to RSU
and multiple MEC servers with strong computing power are used to process it
simultaneously, the computing delay can be saved.

And the composition of the network slice of the RSUi is

Si = {ci, ai, pi}, (1)

where ci and ai represent data capacity and computing power of the slice respec-
tively, and pi represents the unit price of using this slice.

2.2 Mobility and Communication Model

There will be some complicated computing tasks in the process of vehicle driving
to meet the safety, entertainment and other needs of passengers. According to
the complexity factor δ, data size M and maximum tolerable delay d of the task,
the computing task can be divided [19]. One part of the task mv is computed
locally, the other part of the task mi is offloaded to RSU and computed by
utilizing MEC servers slicing resources. The task local execution delay is as

tv =
δmv

av
, (2)

where mv is the data size computed locally by the vehicle, and av is the local
computing power of the vehicle.

In the case of offloading the task to RSU and receiving the returned result,
the vehicle location is different, and the vehicle mobility needs to be considered.
Suppose there are T slots, set T = {1, 2, ..., T}. At time t, we mark the coordinate
of the vehicle as (xv

t , yv
t ), and the RSUi is (xi, yi), where i ∈ {1, 2, ..., N}. The

distance between the vehicle and RSUi can be calculated by Euclidean Distance
as

di(t) =
√

(xv
t − xi)2 + (yv

t − yi)2,∀i ∈ N. (3)

And the channel gain between them is

gi(t) = g0ρ
2di(t)−αh ,∀i ∈ N, (4)
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where g0 is the channel gain at the reference distance, ρ is an exponential random
variable with an mean value, di is the distance between the vehicle and the RSUi,
and αh is the path loss index in the V2I link.

When K vehicles offload tasks to the same RSU through the shared channel,
the signal-to-interference-plus-noise ratio (SINR) between the vehicle and RSUi

is

γi(t) =
pgi(t)

σ2 +
∑K−1

j=1 qjhj

,∀i ∈ N, (5)

where p is the transmission power of the current vehicle, g is the channel gain
between the current vehicle and RSU; q is the transmission power of other vehi-
cles, and h is the channel gain between other vehicles and RSU. And σ2 is the
power of additive white Gaussian noise.

Thus, the instantaneous data transmission rate between vehicle and RSUi is

Ri(t) = Wlog2 (1 + γi(t)) ,∀i ∈ N, (6)

where W represents the channel bandwidth. The instantaneous data transmis-
sion rate of vehicle is measured once in each time slot, and the average trans-
mission rate can be calculated as

R̄ =
∑T

t=1 Ri(t)
T

,∀i ∈ N. (7)

We denote βu and βd as transmission overhead of uplink and downlink respec-
tively. Then, the uplink tu and downlink td transmission delay of vehicle remain-
ing computing task offloaded to RSU are respectively represented as follows

tu =
βu (M − mv)

R̄
, (8)

td =
βd (M − mv)

R̄
. (9)

Short distance optical fiber communication is used between RSUs, and the
transmission delay between them can be ignored. After receiving the computing
task of vehicle offloading, RSUi will assign the task to the next RSUs, which
will execute the computing task at the same time. So the task execution delay
in MEC is

tm = max
(

δmi

ai

)
,∀i ∈ N, (10)

where mi is the data size computed by slice of the i-th MEC, and ai is computing
power of slice of the i-th MEC. After MEC servers cooperatively processes the
data, the network slice transmits the task results from the nearest RSU to the
vehicle. Thus, the total execution delay of the vehicle computing task is

ttotal = max
(
tv, tu + tm + td

)
. (11)

We divide the computing task into two parts: one part is executed locally on
the vehicle, the other part is offloaded to MEC servers on RSUs for execution.
The two parts of the task are carried out at the same time, so the total delay
depends on the part that takes more time.



56 Y. Liang et al.

2.3 Pricing Model

For vehicles, local processing of computing task requires energy consumption,
and the unit price pv is a low fixed value. For RSUs, MEC servers have different
computing power. In industries with high fixed equipment cost and low marginal
cost, dynamic pricing of resources can improve the enthusiasm of users to use
resources and ensure the efficiency of resource utilization. Similar to [20], we
consider the computing power and resource occupancy rate of MEC to ensure
the user experience. Thus, we propose the unit price function of slicing resources
as

Punit = λeμx + ν, (12)

where x is related to computing resource occupancy rate of MEC. λ is the initial
unit price of slicing resources. Its value is dynamic, and it is the proportion of the
current MEC server and the largest server computing power. μ represents the
degree of unit price change, which affects how fast the unit price changes with x.
ν represents the minimum unit price provided by infrastructure provider. And λ
and ν jointly determine the starting price of resources. All the above parameters
are positive.

In order to complete the computing task, the cost of local processing on the
vehicle is

Pv = pvtv. (13)

Because multiple MEC slicing resources are used to cooperatively process the
computing task, the processing cost of the task offloaded to RSUs is

Pm =
N∑

i=1

punit
i

δmi

ai
, (14)

where pi is the unit price of the i-th MEC slice according to (12), and δmi

ai
is the

usage time of the i-th MEC slice. The total cost of computing task offloaded to
RSUs is the sum of slicing resources costs.

By integrating the above three models, the user’s computing task cost can
be defined as a constrained optimization problem, as follows:

P1: min Pv + Pm

s.t. C1 : mv +
∑N

i=1
mi = M,

C2 : av +
∑N

i=1
ai � M

d − tu − td
,

C3 : ttotal � d,

C4 : mv � cv,

C5 : mi � ci,∀i ∈ N

(15)

where C1 represents that the total the task assigned to vehicle and MEC servers
is certain. C2 represents that the computing power of the vehicle and slices of



Delay-Sensitive S. R. Scheduling Based on Multi-MEC Collaboration in IoV 57

MEC servers can complete the computing task. C3 represents that the maxi-
mum delay for processing the computing task locally or MEC shall not exceed
maximum tolerable delay of the task. C4 and C5 ensure that the data size of
the task assigned to the vehicle or each slice does not exceed the data capacity
of them, otherwise the task data will be lost.

3 Proposed Solution Strategy

In this section, we discuss the solution, and propose algorithm based on greedy
algorithm to solve P1 quickly.

Firstly, we analyze the trend of the pricing function in problem P1. The
pricing function is a monotonically increasing function. Its characteristic is that
the higher the occupancy rate of computing resource, the higher the unit price,
and the larger the slope. Such a mechanism can reduce congestion caused by
high resource occupancy rate, which is helpful to improve user experience.

Next, we consider a special case of problem P1: the vehicle and all MEC
servers are isomorphic, so the computing power, data capacity and resources
price of the vehicle and MEC servers are the same. For problem P1, the task
can be divided into multiple items according to the data capacity of MEC servers,
and the MEC server can be seen as a bin. Thus, the cost of user can be minimized
by reasonably dividing the task, processing it locally or offloading it to the MEC
servers. In this case, problem P1 can be regarded as: minimizing the number of
bins used by reasonably placing items.

In fact, each MEC server has different computing power, data capacity and
resource price. In order to get more computing power at a cheaper price, we
consider designing a greedy algorithm based on performance-price ratio strategy
to reduce the cost of resource utilization.

Initialization: Recording the vehicle coordinates, judging which RSU the vehi-
cle is in and select the RSU to offload. If the distance between the vehicle and
RSU is less than the radius, it means that it is within its coverage, as follows

di(t) � Rr,∀i ∈ N. (16)

Stage 1: Selecting bins according to performance-price ratio and dividing the
task by data capacity of each bin. We regard the vehicle and N MEC servers as a
bins set B = {b1, ..., bi, ..., bn+1}, which have data capacity ci, computing power
ai and unit price pi. In order to minimize the cost of user, we try to use bin with
high performance-price ratio under the premise of satisfying the constraints. The
performance-price ratio is calculated as

ri =
ai

pi
,∀i ∈ N + 1. (17)

Then direct performance-price strategy reorder the bin set B in descending order
of the performance-price ratio.

Sometimes the amount of task data is too large, which will lead to large
transmission delay. At this time, the offload data takes up a large part of the
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Algorithm 1. Performance-Price Ratio Task Scheduling (PPRTS) Algorithm
Input:

Coordinates of RSUs and vehicle, RSU coverage radius Rr, vehicle speed Sv;
complexity factor, data size and maximum tolerable delay of the task 〈δ, M, d〉;
data capacity, computing power and unit price of MEC servers slicing resources
{ci, ai, pi}, ∀i ∈ N and the vehicle {cv, av, pv}.

Output:
Computation task scheduling scheme and minimum cost of the vehicle user Pv+Pm.

1: Determine which RSU the vehicle is located in according to (16), and the RSU to
be offloaded is selected;

2: Create a bins set B = {b1, ..., bi, ..., bn+1} of vehicle and MEC servers resources;
3: if direct performance-price strategy then
4: Sort the set B in descending order according to (17);
5: else
6: The local vehicle ranks first, and the rest sorts the set B in descending order

according to (17);
7: end if
8: while the task is not fully divided do
9: for i ∈ N + 1 do

10: Check the data capacity ci of bi;
11: mi ⇐ ci;
12: Assign the task amount with data size mi to bi;
13: bi ⇐ bi+1;
14: end for
15: end while
16: The total delay ttotal is calculated according to (11);
17: while ttotal > d do
18: Assign the task amount mi � ci that can be completed by bi+1 within d;
19: bi ⇐ bi+1;
20: end while
21: According to the vehicle speed Sv and task uplink tu and processing tm delay, the

new vehicle coordinates are calculated as (xt + Sv(t
u + tm), yt), and the RSU of

the returned results is selected.
22: Generate task scheduling scheme and the user cost according to (13), (14).

time, and the final task is difficult to complete. In this case, the amount of data
offloaded to MEC should be reduced, and the local computing resources should
be utilized to reduce the transmission delay. Thus, for the task with large amount
of data and high delay requirement, we adopt a local priority strategy, which
makes maximum use of the local computing resources, and the rest part of the
task is offloaded to the MEC servers according to the performance-price ratio.

The algorithm divides the task into many parts, checks the data capacity of
b1, fills the data capacity of it, and loads the rest into b2 and b3 by analogy until
the task assignment is completed. Next, the algorithm checks whether the delay
of the scheme does not exceed maximum tolerable delay d. if not, the algorithm
divides a part of the data mi+1 that can be completed in time d to bi+1, and so
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on; otherwise, the scheme is generated and the minimum user cost is calculated
according to (13) and (14). Then, we compare the direct performance-price ratio
strategy with the local priority strategy, and the task scheduling scheme adopts
the one with lower user cost within the maximum tolerable delay.

Stage 2: Processing the computation task and returning the computation
result. After formulating the task scheduling scheme, one part of the task is
offloaded to MEC servers for cooperative processing, and the other part is pro-
cessed locally. According to the vehicle speed and task uplink and processing
delay, vehicle coordinates are calculated. Similar to (16), the RSU in coverage
range is selected and the computation result is returned to the vehicle. And our
proposed performance-price ratio task scheduling (PPRTS) algorithm is shown
in Algorithm 1.

Finally, we analyze the time complexity of PPRTS algorithm. For the line
3 and 4 in Algorithm 1, specifically it will take O(nlog2(n)) operations to sort
all the bin in this line in descending order according to performance-price ratio.
For lines 8–15 and 17–20 of the loop, each set will traverse once and then ter-
minate within O(n) operations in the worst case. In conclusion, the overall time
complexity of PPRTS algorithm is O(nlog2(n)).

4 Simulation Results

In this section, we present simulation results of the PPRTS algorithm and show
its performance. In addition, compared with the other three schemes, we verify
that the proposed scheme can complete the task within the maximum tolerable
delay and the user cost is the lowest. Then, we analyze the influence of different
parameters on the scheme through parameter experiment.

Table 1. Simulation parameters

Parameter Value

Vehicle available data capacity cv 100 GB

Vehicle computing capacity av 500 MHz

Local computing unit price pv 100

Vehicle transmitting power p 37 dBm

Vehicle bandwidth W 100 MHz

Vehicle speed Sv 60 km/h

RSU coverage radius Rr 500 m

White Gaussian noise power σ2 −118 dBm

Transmission overhead of uplink βu and downlink βd 1, 0.05

Number of vehicles K and MEC servers N 5, 3

Total data capacity of each MEC server 100 GB, 300 GB, 500 GB

Total computing power of each MEC server 1 GHz, 3 GHz, 5 GHz

Coefficient μ of pricing function 0.1

Minimum price ν of pricing function 10
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4.1 Simulation Settings

We randomly simulate the usage of computing resource in MEC servers and
conduct lots of experiments to verify the performance of PPRTS algorithm.
Some parameters are listed in Table 1. It is worth noting that more MEC server
cooperation is not always better, nor is shorter latency always better. Because
our optimization goal is to complete the computing task within the maximum
tolerable delay and minimize the cost of users. Too many MEC collaborative
computing tasks can reduce the delay, but the cost of users will increase, which
is not what users expect. According to the simulation experiment task data, the
total computing resource of the three MEC servers are 1GHz, 3GHz and 5GHz
respectively. In each experiment, the computing resource used and occupancy
rate of three MEC servers are shown in Table 2. The tolerable delay of vehicle is
strict, and low delay ensures normal driving. In the experiment, the total delay
of computing task offloading to MEC, server processing task and result return is
millisecond level. And the complexity factor, data size and maximum tolerable
delay of vehicle computing task are shown in Table 3.

Table 2. Usage of MEC servers computing resource in each experiment

MEC1 MEC2 MEC3

Set1 CR used (MHz) 772.10 1780.46 1646.73

CR occupancy (%) 77.21 59.35 32.93

Set2 CR used (MHz) 615.18 771.56 4746.14

CR occupancy(%) 61.52 25.72 94.92

Set3 CR used (MHz) 722.64 1332.38 1439.44

CR occupancy (%) 72.26 44.41 28.79

Set4 CR used (MHz) 551.88 2535.63 3574.18

CR occupancy (%) 55.19 84.52 71.48

Set5 CR used (MHz) 803.38 515.66 1932.10

CR occupancy (%) 80.34 17.19 38.64

Table 3. Task status in each experiment

Task Complexity factor δ Data size M Tolerable delay d

Set1 1 12.5 MB 200 ms

Set2 1.5 25 MB 400 ms

Set3 1 50 MB 600 ms

Set4 2 37.5 MB 650 ms

Set5 2 50 MB 800 ms
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4.2 Parametric Analysis

The unit price of resources is a noticeable factor, which determines the strategy of
selecting MEC resources. Thus, we conduct simulation experiments to observe
the impact of MEC server computing power and resource occupancy on unit
price.
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As shown in Fig. 2, the abscissa is the computing power of the MEC server,
and the ordinate is the unit price of MEC resources. Taking the preset fixed
vehicle local price as a reference, the influence of three MEC resource occupancy
rates on resource unit price is compared. When the remaining computing power
of MEC server is weak, the unit price is lower than vehicle local resources. With
the enhancement of the remaining computing power of MEC server, the unit
price also exceeds the vehicle. Under the same MEC computing capacity, the
higher the occupancy rate, the higher the unit price, and the greater the growth
rate of unit price. In this case, the MEC server with low resource occupancy and
relatively strong computing power should be selected on the premise that the
task can be completed within the tolerable delay.

Then, we compare the resource unit prices of heterogeneous MEC servers.
Taking the preset fixed vehicle local price as a reference, three MEC servers
use all the computing power, and the specific resources are shown in Table II.
As shown in Fig. 3, the abscissa is the resource occupancy rate calculated by
MEC, and the ordinate is the unit price of MEC resources. The unit price gap
of each MEC server is small before 50%, and gradually widens after 60%, which
is a protection mechanism. The high cost makes the user choose the server with
relatively idle resources, ensuring the user experience and dispersing the server
pressure of operator.

4.3 Scheme Comparison

We count the task delay, and use MEC resource pricing function under the same
parameters to calculate the user cost of four task scheduling schemes in these
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five Sets. The four task scheduling schemes are PPRTS, PLRRO, All random
offloading and Completely random.

PPRTS uses our proposed Performance-Price Ratio Task Scheduling Algo-
rithm. In other words, within the maximum tolerable delay, the scheme chooses
the one with lower user cost between the direct performance-price ratio strategy
and the local priority strategy. PLRRO means priority local residual random
offloading. In this scheme, local computing task is considered first, and the rest
of the task is randomly offloaded to multiple MEC servers. All random offloading
represents that the task does not consider local computing at all, and all parts
of the task are randomly offloaded to multiple MEC servers. Completely random
represents a completely random proportion of the task being computed locally
and offloaded to MEC servers.
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The total delay of different schemes is shown in Fig. 4, and should not exceed
the maximum tolerable delay. The abscissa is the MEC computing resource usage
in five sets, and the ordinate is total delay of four schemes to complete the task.
From the experimental results, not every scheme can complete the computing
task within the maximum tolerable delay.

In these five Sets, PLRRO once, All random offloading three times, and
Completely random four times failed to complete the computing task within the
maximum tolerable delay. And Each experiment of PPRTS can complete the
task within the tolerable delay. In Set 2, we find that the delay of PLRRO is
lower than that of PPRTS, but it is not that the lower the delay is, the cheaper
the price is. It may be that the PLRRO uses better computing resources to
complete the computing task with lower delay, but the user cost is not necessarily
the lowest. Our goal is to minimize the user cost within the tolerable delay of
the task, so we only need to complete the task within the tolerable delay.

The user cost comparison of the four schemes is shown in Fig. 5. The abscissa
is the MEC computing resource usage in these five sets, and the ordinate is user
cost of four schemes to complete the task.

Due to the randomness, the user cost of Completely random is sometimes high
and sometimes low, and the performance is unstable in these five Sets. If the task
data is large and all parts of the task are offloaded to MEC, most of the delay is
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spent on transmission, leaving less computing time, and the performance of All
random offloading without considering local computing is not ideal. Although
the cost of All random offloading is lowest in Set 3, it can not complete the task
within the tolerance delay, so it is not desirable. Relatively speaking, PLRRO
gives priority to the local cheap computing resources processing the task, so the
user cost is lower than the two random schemes. However, MEC resources are
relatively idle and cheap in Set 5, and the cost of preferentially computing task
locally is high. PPRTS selects resources according to performance-price ratio,
and the user cost is always the lowest among the four schemes.

5 Conclusion

In this paper, we study the cost of the user computing task for vehicle in
autonomous driving scenario. In order to minimize the cost of user, we use
network slicing to segment MEC server resources, and propose PPRTS algo-
rithm, which offloads the computing task to multi-MEC servers according to
performance-price ratio of slicing resources. Simulation results show that the
algorithm can complete the task within the maximum tolerable delay, and effec-
tively reduce the cost of user.
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Abstract. Mobile edge computing (MEC) is an emerging paradigm
to meet the increasing real-time performance demands for Internet of
Things and mobile applications. By offloading the computationally inten-
sive workloads to edge servers, the quality of service (QoS) could be
greatly improved. However, with the growing popularity of MEC, the
MEC systems grow extremely large, and thus the QoS optimization
suffers from search space explosion problem, making it impractical in
real-life scenarios. To attack this challenge, this paper studies the joint
optimization of task offloading and computational resource allocation for
large-scale MEC systems. We formulate this problem as a cost minimiza-
tion problem and illustrate the NP-hardness of this problem. In order to
solve this problem, we divide the original problem into two sub-problems
and introduce the theory of Ordinal Optimization (OO) to search for a
near-optimal computing offloading and resource allocation policy within
a significantly reduced search space. Finally, the efficacy of our approach
is validated by simulation experiments.

Keywords: Mobile Edge Computing (MEC) · Computing offloading ·
Resource allocation · Ordinal optimization · Large-scale MEC systems

1 Introduction

With the rapid development of Internet of Things (IoT) and Mobile Internet,
the amount of mobile data traffic and the number of mobile devices have surged.
According to the forecast [1], by 2022, mobile will account for 20% of total IP
traffic and the world’s mobile data traffic will almost reach to one zettabyte.
Moreover, there will be 12.3 billion mobile devices including M2M modules
by 2022, which outnumber the estimated global population (8 billion) at that
moment by 1.5 times. At the same time, more and more innovative applications
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are emerging, such as Augmented Reality (AR) [2], Natural Language Processing
(NLP) [3], Virtual Reality (VR) [4] and self-driving [5]. These applications are all
computing-intensive, time-sensitive, and energy-intensive. However, due to lim-
ited resources of the mobile devices (i.e., computational resources and battery
capacity), these applications are difficult to achieve a satisfactory experience for
users. Therefore, due to the contradiction between the huge demand for compu-
tational resources as well as energy consumption of these emerging applications
and limited resources of mobile devices, the advance of future mobile platforms
becomes a major challenge.

Mobile Cloud Computing (MCC) is a traditional architecture which is
deemed to be able to address the above challenges [6]. Mobile devices are able
to offload computationally intensive workloads to a central cloud for execution
by MCC. Without sacrificing the mobility and convenience of mobile devices,
the rich computing resources of the central cloud can be utilized to enhance the
support of mobile devices for these emerging applications. However, MCC also
introduces high latency as data has to be transferred to remote cloud servers for
processing [7].

Mobile Edge Computing (MEC) is an innovative paradigm designed to offer
an IT service environment as well as cloud computing capabilities at the edge of
the mobile network that is geographically close to mobile users [8]. On the one
hand, like MCC, MEC is able to provide rich computational resources for mobile
devices. On the other hand, MEC can achieve less latency as well as network
load and offer an improved user experience compared to MCC.

Since the era of cloud computing, task scheduling and resource management
have always been a high-profile issue in the academic as well as industrial com-
munity [9]. Furthermore, as one of the most important issues in MEC, how to
get an excellent task offloading policy which decides whether a task is executed
locally or offloaded to the edge server has attracted attention in recent years. A
majority of the existing researches focus on the optimization of latency or energy
consumption.

In [10], the authors studied a single-user MEC system that allows parallel
processing of computationally intensive tasks at the local device as well as at the
edge server to reduce the average latency of each task. In order to find the optimal
offloading policy, they presented a one-dimensional search policy based on the
theory of Markov Decision Process. Numerical results shown that the proposed
policy is significantly better than the greedy scheduling policy. For multi-user
MEC system, Kan et al. [6] formulated the multi-user offloading decision as a
cost minimization problem. By classifying and prioritizing mobile devices, they
developed a heuristic algorithm considering both computation and radio resource
allocation. Furthermore, they also considered the variety of latency requirements
of tasks. Mao et al. [11] considered a multi-user MEC system where tasks arrive
stochastically. They formulated a power consumption minimization problem with
task buffer stability constraints. Based on the theory of Lyapunov optimization,
they developed an online algorithm to decide the CPU-cycle frequencies for
execution locally as well as the transmission power and bandwidth allocation
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for execution remotely. Numerical results showed that the proposed algorithm
is capable to keep the balance between the quality of computation experience
and the energy consumption of mobile devices. In a dynamic MEC system, it is
very challenging to find an excellent offloading policy. To attack this problem,
the theory of Reinforcement Learning (RL) has been introduced [12]. Li et al.
[13] presented an offloading method based on RL in a multi-user MEC system.
In the beginning, they developed an offloading method based on Q-learning
algorithm. But numerical results shown that the number of possible actions
may surge as the users increases. In that case, the action-value Q would be too
complicated to be computed and stored. Therefore, to solve this problem, they
presented to use a Deep Q-Network (DQN) to estimate the Q-table. Simulation
results shown that, under different system parameters, the proposed methods
perform better than other two methods. In our previous work [14], we studied the
problems of dynamic task scheduling and resource management in MEC system
to maximize revenue of the edge service providers. While the discrete nature of
our problem makes it is formulated as an integer programming (IP) problem,
which is NP-hard. To tackle this problem, we researched the totally unimodular
constraints of the problem, which help us convert the original problem into a
linear programming (LP) problem. Then, experiments was conducted to verify
this approach.

All of the above studies just focused on optimizing the execution latency
or the energy consumption of mobile devices while neglecting the energy con-
sumption of the edge servers. However, reducing the energy consumption of
edge servers is critical because it not only reduces carbon dioxide emissions but
also cuts down the costs for service providers. Furthermore, the Fifth Genera-
tion Mobile Communication Technology has become a research hotspot in the
communications industry and academia in recent years. In order to achieving
seamless coverage, it is necessary to densely deploy vast quantities of small cells.
Consequently, the ultra-dense cellular network becomes a core feature of 5G cel-
lular networks [15]. Therefore, it is essential to focus on multi-user computing
offloading in the ultra-dense network. Chen et al. [16] propose a novel framework
of task offloading for MEC in ultra-dense networks. They studied the problem of
computational offloading in ultra-dense network to optimize the average latency
and save the battery of mobile devices. They propose an efficient offloading pol-
icy, however, the final offloading policy is too dependent on the given initial task
placement policy.

This paper proposes a method based on Ordinal Optimization (OO) to mini-
mize latency and energy consumption of edge servers in large-scale MEC systems.
The main contributions of the work are listed as follows.

– We propose large-scale MEC systems offloading problem, which aims to min-
imize the execution latency and energy consumption of edge servers in the
ultra-dense network with multiple users by joint optimization of offload policy
and computation resource allocation. Further, the problem is formulated as
an NP-hard problem.
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– In order to attack the above NP-hard problem, the original problem is divided
into two sub-problem: i.e., the task placement problem and the resource allo-
cation problem. Furthermore, we obtain the closed-form solution of the opti-
mal resource allocation under an arbitrary given task placement policy.

– We introduce the theory of Ordinal Optimization intending to get a near-
optimal task placement policy. Then, an efficient offloading algorithm is pro-
posed and its efficiency is verified.

The rest of the paper is organized as follows. Section 2 describes the system
model definition and the problem formulation. In Sect. 3, we develop a near-
optimal offloading policy based on the theory of Ordinal Optimization. In Sect. 4,
we compare the performance of our novel policy with three baseline policies.
Finally, Sect. 5 concludes the paper.

2 System Model and Problem Formulation

In this section, we first introduce the large-scale MEC systems. Then, we formu-
late the problem and show that this problem is NP-hard. The scenario, we are
considering is shown in Fig. 1. In the large-scale MEC systems, we assume that
there exists n wireless base station, labeled as B = {b1, b2, ..., bn}. Each base
station is equipped with an edge server, and thus we can also use B to denote
the set of edge servers. We denote the set of mobile users as U = {u1, u2, ...um},
and consider that each mobile user ui has a computation task Ti = (ωi, si) that
can be processed locally or offloaded to one of the edge servers via the wireless
channel. Similarly, we also use U to denote the set of mobile devices. Here, ωi

denotes the CPU cycles required to accomplish the task Ti, and si represents the
data size of task Ti. Each server can provide services to multiple users within its
signal coverage. Naturally, each user also can offload computation task to any
edge server whose signal coverage includes the user’s location. The system model
denote A(ui) as the set of edge servers that can provide services for the user ui.

2.1 Communication Model

When the computation task of mobile user ui is offloaded to edge server bj , the
uplink data rate can be expressed as follows:

ri,j = B log2(1 +
pT

i gi,j

σ2
) (1)

here B is channel bandwidth, pT
i is the transmission power of user ui and σ2

is noise power of the mobile device. Since the duration of data transmission is
short, we assume that the users are not moving during the task offloading. So
the channel gain between user ui and base station bj which is denoted as gi,j
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Fig. 1. Model of the large-scale MEC systems

can be regarded as a constant. Therefore, the transmission latency from mobile
device ui to base station bj can be expressed as follows:

tTi,j =
si

ri,j
(2)

Furthermore, the transmission energy consumption of mobile device ui can be
also attained as follows:

εT
i,j = pT

i tTi,j (3)

2.2 Computing Model

It is obvious that, task can be executed locally or remotely. Therefore, the two
models are discussed separately.

Local Computing. For local computing, the computation capability of mobile
device ui is defined as fL

i (cycles/second). Therefore, the local latency of task
Ti is:

tLi =
ωi

fL
i

(4)

Moreover, the computation energy consumption for processing locally can be
obtain as:

εL
i = pL

i tLi (5)

where pL
i is the computation power of mobile device ui.
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Table 1. Notation table

Symbol Example

n The number of base stations (edge servers)

m The number of mobile users (tasks)

B The set of base stations (edge servers)

bj jth base station (edge server)

U The set of mobile users (mobile devices)

ui ith mobile user (mobile device)

Ti ith task

si The data size of Ti

ωi The CPU cycles of Ti

A(ui) The set of edge server that can provide services to mobile user ui

ri,j The uplink data rate between ui and bj

σ2 The noise power of the mobile device

B The channel bandwidth

gi,j The channel gain between ui and bj

tTi,j The transmission latency from ui to bj

tLi The local computing latency of ui

pT
i The transmission power of ui

pL
i The computing power of ui

εTi,j The transmission energy consumption for transferring Ti to transfer to bj

εLi The local computation energy consumption of Ti

fE The set of edge server frequencies

fE
j The frequency of edge server bj

fL
i The frequency of mobile device bi

κj,i The proportion of edge server bj computation resources allocated to task Ti

pE
j The power of edge server bj

pmax
j The max power of edge server bj

pidle
j The idle power of edge server bj

uj The utilization of edge server bj

pE
i,j The extra power consumed to process task Ti on the server bj

εEi,j The extra energy consumed to process task Ti on the server bj

Emax
i The total battery capacity of mobile device ui

αi The remainder energy consumption relative to the total battery capacity Emax
i

Mobile Edge Computing. The computation resources of edge servers can
be denoted as fE = (fE

1 , fE
2 , · · · , fE

n ), where fE
j denotes the computational

resource of jth edge server. The latency of task Ti processed on edge server bj

consists of transmission latency and computation latency. Thus, the edge latency
can be obtained as follows:

tEi,j =
ωi

κj,ifE
j

+ tTi,j (6)

where κj,i is the proportion of computation resource of edge server bj allocated
to task Ti. It should be noted that the transmission delay of returning processed
result from edge server to mobile device is ignored here. Since, the output data
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is usually very small and the downlink rate is much higher than uplink rate,
therefore, its impact on the overall computation overhead is negligible.

To calculate the power consumed by an edge server bj , a simple utilization-
based model that proved to be very accurate is used [17,18]:

pE
j = (pmax

j − pidle
j )uj + pidle

j (7)

where uj denote CPU utilization of the edge server bj , pidle
j and pmax

j are the
respective average power values when the edge server bj is idle or fully utilized. It
can be seen from the above equation that pE

j consists of two parts: The former
is the extra power consumed when processing tasks, which is related to the
workload of the server bj . While the latter is the power consumed regardless of
whether the server is working, which is irrelevant to the workload of the server.
Thus, for the sake of convenience, we only consider the former. Therefore, the
extra power of edge server bj consumed by task Ti is:

pE
i,j = (pmax

j − pidle
j )κj,i (8)

Consequently, the energy consumption of the task Ti processed on the edge server
bj is:

εE
i,j =

ωi

κj
if

E
j

· PE
i,j =

ωi

fE
j

(pmax
j − pidle

j ) (9)

(9) indicates that εE
i,j is irrelevant to κj,i. Table 1 shows the notation in this

paper.

2.3 Problem Formulation

In this paper, a simple additive weighting (SAW) method to minimize the task
latency and the extra energy consumption of edge servers has been incorporated.
Therefore, we can formulate the problem as follows:

min
x,κ

f(x,κ) = β1

m∑

i=1

[xi,0t
L
i +

n∑

j=1

xi,jt
E
i,j ] + β2

m∑

i=1

n∑

j=1

xi,jε
E
i,j

s.t. C1 : xi,j ∈ {0, 1},∀i = 1, 2, · · · ,m,∀j = 0, 1, 2, ..., n

C2 :
n∑

j=0

xi,j = 1,∀i = 1, 2, · · · ,m

C3 : 0 ≤ κj,i ≤ 1,∀i = 1, 2, · · · ,m,∀j = 1, 2, ..., n

C4 : 0 ≤
n∑

i=1

xi,jκj,i ≤ 1,∀j = 1, 2, · · · , n

C5 : xiε
L
i ≤ αiE

max
i ,∀i = 1, 2, · · · ,m

C6 : (1 − xi)εT
i ≤ αiE

max
i ,∀i = 1, 2, · · · ,m

C7 :
∑

j∈A(ui)∪{ui}
xi,j = 1,∀i = 1, 2, · · · ,m

(10)
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where xi,0 = 1 (xi,0 = 0) represents that task Ti will be computed on local
mobile device (edge server), xi,j = 1 (j = 1, 2, · · · , n) represents task Ti will be
computed on edge server bj , otherwise, xi,j = 0. κj,i represents the computation
resources allocated to the task Ti by the edge server bj , β1 and β2 are weight
factors, and β1 +β2 = 1. The constraint C1 and C2 indicate that tasks can only
be computed on the local device or one of the edge servers. The constraint C3
and C4 state that the total computation resources allocated from an edge server
must not exceed its computation capacity. The constraint C5 and C6 indicate
that the energy consumption for computing and transmission task cannot exceed
the remaining energy of the mobile device. The last constraint C7 indicates
task can only be computed locally or offloaded to edge servers whose signal
coverage includes the user’s location. Obviously, (10) is a mixed-integer non-
linear programming problem, which is NP-hard [19,20].

3 An Efficient Offloading Algorithm Based on Ordinal
Optimization

In this section, we demonstrate an efficient offloading algorithm based on Ordinal
Optimization to tackle the problem mentioned in (10). We solve the problem by
dividing the original problem into two sub-problems as follows:

– Computation resource allocation problem: This problem aims to decide
how much computation resource, an edge server allocate to each task offloaded
to the edge server.

– Task placement problem: This problem aims to decide whether each task
will be processed locally or remotely, and if offloaded, to which edge server it
will be offloaded.

3.1 Computation Resource Allocation Problem

Theorem 1. Given x = x0, using T (bj) to represent the set of tasks offloaded
to the edge server bj, then the optimal resources allocated by edge server bj for
the ith task is given by

√
ωi

∑|T (bj)|
m=1

√
ωm

.

Proof. Given x = x0, the objective function of (10) can be expressed as follows:

f(κ) = f(x0,κ) = β1

m∑

i=1

[x0
i,0

ωi

fL
i

+
n∑

j=1

x0
i,j(

ωi

κj,ifE
j

+
si

ri,j
)]

+ β2

m∑

i=1

n∑

j=1

x0
i,j

ωi

fE
j

(pmax
j − pidle

j )

= β1

m∑

i=1

n∑

j=1

x0
i,j

ωi

κj,ifE
j

+ C

(11)
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where C = β1

∑m
i=1 x0

i,0
ωi

fL
i

+ β1

∑m
i=1

∑n
j=1 x0

i,j
si

ri,j
+ β2

∑m
i=1

∑n
j=1 x0

i,j
ωi

fE
j

(pmax
j −pidle

j ) is a constant. We denote the set of offloaded tasks is T and the set
of edge servers which there are tasks place on is E . For convenience, we assume
T = {T1, T2, · · · , T|T |} and E = {b1, b2, · · · , b|E|}. So (10) can be converted as
follows:

min
κ

f(κ) = β1

|T |∑

i=1

ωi

κji,if
E
ji

+ C

s.t. C1 : 0 < κji,i ≤ 1,∀i = 1, 2, · · · , |T |, bji ∈ E
C2 : 0 <

∑

i∈T (bj)

κj,i ≤ 1,∀j ∈ E

(12)

where bji represents the edge server to which task Ti will be offloaded, T (bj)
is the set of tasks offloaded to the edge server bj . We noticed that the resource
allocation of one server does not effect the resource allocation of another server,
therefore, the objective function of (12) can be expressed as a combination of n
independent minimization problems. Thus, (12) can be transform as follows:

min
κ

f(κ) = β1 min
κ1,·

∑

i∈T (b1)

ωi

κ1,ifE
1

+ β1 min
κ2,·

∑

i∈T (b2)

ωi

κ2,ifE
2

+ · · · + β1 min
κn,·

∑

i∈T (bn)

ωi

κn,ifE
n

+ C

s.t. C1 : 0 < κj,i ≤ 1,∀j ∈ E , i ∈ T (bj)

C2 : 0 <
∑

i∈T (bj)

κj,i ≤ 1,∀bj ∈ E

(13)

where |T (b1)|+ |T (b2)|+ · · ·+ |T (bn)| = |T |. As for one minimization problem in
objective function of (13), it is not difficult to see that

∑lj

i=1 κj
i = 1 must be hold

to minimize the objective function. Finally, the original problem is converted into
|E| minimization problems, jth of which is as follows:

min
κj,·

f(κj,·) =
∑

i∈T (bj)

ai

κj,i

s.t. C1 : κj,i > 0,∀i ∈ T (bj)

C2 :
∑

i∈T (bj)

κj,i = 1

(14)
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where ai = ωi

fE
j

. Resorting to Inequality of Arithmetic and Geometric Means, we
can get the closed-form of the optimal resource allocation:

∑

i∈T (bj)

ai

κj,i
=

∑

i∈T (bj)

ai

∑
i∈T (bj)

κj,i
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=
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m ∈ T (bj)
m �= i
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1
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(15)

if and only if κj,i =
√

ai∑

m∈T (bj)

√
am

,
∑

m∈T (bj)

ai

κj
i

=
∑

i∈T (bj)

ai + 1
2

∑
i∈T (bj)∑

m ∈ T (bj)
m �= i

√
2aiam. So, the optimal allocation of resources for ith task offloaded

to the edge server bj is:

κj,i =

√
ωi/fE

j

∑
m∈T (bj)

√
ωm/fE

j

=
√

ωi∑
m∈T (bj)

√
ωm

(16)

3.2 Task Placement Problem and An OO-Based Offloading
Algorithm

We have got the optimal resource allocation of the edge servers under an
arbitrary given task placement policy. Thus, the original problem is converted
into getting the optimal task placement policy, which means we should decide
whether each task is processed locally or remotely and to which edge server
task should be placed on. In other words, if we obtain the optimal task place-
ment policy, the optimal resource allocation under this policy must be the opti-
mal solution to the original problem. Unfortunately, the decision space of the
task placement problem might be Θ = {b | b ∈ A(u1) or b = u1} × {b | b ∈
A(u2) or b = u2} × · · · × {b | b ∈ A(um) or b = um}, which is extremely large.
Hence, we consider introducing the concept of Ordinal Optimization (OO) to
solve this problem.
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Ordinal Optimization (OO) was first proposed by Ho et al. [21] to address
the stochastic complex simulation-based optimization problems (SCP). More-
over, OO has also been proved to be suitable for solving deterministic complex
problems (DCP) and gets some successful applications. “Soft optimization for
hard problems” is the quintessence of OO, which means after softening the goal,
the hard problem can be tackled within a tolerable time. It is highly imprac-
ticable to find the global optimal solution, so, we seek to find a near-optimal
solution instead with high probability. The objective can be formed as:

Pr(|G ∩ S| ≥ k) ≥ α (17)

Here, G denotes the good enough set (i.e., the top-|G| solutions of the prob-
lem). S denotes the set of selected solutions (i.e., the estimated top-|S| solutions
selected by simulation experiments). Pr(|G∩S| ≥ k) called alignment probabil-
ity denotes the probability that the number of good enough solutions in S is no
less than k, and k is called the alignment level. OO can pick out S to ensure that
(17) holds under the |G|, k and α specified by the user. The Horse Race rule is
a commonly used method for selecting set S in OO. The rule is as follows:

1. Select N samples uniformly and randomly from Θ.
2. Use a crude but computationally fast model to estimate the performances of

these N samples.
3. Estimate the Ordered Performance Curve (OPC) class and the error level of

the crude model.
4. Use the table in [22] to get |S|, the size of S.
5. Use the crude model to select the estimated top-|S| samples to form S.
6. Evaluate each sample in S with a precise model.
7. Apply the best sample from the evaluation results in Step 6.

Therefore, we design an OO-based offloading algorithm by combining the Ordinal
Optimization with Theorem 1. The specific offloading algorithm is shown in
Algorithm 1, where Line 1 aims to replace Θ with ΘN . According to [23], when
N ≥ 1000, we can treat ΘN as a reasonable representative of Θ, Lines 2–3
estimate the performance of each sample in ΘN roughly, Lines 4–6 aim to find
the set S, Lines 7–8 evaluate the performance of each sample in S precisely.
Finally, the sample with the best performance as the good enough offloading
policy is found.
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Algorithm 1: OO-based offloading algorithm
Input: Θ, k, g, α
Output: a good enough offloading policy

1 select N samples uniformly and randomly from Θ to form set ΘN

2 foreach sample in ΘN do
3 use a crude but computationally fast model to estimate the performances of

the sample

4 estimate the Ordered Performance Curve (OPC) class and the noise level of the
crude model

5 use the table presented in [22] to calculate the size of selected set s
6 pick out the top-s samples to form set S
7 foreach sample in S do
8 use a precise model to evaluate the performances of the sample

9 pick out the sample with best performance as the good enough offloading policy
we found

4 Performance Evaluation

In this section, we discuss the performance of the OO-based offloading algorithm
we proposed.

4.1 Simulation Setup

Consider a 700 m × 300 m2 area in which 16 base station are evenly distributed,
and each base station are equipped with an edge server. The overage radius of
each base station is set as 100 m. The computation capability and full state
power of each edge server are set as 5 GHz and 500 W, respectively. According
to the survey result in [24], the idle power of the edge server accounts for 60%
of the full state power. The mobile devices are randomly scattered in the area,
and the computation capability of each mobile device is 1 GHz. The size of tasks
is randomly chosen from [0.5, 1] MB, and the processing density of tasks is 500
cycles/bit, which means 500 CPU cycles are required to process each bit of the
task. Besides, the channel gain gi,j is modeled by (di,j)−α, where α = 4 denotes
the path loss factor and di,j denotes the distance between user ui and edge server
bj [25]. The other simulation parameters are given in Table 2.
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Table 2. Simulation parameters

Parameter Value

Number of users, m {30, 40, 50, 60, 70, 80, 90}
Number of edge servers, n 16

Channel bandwidth, B 10MHz

Transmission power of mobile device ui, pT
i 0.5 W

Computing power of mobile device ui, pL
i 0.5 W

Noise power, σ2 10−13 W

Size of task Ti, si [0.5, 1] MB

Frequency of mobile device ui, fL
i 1 GHz

Frequency of edge server bj , fE
j , 5 GHz

Remaining energy of the mobile device ui, αiE
max
i 1000 mAh

Idle power of edge server bj , pidle
j 300 W

Max power of edge server bj , pmax
j 500 W [26]

4.2 Determine Crude Model and OPC Class

In the crude model, the transmission rate ri,j is replaced by the overall average
transmission rate raverage. For each sample, we denote the number of offloaded
tasks as moffload, then set κj,i(∀i, j) to κ = min{ n

moffload , 1}. So the crude model
can be expressed as follows:

f̂(x,κ) = β1

m∑

i=1

[xi,0
ωi

fL
i

+
n∑

j=1

xi,j(
ωi

κfE
j

+
si

raverage
)]

+ β2

m∑

i=1

n∑

j=1

xi,j
ωi

κfE
j

(pmax
j − pidle

j )

(18)

Then, we select 1000 samples uniformly from Θ to form set ΘN , which is a
reasonable representative of Θ. Next, with the g = 50, α = 0.95 and k = 5, we
estimate the OPC class and calculate s. The OPC is shown in Fig. 2. As we can
see, no matter what the β1, β2, and the number of users are, the OPC class is
Bell [23]. According to [22], when the error level is a large error, medium error,
or small error, s is 40, 80, and 140 respectively.

Just like [13,27], we compare the OO-based offloading policy with other three
offloading policies:

– Local computing policy: This policy involves no offloading. All computa-
tion tasks are executed locally on mobile devices.

– Edge computing policy: In this policy, all mobile device user offload their
tasks to one edge server.

– Random offloading policy: In this policy, all computation tasks are ran-
domly decided whether to offload.
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(a) OPC when β1 = 0.1 and β2 = 0.9 (b) OPC when β1 = 0.5 and β2 = 0.5

(c) OPC when β1 = 0.9 and β2 = 0.1

Fig. 2. Ordered performance curve

For the four offloading policies, we evaluate performance in terms of average
latency and average extra energy consumption of all edge servers.

4.3 Comparison with Baseline Methods

The average task latency and average extra edge server energy consumption of
OO-based policy with different error levels and the other three baseline offload-
ing policies under different weights are shown in Figs. 3, 4 and 5 respectively.
It can be observe that different β1 and β2 do not affect the performance of
the three baseline policies (i.e., the performance curves of three baseline policies
under different β1 and β2 are the same). In other words, the OO-based offloading
policy proposed in this paper is more adaptable to different situations. For edge
computing policy, as the number of users increases, the average latency increases
rapidly, while the average extra energy consumption remains constant but actu-
ally the highest of all offloading policies. This is because all tasks consume as
much energy as shown in (9) and the increase in the number of users leads to
the reduction of computing resources allocated to each task. For local computing
policy, since all task processed locally, the average extra consumption is always
0 and the latency of each task is local computation latency. This is the reason
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(a) The average task latency.

(b) The average extra energy consumption.

Fig. 3. The performance of different offloading policies when β1 = 0.9 and β2 = 0.1.

that there is little fluctuation in average task latency. As for the performance
of the random offloading policy, as the average result of 1000 random trials, if
the number of users increases, the average task latency tends to increase while
the average extra energy consumption remaining stable. Furthermore, the per-
formance of OO-based policy under different error levels are extremely close to
each other, which means the error level of the crude model is small noise. So,
we just need to evaluate the performance of the top-40 samples selected by the
crude model to get a good-enough policy.

In Fig. 3, we compared the performance of the aforementioned policies when
β1 = 0.9 and β2 = 0.1. In this case, we are more concerned about the aver-
age latency rather than the average extra edge server consumption. It can be
observed that no matter how many user is, the OO-based policy always achieves
significantly lower latency than other policies. In this case, although more atten-
tion is paid to average task latency, still, in most cases (i.e., m ≥ 50), the average
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(a) The average task latency

(b) The average extra energy consumption.

Fig. 4. The performance of different offloading policies when β1 = 0.1 and β2 = 0.9.

extra energy consumption of OO-based policy is better than random offloading
policy and edge computing policy.

Figure 4 illustrates the performance of four offloading policies when β1 =
0.1 and β2 = 0.9. Contrary to the above situation, in this case, we are more
concerned about extra energy consumption than task latency. As for energy
consumption, OO-based policy is significantly better than edge computing policy
and random offloading policy. Similar to the situation above, in most cases (i.e.,
m ≥ 50), the average task latency of OO-based policy is the best.
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(a) The average task latency.

(b) The average energy consumption of four offloading policies

Fig. 5. The performance of different offloading policies when β1 = 0.5 and β2 = 0.5.

Figure 5 illustrates the performance of four offloading policies when β1 =
0.5 and β2 = 0.5. In this case, we considered offloading task and extra energy
consumption equally important. At this time, OO-based policy has achieved
good results in reducing task latency and extra energy consumption. It can be
observed that although the latency of OO-based policy is slightly higher than
that of random offloading policy and edge computing policy, the extra energy
consumption of OO-based policy is significantly better when the number of users
is 40. Besides, when m ≥ 50, both the average task latency and average extra
energy consumption of OO-based are best except the extra energy consumption
of local computing (i.e., 0).
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5 Conclusion

In this paper, we first propose a problem of minimizing latency and server energy
consumption in the large-scale MEC systems. Then, we illustrate this problem as
NP-hard. To solve this problem, we consider dividing the original problem into
two sub-problems: computation resource allocation problem and task placement
problem. Next, we get the closed-form solution of the optimal resource alloca-
tion under an arbitrary given task placement policy. So, the original problem is
converted into finding the optimal task placement policy. However, the decision
space is extremely large. So, we introduce the concept of Ordinal Optimization
to find the near-optimal task placement policy. Afterwards, we design an efficient
offloading algorithm based on Ordinal Optimization. Finally, simulation results
have shown that the OO-based offloading policy is not only more efficient as
compared to the other three baseline policies, but also more adaptable to differ-
ent situations. In the future work, real-world mobility data will be employed to
validate our proposed offloading algorithm.
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Abstract. Due to the development of the Internet of Things, mobile
crowdsensing has emerged as a promising pervasive sensing paradigm for
online spatiotemporal data collection, by leveraging ubiquitous mobile
devices. However, privacy leakage of device users is a crucial problem,
especially when an untrusted central platform in mobile crowdsensing is
considered. Moreover, private information of users like trajectories con-
tained in both location tags and sensed values of their sensing data may
be unexpectedly revealed to the platform. In order to solve this problem,
we proposed a joint location-value privacy protection approach, which
consists of two privacy preserving mechanisms to perturb the locations
and sensed values of users, respectively. The approach can be performed
by each user locally and independently. The privacy of users can be well
preserved, as we theoretically prove that the two mechanisms satisfy local
differential privacy. In addition, extensive simulations are conducted, and
the results show that accurate estimated values can be derived based on
perturbed locations and sanitized sensed values, by adopting the truth
discovery method.

Keywords: Mobile crowdsensing · Privacy protection · Local
differential privacy · Truth discovery

1 Introduction

With the rapid development of the Internet of Things, mobile devices equipped
with diverse embedded sensors (e.g., camera, accelerometer, compass) are perva-
sive.Mobile crowdsensing (MCS) [4,13] has emerged recently as a promising perva-
sive sensing paradigm to enable the Internet of Things, which facilitates spatiotem-
poral data collection in large urban areas like transportation monitoring [28], air
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monitoring [12] and noise mapping [14]. A typical MCS system consists of a central
platform resided in cloud and plenty of distributed mobile device users. According
to the sensing requests of the platform, users collect location-based sensing data
continuously and submit them to the platform for extracting useful information.

A major concern in spatiotemporal data collection via MCS is privacy leak-
age [7,16], as spatiotemporal sensing data collected by users contain their private
information, such as their trajectories and preferences. Moreover, an untrusted
platform in the MCS system should be considered, and hence privacy protection
should be conducted by each user independently. Note that both location tags
and sensed values contained in the sensing data of users should be perturbed,
before they are submitted to the platform. On one hand, the trajectory privacy
of a user will be exposed to the untrusted platform, if sensing data with unper-
turbed location tags of the user are continuously submitted. On the other hand,
sensed values also leak location privacy of users unexpectedly, since the location
of a user may be inferred according to the values of collected data by adopt-
ing truth discovery methods. The intuition of inferring locations of users is that
sensing data collected in the same location always have close values, while the
values of sensing data collected in different locations may be discrepant. Thus,
the sensed values of sensing data collected by users should be sanitized before
they are submitted to the platform.

To solve the privacy concern in MCS, some privacy preserving approaches
[5,11,18,21,22,27] have been proposed based on differential privacy (DP)[2,15]
which is an effective tool to provide valid privacy protection and ensure the usabil-
ity of aggregated sensing data at the same time. These DP-based approaches
always assume that the platform is a trusted third party for users, which is respon-
sible to sanitize collected sensing data and limit the disclosure of private infor-
mation of users. However, the assumption is not true in reality, as the platform
may leak the privacy of users for commercial benefits or be attacked by adver-
saries. Some other approaches [9,10,17,19,20,23,25] are proposed based on local
differential privacy (LDP) [3,6], in which users perturb their sensing data locally
and independently before submitting sensing data to the platform. Hence, private
information of users are protected. Moreover, truth discovery methods [8] can be
adopted by the platform to extract true values from the perturbed data. However,
there are few works considering preserving the privacy contained in both locations
and sensed values of users at the same time.

In this work, we consider a MCS system with an untrusted platform, in
which location-based sensing data are collected from mobile users continuously.
Each datum submitted by a user consists of the identity of the user, the sensed
value of a monitored object, the location tag and the time stamp. With sensed
values collected by multiple users in an interested location, the platform applies
a truth discovery method to obtain the estimated value of the monitored object.
Obviously, the trajectory of the user can be released to the untrusted platform
over the time, which is a succession of the timestamped locations. Moreover,
even if the locations of users are perturbed, we consider that the platform can
also infer the trajectories of users from their sensed values in the submitted
data. Considering that there are few work considering the problem that sensing
data of users may lead to unexpected location privacy leakage, we try to design
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a privacy protection approach for online spatiotemporal data collection, which
protects the location privacy of participating users by perturbing both sensed
values and locations in their submitted data.

However, the joint location-value privacy protection problem in MCS is par-
ticularly difficult due to the existence of the following challenges. Firstly, the
locations of users contained in sensing data submitted to the platform should be
perturbed to protect their privacy, which will lead to the platform mismatches
the collected sensing data to a wrong location. Furthermore, the accuracy of
values estimated based on sanitized sensing data with perturbed locations is
impacted. Secondly, considering there is no trusted third party, the joint location-
value privacy protection approach should be performed by each user locally and
independently. It makes the truth discovery conducted by the platform becomes
particularly difficult. Finally, there exists a natural intrinsic tradeoff between the
level of privacy protection and the utility of perturbed data. In other words, a
high-level privacy protection approach inevitably decreases the utility of sensing
data, i.e., the accuracy of estimated values.

In response to these challenges, we propose a privacy protection approach
for online spatiotemporal data collection via MCS, in which a location privacy
preserving mechanism and a value privacy preserving mechanism are provided
respectively. Specially, the location privacy preserving mechanism is designed
based on random response that each user can perturb their locations locally. In
the Gaussian-mechanism-based value privacy preserving mechanism, each user
sanitizes the collected sensed values by adding random Gaussian noise inde-
pendently. Spatiotemporal sensing data with perturbed locations and sanitized
sensed values are submitted to the platform continuously.

The main contributions of this work can be summarized as follows:

– We consider the privacy preserving problem in a MCS system to collect
location-based sensing data over time, in which we observe that not only
location tags but also sensed values submitted to an untrusted platform will
expose the private information of users.

– We propose a LDP-based privacy protection approach, which includes two
privacy preserving mechanisms to perturb location tags and sensed values
respectively. The approach can be performed by each user locally and inde-
pendently. We theoretically prove that the two mechanisms achieve certain
local differential privacy.

– Extensive simulations are conducted to validate the performance of our pro-
posed privacy protection approach. The simulation results show that the pri-
vacy of users is well preserved and the estimated values obtained by the truth
discovery method is relatively accurate.

This paper is organized as follows. We first discuss related works in Sect. 2,
and present the motivation of joint location-value privacy protection in Sect. 3.
Then, we present our system model and some preliminaries in Sect. 4. Section 5
and Sect. 6 elaborate our proposed privacy protection approach and the theo-
retical analysis, respectively. Finally, simulation results are presented in Sect. 7,
and the paper is concluded in Sect. 8.
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2 Related Work

Privacy protection has received a lot of attention in MCS, while differential
privacy is seen as a promising technology in recent studies [5,9–11,17–23,25,27].
These privacy protection approaches in MCS can be classified into two categories,
i.e., DP-based approaches and LDP-based approaches.

2.1 DP-Based Approaches in MCS

DP-based privacy preserving approaches assume there exists a trusted third
party(e.g., a platform or a central server) has been widely adopted and used
in many areas [1,26]. In the MCS system, there are some DP-based approaches
[5,11,18,21,22,27] which sanitize the sensing data collected from mobile users
for privacy protection.

To et al. [18] introduce a framework for protecting location privacy of
works participating spatial crowdsourcing tasks, which needs users’ cellular ser-
vice providers to take coordination role between users and MCS platforms.
Wang et al. [22] study the privacy protection problem in a crowd-sourced sys-
tem for continuous real-time spatiotemporal data publishing, and an online pri-
vacy preserving scheme is proposed to monitor population statistics over infinite
streams. Then, an enhanced RescueDP framework in [21] is proposed which lever-
ages neural networks to accurately predict the values of statistics and improve
the utility of released data. In [5,11,27], privacy preserving auction-based incen-
tive mechanisms are designed to preserve the users’ bid privacy. Specifically,
the mechanism designed by Jin et al. [5] approximately minimizes the platform’s
total payment with a guaranteed approximation ratio. Besides, Lin et al. [11]
propose two score functions to realize frameworks for privacy-preserving aution-
based incentive mechanisms which achieves approximate social cost minimiza-
tion. Differently, the joint effect of users privacy concerns and the positive net-
work effect are considered in [27].

However, the assumption of a trusted third party is unpractical sometimes,
as the platform may leak the privacy of users for commercial interests or be
attacked by adversaries.

2.2 LDP-Based Approaches in MCS

Recently, some LDP-based approaches toward data statistics and analysis in
MCS are widely adopted to alleviate the privacy concerns caused by untrusted
third party [24]. Mobile users can sanitize their private sensing data locally and
submitting the perturbed data to the platform.

There are some works [17,23] focus on studying the privacy preserving data
distribution estimation with LDP in MCS. Wang et al. [23] provide an optimal
LDP-based privacy preserving mechanism for distribution estimation over user-
contributed data, in which the private information of users contained in both
qualitative data and discrete quantitative data can be protected. Ren et al. [17]
develop LDP-based privacy-preserving algorithms for multi-dimensional data
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Fig. 1. An example of inferring the real location of a user based on sensed values, even
though the location is perturbed.

distribution estimation and data publication, which achieve high computation
efficiency and data utility.

[19,20,25] design privacy-preserving frameworks to satisfy the privacy
demands of users. In order to protect the location privacy of users, [20] design
a LDP-based privacy-preserving framework which consists of a data adjustment
function and an optimal location obfuscation, and they propose an inference algo-
rithm to improve the inference accuracy of obfuscated data. While [19] leverage
distortion privacy with differential privacy together to provide more comprehen-
sive protection for users’ location privacy. Differently, a privacy-preserving task
allocation framework in MCS is proposed in [25], in which provides personal-
ized location privacy protection to meet different demands of users. Moreover,
Lin et al. [10] propose a randomized response-based privacy-preserving crowd-
sensing data collection and analysis method to ensure users’ privacy, and Li et al.
[9] provide a privacy preserving truth discovery mechanism with theoretical guar-
antees of both utility and privacy.

Unfortunately, there are few works considering both location tags and sensed
values contained in sensing data may unexpectedly disclose the private informa-
tion of users and further proposing a joint location-value privacy protection
approach accordingly.

3 Motivation

In this section, we aim to emphasize that joint location-value privacy protection
is necessary for spatiotemporal data collection via MCS. Only perturbing the
locations contained in sensing data collected by a user is not enough, as the
platform can infer the real locations of users according to the sensed values.
Here, we give a simple example to illustrate how the platform infers the real
location of a user based on his/her sensed values, even though the location in
submitted sensing data is perturbed.

Example: Suppose there is a platform requiring users to collect ambient noise
from various interested locations. A location privacy preserving mechanism is
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provided to perturb their original locations to other possible locations with a
certain probability. Assume there is a mobile user who collects 20 dB, 35 dB,
30 dB, and 15 dB of ambient noise in location A, B, and C over four time slots,
where ambient noise is collected twice at location B. The location of the user
at the second time slot (i.e., location B) is perturbed to location F . The real
trajectory and perturbed trajectory of the user are A → B → B → C and
A → F → B → C, respectively. The sensing data of users submitted to the
platform are shown in Fig. 1. In addition, we assume the platform can obtain
relatively accurate estimations of the ambient noise in each location over time.

According to the estimated values in the second time slot, the platform can
easily find F is not the real location of the user. In addition, according to the
locations of the user in the first and third time slot, the platform can infer that
the possible location of the user in the second time slot can be D, B, or E. Then,
by comparing the estimated values of these three locations with the sensed values
collected by the user in the second time slot, the platform can successfully infer
that the real location of the user in the second time slot is B.

4 System Model and Preliminaries

In this section, we present the model of online spatiotemporal data collection
in MCS, and introduce some preliminaries including truth discovery and local
differential privacy.

4.1 System Model

In this work, we consider a typical crowdsensing system consists of a central
platform located in cloud and a set of registered users equipped with smart
devices. We denote the set of users by U = {u1, u2, · · · , un}. Users are mobile
and distributed in an urban area. The platform requires users to collect location-
based and time-sensitive sensing data around several interested locations con-
tinuously. The locations of interested points in the urban area are represented as
L = {L1, L2, · · · , Lm}, where m is the number of interested locations. For conve-
nience, we divide time into equal-interval time slots, i.e., T = {t1, t2, · · · , tτ , · · · }.
In each time slot tτ , the subset of users located around location Lj ∈ L is denoted
as Uτ

j ⊆ U .
Let ui denote a user located around interested point Lj in time slot tτ (i.e.,

ui ∈ Uτ
j ). We denote the location of user ui in tτ as lτi , and we use the location

of his/her nearby interested point to replace it, i.e., lτi = Lj . The sensed value of
sensing data collected by user ui in time slot tτ is represented by vτ

i . Each user
submits the identity, the sensed value, the location tag, and the time stamp to
the platform in real time.

Submitting original sensed values and locations of users will expose their
private information (e.g., trajectories) to the platform and adversaries, since
an untrusted platform may leak privacy of users for commercial interests and
financial benefits or be attacked by adversaries. In this work, we consider users
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preserve their private information by submitting sanitized values of sensing data
and perturbed locations to the platform. Specially, the perturbed location and
the sanitized value of user ui in time slot tτ is denoted by l̃τi and ṽτ

i , respectively.
Note that we assume l̃τi ∈ L.

With receiving all sensing data collected in tτ , the platform aggregates the
sanitized value ṽτ

i of user ui according to perturbed location l̃τi . Specially, we
define the set of users whose perturbed location is Lj as Ũτ

j = {ui ∈ U|l̃τi = Lj}.
According to the sanitized values {ṽτ

i |ui ∈ Ũτ
j } collected in Lj , the platform can

obtain the estimated value V̄ τ
j in location Lj by employing truth estimation as

follows,

V̄ τ
j =

∑
ui∈Ũτ

j
w̃τ

i · ṽτ
i

∑
ui∈Ũτ

j
w̃τ

i

, (1)

where w̃τ
i is the weight of user ui, calculated based on sanitized value at time

slot tτ . Correspondingly, we denote wτ
i as the weight of user ui calculated based

on the original sensed value at time slot tτ .

4.2 Preliminaries

Truth Discovery [8]: Given an initialization of the weights of users, the truth
discovery method iteratively conducts the following steps until the estimated
value converges.

– Truth estimation: Given the weights of users and sanitized values collected
in location Lj at time slot tτ , the estimated value V̄ τ

j is calculated as (1).
– Weight update: According to difference between sanitized values submitted

to the platform and estimated value V̄ τ of the monitored object, the weight
of user ui can be updated as

w̃τ
i = log

(∑
ur∈Ũτ

j
(ṽτ

r − V̄ τ
j )2

(ṽτ
i − V̄ τ

j )2

)

. (2)

Local Differential Privacy [3]: LDP is a promising technology used to provide
privacy protection with a quantified guarantee, which is applied to the systems
without a trusted third party.

Let M(x) denote the perturbed output of a randomization mechanism M
given an input x. M achieves (ε, δ)-LDP if it satisfies the following definition.

Definition 1 ((ε, δ)-LDP). A randomization mechanism M with its output
domain range(M) achieves (ε, δ)-LDP, if for an arbitrary pair of inputs x, y
and any possible subset S ⊆ range(M), there exists

Pr{M(x) ∈ S} ≤ exp(ε) · Pr{M(y) ∈ S} + δ, (3)

where ε > 0 is privacy budget and δ ≥ 0 is relaxation variable.

Specially, randomization mechanism M is called ε-differential privacy when
δ = 0. Note that a lower value of privacy budget ε and δ indicates a stronger
privacy protection level can be achieved, vice versa.
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Fig. 2. An illustration of the MCS system and our proposed privacy protection app-
roach.

5 Methodology

In this section, we first introduce the overview of our proposed privacy protection
approach, which includes two mechanisms for preserving location privacy and
sensed value privacy of users, respectively. Then, we describe the detailed designs
of these two mechanisms in the next two subsections.

5.1 Overview

As shown in Fig. 2, our MCS system consists of a central platform resided in cloud
and a set of mobile smart device users distributed in an urban area. Sensing data
around interested locations are continuously collected by the users nearby and
submitted to the platform. In each time slot, the operations conducted by each
user and the platform are illustrated in the following.

Each user first collects the sensed value vτ
i of the monitored object in his/her

current location lτi . Then, each user performs the LPPM and VPPM locally and
independently, to perturb the location and sanitize the sensed value as l̃τi and ṽτ

i ,
respectively. Finally, the perturbed location and sanitized sensed value, as well
as the identity of the user and the time stamp, are submitted to the platform.

The platform first aggregates sanitized values according to the perturbed
locations of users after receiving all sanitized sensing data. Then, based on the
sanitized values {ṽτ

i |ui ∈ Ũτ
j } in each location, the platform conducts the truth

discovery method to estimate the true value of the monitored object V̄ τ
j in

location Lj at time slot tτ .
By conducting our privacy protection approach online in a MCS system, we

can guarantee that the private information of users can be preserved and the
value of the monitored object can be estimated accurately.
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5.2 Location Privacy Preserving Mechanism (LPPM)

Original location tags contained in sensing data collected by users over time will
disclose their trajectories to the platform or adversaries, which may pose severe
threats to their real life and public security. In order to protect the location
information of users, we provide a LPPM based on random response [3]. The
main idea of this mechanism is that the original location of a user is perturbed to
another interested location with a certain probability. The details are illustrated
in the following.

We represent our LPPM by a function A, whose both input domain and
output range are L. Given a predefined probability p ∈ (0, 1), we perturb the
original location lτi = Lj ∈ L of user ui in time slot tτ as follows,

l̃τi = A(lτi , p) =
{

Lj , with probability 1 − p,
Lr ∈ L \ {Lj}, with probability p

m−1 .

In Sect. 6, we prove that our location privacy preserving mechanism satisfies
LDP. Note that although the location tags of users are perturbed, the platform
can still extract accurate estimated values in different locations by applying the
truth discovery method. Because the sensed value with a mismatched location
will be assigned a low weight in truth discovery, and there could be less impact
on the accuracy of the estimated result.

5.3 Value Privacy Preserving Mechanism (VPPM)

The trajectory of a user can be still inferred by the platform or adversaries,
through comparing the sensed values collected by the user over time and the
estimated true values obtained by truth discovery. Thus, besides perturbing loca-
tions of users, their sensed values should be sanitized as well. In this subsection,
we propose a LDP-Gaussian-based VPPM to sanitize sensed values of users. The
main idea of this mechanism is adding noise on sensed values to obtain a san-
itized version of them, where the noise is sampled by users from their private
Gaussian distributions. The details of this mechanism are illustrated as follows.

In each time slot tτ , the platform first publishes a predefined parameter λ to
all users, where λ is determined by specific privacy demands (i.e., privacy budget
ε2 and δ). Then, each user ui generates a private Gaussian distribution N (0, σ2

i )
locally, where σ2

i is sampled from the exponential distribution E(λ), according to
the parameter published by the platform. Finally, user ui independently samples
noise ζτ

i from his/her private Gaussian distribution and adds the noise on the
sensed value. Summarily, letting function B denote the VPPM, the process can
be formulated as

ṽτ
i = B(vτ

i , σ2
i ) = vτ

i + ζτ
i , (4)

where ζτ
i ∼ N (0, σ2

i ) and σ2
i ∼ E(λ).

Intuitively, a larger value of parameter λ indicates a smaller expectation of σ2
i ,

which leads to a smaller expectation of noise added to sensed values and a lower
privacy protection level accordingly.
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Algorithm 1. Joint location-value privacy protection approach for spatiotem-
poral data collection
Input: Set of interested locations L, the locations {lτi }n

i=1 and sensed values {vτ
i }n

i=1

of all participating users at time slot tτ , predefined parameters p and λ
Output: Estimated values {V̄ τ

j }m
j=1 of all interested locations at time slot tτ

1: for each user ui, (i = 1, · · · , n) independently do
2: perturbs his/her location lτi as

l̃τi =

{
Lj , with probability 1 − p,
Lr ∈ L \ {Lj}, with probability p

m−1
.

3: generates a private Gaussian distribution N (0, σ2
i ), where σ2

i is sampled from
exponential distribution E(λ).

4: samples a noise ζτ
i from N (0, σ2

i ), and obtains the sanitized sensed value as

ṽτ
i = vτ

i + ζτ
i .

5: submits the perturbed location l̃τi and sanitized value ṽτ
i to the platform.

6: end for
7: The platform aggregates sanitized values based on perturbed locations submitted

by users.
8: for each interested location Lj ∈ L do
9: conducts truth discovery to obtain the estimated value of location Lj .

10: end for
11: return Estimated values {V̄ τ

j }m
j=1 of all interested locations at time slot tτ

So far, the locations and sensed values of users submitted to the platform
are perturbed. Then, the platform can use the aforementioned truth discovery
method to estimate the true values in different locations. Our privacy protection
approach is summarized in Algorithm 1.

6 Theoretical Analysis

In the following, we theoretically analyze that both the location and value privacy
preserving mechanisms satisfy LDP.

Theorem 1. Given a set of locations whose size is m, the LPPM with perturbation
probability p satisfies ε1-local differential privacy, where ε1 = ln((1 − p)(m − 1)/p).

Proof. According to Eq. (3), for any two possible locations Lj and Lr, the
LPPM satisfies LDP if we could calculate the probability ratio Pr{A(Lj) =
l̃τi }/Pr{A(Lr) = l̃τi } and find its maximum. Accordingly, the ratio is maxi-
mized when function A outputs perturbed location l̃τi which is identical to one
of the input locations. Mathematically, when Lj �= Lr and l̃τi = Lj , the ratio
reaches its maximum. Then we have,
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Pr{A(Lj) = l̃τi }
Pr{A(Lr) = l̃τi }

≤ Pr{A(Lj) = Lj}
Pr{A(Lr) = Lj}

=
1 − p

p
m−1

Thus, the LPPM satisfies ε1-LDP with ε1 = ln((1 − p)(m − 1)/p).

From Theorem 1, we can observe that when perturbation probability becomes
larger or the size of location set becomes smaller, the value of ε1 will become
smaller, which indicates low level of privacy protection, vice versa.

In what follows, we present the theoretical analysis on the VPPM in each
location at each time slot. We first introduce some parameters just for theoretical
analysis. Generally, value vτ

i of sensing data collected by user ui in location Lj

follows Gaussian distribution N (V τ
jtruth

, ρτ
j
2) [29], where V τ

jtruth
and ρτ

j
2 represent

the ground truth and the error variance at Lj , respectively. Then, we give the
definition of L1-Sensitivity as follows.

Definition 2 (L1-Sensitivity). L1-Sensitivity Δτ
j of a user in Lj at time slot

tτ is defined as
Δτ

j = max
vτ

i ,v̀τ
i ∈Dτ

j

|vτ
i − v̀τ

i |,

where Dτ
j is the range of values that may be sensed by users in Lj at tτ , and vτ

i

and v̀τ
i are two possible values of sensing data collected by ui.

Obviously, Δτ
j depends on ρτ

j . We present the relation between the ρτ
j and

Δτ
j in the following lemma.

Lemma 1. The value of sensitive information Δτ
j is smaller than a

√
2ρτ

j with

probability at least 1 − 1
ae

−a2
2 , where a ≥ 0 and decided by the sensed values

collected by the users.

Proof. According to the description mentioned, the error between sensed value
vτ

i and V τ
jtruth

follows Gaussian distribution N (0, ρτ
j
2), and vτ

i ∼ N (V τ
jtruth

, ρτ
j
2).

Hence, for any two possible values vτ
i and v̀τ

i may sensed by ui, the difference
between vτ

i and v̀τ
i follows Gaussian distribution N (0, 2ρτ

j
2). Based on the Gaus-

sian tail bounds, we have,

Pr{|vτ
i − v̀τ

i | > a
√

2ρτ
j } ≤ 1

a
e

−a2
2 , (5)

where a ≥ 0 and a is decided by values of sensing data collected by users. Thus,
the lemma is proved.

Next, we take Δτ
j = a

√
2ρτ

j to analyze the LDP property achieved by the
VPPM.

Theorem 2. Given L1-Sensitivity Δτ
j and an exponential distribution with

parameter with λ, the VPPM is (ε2, δ)-local differential private, where ε2 ≥ Δτ
j
2

2σ2
i

and δ > 1 − e
−λΔτ

j
2

2ε2 .
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Proof. According to Eq. (4), user ui adopts VPPM to add noise sampled from
Gaussian distribution N (0, σ2

i ) on vτ
i to obtain sanitized value ṽτ

i . Besides, noise
variance σ2

i is sampled from an exponential distribution with parameter λ. For
any two possible sensed values vτ

i and v̀τ
i , we have,

Pr{B(vτ
i , σ2

i ) = ṽτ
i }

Pr{B(v̀τ
i , σ2

i ) = ṽτ
i } =

1√
2πσi

e
− (ṽτ

i −vτ
i )2

2σ2
i

1√
2πσi

e
− (ṽτ

i
−v̀τ

i
)2

2σ2
i

(6)

= e
(ṽτ

i −v̀τ
i )2−(ṽτ

i −vτ
i )2

2σ2
i ≤ e

(vτ
i −v̀τ

i )2

2σ2
i ≤ e

Δτ
j
2

2σ2
i ≤ eε2

According to Eq. (6), when σ2
i ≥ Δτ

j
2

2ε2
, mechanism B meets ε2-local differen-

tial privacy. As σ2
i follows the exponential distribution with parameter λ, and

we constrain the probability of event {σ2
i : σ2

i ≥ Δτ
j
2

2ε2
} happens with at least

1 − δ. Thus, Pr{σ2
i ≥ Δτ

j
2

2ε2
} = e− λΔτ

j
2

2ε2 ≥ 1 − δ. Therefore, λ ≤ 2ε2ln( 1
1−δ )

Δτ
j
2 .

Next we partition R
+, the domain of noise variance, as R

+ = R1 ∪ R2,

where R1 =
{

σ2
i ∈ R

+ : σ2
i ≥ Δτ

j
2

2ε2

}
and R2 =

{
σ2

i ∈ R
+ : σ2

i ≤ Δτ
j
2

2ε2

}
. For

subset S1 ∈ S and S2 ∈ S, where S is the range of B(vτ
i , σ2

i ), we define
S1 =

{
B(vτ

i , σ2
i )|σ2

i ∈ R1

}
and S2 =

{
B(vτ

i , σ2
i )|σ2

i ∈ R2

}
. Then we have,

Pr
σ2

i ∈R+
{B(vτ

i , σ2
i ) ∈ S}

= Pr
σ2

i ∈R1

{B(vτ
i , σ2

i ) ∈ S1} + Pr
σ2

i ∈R2

{B(vτ
i , σ2

i ) ∈ S2}

≤ Pr
σ2

i ∈R1

{B(vτ
i , σ2

i ) ∈ S1} + δ

≤ eε2( Pr
σ2

i ∈R1

{B(v̀τ
i , σ2

i ) ∈ S1}) + δ

≤ eε2( Pr
σ2

i ∈R+

{
B(v̀τ

i , σ2
i ) ∈ S

}
) + δ,

Thus, mechanism B yields (ε2, δ)-local differential privacy, where ε2 ≥ Δτ
j
2

2σ2
i

and δ > 1 − e
−λΔτ

j
2

2ε2 .

From Theorem 2, we can find that when σ2
i becomes larger, the lower bound

of ε2 becomes smaller. In addition, the lower bound of δ will be smaller when
the value of λ is smaller. When ε2 and δ have smaller values, higher privacy
protection can be achieved.

7 Performance Evaluation

7.1 Simulation Setup

The default settings in our simulations are set as follows. We consider there is an
urban area consists of 10 interested locations that need to monitor ambient noise,
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and the total number of users is 400. The sensed values of users are simulated by
a Gaussian distribution N (V τ

jtruth
, 3), where V τ

jtruth
represents the ground truth

and is uniformly distributed in [20, 100]dB. We set perturbation probability p as
0.3 (i.e., ε1 = 3.004), privacy budget ε2 as 0.7, and relaxation variable δ = 0.3.
Besides, the weight of each user are equally initialized to 1 at the beginning of
each time slot.

We compare our proposed approach with two baselines:

– No Privacy Protection(NPP): Each user submits the original sensing data.
Then the estimated values obtained by truth discovery.

– Original Location with Sanitized Value (OLSV): Each user submits the origi-
nal locations and sanitized values obtained by value privacy preserving mech-
anism to the platform. Then the estimated values obtained by truth discovery.

– Perturbed Location with Original Value (PLOV): Each user submits the per-
turbed locations obtained by location privacy preserving mechanism and orig-
inal sensed values to the platform. Then the estimated values obtained by
truth discovery.

– Privacy Protection with Mean (PPM): Each user submits the perturbed loca-
tions and sanitized values obtained by our privacy preserving mechanisms to
the platform. Then the estimated values obtained by taking the average of
the sanitized values submitted by the user in each interested location.

In order to measure the performance achieved by different approaches, we
first adopt the commonly used Mean Absolute Error (MAE) as our metric, which
calculates the differences between ground truth and estimated values as

MAE =
1
m

m∑

j=1

∣
∣V τ

jtruth
− V̄ τ

j

∣
∣ .

The smaller values of MAE indicate that the perturbation and sanitization have
little impact on the accuracy of estimated results for the monitored object in all
interested locations.

Besides, we compare the average accuracy of estimated values under different
settings, which is calculated as

Accuracy =
1
m

m∑

j=1

(

1 −
|V τ

jtruth
− V̄ τ

j |
V τ

jtruth

)

.

7.2 Performance Evaluation

In the following, we take different numbers of interested locations into con-
sideration to compare the MAE achieved by our privacy preserving approach
and other baselines first. We plot the MAE and the accuracy achieved by five
approaches when the number of locations varies from 5 to 25 in Fig. 3 and Fig. 6.
It can be found that the MAE and the accuracy of our approach remain stable,
which indicates that our approach is scalable to the amount of interested points.
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Specially, when our approach can achieve about 94.61% accuracy of estimated
values, which is only 8.13%, 7.26% and 1.94% lower than NPP, OLSV and PLOV
but 4.67% higher than PMM, respectively.

Fig. 3. MAE vs. num-
ber of locations.

Fig. 4. MAE vs. num-
ber of users.

Fig. 5. MAE vs. sample
range of ground truth.

Fig. 6. MAE vs. num-
ber of locations.

Fig. 7. MAE vs. num-
ber of users.

Fig. 8. MAE vs. sample
range of ground truth.

As shown in Fig. 4 and Fig. 7, we evaluate the performance of five approaches,
by varying the total number of users from 200 to 1000. It can be observed that
the MAE and the accuracy achieved by our approach keeps stable regardless
of the number of users, which indicates that our approach applies to a large-
scale MCS system with plenty of users. Specially, when there are 600 users, our
approach achieves 91.68% accuracy, which is only 7.51%, 6.36% and 3.41% lower
than NPP, OLSV and PLOV, respectively.

For further studying the performance of our privacy preserving mechanisms
on estimation quality, we change the range of user sensed values, i.e., adjust-
ing the range of V τ

jtruth
. The sampling interval of V τ

jtruth
is [20, x] and we vary

x from 30dB to 110dB. In Fig. 5 and Fig. 8, the MAE increases but the accu-
racy decreases, when x becomes larger. This is because as the sample range of
V τ

jtruth
increasing, sensed values of users becomes more diverse. Specifically, our

approach can achieve about 92.39% average accuracy of estimated values when
varies the sample range of V τ

jtruth
, which is only 6.38%, 4.82% and 1.02% lower

than NPP, OLSV and PLOV but 2.97% higher than PMM, respectively.
To summarize, although the performance of our approach is inevitably worse

than NPP, OLSV and PLOV, our approach still achieves relatively high accu-
racy of estimated values and provides joint location-value privacy protection
for users. Moreover, our approach always outperforms PMM, since we adopt a
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more reliable truth discovery method to eliminate the influence of unreliable or
protected sensing data on the truth estimation.

8 Conclusion

In this work, we consider the joint location-value privacy protection problem in
a MCS system with an untrusted platform, since not only location tags but also
sensed values of users contained in their spatiotemporal sensing data will expose
the privacy. Therefore, we propose a privacy protection approach, comprising of
two privacy preserving mechanisms to perturb the locations and sensed values of
users respectively. Specially, the LPPM is designed based on random response,
and the VPPM is designed based on Gaussian mechanism. Both of the two
mechanisms are proved to satisfy local differential privacy. Moreover, we conduct
extensive simulations to show that the true values in interested locations can be
accurately estimated based on perturbed locations and sanitized sensed values,
by adopting the truth discovery method.
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Abstract. Real-time collaborative programming allows a group of pro-
grammers to edit the same source code at the same time. To support
semantic conflict prevention in real-time collaboration, a dependency-
based automatic locking (DAL) approach was proposed in prior work.
The DAL mechanism automatically detects programming elements with
dependency relationships, and prohibits concurrent editing on the inter-
dependent source code regions by locking. However, the prior DAL
scheme is too restrictive, which leads to an unnecessarily large locking
scope and seriously impacts the concurrent work. To address this issue,
we propose a novel hybrid semantic conflict prevention (HSCP) scheme,
to achieve a better balance between conflict prevention and concurrent
work. The scheme enforces locking on the working and strongly-depended
regions, while applies awareness highlight on weakly-depended regions.
The depth of locking scope can be customized by each programmer
in a fine-grained manner. A three-level awareness mechanism has been
designed for programmers to intuitively distinguish working, strongly-
depended and weakly-depended regions. In supporting the scheme, we
have devised techniques and solutions, and implemented a prototype
that supports programmers to enjoy hybrid semantic conflict prevention
in real-time collaborative programming over Eclipse and IntelliJ IDEA
platforms. Experimental evaluations have confirmed the satisfactory per-
formance of the scheme in complex real-world scenarios.

Keywords: Real-time collaborative programming · Hybrid Semantic
Conflict Prevention (HSCP) · Dependency-Based Automatic Locking
(DAL) · Customizable locking scope determination · Collaboration
awareness mechanism

1 Introduction

Software development requires effective collaboration by multiple programmers.
In general, there are two approaches for collaborative programming, namely non-
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real-time collaborative programming and real-time collaborative programming
[5]. Non-real-time collaborative programming has been widely applied in the
industry as a traditional and mature collaboration approach, which is commonly
supported by version control systems like Git. In contrast, real-time collabora-
tive programming is an emerging collaborative programming approach that has
attracted increasing attention and interests in the recent years [1–3,8–13,16,17].
In a real-time collaborative programming session, each programmer’s editing
operations will be immediately propagated to all other collaborators’ sites [15].
Real-time collaborative programming allows each collaborator to clearly know
the work progress of others, reduces the cost of communication, and increases
the efficiency of work. In addition, there is no need to manually merge concur-
rent work, and conflicts due to communication problems could be reduced. As
an emerging approach, real-time collaborative programming is an effective sup-
plement to the traditional non-real-time collaborative programming, and both
approaches collectively meet diverse collaboration needs at different stages of
software development processes [6].

The generic real-time collaborative editing technique is an essential part of
implementing collaborative programming systems. In order to allow collabora-
tors to edit freely in a session without being affected by network factors, real-time
collaborative editing systems have commonly been designed with a replicated
architecture, where each collaborating site maintains a distributed copy of the
shared document. Under such architecture, each user’s local editing operation
will be immediately executed at the local site and sent to other collaborators.
Consequently, there arises a classic problem called syntactic consistency [14],
which is concerned with maintaining the consistency of all distributed copies
of the document after all editing operations have been propagated and exe-
cuted remotely. In order to solve this problem, a sophisticated operational trans-
formation (OT) technique has been proposed and widely adopted [14,15]. By
transforming the remote operations under certain conditions, the syntactic con-
sistency of the replicated document can be guaranteed at all collaborators’ sites.

In addition, there is another higher-level consistency problem, named seman-
tic consistency. Syntactic consistency considers the consistency of the replicated
code, whereas semantic consistency emphasizes the consistency of coding logic
[4,7,14]. For supporting semantic consistency maintenance (also regarded as
semantic conflict prevention), prior work proposed a dependency-based automatic
locking (DAL) scheme [7], which prevents concurrent editing work on the same
and inter-dependent source code regions. However, the existing DAL scheme is
too restrictive: whenever a user is editing a basic region, all depended regions
will be locked by the user until he/she finishes, and concurrent work is seriously
impacted by the extremely large locking scope.

To better balance semantic conflict prevention and concurrent programming
work, we contribute a novel Hybrid Semantic Conflict Prevention (HSCP) app-
roach in this study. Under the HSCP scheme, the depended regions of each
programmer are divided into strongly-depended and weakly-depended regions.
Locking is enforced in working regions and strongly-depended regions, whereas
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awareness highlight is applied in weakly-depended regions. In addition, the depth
of the scope of strongly-depended regions (i.e. locking scope) can be customized
by each individual programmer in a fine-grained manner. The HSCP scheme
also employs a three-level awareness mechanism, which assists collaborating pro-
grammers to intuitively distinguish working regions, strongly-depended regions,
and weakly-depended regions, helping programmers to assess the risk of seman-
tic conflicts. All approaches, mechanisms and techniques have been successfully
implemented in prototype systems, while user evaluations and experimental eval-
uations have confirmed the feasibility, effectiveness, efficiency and usability of the
system.

The rest of this paper is organized as follows. Firstly, we briefly review prior
work on semantic conflict prevention with the DAL scheme in Sect. 2. Secondly,
we provide detailed analysis on the constraints of the previous DAL scheme
in Sect. 3. Thirdly, we propose the HSCP scheme in Sect. 4. Consequently, we
present major technical issues and solutions for implementing the HSCP scheme
in Sect. 5. We demonstrate the prototype implementation, experimental evalu-
ations, and preliminary user evaluations in Sect. 6. Finally, we summarize this
study in Sect. 7.

2 Related Work: Review of Prior Work on Semantic
Conflict Prevention with Dependency-Based Automatic
Locking (DAL)

Based on investigations, when multiple programmers are working in a real-time
collaborative programming session, semantic conflicts may occur. Different from
other collaborative work such as text editing, programming work requires strict
consistency and continuity in terms of coding logic. Due to these characteris-
tics of programming work, it is easy for programmers to unintentionally modify
the logic of other programmer’s code in a real-time collaborative programming
session. When collaborative programmers are working in the same source code
region or multiple source code regions with dependency relationships, semantic
conflicts may occur [4,7]. For example, when two programmers P1 and P2 are con-
currently editing the same Java source code document (Queue implementation)
as shown in Fig. 1, semantic conflicts may occur if P1 and P2 are concurrently
editing method offer. In addition, semantic conflicts may also occur when two
programmers are editing different regions with a dependency relationship (e.g.,
P1 is editing the method isEmpty, while P2 is editing the method poll which
invokes isEmpty.).

For the convenience of discussion, we firstly introduce several terms as follows
[4,7]:

1. In object-oriented programming languages (such as Java), a class can be
divided into open areas and basic regions. A basic region is a self-contained
logical unit, which can refer to a field or a method ; while all other spaces can
be regarded as open areas.
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2. In a source code document, if basic region A depends on region B in terms
of semantics, then there is a dependency relationship from A to B, denoted
as A→B, and B is called a depended region of A. If A�→B and B �→A, A and
B are independent. The dependency relationship is transitive, when A→B,
B→C, then A→C. For example, if A is a method, the field B is referenced
in A, A→B, the method C invoking A, C→A, and then C→B.

3. Given a source code document, we can obtain a dependency graph (DG) by
analyzing the dependency relationship among all basic regions. In the DG, a
node represents a basic region, and an edge from node A to node B represents
a dependency relationship from node A to node B, denoted as A→B.

The source code Queue.class can be parsed into a DG with 7 open areas and
10 basic regions as shown in Fig. 1. It is worth further mentioning that any piece
of source code that cannot form a valid basic region will be treated as an open
area, including those intended but uncompleted regions. For example, when a
Java method is being created but not completed yet (e.g. a brace is missing), the
code segment will be regarded as an open area until it is syntactically completed.

Fig. 1. Basic regions, dependency relationships and dependency graph (DG)

In prior work, to solve the problem of semantic conflict, a Dependency-based
Automatic Locking (DAL) approach was proposed [4,7]. Whenever a program-
mer attempts to edit a region, the DAL scheme automatically detects the work-
ing region, derives the depended regions, requests and grants locks on them
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for this programmer, and finally releases locks when the work is completed. The
whole mechanism works without any manual effort from the programmers. After
each local or remote editing operation is executed, a Contextualization and Full
Derivation Locking State Update (CFD LSU) procedure will be executed [7],
which ensures correct locking on the latest working region and depended regions
for each programmer at any time, based on the programmers’ latest editing
positions and the latest DG structure. Under the DAL scheme, the CheckPer-
mission procedure can prevent programmers from accidentally working on the
regions which may cause semantic conflicts [7]. When a programmer selects a
basic region to start working, if the basic region is locked by other programmers,
or there is another user’s working region within the depended regions, the editing
operation will be rejected along with a UI notification as shown in Fig. 2.

Fig. 2. A simple example of the DAL permission check mechanism

3 Major Constraints of the Prior DAL Scheme

The prior DAL scheme focused on the prevention of semantic conflicts with-
out considering user experience in a real-world software development scenario.
Whenever a programmer starts to work on a non-locked basic region, the work-
ing region and all depended regions will be locked. Due to the transitivity of
dependency relationships, it is easy to produce extremely large locking scope.
Consequently, any other programmer’s editing operation on the locked regions
will be rejected, which greatly affects the concurrency of collaborative work
among programmers, especially for small-scale software development scenarios
(e.g. multiple programmers working in the same class or package).
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On the one hand, an extremely large locking scope may not be necessary
for semantic conflict prevention. It is intuitive that semantic conflicts are more
likely to occur among regions with stronger dependency relationships, which
form a relatively small locking scope. Given a working region, it is possible that
most depended regions are indirectly depended by the working region, which are
far away from the working region along the dependency paths. Locking these
weakly-depended regions does not make much sense, but greatly reduces the
concurrency of programming work. On the other hand, shrinking the locking
scope will inevitably weaken the capability of semantic conflict prevention. In
certain cases, semantic conflicts may occur even if programmers work in regions
with weak dependency relationships. It is not worth locking basic regions with
weak dependency relationships; however, if no measure is taken, semantic con-
flicts may still occur.

Based on these observations, it is preferable if the locking scope could be
reasonably reduced for better balancing concurrent work and conflict prevention,
while at the same time, a weaker measure of semantic conflict prevention (weaker
than locking) could be applied on those weakly-depended regions. It is also
beneficial if the DAL scheme could support a general mechanism for more fine-
grained locking scope determination where the depth of locking scope can be
customized by each collaborating programmer.

4 HSCP: Hybrid Semantic Conflict Prevention

To solve the various constraints in the prior DAL scheme and improve the usabil-
ity of semantic conflict prevention, we propose a Hybrid Semantic Conflict Pre-
vention (HSCP) scheme, which employs a hybrid approach combining locking
and awareness.

For the convenience of discussion, we introduce a term named dependency
depth and a concept of three type regions as follows:

– In the DG, the dependency depth from node A to node B refers to the min-
imum number of edges from node A to node B in the DG. For example,
A→B→C and A→E→F→C, and then the dependency depth from A→C is
2. If A�→D, then the dependency depth of A to D is regarded as infinite. A
simple example of dependency depth is presented in Fig. 3.

Based on investigations, it is observed that the risk of semantic conflicts
is closely related to the dependency depth. Given a working region, semantic
conflicts are more likely to occur in depended regions with smaller dependency
depths from that working region, while semantic conflicts are less likely to occur
in regions with larger dependency depths. It is necessary to determine a limited
locking scope by locking regions within a reasonable dependency depth. Due
to the complexity of software development, it is impossible to specify a general
locking depth for all occasions, and it is preferable that the DAL scheme pro-
vides a generic working mechanism but leaving the setting of dependency depth
up to the collaborating programmers. For example, if collaborating programmers
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Fig. 3. A simple example of dependency depth

judge that there is less risk of semantic conflicts in the current session and more
concurrent work is needed to speed up the work progress, the programmers may
appropriately choose a smaller locking scope by setting a smaller dependency
depth.

Therefore, we propose a customizable locking scope determination mecha-
nism, where each programmer can customize his/her depth of the locking scope
freely by setting the locking scope policy. Within the policy setting, there are
two important arguments, namely F-depth and M-depth, which can precisely
determine the locking scope of depended regions. All arguments of the policy
setting are presented in Table 1 below.

Table 1. Arguments of customizable locking scope policy setting

Argument Description

Locking Depth Switch If it is turned on, the locking scope is determined according to F-depth and M-depth;

If it is turned off, all depended regions will be locked (similar to the prior DAL scheme).

F-depth Locking all field regions with dependency depth ≤ F-depth

M-depth Locking all method regions with dependency depth ≤ M-depth

In addition, we define three types of regions which have different risk of seman-
tic conflicts. When a programmer is editing a basic region, the set of depended
regions of this region can be divided into the working regions, depended regions
within the locking scope (denoted as strongly-depended regions), and the depended
regions outside the locking scope (denoted as weakly-depended regions).

In real-world scenarios, each collaborating programmer can customize F-
depth and M-depth in the user interface to dynamically adjust the locking scope.
The change of locking scope can be immediately propagated to all collaborators’
sites. It is worth pointing out that each collaborating programmer has his/her
own locking scope policy and can only be decided by himself/herself. This implies
that in a collaborative programming session, there may be different locking scope
policies corresponding to different users at the same time. Although the cus-
tomizable locking scope mechanism is much more complicated than a global
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locking scope policy (i.e. all users having the same locking scope policy), it is
more fine-grained and has the following two advantages.

1. A global policy setting may not comply with the nature of collaborative work.
If one user modifies the global policy setting, the locking scope of all users will
be changed, which may interrupt the work of others and cause the originally-
locked depended regions to be unlocked and modified by others.

2. A global policy setting is not flexible enough. The programming preferences
of programmers may be diverse and variant. Some programmers may prefer
a larger locking scope (with less risk of semantic conflicts), whereas other
programmers may choose a small locking scope with more concurrency of
work. A global policy setting obviously cannot satisfy all programmers.

For the above reasons, the customizable locking scope determination is very
flexible and can well enhance the user experience. To intuitively explain the
customizable locking scope determination, we present a simple example as shown
in Fig. 4. In the figure, two programmers are concurrently working in the same
document and have different locking scope policy settings. Under the prior DAL
scheme, multiple programmers were certainly not allowed to work at the same
time (because each user needs to lock all depended regions).

Fig. 4. A simple example of customizable locking scope determination

In addition, we have further devised a three-level awareness mechanism for
distinguishing the working region (locked and highlighted), strongly-depended
regions (locked and highlighted), and weakly-depended region (unlocked but also
highlighted). Programmers can intuitively observe and assess the risk of semantic
conflicts based on the awareness highlight of a basic region. These three types of
regions correspond to different semantic conflict risk. Based on the risk level of
semantic conflicts, the working region, strongly-depended regions, and weakly-
depended regions are highlighted by a series of colors from darker to lighter (e.g.,
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dark blue, normal blue, and light blue). As shown in the Fig. 5, when F-depth =
1 and M-depth = 2, the regions enclosed by the dotted line are locked and the
darker colors are applied (the color of the working region is the darkest), and the
regions outside the dotted line are the weakly-depended regions with the lighter
color.

Fig. 5. Example of HSCP scheme

As mentioned, weakly-depended regions are allowed to be edited by others,
but working on these regions may still raise semantic conflicts. Therefore, under
the HSCP coloring scheme, there are two special cases: (1) whenever a basic
region is currently a W-D region (i.e., an overlapping region of working region
and depended region by different users), it is highlighted by red; and (2) whenever
a basic region is a D-D region (an overlapping region of depended regions from
different users), it is highlighted by green. In the HSCP three-level awareness
mechanism, the example in Fig. 4 will be turn out to Fig. 6.

5 Major Technical Issues and Solutions

In this section, we introduce technical details of the HSCP scheme. To imple-
ment the HSCP scheme on different platforms, we have designed a set of common
functionalities that can be reused and integrated into platform-specific collabora-
tion clients. In Sect. 6, we will demonstrate the HSCP prototype implementation
respectively on the Eclipse and IDEA platforms.

5.1 Customizable Locking Scope Determination

There are two major data structures in the HSCP scheme: the region state
table and the user table. The user table stores all users’ latest information for
deriving right depended regions. The region state table stores all regions’ state
information. The function of the region state table is (1) to display the right
awareness highlights of the regions (2) to judge whether the local user’s editing
operations should be allowed.
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Fig. 6. Two users working under the HSCP three-level awareness mechanism

To implement the customizable locking scope determination, we have added a
locking scope policy setting for each user. Each user can configure the local policy
setting at any time. In the prior DAL scheme, the Local Operation Processor
(LOP) and the Remote Operation Processor (ROP) have been proposed. For
each local user’s editing operation, the LOP firstly checks whether the user’s
operation should be allowed, and then processes the permitted operation, and
finally, the operation will be sent to the server for real-time propagation to other
sites. For each local and remote editing operation, the region state table will be
updated, and the user’s locks will be added to all depended basic regions.

Under the HSCP scheme, each user site has a user table that stores all users’
latest editing operations and locking scope policy settings. The CheckPermission
procedure determines the permission for each local editing operation. For each
permitted local editing operation, the local locking scope policy setting will be
loaded for granting locks with the correct locking scope, and then the policy
setting will be sent to the server together with the editing operation. When the
ROP receives a message from the server, it retrieves the remote user’s editing
operation together with the corresponding locking scope policy setting to grant
correct locks for the remote user. All editing operations which are permitted in
the LOP will not be checked again after being propagated to remote sites. Since
each user can receive the policy setting of other users along with the editing
operations and all editing operations will only be checked once at their original
sites, the global locking state consistency can be ensured by nature.

In order to determine the correct strongly-depended regions according to the
user’s policy setting, we have re-designed the DeriveDependedRegionSet utility
function as follows.

– DeriveDependedRegionSet(R, PS): to retrieve the basic regions (as a set) with
respect to the user’s locking scope policy setting PS and the given source code
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region R. In particular, if R contains no strongly-depended region, an empty
set will be returned.

The DeriveDependedRegionSet(R,PS) function firstly checks the type of the
basic regions R. If it is a field, then an empty set will be returned; otherwise,
if it is a method, the source code document will be parsed to DG, and then
the depended regions within the locking scope according to the F-depth and
M-depth of policy setting PS will be added to the result set.

5.2 HSCP Three-Level Awareness Mechanism

Under the HSCP scheme, users can simply and intuitively distinguish different
semantic conflict risk of regions based on the awareness highlight.

To retrieve the correct weakly-depended regions, we propose a new utility
function named DeriveAwarenessRegionSet as shown below. Correspondingly,
an awareness flag has been proposed. The awareness flags will not be involved
in the CheckPermission procedure [7], and therefore the local user’s editing
operations in the regions which are granted awareness flags will not be rejected.
The only use of the awareness flags are to provide the correct color of the targeted
region.

– DeriveAwarenessRegionSet(R,PS): to retrieve the basic regions (as a set) out-
side the user’s locking scope according to policy setting PS with respect to
the given source code region R. In particular, if R has no weakly-depended
region, an empty set will be returned.

The DerieveAwarenessRegionSet(R,PS) function firstly checks the type of
the basic regions R. If it is a field, then an empty set will be returned; otherwise,
if it is a method, the source code document will be parsed to a DG, and then
all depended regions outside the locking scope according to the F-depth and
M-depth of policy setting PS will be added to the result set.

Correspondingly, we have re-defined the CFD LSU utility function as follows.
The CFD LSU is invoked after each local or remote editing operation has been
executed.

To retrieve the highlight color of a basic region according to the region state
table, a utility function GetHSCPAwareness is devised as follows.

– GetHSCPAwareness(R): to retrieve the highlight color of basic region R. If
there is only one lock or awareness flag associated with R, return the corre-
sponding color of the owner. If there are multiple locks or awareness flags in
the basic region R, when there are any working region locks, return a W-D
color (red); otherwise, return a D-D color (green).

5.3 HSCP Implementation: Architecture and Components

Under the HSCP scheme, each collaborating site maintains a user table and a
region state table as shown in Fig. 7 below. The HSCP user table is used to store
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Algorithm 1. CFD LSU(O)
1: for each site i in the session do
2: ReleaseLocks(i);
3: Contextualize(O, i);
4: W := DetectTargetedRegion(EP(i));
5: if W != OA then
6: DRS := DeriveDependedRegionSet(W, PS(i));
7: DARS := DeriveAwarenessRegionSet(W, PS(i));
8: GrantLocks(i, W, DRS);
9: GrantAwarenessFlags(i, DARS);

10: end if ;
11: end for;

the latest editing positions and locking scope policy settings of all collaborators
and the region state table is used to record the locks and awareness flags of all
basic regions in the current document.

Fig. 7. The major data structures of the HSCP scheme

In software development processes, programmers may prefer different pro-
gramming IDEs. To implement the HSCP scheme on different platforms (IDEs)
without redundant work, we have designed an architecture that has separated
a set of common functionalities from platform-specific client components. The
overview of the HSCP architecture is presented in Fig. 8. The HSCP Core
Module provides common functionalities, while the HSCP Cross-platform Inter-
faces define platform-specific components. Under this architecture, dependency-
related information can be retrieved by implementing the platform-specific inter-
faces. After being processed by the HSCP Core Module, the information will be
transmitted to other collaborators and stored in the local HSCP Data Structures.
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Fig. 8. The overview architecture of HSCP scheme

6 Prototype Implementation and Evaluations

CoEclipse and CoIDEA are two real-time collaborative programming systems
proposed and implemented in prior work, which transparently converted the
single-user Eclipse and IntelliJ IDEA IDEs into multi-user real-time collabora-
tive programming tools [3]. In this study, we have successfully implemented the
HSCP scheme and integrated it into the two prototype systems. In this section,
we demonstrate the prototype systems, preliminary user evaluations, and a com-
prehensive set of performance evaluations.

6.1 Major User Interfaces of HSCP Prototype System

In this section, we demonstrate the HSCP prototype system used in a real-time
collaborative programming process.

As presented in Fig. 9, User A on the left is using the Eclipse IDE, setting
F-depth as 1 and M-depth as 0; and User B on the right is using IntelliJ IDEA,
setting F-depth as 1 and M-depth as 2. User A and User B are editing the source
code of Queue.java. User A is editing method offer, and the awareness highlights
are immediately displayed at User B’s site. It is worth mentioning that User
A’s working and depended regions are currently highlighted with three colors:
the working region (method offer) is highlighted by dark blue, the strongly-
depended region (field rear) is highlighted by blue, and the weakly-depended
region (method isFull) is highlighted by light blue.

When User B is editing method poll, B’s locks and awareness highlights will
immediately appear on User A’s site as shown in Fig. 10. The M-depth of B
is 2, and the method isEmpty is a strongly-depended region. It can be seen
from the figure that there are three fields (field front, capacity, and array) which
are overlapping depended regions, and presenting the D-D color (green). From
the figure, we can intuitively observe the risk of semantic conflicts in different
regions based on the highlight colors. If User B clicks on User A’s working region,
a rejection notification will pop up, and the system prevents User A from working
in this basic region.
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Fig. 9. The three-level awareness of HSCP scheme

Fig. 10. Programming concurrently under the HSCP scheme
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Fig. 11. Special warning of the risk of semantic conflict

Fig. 12. Fault-tolerant source code analysis mechanism in supporting DAL
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When User B is ready to work in method isFull which is a weakly-depended
region of User A, there will be no rejection, but the region will be highlighted
by the W-D color (red) as a special warning, as shown in Fig. 11.

It is worth pointing out that the underlying source code analysis mecha-
nism (for deriving the DG, i.e. basic regions and dependency relationships) has
the capability of fault-tolerant parsing. Given any uncompleted code which is
syntactically invalid, the above mechanism can always generate basic regions
and dependency relationships as much as possible. For example, as illustrated in
Fig. 12, there are syntactical errors in both the working region and the depended
region, but the DAL mechanism still behaves correctly (with correct highlight
awareness and locks).

6.2 Preliminary User Evaluations

The prototype implementation has validated the feasibility of the proposed
HSCP approach and techniques. A group of programmers participated in prelim-
inary user evaluations (Fig. 13 illustrates a picture taken during the experiment)
and provided positive feedback on semantic conflict prevention features based
on the HSCP scheme. Firstly, the programmers selected basic regions, and the
HSCP awareness could be immediately displayed on all collaborators’ screens.
Secondly, when programmers modified the DG structure, the HSCP awareness of
all programmers also changed accordingly. Thirdly, when a programmer selected
the region locked by others, a UI notification will pop up and the programmer’s
editing operation were rejected. Finally, when a programmer works in another
collaborator’s depended region, the highlight of the region became the W-D
color to indicate the risk of semantic conflict. During the collaboration process,
the syntactic consistency of the shared source code has always been maintained,
based on the implementation of the OT algorithm. In addition, we also invited
several groups of students to use the prototype system in their programming
projects, and received positive feedback as well.

Fig. 13. A picture taken in a laboratory at Tongji University
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6.3 Experimental Evaluations

In addition to preliminary user evaluations, we further conducted a compre-
hensive set of performance evaluations. We evaluated the HSCP core module
and the cross-platform interface implementations respectively on CoEclipse and
CoIDEA platforms.

Under the HSCP scheme, the amount of basic regions and dependency rela-
tionships in a source code document is a key factor that can determinate the
performance of the HSCP mechanism. In order to systematically and compre-
hensively evaluate the performance of the HSCP system, we have developed
a utility tool that can generate source code documents based on customizable
parameters such as the amount of basic regions and dependency relationships.
With multiple documents as input, a comprehensive set of performance evalua-
tion can be conducted. The experimental platform is a laptop with a processor
of Intel Core i5-7200U @ 2.5 GHz and 8 GB of RAM.

Firstly, we have evaluated the performance of the implementations of
platform-specific components DetectTargetedRegion, DeriveDependedRegionSet
and DeriveAwarenessRegionSet on the CoEclipse and CoIDEA platforms,
respectively. The performance of these three utility functions depends on the
amount of basic regions (denoted as N) and the amount of dependency relation-
ships (denoted as M). Due to the different implementations of AST analyzers on
different platforms, the performance of these functions on different platforms is
also different. Table 2 and Table 3 present the evaluation results of these utility
functions on the CoEclipse and CoIDEA platforms, respectively. The F-depth
and M-depth of the customizable policy setting are both 3. As presented, the
execution time in the two tables grows steadily with the increase of N and
M values. In these utility functions, because DeriveAwarenessRegionSet needs
to traverse all dependency relationships, it takes the longest time. When the
N is 800 and the M is 32000, which is almost impossible in a real scenario,
the DeriveAwarenessRegionSet function costs 9.84124 × 10−2 s on the CoIDEA
platform and costs 2.511987 × 10−1 s on the CoEclipse platform.

Table 2. Performance evaluation of HSCP platform-specific components on the
CoEclipse platform

Utility function N = 50
M = 2,000

N = 100
M = 4,000

N = 200
M = 8,000

N = 400
M = 16,000

N = 800
M = 32,000

DetectTargetRegion 0.044 ms 0.098 ms 0.228 ms 0.237 ms 0.525 ms

DeriveDependedRegionSet 7.289 ms 10.668 ms 16.633 ms 24.435 ms 56.553 ms

DeriveAwarenessRegionSet 7.409 ms 17.128 ms 46.291 ms 92.605 ms 251.199 ms

N: amount of basic regions (i.e., fields and methods)
M: amount of field references and method invocations

Secondly, we have evaluated the performance of major procedures within
the core module of the HSCP scheme, namely CFD LSU and CheckPermission.
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Table 3. Performance evaluation of HSCP platform-specific components on the
CoIDEA platform

Utility function N = 50
M = 2,000

N = 100
M = 4,000

N = 200
M = 8,000

N = 400
M = 16,000

N = 800
M = 32,000

DetectTargetRegion 0.002 ms 0.002 ms 0.003 ms 0.003 ms 0.004 ms

DeriveDependedRegionSet 0.241 ms 0.428 ms 0.511 ms 0.643 ms 0.699 ms

DeriveAwarenessRegionSet 5.830 ms 11.545 ms 24.022 ms 46.077 ms 98.412 ms

N: amount of basic regions (i.e., fields and methods)
M: amount of field references and method invocations

The performance of these utility functions also depends on the amount of col-
laborating programmers (denoted as P ). Accordingly, by specifying the amount
of collaborating programmers (P ), the amount of basic regions (N), and the
amount of dependency relationships (M), 20 groups of experiments for each pro-
cedure have been conducted. Since we are evaluating the platform-independent
core module, we ignore the time spent on platform-specific components. Table 4
presents the experimental results, which have confirmed the good performance
of the core module. As presented, the execution time grows steadily with the
increase of N , M and P values. When the N is 800, the M is 32000 and the P is
16, which is almost impossible in a real scenario, the CheckPermission function
costs only 2.3658 × 10−3 s and CFD LSU function costs only 6.3966 × 10−2 s.

Table 4. Performance evaluation of the HSCP core module

P Utility function N = 50
M = 2,000

N = 100
M = 4,000

N = 200
M = 8,000

N = 400
M = 16,000

N = 800
M = 32,000

2 CheckPermission 0.005 ms 0.021 ms 0.065 ms 0.111 ms 0.347 ms

CFD LSU 0.063 ms 0.195 ms 0.654 ms 2.549 ms 7.312 ms

4 CheckPermission 0.012 ms 0.022 ms 0.099 ms 0.214 ms 0.661 ms

CFD LSU 0.245 ms 0.686 ms 2.396 ms 5.179 ms 17.206 ms

8 CheckPermission 0.027 ms 0.031 ms 0.180 ms 0.665 ms 1.232 ms

CFD LSU 0.897 ms 2.786 ms 7.526 ms 8.415 ms 35.449 ms

16 CheckPermission 0.028 ms 0.037 ms 0.208 ms 1.151 ms 2.366 ms

CFD LSU 4.009 ms 8.995 ms 17.668 ms 25.129 ms 63.966 ms

P: amount of collaborating programmers
N: amount of basic regions (i.e, fields and methods)
M: amount of field references and method invocations

7 Conclusions and Future Work

Dependency-based automatic locking (DAL) is an approach for supporting
semantic conflict prevention in real-time collaborative programming. However,
the prior DAL scheme produces extremely and unnecessarily large locking scope,
which seriously impacts the concurrent programming work. To better balance
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concurrent work and semantic conflict prevention, we have proposed a novel
Hybrid Semantic Conflict Prevention (HSCP), which combines locking and
awareness approaches. Locking is enforced on the working regions and strongly-
depended regions, whereas awareness highlight is applied on weakly-depended
regions. Each programmer can customize the depth of the locking scope freely
with a fine-grained locking scope policy setting. In addition, a three-level aware-
ness mechanism has been devised, and the conflict risk on different regions can
be intuitively distinguished by collaborating programmers. Compared with pre-
vious DAL schemes, this work provides users with customization options, and
improves the flexibility of semantic conflict prevention.

For implementing the HSCP scheme on different platforms, we have designed
a system architecture that separates HSCP’s common functionalities from
platform-specific components. As examples, we have successfully implemented
the HSCP scheme and functionalities on two prototype systems named CoEclipse
and CoIDEA, which support programmers to conduct real-time collaborative
programming work while enjoying semantic conflict prevention over Eclipse and
IntelliJ IDEA. A comprehensive set of experiments have confirmed the respon-
siveness, efficiency, effectiveness and usability of the HSCP scheme and solution
in real-world scenarios.

We have been continuously working in the field of semantic conflict pre-
vention for real-time collaborative programming, and our future work includes
(a) supporting multiple locking groups (with multiple working regions) for an
individual programmer in the session; and (b) achieving semantic conflict pre-
vention across multiple source code documents. We are continuously developing
and improving the research prototype, and planning to release the programs and
source code for the community to utilize, with more in-depth evaluations.
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Abstract. Real-time collaborative programming supports a group
of programmers to edit shared source code concurrently across
geographically-distributed sites and collaborate in a closely-coupled fash-
ion. There exists a number of problems and limitations for this emerging
approach to be applied in real-world scenarios, and two critical issues
are the lack of support on cross-platform collaboration and multi-level
consistency maintenance. In this study, we have proposed, designed and
implemented a novel Cross-Platform Real-time Collaborative Framework
(CP-ROOF), and meanwhile achieved conflict resolution of multi-level
editing operations. Based on the proposed framework, we have success-
fully implemented two collaboration clients that have realized cross-
platform real-time collaboration over Eclipse and IntelliJ IDEA, two of
the most popular Java programming environments. In this paper, we
present design objectives and rationales, workflow and functional design,
CP-ROOF’s architecture and components, and major technical issues
and solutions. Preliminary user evaluations and performance experiments
have demonstrated the feasibility of the framework and the satisfactory
performance of the prototype systems in a wide range of scenarios.

Keywords: Real-time collaborative programming · Cross-platform
collaboration · Multi-level consistency maintenance · Operational
transformation

1 Introduction

Software development requires effective collaboration among programmers with
diverse skills and expertise. In general, there are two categories of approaches
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in supporting collaboration during the programming process, namely non-real-
time collaborative programming and real-time collaborative programming [13,14].
Non-real-time collaborative programming is a traditional and mature approach
that has been widely applied in the industry, which is always based on version
control systems such as Git [1]. Programmers edit source code in their private
workspaces and manually merge other programmers’ work when necessary. In
contrast, real-time collaborative programming supports a group of programmers
to view and edit the shared source code at the same time, while changes per-
formed by collaborators are transmitted and merged instantly [11]. Operation
conflicts caused by concurrent editing are resolved automatically, which ensures
the consistency of distributed source code after all remote editing operations
have been replayed locally.

Real-time collaborative programming is beneficial in various scenarios. As
presented in [11,13,21], such novel approach achieves closely-coupled collabo-
ration in agile software development, supports distributed pair programming,
enables remote diagnoses and troubleshooting, and many more. As an emerging
approach, real-time collaborative programming has attracted increasing interests
from both academia and industry in recent years [9,11,13,15,23].

There exists a variety of problems and limitations with existing real-time col-
laborative programming environments. One critical issue is the lack of support
for cross-platform collaboration. Most existing real-time collaborative program-
ming tools have been designed for single environments only. For example, Code
With Me [2] provides real-time collaboration features on IntelliJ IDEA only, and
CoVSCode [13] supports real-time collaboration on Visual Studio Code only.
Detailed analysis on the limitations of existing real-time programming environ-
ments will be presented in Sect. 2.

To address the above mentioned issue in real-time collaborative program-
ming, we propose, design and implement a novel Cross-Platform Real-time Col-
laborative Programming Framework (CP-ROOF), as well as two client prototype
systems based on the CP-ROOF. The framework has been proposed with generic
approaches and design. Based on CP-ROOF, specific collaboration clients on
different platforms can be designed and implemented with little effort. In this
study, we have implemented two client prototypes based on CP-ROOF, namely
CoIDEA and CoEclipse, which have enabled real-time collaboration over IntelliJ
IDEA and Eclipse, two of the most popular Java IDEs. We present the design
objectives, workflow and functional design, system architecture and components,
major technical issues and solutions, and a set of experimental evaluations.

The rest of this paper is organized as follows. Firstly, in Sect. 2, we review
related studies, and present problems and limitations on existing real-time col-
laboration environments and tools. In Sect. 3, we introduce and explain three
design objectives for the proposed solution. In Sect. 4, we present the design of
collaboration functionalities and the proposed framework in detail. In Sect. 5, we
discuss major technical issues and solutions in implementing the framework. In
Sect. 6, we demonstrate the prototype system, and present performance evalua-
tions. Finally, we summarize this study and identify potential issues for future
work in Sect. 7.
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2 Related Work

Real-time collaborative programming benefits programmers a lot in multiple
scenarios. There exist several research prototypes and preliminary products for
supporting real-time collaborative programming, such as CoEclipse [11], CoVS-
Code [13], Teletype for Atom [6] and Code With Me [2]. However, none of these
systems has been widely applied in real-world software industry, because there
exists a variety of problems and limitations with existing real-time collaborative
programming techniques. In this study, we aim to address two critical issues
among them, which are discussed as follows.

Firstly, existing tools and environments have been designed for supporting
single programming environments, and none of them supports cross-platform col-
laboration. For example, Code With Me [2] supports real-time collaboration with
IntelliJ IDEA only; CoEclipse [11] supports Eclipse only; Teletype for Atom [6]
provides real-time collaboration features for Atom only; and CoVSCode [13] sup-
ports real-time collaboration on Visual Studio Code only. Saros [3] was claimed
to support real-time collaboration for both IntelliJ IDEA and Eclipse, but its
versions for the two platforms are not compatible with each other, and the
version for IntelliJ IDEA (Saros/I) is restricted to two-participant sessions. In
conclusion, none of these systems really permits programmers to freely collabo-
rate in an unconstrained manner using different IDEs. The lack of cross-platform
support impedes the application of real-time collaborative programming.

Secondly, existing prototypes only support file-level consistency maintenance
of the source code, ignoring folder-level conflicts. To achieve rapid local respon-
siveness in the sense that a user’s local editing operation can be applied in the
document without noticeable delay, real-time collaborative editing systems have
commonly been designed with a replicated architecture [19]: the shared docu-
ment is replicated at all collaborating sites. Consequently, one critical issue is to
ensure the consistency of the distributed documents. Operational Transforma-
tion (OT) [8,16–18,22] is a well-established consistency maintenance technique,
where the basic idea is to transform a remote operation into a new form according
to the effects of previously executed concurrent operations. OT has been widely
adopted in a wide range of real-time collaborative applications [10,11,13,14,16].
Most of the existing real-time collaborative programming solutions like [3,11,13]
can transform and resolve conflicts between file-level editing operations (i.e.
inserting or deleting a string in a file). However, concurrent folder-level editing
operations (i.e. creating, deleting and renaming folders/files) may also conflict,
and most of existing solutions miss support for it. For example, suppose there
are two collaborators, namely A and B. At one moment, A creates a file and
B deletes the whole parent folder concurrently. Their development environment
may be inconsistent after the two operations have been propagated and replayed
at remote sites. B has the file created by A whereas the folder including its con-
tent is deleted in site A. Cloud Storage Operational Transformation(CSOT) [16]
is inspiring for designing transformation functions for folder-level editing opera-
tions. However, CSOT does not achieve seamless integration between folder-level
editing operations and file-level editing operations.
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To address the above mentioned limitations, we propose a novel solution for
supporting real-time collaborative programming which will be described in the
following sections.

3 Design Objectives and Rationales

In this study, we aim to address the two major limitations of existing real-time
collaborative programming environments as presented above. We firstly present
three design objectives of the proposed solution in this section.

3.1 Design Objective A: Supporting Cross-Platform Real-Time
Collaborative Programming

Integrated Development Environment (IDE) is an essential part in programmers’
lives. Each IDE delivers its unique features and benefits, and studies have shown
that most programmers are satisfied with the IDE they are using [7]. For Java
programmers, IntelliJ IDEA is used most, but there are still more than 20% of
the programmers using other IDEs as a result of considerations on license cost,
usability and collaboration-related capabilities [4,5,7]. As explained in Sect. 2,
most of existing real-time collaborative programming environments support sin-
gle IDEs or editors only. To achieve real-time collaboration in programming,
some programmers are forced to adapt to another IDE which they may not be
familiar with.

Our proposed solution must be capable of supporting cross-platform real-time
collaboration, in the sense that programmers would be enabled to use different
IDEs in the same real-time collaboration session. For example, with our solu-
tion, several Java programmers would be able to use both IntelliJ IDEA and
Eclipse for real-time collaboration, so that each of them may continue to use the
most preferred IDE without change. The solution would employ an architecture
where the essential and generic functions are designed independently, and each
platform-specific collaboration adaptor (i.e. collaboration client plugin for a spe-
cific IDE) could be implemented with least effort by following the same set of
interface and process.

3.2 Design Objective B: Supporting Unconstrained Multi-level
Consistency Maintenance

As presented in Sect. 2, existing real-time collaborative programming environ-
ments ignore folder-level consistency maintenance. Concurrent folder-level edit-
ing operations may also conflict and cause inconsistency like file-level editing
operations. Integrating file-level and folder-level editing operations is also a chal-
lenge. For example, we have to consider when a file-level operation and a folder-
level conflict with each other and how to resolve it. We have to consider the
mechanism to define the relationship between file-level operations and folder-
level operations and coordinate them.
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The proposed solution should support unconstrained multi-level consistency
maintenance, in the sense that collaborators can create, delete or rename files
or folders in the shared project at any time while others are editing files and/or
folders concurrently. The system should be capable of identifying the context
of each operation and resolving conflicts between multi-level editing operations
internally and automatically.

3.3 Design Objective C: Supporting Flexible Extensibility
and Reusability in Design and Implementation

In addition to addressing the two limitations mentioned in Sect. 2, the pro-
posed framework and system should be extensible and adaptable for multi-
language and multi-functional support. Firstly, the proposed framework should
be language-neutral, which can be applicable for supporting real-time collabo-
ration with any programming language. For example, the design of the general
workflow should accommodate common collaboration requirements from pro-
grammers using different programming languages. Secondly, the proposed solu-
tion should be extensible for diverse collaboration functionalities. For example, it
should provide interfaces for easily integrating other functionalities such as col-
laboration awareness support, audio and video calls, and higher-level semantic
conflict prevention support like DAL [12].

4 CP-ROOF: A Novel and Generic Cross-Platform
Real-Time Collaborative Programming Framework

To achieve the above mentioned design objectives, we propose a novel Cross-
Platform Real-time Collaborative Programming Framework (CP-ROOF), which
serves as an essential part of our solution. In this section, we firstly present the
design of the generic workflow and functionalities of real-time collaboration based
on CP-ROOF from end-users’ perspective, and then describe the architectural
design of CP-ROOF in detail, which consists of three components named CP-
ROOF Core (fundamental real-time collaborative programming support), CP-
ROOF Server (collaboration coordinator) and CP-ROOF Client (transparent
collaboration client adaptor).

4.1 Workflow and Functional Design

Although different programmers may prefer different IDEs and tools, the col-
laboration workflow can be unified. We extract common elements from the col-
laboration processes, and design the CP-ROOF framework based on the uni-
fied workflow as requirements. CP-ROOF provides out-of-the-box support for
realizing this generic workflow, while specific collaboration clients may provide
additional functionalities as appropriate.

Firstly, to initialize a collaboration session, a programmer may choose to
create a brand new repository (i.e. the project including files and folders that
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programmers will edit collaboratively). Local folders and files in the repository
will be synchronized to the server, which serve as the base version for the real-
time collaboration session. When there is only him/her working in the session,
the only difference from the single-user programming work is that the editing
operations are also transmitted to the server to maintain the source code copy on
the server. When other programmers choose to collaborate with the programmer,
they can join the session by the identity. The server transmits the copy of the
repository including all folders and files to each collaborator in a short time.

After collaborators join the same collaboration session, they can start to work
in the real-time collaboration style. According to Design Objective B, collabora-
tors can edit source code files, create new files or folders, and delete any file or
folder in the shared repository. The client will detect every editing operation and
transmit it immediately to the server through the CP-ROOF framework. The
editing operation will then be propagated to all other clients within the session.
Each client of CP-ROOF will receive, transform and execute remote operations
in the local environment. The conflicts between multi-level operations will be
resolved by CP-ROOF automatically and transparently. As illustrated in Fig. 1,
each collaborator is aware of the presence of others.

Fig. 1. The workflow design of CP-ROOF based real-time collaboration

A collaborator may leave from the session at any time, and other collabo-
rators will be notified when a programmer leaves. CP-ROOF will maintain the
latest collaboration repository even if all collaborators have left from the ses-
sion. The repository will serve as the basis of programming work when the next
session is initialized.
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4.2 Architectural Overview of CP-ROOF

Based on the workflow and functional design above, we propose and design the
Cross-Platform Real-time Collaborative Programming Framework (CP-ROOF)
as follows. We will firstly present an overview with responsibilities of components
and layers in this section.

As a generic cross-platform framework, CP-ROOF does not capture or apply
editing operation from users directly. Instead, specific adaptors are responsible
for interacting with collaborators and handling operations from users directly
based on the common components provided by CP-ROOF. We have designed
and implemented two specific adaptors in Java platforms named CoEclipse and
CoIDEA in the form of plugins on Eclipse and IDEA respectively as illustrated
in Fig. 2. Editing operations will be processed by CP-ROOF after being captured
by plugins. CP-ROOF consists of three components, i.e. CP-ROOF Core, CP-
ROOF Client, and CP-ROOF Server as illustrated in Fig. 3.

Fig. 2. Overview of cross-platform real-time collaborative programming environments

Under CP-ROOF, the input and output of each user’s operation are pro-
cessed by a hierarchy of layers. Each module has several layers according to its
responsibility. CP-ROOF Core locates at the center of CP-ROOF as illustrated
in Fig. 3. It is responsible for providing the most fundamental collaborative pro-
gramming support. It includes the models of operations that users can perform,
utilities and other messages transmitted between CP-ROOF Client and CP-
ROOF Server. We also design and implement multi-level transforming functions
for editing operations in CP-ROOF Core. The details of CP-ROOF Core will be
presented in Sect. 4.3.

CP-ROOF Client provides common interfaces and classes for the design and
implementation of concrete real-time collaboration adaptors. CP-ROOF Client
is also responsible for controlling the transformation and execution of remote
editing operations at each collaborating site.
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Fig. 3. CP-ROOF architecture and components

After a user chooses to create or join a real-time collaboration session, CP-
ROOF Client will attempt to establish a persistent connection with the CP-
ROOF Server. The connection is based on WebSocket by default and all mes-
sages and editing operations are transmitted via such persistent connection.
CP-ROOF Server is responsible for managing all connections with clients on
different platforms and broadcasting editing operations and messages to them.
Design details and rationals of CP-ROOF Server and CP-ROOF Client will be
presented in Sect. 4.4 and Sect. 4.5, respectively.

4.3 CP-ROOF Core: Fundamental Real-Time Collaborative
Programming Support

According to Design Objective A, the proposed framework should support com-
mon collaboration operations in cross-platform real-time collaborative program-
ming. To devise the framework, it is necessary to formally define what operations
users can perform on a shared repository. A replicated repository in real-time col-
laborative programming can be described as a hierarchical file tree. After a user
performs an operation of joining or creating a collaboration session, there are
four folder-level operations that users can perform on the replicated repository:

1. CR(p, Tp): to create a subtree Tp with a pathname p. A Tp can be a single
file or a folder node.

2. DL(p): to delete the subtree rooted with node p.
3. RN(p, q): to change the name of node p to q.
4. UP (p, d): to update the content of a file node(p) with file-level operation d.

Each UP (p, d) embeds a specific file-level editing operation. There are two
string-wise file-level operations that users can perform to update the content of
a file:
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1. Insert(p, s): to insert string s at the position of p.
2. Delete(lower, upper): to delete the string from lower to upper.

CP-ROOF Core provides the model of the above user-generated operation.
The user’s operation during collaboration is divided into two categories, session-
level operations and folder-level operations. All of them are sub-class of CoOp-
eration (collaboration operation), which contains information about which col-
laborator issued it. File-level operations are sub-class of folder-level operations.

When a collaborator chooses to join or leave a collaboration session, a corre-
sponding sub-type of session-level operation like InitJoinOperation will be cre-
ated and transmitted to the server. Relatively, sub-types of folder-level operation
like NodeCreateOperation and NodeUpdateOperation are used when collabora-
tors are working in a session and creating a new file/folder node or editing the
content of an existing file. This inheritance structure is language-neutral and
highly extensible to support more diverse operations when necessary.

To provide multi-level consistency maintenance, CP-ROOF Core includes an
integrated transformation function for creating, deleting, renaming and updating
operations in both folder-level and file-level which will be presented in detail in
Sect. 5.1.

4.4 CP-ROOF Server: Collaboration Coordinator

In real-time collaborative programming, collaborators will receive editing opera-
tions from others instantly. CP-ROOF Server is the central coordinator to receive
and broadcast source code files, editing operations and various notifications.
CP-ROOF Server is responsible for maintaining all files in working sessions and
managing all persistent connections with clients. It will notify others about the
operations when a collaborator creates, joins a session or modifies the file tree
inner the working repository. The central document server works not only for
notification but also for consistency maintenance. CP-ROOF Server serializes
editing operations and allocates a total order which helps ensure correct trans-
formation and execution ordering.

Each user operation will be collected by CP-ROOF Client and sent to CP-
ROOF Server as a request. The request will be processed by multiple layers in
CP-ROOF Server. In the gateway layer, requests are deserialized and distributed
to different service layers. In real-time collaboration, collaborators may produce
a mass of operations which have to be synchronized in a short time and servers
have to notify others frequently. Consequently, persistent connections between
clients and servers are maintained to save network overhead. Necessary files and
information are stored in and read from the persistence layer which is advanta-
geous to maintain collaboration sessions and recover from a breakdown.

4.5 CP-ROOF Client: Transparent Collaboration Client Adaptor

As a part of the cross-platform framework, CP-ROOF Client does not interact
with users directly. It supplies out-of-the-box design and implementation for
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supporting real-time collaborative programming. Depending on CP-ROOF
Client, specific IDE plugins can support the whole workflow in Sect. 4.1 with
little effort.

Based on the operations model in CP-ROOF Core, CP-ROOF Client pro-
vides collaboration API for both session-level and folder-level. Each call from
collaboration plugins on different platforms will be transformed into universal
formats and transmitted to CP-ROOF Server. Remote operations received from
CP-ROOF Server will also be transformed meticulously and executed in the local
environment. The repository collaboration layer and file collaboration layer are
in charge of above transformation. And the communication layer is responsible
for establishing a connection and exchanging messages with CP-ROOF Server.
CP-ROOF Client uses WebSocket to connect to server by default and it is exten-
sible to use a different protocol. Only if the protocol supports specific means of
information interchange defined by CP-ROOF.

5 Major Technical Issues and Solutions

In this section, we present major technical issues and solutions involved in the
design and implementation of CP-ROOF, as well as the implementation of two
concrete collaboration clients based on CP-ROOF.

5.1 Multi-level Operational Transformation

Transformation Control in Multi-level Editing Operations. As pre-
sented in Sect. 2, Operational Transformation (OT) is widely used to support
consistency maintenance in the replicated architecture. Studies have shown one
basic strategy to apply OT is to separate the high-level transformation control
algorithms from the low-level transformation functions [17,20]. Control algo-
rithms like [20,22] are responsible for controlling the order, target and reference
of transformation. To reduce the complexity, we have adopted and implemented
Context-Based Operational Transformation(COT) [20] in CP-ROOF. As for file-
level transformation functions, the design of string-wise transformation functions
for individual files can be found in prior work [17].

The Context-Based Operational Transformation (COT) [20] algorithm pro-
vides efficient solutions to control transformation and execution of local and
remote operations. To combine COT algorithm with cross-platform collabora-
tive programming, we have to consider how to perceive editing operations from
users and coordinate local operations and remote operations. Firstly, we have to
ensure processors that handle local operations and remote operations compete
orderly for the execution of COT module. Secondly, we have to ensure that the
context of the editing operation being executed is the same as the state of the
document that is being changed. In other words, if another thread changes the
document after a transformation and before the execution of the operation, the
transformation based on old context will become invalid and the execution may
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modify the document wrongly. Only by ensuring these two conditions can we
ensure the consistency between document replicates over collaboration sites.

For example, as presented in Fig. 4, there are two operation processors run-
ning on different threads to handle local and remote operations respectively. At
one moment, the remote operation processor (ROP) receives a remote operation
and the transformed operation is Insert (7, “a”) (to insert the text “a” at the
position 7 of the document). Unfortunately, the local operation processor (LOP)
receives a local editing event and the document is changed before execution. The
transformation becomes obsolete and the execution will modify the document
wrongly due to the inconsistency between the context of remote operation and
local document state.

Fig. 4. An example scenario for illustrating execution competition

To ensure the conditions derived above, we have designed two strategies
to maintain the consistency of document content and the structure of file tree
respectively.

Firstly, when a local file-level editing operation is detected by the system,
before it is applied in the document, LOP will request a lock in the OT module
of CP-ROOF Client as illustrated in Fig. 5. If there is currently a remote edit-
ing operation being transformed and executed, LOP will be blocked until ROP
completes the transformation and the document state is changed. The opposite
is similar when ROP receives a remote editing operation. In this way, the OT
module is invoked orderly, and editing operations will be transformed and exe-
cuted based on the current document state strictly. Technically, the detection of
local editing operation could be achieved by implementing handlers associated
with particular events. For example, in Eclipse and IntelliJ IDEA IDEs, a local
editing operation can be detected in the form of a keyboard press event that is
about to change the document.

Secondly, things become different when it comes to folder-level editing oper-
ations. Existing IDEs provide a mass of ways to change local file tree. Collabo-
rators may click buttons, move folder nodes by mouse or even create and delete
files through file explorer. It is hard for CP-ROOF and specific client plugins
to detect local editing and request the lock before local operation execution
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Fig. 5. Integrated processors for file-level editing

as described in file content editing. Therefore, we propose a novel coordination
strategy for folder-level editing operation transformation control.

As presented in Fig. 6, ROP requests the lock when it receives a remote edit-
ing operation. But LOP will not try to acquire the lock until it detects the local
file tree has been changed. If any remote editing operation is executed in a differ-
ent file-tree state after transformation, a conflict will be perceived. The OT mod-
ule will try to fetch the updated file-tree, transform and execute the remote oper-
ation again. We have derived that the OT module can detect the conflict in the
form of IOException in Java. For example, if one site detects a folder-level change
DeleteF ile(“src/A.java”) (to delete the file in src/ named A.java), ROP
transforms a remote operation into Rename(“src/A.java′′, “src/Action.java′′)
(to rename file src/A.java to src/Action.java) concurrently. The execution of
Rename operation will fail due to the file deletion and an IOException will be
thrown. The OT module will catch the exception and a new transformation pro-
cess will be conducted. In this way, local and remote operations are coordinated
to be transformed and executed correctly. This control process is implemented
in CP-ROOF and transparent to both plugin developers and collaborators.

Fig. 6. Integrated processors for folder-level editing
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Multi-level Operational Transformation Functions. There are four folder-
level operations, CR(p, Tp),DL(p), RN(p, q), UP (p, d), that users can perform
on the replicated repository as presented in Sect. 4.3. Following Cloud Storage
Operational Transformation (CSOT) [16], their relations can be defined depend-
ing on whether they produce inconsistent tree states when executed in different
orders as defined in Definition 1 and Definition 2.

Definition 1 (Conflict “⊗”). Given two operations, they are conflict only if
these operations are concurrent and different execution orders result in inconsis-
tent file-tree states.

Definition 2 (Compatible “�”). Given two operations, they are compatible
only if they do not have a conflict relation.

In order to integrate file-level and folder-level OT algorithms supporting
transformation control mentioned in Sect. 5.1 and reduce the complexity of the
system, we devise a new set of conflict and compatible relations between editing
operations as shown in Table 1.

Table 1. Conflict and compatible relations.

CR(p2, Tp2) DL(p2) RN(p2, q2) UP (p2, d2)

CR(p1, Tp1) ⊗ ↔ (p1 = p2) ⊗ ↔ (p2 ⊂ p1) ⊗ ↔ (p2 ⊂ p1)∨
((parent(p1) = parent(p2))
∧(nodename(p1) = q2))

�

DL(p1) � ⊗ ↔ (p2 ⊆ p1) ∨ (p1 ⊂ p2) ⊗ ↔ (p1 ⊆ p2)

RN(p1, q1) ⊗ ↔ (p1 ⊆ p2) ∨ (p2 ⊂ p1)∨
((parent(p1) = parent(p2))
∧(q1 = q2)

⊗ ↔ (p1 ⊆ p2)

UP (p1, d1) ⊗ ↔ (p1 = p2)

Take the conflict relation of DL(p1) and UP (p2, d2) when p1 ⊆ p2 as an
example, the combined-effect of DL(p1) and UP (p2, d2) is that all nodes within
subtree(p1)(i.e. the subtree with p1 as root) are deleted, no matter what p2 is.
The situation is similar when UP is replaced with RN and CR. This solution
simplifies the complexity of the system and supports the transformation control
well.

It is worth pointing out that UP (p, d) embeds a file-level operation (i.e. an
Insert(p, s) or a Delete(lower, upper)) as presented in Sect. 4.3. Therefore, the
conflict and compatible relationships between folder-level operations and file-
level operations are inherited directly from relationships between UP (p, d) and
other folder-level operations.

Based on the above conflict and compatible relationship, we devise a set of
new transformation functions which are different from CSOT [16]. The basic
idea of designing transformation functions is to define another operation so that
the transformed operation can be correctly executed and achieve document con-
sistency in face of concurrent operations. For example, to integrate folder-level
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editing operations with file-level editing operations, our solution defines UP with
a nested file-level editing operation. Whenever a conflict of two UP happens, the
folder-level transformation function does nothing. The transformation control
algorithm takes out the internal file-level operation of UP and passes it to the
file-level operational transformation functions for processing. This solution eas-
ily supports multilevel operational transformations and it performs well. It also
satisfies the Convergence Property 1 (CP1), which ensures the same repository
is produced by executing two concurrent and mutually transformed operations
in different orders. CP1 is required when designing transformation functions
combined with COT and has been discussed in detail in [20,22].

5.2 Client Design and Implementations

This section shows how the specific collaboration clients are designed and imple-
mented based on CP-ROOF. These clients can be implemented in the form
of plugins of IDEs which help programmers conduct real-time collaboration
based on their preferred environments. We have implemented two clients named
CoEclipse and CoIDEA as the reference implementations, based on the Eclipse
and IntelliJ IDEA platforms, respectively.

With the full use of the components provided by CP-ROOF, the process of
developing a new collaborative programming client simply involves three steps:
(1) identifying the mechanism of listening for editing operations on a different
platform, (2) implementing direct editing of local files and folders, (3) invoking
the common components from CP-ROOF to receive editing events and displaying
collaboration notifications. During the first step, the designer has to identify how
to detect file editing operations on the specific IDE. After that, the designer has
to implement classes that help the CP-ROOF Client apply remote operations
locally. The designer has to follow the process of locking described in Sect. 5.1.
The result of this activity is the implementation of two interfaces defined in the
CP-ROOF Client. As illustrated in Fig. 7, interfaces named ILocalF ileEditor
and ILocalRepositoryEditor are the protocol between the CP-ROOF Client and
collaboration plugins. During the third step, the client can receive collaboration
events from remote sites and present them on the user interface finally.

Fig. 7. Integration of CP-ROOF Client and specific IDE platform
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Following the above design Steps 5.2, we have designed and implemented two
prototype client systems, namely CoEclipse and CoIDEA, which are IDE plugins
to support real-time collaborative programming in Eclipse and IntelliJ IDEA,
respectively. They can support the whole workflow presented in Sect. 4.1. Both of
them fully reuse components provided by CP-ROOF and their design follows the
Model-View-Presenter pattern. To support CP-ROOF Client especially imple-
ment interfaces ILocalF ileEditor and ILocalRepositoryEditor, CoEclipse and
CoIDEA require a collection of plugin APIs, which depend on the concrete plat-
form. For example, CoEclipse utilizes IWorkspace.addResourceChangeListener
(IResourceChangeListener):void to detect folder-level editing operations on
Eclipse. We will demonstrate their UI and cross-platform collaboration based
on CoEclipse and CoIDEA in Sect. 6.1.

6 Experimental Evaluations

In this section, we demonstrate the cross-platform collaboration based on the
proposed framework along with preliminary user evaluations and performance
evaluations.

6.1 Cross-Platform Collaboration and Evaluations

Figure 8 presents CoEclipse UI for a programmer to start a real-time collabora-
tive programming session. The user interface is similar to original Eclipse and
existing single-user functionalities are preserved. Once clicking the “Connect to
Server” button, a configuration dialog is displayed. The programmer needs to
choose to create a brand new collaborative repository or join an existing ses-
sion. Necessary parameters like the identity of the repository are required. Local
source code will be uploaded to CP-ROOF server if a new repository is created.
The initialization process is similar in CoIDEA.

Fig. 8. UI snapshot of CoEclipse client’s initialization panel
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When programmers are working on the same repository in a collaboration
session, all folder-level and file-level editing operations from other collaborators
will be synchronized and replayed locally. As presented in Fig. 9 and Fig. 10,
the collaborator using CoIDEA is working on the static method copyOf and
the CoEclipse user is editing the constructor of class CoUser. The CoIDEA user
is notified about the deletion of a file performed by the CoEclipse user. Both
of them can see each other’s work in real-time. The CoEclipse and CoIDEA
prototype implementation have confirmed the feasibility of cross-platform real-
time collaborative programming based on the CP-ROOF framework.

Fig. 9. UI snapshot of CoEclipse client in a real-time collaboration session

Fig. 10. UI snapshot of CoIDEA client in a real-time collaboration session

6.2 Performance of Major Procedures During Collaboration

In addition to the above user evaluations, we have conducted a set of performance
evaluations on key procedures critical to user experience. Firstly, whenever a col-
laborator creates a new collaboration session, CP-ROOF Client will upload the
initial source code copy. A replication of source code will be transmitted to local
when other collaborators join an existing session. We selected several repositories
to evaluate the performance of the initialization of real-time collaboration session.
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The repositories were fetched from GitHub with diversity in project sizes to reflect
real-world Java programming scenarios as much as possible. Table 2 presents the
names, branches, and initialization times of each project. The experimental com-
puter was equipped with an Intel Core i7@2.6 GHz processor and 64 GB of RAM,
while the operating system was macOS 10.15.7. As illustrated in Table 2, even for
large-size projects, the time cost for initialization was still acceptable.

Table 2 also presents the average processing times of local and remote edit-
ing operations in real-time collaboration sessions. It can be observed that local
editing operations are always captured and applied instantly. The duration from
an operation’s generation to its remote replay mainly depends on its transmis-
sion over the network. The last column of Table 2 lists the average delay of the
replaying of remote editing operations in real-time collaboration sessions over
the Internet, which demonstrates the prototype’s real-time performance in real-
world scenarios.

Table 2. Average processing times of session creation (involving source code copy
upload), session joining (involving source code copy download) and editing operations

Repository Branches Commit Size Items Creation Joining Local editing Remote editing

Halo Master bec10e9 2.0 MB 579 605 ms 1448 ms 1.33 ms 16.50 ms

Apollo Master b0173d7 6.3 MB 1214 911 ms 3307 ms 1.26 ms 20.92 ms

Lombok Master 1a15270 6.9 MB 1946 1086 ms 4897 ms 1.28 ms 24.25 ms

Commons-lang Master d1e9e59 7.9 MB 472 870 ms 2151 ms 1.64 ms 25.83 ms

Netty 4.1 df53de5 18.6 MB 3109 2029 ms 6911 ms 1.36 ms 34.08 ms

Spring boot Master e1ad2cd 26.9 MB 7644 4461 ms 16138 ms 1.23 ms 40.83 ms

Moreover, we conducted further experiments to confirm the scalability of
CP-ROOF in supporting real-time collaboration by a large number of partici-
pants. In a real-time session, whenever a remote operation is received, CP-ROOF
Client will attempt to acquire the lock in OT module, and transform and replay
the operation as presented in Sect. 5.1. Regardless of the network transmission
delay (which is completely out of our control), the process of transformation
and replaying is the most critical and time-consuming element that affects the
user experience. The execution duration of such process is highly dependent
on the number of sites and operations in the session, which affects the system’s
scalability. During our experiment, we simulated multiple sets of concurrent edit-
ing operations and measured the processing times of transformation. The most
recently created version (MRCV) scheme is an effective buffering mechanism for
operational transformation proposed in [20]. We have evaluated the processing
times of CP-ROOF without MRCV and with MRCV respectively.

We have designed two simulation scenarios. In the first scenario, there is one
local site and n remote collaborators working in the same session. Each remote
site performs an editing operation concurrently. The local site receives n editing
operations, transforms and replays them. Table 3 presents the processing times of
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transformation of n operations on average. The percentages of each row present
the percentage of remote folder-level operations. The rest are file-level operations
that edit the same file concurrently.

Table 3. Times of transformation in n-collaborator sessions

Scenario A n = 5 n = 10 n = 20 n = 30 n = 100

No MRCV (20%) 2.45 ms 5.02 ms 238.79 ms 31045.81 ms (Timeout)

MRCV (20%) 2.33 ms 4.58 ms 8.57 ms 14.25 ms 46.61 ms

No MRCV (30%) 2.30 ms 3.33 ms 64.27 ms 8349.77 ms (Timeout)

MRCV (30%) 1.44 ms 2.74 ms 5.31 ms 9.14 ms 44.173 ms

In the second scenario, there is a local site and a remote site working in the
same session. Each site performs n/2 editing operations and local processing
times of transformation are measured as presented in Table 4. The percentages
of folder-level operations are still 20% and 30% respectively.

Table 4. Times of transforming n operations in two-collaborator sessions

Scenario B n = 6 n = 10 n = 20 n = 30

No MRCV (20%) 2.04 ms 3.98 ms 681.57 ms (Timeout)

MRCV (20%) 2.08 ms 2.48 ms 7.20 ms 11.33 ms

No MRCV (30%) 1.04 ms 2.97 ms 534.45 ms (Timeout)

MRCV (30%) 1.03 ms 2.58 ms 5.05 ms 11.62 ms

It can be observed that even for a large amount of collaborators, the proposed
framework can transform multilevel operations with acceptable time costs with
MRCV regardless of the percentage of folder-level operations. Such time cost
for transformation is only incurred when receiving remote operations, whereas
the processing of local operations mainly depends on the original IDE and can
be completed locally and instantly. Experimental results have demonstrated the
good scalability of the CP-ROOF system in supporting large-scale collaborations
by a large number of sites.

7 Conclusions and Further Work

Real-time collaborative programming is an emerging approach that enables a
team of programmers to edit shared source code concurrently. However, the lack
of cross-platform collaboration support and multi-level consistency maintenance
impedes the real-world application of real-time collaborative programming. In
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this paper, we have contributed a novel Cross-Platform Real-time Collaborative
Programming Framework (CP-ROOF), which supports real-time collaboration
for programmers using different IDEs. Both file-level and folder-level consistency
maintenance have been supported and integrated. We presented a set of design
objectives and rationales, proposed the architecture of CP-ROOF, and designed
the three components of CP-ROOF (namely CP-ROOF Core, CP-ROOF Server,
and CP-ROOF Client) in detail. We have also presented major technical issues
and solutions in supporting the implementation of CP-ROOF. Following the
CP-ROOF framework, we have successfully implemented two client prototypes
named CoEclipse and CoIDEA to support cross-platform real-time collaboration
over Eclipse and IntelliJ IDEA. Preliminary user evaluations have confirmed
that all design objectives have been met, and performance evaluations have
demonstrated the high efficiency of the implemented prototype system.

We are continuously working in the domain of real-time collaborative pro-
gramming environments, and there are several issues identified for future work.
Firstly, we plan to support more IDEs for real-time collaboration based on the
proposed framework. During that process, we will invent more functionalities to
assist programmers in collaboration awareness. Secondly, we will further improve
and validate the proposed lock and transformation control to ensure consistence
maintenance under complex situations in long-term collaboration. Thirdly, the
CoEclipse and CoIDEA prototype systems will be continuously developed and
improved, and the programs and source code will be released for the commu-
nity to utilize when appropriate. Consequently, more in-depth evaluations will
be conducted with more diverse scenarios.
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Abstract. With the increasingly diverse and complex demands of the
Internet of Things (IoT) devices, terminal equipments have been unable
to effectively meet their quality of service (QoS). To resolve this issue,
the resource allocation strategy for edge-cloud collaborative computing
has been seen as a promising scheme by offloading computation-intensive
tasks from IoT devices to edge servers or cloud data center. In this paper,
we study the resource collaborative scheduling problem and formulate a
truthful online auction mechanism in the mobile edge computing (MEC)
system. We propose the objective problem of maximizing the long-term
average revenue, subjecting to the task queue stability constraint. Fur-
thermore, we apply Lyapunov optimization techniques to deal with this
objective problem, which can be solved without prior information. So
as to derive subproblems optimal solutions and obtain effective resource
allocation strategy, a revenue maximization online auction (RMOA) algo-
rithm is designed. Theoretical analysis shows that the RMOA algorithm
can achieve optimal system revenue approximately while ensuring the
stability of the MEC system. In addition, simulation results indicate the
effectiveness of the RMOA algorithm and verify the influence of various
parameters.

Keywords: Collaborative computing · Internet of Things · Resource
allocation · Auction mechanism · Lyapunov optimization

1 Introduction

Nowadays, with the rapid development of wireless communication technology and
Internet of Things (IoT) technology, a variety of new network services such as auto-
matic driving and augmented reality are constantly emerging. The demands for
IoT devices are becoming increasingly complex and diverse, and the processing of
these computation-intensive tasks require powerful data processing capacity [1].
Nevertheless, most of the IoT devices have limited battery and computing capac-
ity, which can not satisfy the processing performance requirements of tasks [2].
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It is recommendable to expand computing and services to near the data gener-
ation. As an emerging technology, mobile edge computing (MEC) has received
widespread attention from academia, which can reduce delay and energy consump-
tion by deploying edge servers close to IoT devices [3,4]. However, the resources
of the edge servers are limited, if all of the computing tasks are offloaded to the
edge servers, the service performance and execution efficiency of IoT devices will
be reduced [5]. In addition, too many service requests compete with limited com-
puting resources, which will make the system unstable. In order to improve the
processing efficiency of IoT devices, considering the edge-cloud collaborative com-
puting framework is an effective resource allocation scheme [6].

The framework of edge-cloud collaboration can provide fast and flexible sup-
ply of computing resource for IoT devices, which has sparked interest in market
based dynamic resource allocation mechanism. As a fast and effective method of
market resource allocation, online auction mechanism has been widely applied. It
can dynamically reflect supply-demand relationship of computing resources and
offer desirable resource scheduling strategies for edge consumers and auctioneers
at the same time [7]. Hence, it is a crucial research issue to devise a truthful
online auction mechanism, which can not only make IoT devices compete for
computing resources fairly, but also increase the overall revenue of the system.

The problem of server resource allocation in MEC was studied by [8,9], which
assigned user requests based on utility function. [10] constructed the optimal
power allocation problem for base station to maximize the overall throughput
delivered to mobile user. [11] presented an online resource scheduling framework
to minimize task delays in MEC system. [12,13] designed a real auction mech-
anism to get the appropriate allocation policy. Nevertheless, these works gave
little insight into the dynamic nature of channel condition and task processing.
We study collaborative computing scheme based on auction mechanism, and
propose the problem of stochastic optimization.

In this article, we construct the framework of edge-cloud collaboration and
investigate the problem of computing resources online auction based on Vickrey-
Clarke-Groves (VCG) auction mechanism. In addition, we apply Lyapunov opti-
mization techniques to solve this issue while guaranteeing the queue and system
stability. A truthful revenue maximization online auction (RMOA) algorithm is
proposed, which considers the randomness of task arrival and channel conditions.
The main works and contributions of this article can be summarized as follows,

– The framework of edge-cloud collaboration is constructed for resource alloca-
tion based on online auction in radio access network. We apply the Lyapunov
optimization technology to solve stochastic optimization problem, which max-
imizes the long-term revenue in the MEC system.

– We propose the RMOA algorithm and truthful online auction mechanism to
obtain effective resource allocation strategy. Dispatcher can balance system
revenue and queue length by setting parameter based on RMOA algorithm,
and make auction decision dynamically.

– Theoretical analysis shows that the RMOA algorithm can reach to the approx-
imate optimal system revenue while ensuring the stability of MEC system,
and simulation experiments prove the effectiveness of RMOA algorithm.
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2 System Model and Problem Formulation

We formulate a MEC system in radio access network, where N IoT devices
with computation-intensive tasks are offloaded by a MEC server or a cloud data
center. Let I denote the collection of the IoT device. There is a small base
station (SBS) with a MEC server in this system, which can be regarded as a
dispatcher or auctioneer, and the cloud data center connects to the edge via a
wired channel. Owing to the limited processing capacity of edge server, when too
many IoT devices arrive at the same time, edge server will offload computing
tasks to the cloud. The system operates tasks with a slot length ι, there exist
t ∈ {0, 1, ..., T − 1} [14,15].

We assume that all of the IoT devices are heterogeneous, they have differ-
ent specifications and no prior knowledge. IoT devices submit their own bid-
ding profiles to the dispatcher, which can be denoted by a 3-tuple parameter
θi(t) = <ui(t), ci(t), bi(t)>, where θi(t) ∈ θi, Φ = {θ1, θ2, ..., θI |i ∈ I}. ui(t)
represents the profit of completing this calculation task, ci(t) denotes the CPU
cycles required to complete the unit data computation task, bi(t) represents bid
value of IoT device i. Auctioneer will make a computing resource scheduling
policy based on the received bidding profiles.

Due to the transmission speed of downlink is much faster than that of uplink,
the transmission cost of downlink could be ignored. The transmission rate of
device i is given as follows

ri(t) = wllog2(1 +
pihi(t)
wlσ2

), (1)

where wl represents channel bandwidth between SBS and terminal equipments,
σ2 denotes the noise power spectral density. pi and hi(t) are defined as transmis-
sion power and channel gain, respectively. Let ai(t) (bits) indicate the number
of the offloaded computing task requests at time slot t with a time average rate
λi = E{ai(t)} [16].

We define that fe(t) is the edge server CPU-cycle frequency, and it has an
upper bound denoted by fmax

e , which can be written as

fe(t) ≤ fmax
e . (2)

Let ds
i (t) is the data execution quantity of edge server for IoT device i. For

edge server, given the CPU-cycle frequency fe(t), the allocated computation
tasks have an upper bound, which is

∑

i∈I
ci(t)ds

i (t)/fe(t) ≤ ι. (3)

We assume that the winner of the bid is identified as X (t) = {xi(t)|i ∈ I},
which can be expressed as

xi(t) =

{
1, if IoT device i is winning bid at slot t,

0, otherwise.
(4)
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We assume each IoT device’s computing task should be completed in only
one time slot, so they can only win a maximum of one bid, the constraint is

∑

t∈T
xi(t) ≤ 1,∀i ∈ I. (5)

We adopt Qi(t) to represent the queue length of tasks not being processed in
SBS, and dc

i (t) denotes the number of offloaded data from SBS to cloud server.
Then, the queue backlog Qi(t) is

Qi(t + 1) = max{Qi(t) − ds
i (t) − dc

i (t), 0} + ai(t). (6)

In order to ensure system stability and reduce queue backlog, we define a
limit condition on the average queue backlog. qi denotes the time average queue
backlog, which can be described in

qi = lim
T→∞

1
T

T−1∑

t=0

E {Qi(t)} < η,∃η ∈ R
+. (7)

2.1 Cost Model

In this article, we consider the costs of energy consumption when IoT devices
win the bidding, which includes the transmission energy consumption from IoT
devices to SBS, the computing energy consumption of MEC server and cloud
server. The transmission energy consumption Etra

i (t) is

Etra
i (t) = pi

ds
i (t) + dc

i (t)
ri(t)

. (8)

We define κ as the influence coefficient of relating to capacitor execution, and
the computation energy consumption of MEC server is

Ee
i (t) = κci(t)ds

i (t)f
2
e (t). (9)

Let μ represent the energy consumption coefficient in cloud data center, the
computation energy consumption in cloud is defined as

Ec
i (t) = μdc

i (t). (10)

Since the transmission capacity of wired channels is limited, the constraint
should be satisfied when offloading computing tasks from SBS to cloud

∑

i∈I
dc

i (t)/wc ≤ ι, (11)

were wc is the wired channel bandwidth between SBS and cloud, and wc has an
upper bound, which can be expressed as wc ≤ wmax

c .
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According to the above description, the total cost of energy consumption in
the whole system as follows

ψ(t) =
∑

i∈I
gi(t){Etra

i (t) + Ee
i (t) + Ec

i (t)}, (12)

where gi(t) is the unit cost of energy consumption for device i, which may vary
from different IoT devices. Then, the time average of cost function of the MEC
system is

ϕ = lim
T→∞

1
T

T−1∑

t=0

E {ψ(t)} . (13)

2.2 Utility Model

In this model, we introduce the system utility that contains two parts: the utility
Ul(t) of IoT devices win the bidding and the revenue Ue(t) of completing the
calculation task for MEC system. Hence, the Ul(t) is formulated as

Ul(t) =
∑

i∈I
[bi(t) − πi(t)]. (14)

Meanwhile, ui(t) represents the evaluation of the system revenue from the
completing the calculation task. Denote the payment to edge server by πi(t).
Then, the revenue of edge server is written as

Ue(t) =
∑

i∈I
[πi(t) + ui(t)] (15)

According to the above formulas, we can get the utility function in this MEC
system

U(t) = Ul(t) + Ue(t) − ψ(t)

=
∑

i∈I
xi(t){[bi(t) + ui(t)] − gi(t)[Etra

i (t) + Ee
i (t) + Ec

i (t)]}. (16)

2.3 Optimization Problem

In this article, we think about the problem of system revenue maximization
(SRM). An optimization problem to maximize the time average revenue in the
MEC system with the queue stability constraints is proposed, which is as follows

(SRM) max
ds(t),dc(t)

U = lim
T→∞

1
T

T−1∑

t=0

E {U(t)} . (17)

s.t. (2), (3), (4), (5), (7) and (11).

The wireless channel conditions, and information of bidding files are dynamic
in our modle. In addition, the MEC system has no prior knowledge and can
not obtain future information about IoT devices. An online auction mechanism
based on Lyapunov techniques is put forward, which can transform stochastic
optimization problem into deterministic optimization problem.
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3 Revenue Maximization Online Auction Algorithm
Design

To effectively resolve this optimization problem, we propose a truthful online
auction mechanism and the revenue maximization online auction (RMOA) algo-
rithm. In the auction, IoT devices could submit real bids through the following
pricing strategy to compete computing resource effectively. Then, auctioneer
determines the winner and resource allocation strategy.

3.1 Pricing Strategy

Because of the selfishness of IoT device, they might submit bidding informa-
tion untruthfully in order to maximize own profit. To solve this problem, we
have introduced the VCG auction mechanism [17], which can make the system
achieve a truthful auction process. The strategy for determining the winner can
be effectively solved by Hungarian algorithm [15].

We pay attention to the problem of collaborative computing in IoT after
successful bidding of IoT devices with Hungarian algorithm. Then, the task of
the IoT device i is performed on the server, where xi(t) = 1. After the win-
ner is determined, the auctioneer needs to determine the payment according to
the VCG pricing scheme to ensure the authenticity of the bid. Therefore, the
payment charged by auctioneer to IoT device i can be given as

πi(t) = [SRM(Φ) − SRM(Φ \ θi(t))], (18)

where SRM(Φ) is the maximum achievable objective function value, SRM(Φ \
θi(t)) denotes the optimal objective function value without IoT device i partici-
pation. Due to pricing strategy of VCG auction mechanism contents authenticity
of the whole system and the payment πi(t) depends on the bids of other IoT
devices, which can encourage the bidders to bid truthfully.

3.2 Evaluation of Computation Tasks

We use Lyapunov optimization technology to transform the problem above.
Θ(t) = (Qi(t)) can be expressed as the queue backlog matrix in MEC system.
Then, the Lyapunov function is

L(Θ(t)) =
1
2

∑

i∈I
[Q2

i (t)] (19)

where L(Θ(t)) represents the congestion status of the IoT devices. Then, we set
the conditional Lyapunov drift Δ(Θ(t)) is

Δ(Θ(t)) = E{L(Θ(t + 1)) − L(Θ(t))|Θ(t)}. (20)

By keeping the Lyapunov function Δ(Θ(t)) at a small value sate, the revenue
function can be maximized. Hence, combining the queue length and scheduling
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revenue, the drift plus revenue is Δ(Θ(t)) − V E{U(t)|Θ(t)}, where V is a non-
negative number, which is the weight parameters on revenue function and queue
length.
Theorem 1. Under any scheduling algorithm, suppose that the upper bound of
ai(t) is amax

i , for arbitrary values of V and Θ(t), the drift plus revenue will be
satisfied the following inequality

Δ(Θ(t))−V E{U(t)|Θ(t)} =
1
2

∑

i∈I
[Q2

i (t + 1) − Q2
i (t)] − V E{U(t)|Θ(t)}

≤C − V
∑

i∈I
E{bi(t) + ui(t) − gi(t)[Etra

i (t) + Ee
i (t) + Ec

i (t)]|Θ(t)}

+
∑

i∈I
Qi(t)E{ai(t) − [ds

i (t) + dc
i (t)]|Θ(t)},

(21)
where C = 1

2

∑
i∈I [(amax

i )2 + ( fmax
e ι
ci

+ wmax
c ι)2] is a constant.

Proof: Combining with the fact (max[A − B, 0])2 ≤ A2 + B2 − 2AB(A,B ≥ 0)
and taking square on (6), which as follows

Q2
i (t + 1) ≤ Q2

i (t) + a2
i (t) + [ds

i (t) + dc
i (t)]

2 − 2Qi(t)[ds
i (t) + dc

i (t)]
+ 2ai(t)max{Qi(t) − [ds

i (t) + dc
i (t)], 0}.

(22)

Then, we assume d̄i(t) = ds
i (t)+ dc

i (t) represents the number of request from
IoT device i to edge server, which is

d̄i(t) =

{
ds

i (t) + dc
i (t), ds

i (t) + dc
i (t) ≤ Qi(t),

Qi(t), otherwise.
(23)

Owing to max{Qi(t) − [ds
i (t) + dc

i (t)], 0} = Qi(t) − d̄i(t), and according to
the formula (22), (23) above, and taking the expectations and summing over all
the IoT devices,

Δ(Θ(t)) ≤ 1
2

∑

i∈I
E{a2

i (t) + [ds
i (t) + dc

i (t)]
2|Θ(t)}

+
∑

i∈I
Qi(t)E{ai(t) − [ds

i (t) + dc
i (t)]|Θ(t)}.

(24)

Due to fe(t) ≤ fmax
e and wc ≤ wmax

c , we can get ds
i (t) ≤ fmax

e ι
ci

and
dc

i (t) ≤ wmax
c ι). In addition, according to the fact that ai(t) ≤ amax

i , Adding
V E{U(t)|Θ(t)} to inequality (24). Let C = 1

2

∑
i∈I [(amax

i )2+( fmax
e ι
ci

+wmax
c ι)2],

we can get
Δ(Θ(t)) − V E{U(t)|Θ(t)}

≤C − V E{U(t)|Θ(t)}
+

∑

i∈I
Qi(t)E{ai(t) − [ds

i (t) + dc
i (t)]|Θ(t)}.

(25)

Substituting (12) into (25), therefore, inequality (21) could be obtained. �
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3.3 Online Algorithm

Our RMOA algorithm can make the long-term average revenue achieve to the
optimal approximately while keeping the whole system stability, through trans-
forming optimization problem SRM into two independent subproblems. The
optimization problem can be rewritten as

max
ds(t),dc(t)

V E{{ui(t) + bi(t)− gi(t)[Etra
i (t) + Ee

i (t) + Ec
i (t)]}|Θ(t)}

+
∑

i∈I
Qi(t)[ds

i (t) + dc
i (t)].

(26)

s.t. (2), (3), (7) and (11).

Considering the constraint conditions of formulas (2) and (3), we define the
first subproblem P1 and get the optimal edge computation ds(t) by solving as

P1:min
ds(t)

∑

i∈I
{V [gi(t)

pi

ri(t)
+ gi(t)κci(t)f2

e (t)] − Qi(t)}ds
i (t). (27)

s.t.
∑

i∈I
ci(t)ds

i (t)/fmax
e ≤ ι.

Since the amount of tasks by computing in edge ds
i (t) is the decision variable

and weighted by V [gi(t) pi

ri(t)
+gi(t)κci(t)f2

e (t)]−Qi(t), the optimal solution ds
i (t)

is expressed as

ds
i (t) =

{
fmax
e ι
ci(t)

, i = i
′
,

0, otherwise,
(28)

where i
′

= argmini∈I{V [gi(t) pi

ri(t)
+ gi(t)κci(t)f2

e (t)] − Qi(t)}. Therefore, the
optimal resource scheduling strategy according to (28) can be obtained.

Considering the relevant constraint conditions, the second subproblem P2
can be defined as (29), the optimal resource allocation strategy dc(t) solves as

P2:min
dc(t)

∑

i∈I
{V [gi(t)

pi

ri(t)
+ gi(t)μ] − Qi(t)}dc

i (t) (29)

s.t.
∑

i∈I
dc

i (t)/wc ≤ ι.

We assume that ds
i (t) is constant, and the decision variable dc

i (t) is weighted
by V [gi(t) pi

ri(t)
+ gi(t)μ] − Qi(t), which is

dc
i (t) =

{
wcι, i = i

′
,

0, otherwise,
(30)

Where i
′

= argmini∈I{V [gi(t) pi

ri(t)
+ gi(t)μ] − Qi(t)}. Hence, the optimal

computation allocation ds(t), dc(t) can be determined. Furthermore, the queue
length Qi(t) updates according to (6).
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Algorithm 1. Revenue Maximization Online Auction Algorithm (RMOA)
1: Get the current queue length Qi(t) of all the IoT devices
2: for all i ∈ I do
3: Using Hungarian algorithm to get x∗(t)
4: if x∗

i (t) == 1 then
5: Compute πi(t) based on (18)
6: end if
7: end for
8: for all i ∈ I do
9: Search for index i∗1 with the minimum value of V [gi(t)

pi
ri(t)

+ gi(t)κci(t)f
2
e (t)] −

Qi(t)
10: Set ds

i (t) based on (28)
11: end for
12: for all i ∈ I do
13: Search for index i∗2 with the minimum value of V [gi(t)

pi
ri(t)

+ gi(t)μ] − Qi(t)

14: Set dc
i (t) based on (30)

15: end for

Remark: In the MEC system, there is a tradeoff V between resource allocation
revenue and queue backlog. The RMOA algorithm can reach the tradeoff with
the different times and queue backlog. In time slot t, combining the resource
scheduling cost with auction profit, the RMOA algorithm can obtain the optimal
resource scheduling policy to maximize the whole system revenue. The details
of RMOA is shown in Algorithm 1.

4 Algorithm Analysis

We perform the theoretical analysis of the RMOA algorithm and analysis results
indicate that our algorithm can reach the approximate optimal while ensuring
the stability of the MEC system. Q̄ represents the long-term time average queue
backlog, which is

Q̄ = lim
T→∞

1
T

T−1∑

t=0

I∑

i=1

E {Qi(t)} . (31)

Lemma 1. For arbitrary tasks arrival rate ϑ (ϑ > 0) , there is an optimal
randomized policy ρ, which is irrespective of the current queue length and satisfies
as follows

E{Uρ∗
(t)} = U∗(ϑ), (32)

E{ai(t)} ≤ E{dsρ∗
i (t) + dcρ∗

i (t)}. (33)

Proof: Lemma 1 can be proved by using Caratheodory’s theorem. In order to
simplify the paper and enhance the readability, we have omitted the proof. The
proof process in detail is just from [18]. �
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Theorem 2. If there exists nonnegative ε satisfies ϑ + ε ∈ Ω, where Ω denotes
capacity region of the MEC system. The arbitrary value of V, time average system
revenue URMOA under the assumptions in Lemma 1, which has lower bounded

URMOA ≥ U∗ − C

V
, (34)

C is defined in (21), and U∗ is the maximum average system revenue.

Proof: By applying Lemma 1, arbitrary tasks arrival rate ϑ + ε, there is an
optimal randomized strategy ρ

′
satisfies

E{Uρ
′
(t)} = U∗(ϑ + ε), (35)

E{ai(t)} ≤ E{dsρ
′

i (t) + dcρ
′

i (t)} − ε. (36)

According to Theorem 1, we can get that the lower bound of drift plus
revenue could be maximized by our RMOA algorithm. Therefore, applying
Lemma 1 to formula (25), replacing the random strategy with ρ

′
, and bring

(35) and (36) into formula (37), the following inequality holds

Δ(Θ(t)) − V E{U(t)|Θ(t)}
≤C − V U∗(ϑ + ε) − ε

∑

i∈I
Qi(t). (37)

Taking expectation on both sides in formula (37), considering the over time
slot and making use of iterating expectations, there exist formula (38)

E{L(Θ(T ))}−E{L(Θ(0))} − V
T−1∑

t=0

E{U(t)}

≤CT − V TU∗(ϑ + ε) − ε
T−1∑

t=0

∑

i∈I
E{Qi(t)}.

(38)

Since L(Θ(T )) ≥ L(Θ(0)), ε and Qi(t) are both positive. Dividing both sides
of the above formula by V T at the same time, the relaxation method is used for
the previous formula, it can be obtained as

1
T

T−1∑

t=0

E{U(t)} ≥ U∗(ϑ + ε) − C

V
, (39)

according to (39), when T → ∞ and ε → 0, in equation (34) can be proved. �

5 Experiments Results

In this paper, we formulate a network model of collaborative computing which
is consist of 50 IoT devices. The arrival rate ai(t) of service request is generated
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Fig. 1. The system revenue with dif-
ferent values of V.

Fig. 2. The queue length with different
values of V.

randomly with [2,6] Mbits. The slot length ι = 1 and the transmit power is
pi ∼ U [1, 10] W. Then, wl is 1 MHz and wc is 10 MHz. Besides, for each IoT
device, CPU cycle required for calculating unit data tasks ci(t) follows uniform
distribution with U [1200, 1800]. We assume the channel gain hi(t) is hi(t) ∼
E(1), which follows an exponential distribution. Then, the noise power spectral
density σ2 is 10−7 W/Hz. Furthermore, the price of unit energy consumption
cost gi(t) follows normal distribution N [0, 3].

Figures 1 and 2 depict the impact of parameter V on system revenue and
queue length. The system revenue increases with V as shown in Fig. 1, this is
because the higher the value of V is, the greater the weight of system revenue will
be. The reason is that the RMOA algorithm maximizes the revenue of the system
by reducing the scheduling cost. Meanwhile, the stability of the task queue is
guaranteed as shown in Fig. 2. From Figs. 1 and 2, system revenue and the queue
length grow slower and slower as V augments, which follows Theorem 2 that
system revenue and the queue length have an definite upper bound. Therefore, it
is clear that our RMOA algorithm can adjust queue length and system revenue
by changing the V value.

In Fig. 3 and 4, we present the influence of different service request arrival
rates δ · ϑ on system revenue and queue length. System revenue decreases grad-
ually with the increase of the tasks arrival rate in Fig. 3. The reason is that with
the growing of arrival rate, the number of uncalculated tasks will also increase,
which leads to system revenue reduce. In Fig. 4, since uncalculated tasks accu-
mulate in the system, queue length increases with arrival rate. From the two
figures, we can know that system revenue and task queue length converge even-
tually with different arrival rates. This indicates that the RMOA algorithm can
ensure the stability of the whole system.

In Figs. 5 and 6, we compare the other two auction algorithms with our
RMOA algorithm in terms of system revenue and queue length. Random alloca-
tion algorithm executes the auction decision in a random way. Queue-weighted
makes auction decision according to the weighted the task queue length. From
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Fig. 3. The system revenue with dif-
ferent arrival rates.

Fig. 4. The queue length with different
arrival rates.

Fig. 5. The system revenue with dif-
ferent algorithms.

Fig. 6. The queue length with different
algorithms.

Fig. 5 and 6, it is obvious that our RMOA algorithm could achieve maximum sys-
tem revenue and the lowest queue length apparently. Although the queue lengths
between RMOA and Queue-weight algorithm are approaching, the Queue-weight
algorithm does not consider the dynamic of channel state, so that the system
revenue is lower than ours. In conclusion, according to Figs. 5 and 6, our RMOA
algorithm has good performance and advantage in optimizing system revenue
while ensuring system stability.

6 Conclusion

In this paper, we develop a collaborative computing framework for IoT and a
dynamic optimization model is formulated to maximize system revenue while
providing performance guarantees. Then, we design a truthful online action
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mechanism to obtain resultful resource allocation strategy in the MEC system.
In addition, the RMOA algorithm is proposed, which can make effective auction
strategy according to the bidding files. The theoretical analysis shows that the
RMOA algorithm can achieve the approximate optimal system revenue while
ensuring the stability of queue length, and simulation results verify the effective-
ness of the RMOA algorithm.
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Abstract. Common knowledge in a group of robots, i.e., the knowledge
known by everyone or nearly everyone, can significantly promote the effi-
ciency of robot collaboration. In a decentralized environment, it can be achieved
through blockchain technology. However, traditional blockchain platforms such
as Ethereum are based on Proof of Work (PoW), which requires huge amounts of
computation and is not suitable for robots with limited computing resources. And
the lack of a stable, fully-connected network will greatly reduce the performance
of the traditional blockchain technology as well. To address these challenges,
we propose a novel peer-to-peer knowledge sharing approach for mobile robot
swarms in this paper. This approach is based on hashgraph, a distributed ledger
technology that uses directed acyclic graphs to achieve consensus and does not
need huge computational power. We also enhance hashgraph to adapt it to the
mobile network environment with a limited communication range for each robot
and dynamic network topology in the swarm. With a set of motivated scenarios
of collective decision making, we verified the effectiveness of our approach and
the results show that our approach helps robot swarm collaborate more efficiently
with less computation and waste of resources than the approach based on the
traditional blockchain.

Keywords: Robot swarm · Hashgraph · Common knowledge · Consensus
algorithm

1 Introduction

A robot swarm is made up of a large group of locally interacting individuals with com-
mon goals, and it has been applied in many scenarios, such as site selection [6], and task
assignment [4], etc. Common knowledge can be used to form a resultant force on the
whole based on the local behavior of the individual to improve the collaborative effi-
ciency, and it has been proved useful in applications such as task allocation in unknown
environment [11], synchronization between different swarms [16]. However, it’s diffi-
cult for swarm robots to support global synthesis of sensory information collected by
the swarm without a centralized infrastructure [15].

To solve this problem, the traditional blockchains [20,24] can be adopted to provide
the robot swarm with common knowledge in a decentralized, verifiable, and secure way,
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which has been used in many applications [19,26]. The blockchain, such as Ethereum
[29], can act as a peer-to-peer database and computing system in the swarm. Due to the
characteristics of PoW [10], the most widely used consensus algorithm of traditional
blockchains, robots can mine new blocks locally and store information in them. Despite
the environment of limited communication range and dynamic network topology, the
blockchains of different robots can be synchronized once robots come into the commu-
nication range, and a single point of failure will not affect the synchronization process
of blockchains. Besides, the 51% computational power limitation and data verifiability
can help the blockchain resist attacks from Byzantine robots efficiently.

Although the approach based on traditional blockchains shows an advantage in
achieving common knowledge, it’s not suitable for the mobile network environment
of robot swarms. PoW requires robots to keep solving puzzles constantly through the
reward mechanism to add new blocks to the blockchain [25], which means that electric-
ity will be wasted on extra computations. In Bitcoin [20], PoW takes 10min to generate
a block [9], and most of the time is used for solving the puzzles, which is a huge burden
for the robot of onboard computer and limited resources. Besides, the blockchain forks
may occur if robots find the solutions to the PoW puzzles at almost the same time, or
blocks are not spread through the entire network [26]. Robots in different clusters may
take actions based on the forks of blockchains, which may cause unexpected situations.
Discarding the forks will result in inefficient use of information and resources.

To address the above-mentioned challenges, we propose a novel peer-to-peer knowl-
edge sharing approach for mobile robot swarms. This approach is based on hashgraph
[3], a data structure and consensus algorithm. With no PoW, hashgraph allows the nodes
to create many events per second and it doesn’t call for high computational power.
Besides, hashgraph is 100% efficient in information utilization because no events will
be discarded. To adapt to the mobile network environment of the robot swarm, we
enhance the gossip rules of hashgraph, that is, each node can only synchronize the
local hashgraph with its neighbor nodes. In our hashgraph approach, each robot acts
as a node of hashgraph and shares knowledge with neighbors through hashgraph syn-
chronization. As the local hashgraph grows, the robot can achieve common knowl-
edge and take action based on it. In the motivated scenarios of single-feature [27] and
multi-feature [7] collective decision making, we test the efficiency of the hashgraph
approach in consensus achievement and task allocation respectively. The experimental
results show that the mobile robot swarm in the hashgraph approach can collaborate
efficiently with less computational power and higher resource utilization than the tradi-
tional blockchain approach.

The rest of this paper is organized as follows. We give an overview of robot swarm,
consensus algorithms in robot swarms, hashgraph in Sect. 2. We represent the motivated
scenarios in Sect. 3 and the hashgraph approach in Sect. 4. Experiments are presented
in Sect. 5. We conclude this paper in Sect. 6.

2 Related Work

2.1 Robot Swarm

The robot swarm is a typical distributed system consisting of a large number of sim-
ple robots, and the collective behavior of it emerges from numerous local interactions



160 X. Shu et al.

between individuals without any central control [23]. It is increasingly applied to per-
form dynamic and complex tasks [1,18]. Ebert et al. [7] propose a decentralized algo-
rithm and a dynamic task allocation strategy that allows the agents to lock in decisions
on multiple features in a finite time. Wang et al. [28] propose an adaptive mechanism
and design a group-based spatial formation algorithm for swarm robots to adapt to the
dynamic environment. But the main focus of these algorithms is still how to manually
set the behavior rules of each robot in advance, while how to obtain common knowledge
to coordinate swarm behavior is not the point.

The idea of applying blockchain to robot swarms to provide common knowledge is
first proposed in [9] and has been applied in some scenarios, such as trust management
[14], monitoring quarantine areas [2], etc. A framework for ontology-oriented robots’
coalition formation based on blockchain in cyberphysical systems is also proposed [19].
It should be pointed out that due to the high requirements of computational power and
the low resource utilization, the blockchain is difficult to be applied to the mobile net-
work environment of robot swarm.

2.2 Consensus Algorithms in Robot Swarms

The robot swarm is similar to the distributed system, and the consensus algorithm can be
applied to enable individual units in the robot swarm to reach a common perspective of
objectives and state of the world [12]. Many consensus algorithms have emerged in the
field of distributed systems, such as Paxos [13], PBFT [5], etc., and some of them have
been applied in applications, such as the multi-agent system based on Paxos [17]. But
these traditional consensus algorithms often divide the nodes into several different roles,
such as leaders, followers, etc., which doesn’t meet the requirements of decentralization
in a robot swarm. Besides, classical solutions to distributed consensus problems, such as
two-phase commit [13], usually require frequent committing, acknowledging, and other
interactions among a group of nodes, which is difficult to be applied in an environment
of dynamic network topology and limited communication range.

Blockchain technology demonstrates that without a controlling authority, a group
of agents can still reach an agreement on a particular state of affairs and record that
agreement in a peer-to-peer network [9], and it has been applied in many studies of multi
robots [2,14]. Proof of Work (PoW) is the proof that a certain amount of computational
power was consumed to solve a hard puzzle that allows the adding of a block to the
blockchain, the process of which is called mining. It is based on SHA256, which inputs
a message of arbitrary length smaller than 264 bits and produces as output a 256-bit
message digest of the input, resulting in a huge waste of electricity. In Ethereum, the
difficulty of mining puzzles can be adjusted to the hash power of the network [25],
but the onboard computer of the robot determines that it can only solve less difficult
puzzles. Due to the peer-to-peer network and limited communication range, the lower
the difficulty of the puzzle, the more likely the robots are to mine new blocks at the
same time, leading to the problem of forks. According to the rules of the blockchain,
the information in the forks will be discarded, which is a waste of information and
resources.
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2.3 Hashgraph

In recent years, some new blockchain data structures and consensus algorithms have
emerged, one of which is hashgraph [3], a data structure and consensus algorithm that
uses Directed Acyclic Graphs(DAG) for time-sequencing transactions. As shown in
Fig. 1, hashgraph is made up of several nodes and many events. Each node maintains
a local hashgraph. The process of synchronizing their local hashgraph is named gossip
about gossip. When Carol randomly tells another node, for example, David, everything
she knows, David records the fact by creating a new event “d4”, which contains the
hash of his most recent event “d3”, and the hash of Carol’s most recent event “c2”. At
the same time, David stores a timestamp and some transactions into the event “d4”.
Thus it can be seen, hashgraph stores information about the history of how nodes have
gossiped and all known events. Every node repeatedly chooses another node at random
and gives it all the events that it doesn’t yet know. As the process of gossip about gossip
goes on, based on the local hashgraph, everyone can determine the consensus order of
the events according to the virtual voting protocol.

Fig. 1. Hashgraph of four nodes (Alice, Bob, Carol, David). Carol tries to gossip with David,
David creates an event “d4” containing hashes of the events “c2” and “d3”.

The process of gossip about gossip helps information spread exponentially fast and
reliable, which ensures that every node will eventually know every event. Besides, the
consensus is determined upon every node’s local hashgraph, which greatly reduces the
requirements for communication conditions. These characteristics make it possible to
combine hashgraph with mobile robot swarms in an environment of dynamic network
topology and limited communication range. Compared with blockchain, with no need
for PoW, the throughput of hashgraph is high, and there is no problems of computational
power and forks with it.

3 Motivated Scenarios

In this paper, we adopt collective decision making scenarios of swarm robots to illus-
trate our approach. In these scenarios, robots need to reach one or more common deci-
sions among available options, e.g., selecting an escape route or judging the degree of
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pollution in the cases of nuclear accident emergency rescue, which results in the prob-
lems of consensus achievement and task allocation.

The scenario environment is a 1.2m × 1.2m2 area with a 25mm thick gray bor-
der and contains one or more features (see Fig. 2). The single-feature scenario [27] is
characterized by a grid consisting of several black and white tiles. The fill ratio of white
tiles to the whole area represents the feature of this scenario. The multi-feature scenario,
which is first proposed by Ebert et al. [7], is extended from the single-feature scenario.
Several different single-feature layers are combined to form the scenario, and the fill
ratio of the light color in each single-feature layer represents one of the features of that
scenario. If the fill ratio of the light color is above 0.5, the value of that feature in the
scenario is equal to 1, otherwise, it is equal to 0. The value of a feature represents that
whether the light color or the black color is more frequent in the environment.

Fig. 2. Left: Robots are exploring the single-feature environment. Right: Generating multi-feature
environment by overlaying three different single-feature layers. Colors are combined according
to the standard RGB color model.

We adopt the simulator for the Kilobots [22] extended by Ebert et al. [7]. In this
simulator, the Kilobot robot is a miniature mobile robot with a circular body of diameter
33mm, having a linear moving speed of 33mm/s and a turning speed of 0.2 π rad/s.
The Kilobot is equipped with different light sensors that can detect different features,
but it can only detect one feature at a time. The detection range of its sensors is limited
to the point of its location and the communication range is limited to 3 bodylength.
To determine the values of features, the robots walk randomly to explore and share
knowledge through transmitting messages to neighbors, but the maximum transmission
rate is limited to 10 messages/s. The goal of the swarm is to reach a consensus on the
value of every feature efficiently.

For the scenarios, Ebert et al. [7] propose a decentralized collective decision-making
algorithm and a dynamic task allocation strategy that allow the robots to reach com-
mon decisions on features in a finite time. In their approach (classical approach), while
keeping walking randomly in the environment, the robots alternatively explore the envi-
ronment to estimate the features and share the exploration results with local neighbors.
Based on the shared knowledge from neighbors, each robot makes decisions on the fea-
tures. As to the task allocation for different features, the robot judges the difficulty of
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each feature according to the shared knowledge and dynamically selects an appropriate
time to switch to the target feature. The experimental results show that when robots
switch to the least certain feature every time before exploring the environment, there is
an advantage in decision-making time.

4 Hashgraph-Based Knowledge Sharing Approach

Our hashgraph approach builds on the work of Ebert et al. [7], and the biggest difference
is that we use hashgraph as the knowledge sharing medium of the mobile robot swarm.
We first prove that the hashgraph consensus can be reached under the condition of a
mobile network environment, then describe the hashgraph approach in two cases of
single-feature and multi-feature scenarios.

4.1 Enhanced Hashgraph in the Mobile Network Environment

Fig. 3. The red circle represents the communication range of Robot C, while A and D are out
of the communication range. Therefore, C can only synchronize the hashgraph with B, and B
creates a new event to record this synchronization. (Color figure online)

In common hashgraph, a robot randomly chooses another one to synchronize the hash-
graph. But in the mobile network environment of a robot swarm, we stipulate that a
robot can only choose its neighbors, as shown in Fig. 3. Therefore, the synchroniza-
tion process of the hashgraph approach is the same way that an epidemic is propagated
throughout a group of individuals. How long it takes for the infection to reach every
process has been considered in the “infect forever” model [8,21]:

R = log f+1(n) +
1
f
log(n) + O(1) (1)
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In the equation, R represents the number of rounds necessary to infect the entire system,
f represents the number of other nodes that each infectious node can contaminate in
each round, n represents the total number of nodes in the system. Because the value of
f and n are both greater than 0, the value of R is finite. Therefore, under such conditions,
hashgraph can still be synchronized to each member of the swarm in a finite time. As
the hashgraph grows, each node can finally reach the hashgraph consensus.

4.2 Hashgraph Approach in the Single-Feature Scenario

The process of a robot exploring the area is divided into two states: observation and
dissemination. The robot first comes into the observation state, the duration of which is
60 s. In this state, the robot walks randomly to explore the feature and calculate the time
spent in staying in black (tb) and light (tl) color, and receive messages from neighbors.
At the end of this state, the robot takes the color corresponding to the larger value in
tb and tl as its current estimate and updates its current confidence c by calculating the
ratio between the time spent in the color of its current estimate and the sum of tb and tl.
Then the robot turns into the dissemination state.

The duration of dissemination state is 120 × c s, which means that the more confi-
dent the robot is in its estimate, the longer the dissemination time will be. In this state,
besides receiving messages from others, each robot sends messages to its neighbors.
The message contains its ID, estimate, and belief. At the end of each dissemination
state, the value of belief b is updated based on the messages received in the past 180 s.
In the values of estimates of these messages, the robot adopts the majority as its belief
or selects a random belief if the count of each is equal. After this, the robot goes back
to the observation state again and so on.

During both states of a robot, once it receives a message from its neighbor, which
means they are in communication range, it will synchronize hashgraph with this neigh-
bor and bundle the received message into the newest event at the same time, as shown
in Fig. 3. They exchange knowledge and share the same copy of hashgraph in this way.
As the hashgraph grows, each robot will judge if consensus has been reached with the
virtual voting protocol. Once reaching a consensus on a group of events, each robot will
make a decision d = j on the feature if the data of these events satisfies the following
two conditions:

⎧
⎪⎪⎨
⎪⎪⎩

|Ne
1 − Ne

0 | > n

Nb
j > 0.5n

(2)

The variable n means the number of robots in the swarm; the variable Ne
1 means the

number of estimates of value 1 for the feature, and so on for Ne
0; the variable N

b
j means

the number of robots whose newest belief is equal to j ( j equals 0 or 1) for the feature.
Once the robot makes the decision d, its belief b will be fixed to be d. The two for-
mulas demand that both the number of estimates and that of the beliefs are above the
corresponding thresholds respectively.
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4.3 Hashgraph Approach in the Multi-feature Scenario

The algorithm in this scenario extends that for the single-feature scenario. Each robot
maintains beliefs and makes decisions on each of the features with the same algorithm
as in the single-feature scenario. The message it sends also contains the value of all the
beliefs. Each robot can explore only one feature at a time and no prior knowledge about
the difficulties of features is available, which leads to the problem of feature switching.
Intuitively, the more difficult a task is, the more robots are required to perform it. In the
multi-feature scenario, with the results of hashgraph consensus, the robot can roughly
figure out a variable fi that measures the difficulties of different features i(i = 1, 2 · · ·M):

fi =

⎧
⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

0 di = 0 or 1

Nr
i + 1

|Ne
i1 − Ne

i0| + 1
else

(3)

As shown in this equation, the variable Ne
i1 means the number of estimates of value 1 for

the feature i, and so on for Ne
i0. N

r
i represents the number of robots that are exploring

feature i in the recent past. The variable di, represents the decision of the robot on
feature i and initially equals null. If di equals 1 or 0, it means the robot has already
made a decision on feature i, therefore the corresponding fi equals 0. A large fi reflects
that the Nr

i robots have no clear distinction in the estimation of the feature i, so feature
i requires more robots. A small fi brings the opposite conclusion. If every fi equals 0,
which means the robot has made decisions on all of the features, there’s no need for
the robot to switch features; if not, the tasks can be assigned according to the equation
below:

Ai =
fi × n
M∑

k=1
fk

(4)

The variable Ai represents that the number of robots that should be assigned to explore
feature i. With this equation, the robots numbered 1 through n get to know which fea-
tures they are assigned to explore: the robots numbered 1 to A1 explore feature 1, the
robots numbered A1+1 to A1+A2 explore feature 2, and so on, all the way to the last AM

robots are assigned to explore feature M. Even if the robot has made a decision on some
feature, it may still be assigned to explore that feature to help others make decisions,
which is the embodiment of self-organizing and collaboration among the swarm.

5 Experiments

We first verify whether the robot swarm in the hashgraph approach can effectively real-
ize consensus achievement and task allocation in single-feature and multi-feature sce-
narios. Then, the effects of the moving speed and communication range of the robot
on the consensus time of the hashgraph approach are tested. Finally, we compare the
resource consumption of hashgraph and traditional blockchain approaches.
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5.1 Single-Feature Experiments

Several simulation experiments are carried out to compare the efficiency of classical
and hashgraph approaches under different fill ratios. 30 robots are assigned to explore
the single-feature environment. The fill ratio of the color white in the experimental area
equals r, which ranges from 0.53 to 0.9, while that of black correspondingly equals
1 − r, ranging from 0.47 to 0.1. For each r value, we run 10 simulations and take the
average (see Fig. 4).

Fig. 4. Single-feature experiments: the percentages of robots that make decisions of value 1 as a
function of time, and the time of reaching a consensus on the feature, over different fill ratios.
Left: classical approach. Right: hashgraph approach.

In both approaches, the higher the fill ratio, the faster they make decisions, and they
reach a consensus on the right decision over all of the fill ratios. In the results of the
classical approach, members of the swarm start to make decisions at about 8min and
reach a consensus in 150min, while the members of the hashgraph approach start to
make decisions at about 23min and reach a consensus in 60min.

The experiments prove that the robots can reach consensus via hashgraph in the
mobile network environment of swarm robots. In the hashgraph approach, because the
robots make decisions based on the hashgraph consensus, which is delayed by the pro-
cesses of gossip about gossip and virtual voting, the robots start to make decisions at a
later time, but the curves of decision making rise at a faster slope than that of the clas-
sical approach, and finally, converge to the top in 60min. Compare the box plots of the
two approaches, we find that when the fill ratio is less than 0.6, robots of the hashgraph
approach can reach a consensus faster than that in the classical approach, while that
when the fill ratio is greater than 0.65 comes to the opposite conclusion. On the whole,
the consensus time of the hashgraph approach is relatively stable, because its efficiency
is more affected by the time to reach a hashgraph consensus, which is relatively fixed,
while the consensus time of the classical approach is greatly affected by the fill ratio.

5.2 Multi-feature Experiments

In this subsection, we compare the effectiveness of the robots switching features in the
hashgraph approach with that in the classical approach. We set the three features to
red, green, and blue, and to distinguish the three features, we set the fill ratios of the
features to 0.55, 0.8, and 0.65 respectively, as shown in the right graph of Fig. 2. In the



A Hashgraph-Based Knowledge Sharing Approach for Mobile Robot Swarm 167

classical approach, the feature switching strategy that robots switch to the least certain
feature before each observation state shows an advantage over other strategies, and we
compare the hashgraph approach with this strategy. 30 robots are assigned to explore
the three features and there are four different initial distributions: equally distributed
and all distributed to one of the three features. We run 10 simulations for each of them.
The results are shown in Figs. 5 and 6.

Fig. 5. Multi-feature experiments based on classical approach: the percentages of robots making
decisions of value 1 on three features and the distribution of robots on three features respectively
as a function of time, over different initial distributions (equally distributed, all distributed to red,
green, and blue). The shadow represents the standard deviation (Color figure online).

As we can see in the top row of Fig. 5, in the classical approach, the robots start to
make decisions early and reach consensuses quickly on two relatively simple features:
green and blue, then all of them switch to explore the hardest feature: red. But their deci-
sion making converges slowly, and in some cases, they even can’t reach an agreement
on the feature of red in 150min. In the top row of Fig. 6, the robots in the hashgraph
approach start to make decisions at a relatively late time, but the curves rise at faster
slopes and finally, they reach consensuses on all of the three features in 120min.

The bottom rows of both Figs. 5 and 6 show the distribution of robots on three fea-
tures over time. In the classical approach, from the final results, we can see that each
robot switches feature efficiently: more robots are assigned to the harder feature. How-
ever, there is a problem of over-adaption with the approach. The curves rise and fall
frequently and the ranges are large, which means that many robots switch between the
three features repeatedly, leading to a waste of time and battery resources in practice.
Without a central controller, robots switch features based on their local collected knowl-
edge and follow the local switching strategy, which makes them unable to form a joint
force as a whole.
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Fig. 6.Multi-feature experiments based on hashgraph approach: the percentages of robots making
decisions of value 1 on three features and the distribution of robots on three features respectively
as a function of time, over different initial distributions (equally distributed, all distributed to red,
green, and blue). The shadow represents the standard deviation (Color figure online).

On the contrary, the curves of the hashgraph approach are much stable and fluctuate
in a small range. Take the picture on the right of the bottom row in Fig. 6 as an example,
all the robots are initially distributed to blue, after reaching the first round of hashgraph
consensus, they switch to the other features. Instead of switching to the same feature,
they are assigned equally to two features, then they adjust the tasks according to the
results of the next round of hashgraph consensus, realizing efficient task allocation in a
fully distributed way. Despite the limited communication range and dynamic network
topology, hashgraph can still help robots achieve common knowledge to coordinate
their actions well on the overall level.

5.3 Experiments on Consensus Time of Hashgraph Approach

We adopt 30 robots to explore the single-feature scenario to evaluate the performance
of the hashgraph approach under different conditions, which is measured by the time of
the robot swarm reaching a common decision on the feature. The fill ratio of the color
white is fixed at 0.65, the communication range is set to 100, 300, 600, and 1000mm,
while the moving speed is set to 16, 32, and 48mm/s. We run 10 simulations and take
the average (see Fig. 7) for each condition.

As can be seen from Fig. 7, in the case of the same communication range, the greater
the moving speed, the shorter the time to reach a consensus, but the difference is rela-
tively small. On the contrary, the communication range has a great impact. When the
communication range is limited to 100mm, the swarm can reach a consensus in more
than 20min. While if the communication range reaches 1000mm, which means that
robots can reach almost every member of the swarm, the time is less than 2min. The
efficiency of the hashgraph approach tested above is also limited by the maximum trans-
mission rate and the observation state during which the robots don’t send messages.
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Fig. 7. Experiments on the consensus time of hashgraph approach: time to reach consensus on
the feature of the environment under different communication ranges and moving speeds.

By comparison, a wider communication range means a shorter consensus time in the
hashgraph approach, while in the traditional blockchain approach, the consensus time
depends more on the speed of mining new blocks, and the communication range affects
the broadcasting speed of newly mined blocks.

5.4 Experiments of CPU Utilization

In this subsection, we investigate the resource consumption of blockchain and hash-
graph approaches by counting CPU utilization. The blockchain approach is derived
from Strobel et al.’s work [25], which is based on Ethereum. In this approach, the robots
keep mining blocks locally and store the received messages in the newly mined blocks.
Blockchains will be synchronized through local interactions, helping the robots achieve
common knowledge. The mining difficulty is set to a fixed value of 106, which is the
same as in [25].

The experiments are carried on a personal computer furnished with an Intel proces-
sor of 8 cores, having 3.40 GHz speed and 8 GB RAM. We run 10 simulations and take
the average for each approach (see Fig. 8).

As shown in Fig. 8, the blockchain approach consumes more resources than the
hashgraph approach. The CPU utilization of the hashgraph approach keeps at about
80% from beginning to end. The CPU utilization of the blockchain approach starts at
about 80% and keeps for about 40min, during which robots start geth processes [25]
to register to blockchains, explore the environment, and mine new blocks. After that,
the curve rises rapidly and reaches its top, about 350%, which is caused by two factors:
mining new blocks and dealing with forks. The mining difficulty is set relatively simple
to adapt to the limited computational power of robots, but this leads to the emergence
of many forks. Robots have to mine new blocks to restore the information in the forks
to the mainchain of blockchains, which requires extra computation.
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Fig. 8. CPU utilization of 30 robots based on blockchain approach and hashgraph approach as a
function of time. The shadow represents the standard deviation.

6 Conclusions and Future Work

To address the shortcomings of the approach based on traditional blockchains in achiev-
ing common knowledge among mobile robot swarm, we propose hashgraph as the
knowledge sharing medium for the mobile robot swarm in this paper. We describe the
hashgraph approach and enhance the gossip rule of hashgraph, and then test the effi-
ciency of the hashgraph approach in the motivated scenarios of single-feature and multi-
feature collective decision making. With the enhanced consensus algorithms of hash-
graph, we demonstrate that the hashgraph approach can efficiently help robot swarms
reach consensuses and realize task allocation. The results show that compared with the
blockchain approach, the hashgraph approach requires less computational power and
has higher resource utilization.

As a private chain, the application scope of hashgraph is limited by its strict access
mechanism. In addition, according to the hashgraph consensus algorithm, although it’s
easy to create events, the process of virtual voting after each round is relatively long,
reducing the efficiency of reaching a consensus. In the future, we are going to verify
our approach on physical robots, and consider adding Byzantine robots to test whether
hashgraph can deal with malicious attacks in robot swarms. Besides, we will investigate
the robustness of hashgraph in the case of a large number of failures of robots.
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9. Castelló Ferrer, E.: The blockchain: a new framework for robotic swarm systems. In: Arai,
K., Bhatia, R., Kapoor, S. (eds.) FTC 2018. AISC, vol. 881, pp. 1037–1058. Springer, Cham
(2019). https://doi.org/10.1007/978-3-030-02683-7 77

10. Jakobsson, M., Juels, A.: Proofs of work and bread pudding protocols. In: Joint Working
Conference on Secure Information Networks: Communications and Multimedia Security
(1999)

11. Jamshidpey, A., Afsharchi, M.: Task allocation in robotic swarms: explicit communication
based approaches. In: Barbosa, D., Milios, E. (eds.) CANADIAN AI 2015. LNCS (LNAI),
vol. 9091, pp. 59–67. Springer, Cham (2015). https://doi.org/10.1007/978-3-319-18356-5 6

12. Lafferriere, G., Williams, A., Caughman, J., Veerman, J.: Decentralized control of vehicle
formations. Syst. Control Lett. 54(9), 899–910 (2005)

13. Lamport, L.: Paxos made simple. In: ACM SIGACT News (Distributed Computing Column)
32, 4 (Whole Number 121, December 2001), pp. 51–58 (2001)

14. Li, J., Wu, J., Li, J., Bashir, A.K., Piran, M.J., Anjum, A.: Blockchain-based trust edge knowl-
edge inference of multi-robot systems for collaborative tasks. IEEE Commun. Mag. 59(7),
94–100 (2021). https://doi.org/10.1109/MCOM.001.2000419

15. Lumelsky, V., Harinarayan, K.: Decentralized motion planning for multiple mobile robots:
the cocktail party model. Auton. Robot. 4, 121–135 (1997). https://doi.org/10.1023/A:
1008815304810

16. Majercik, S.M.: Initial experiments in using communication swarms to improve the perfor-
mance of swarm systems. In: Kuipers, F.A., Heegaard, P.E. (eds.) IWSOS 2012. LNCS, vol.
7166, pp. 109–114. Springer, Heidelberg (2012). https://doi.org/10.1007/978-3-642-28583-
7 12
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Abstract. The order of behaviors implies that sequential patterns play
an important role of the user-behavior prediction problem. Traditional
behavior-prediction models use large-scale static matrices which ignore
sequential information. Moreover, although Markov chains and deep
learning methods consider sequential information, they still suffer the
problems of the behavior uncertainty and data sparsity in real life scenar-
ios. In this paper, we propose a collaborative-assistant sequence embed-
ding prediction (named CASE) model as a solution to address these
shortcomings. The idea is to mine sequential behavior patterns with
strong intention-expressing ability based on a collaborative selector, and
construct original behavior graph and intent determination graph (IDG),
following which we predict user behavior based on graph embedding
and recurrent neural networks. The experiments on three public datasets
demonstrate that CASE outperforms many advanced methods based on
a variety of common evaluation metrics.

Keywords: User behavior prediction · Collaborative selector · Graph
pattern mining

1 Introduction

Massive user-behavior data are produced on the Internet, such as video viewing
and rating, click and purchase of goods, posts on social networking sites and
thumb-up behavior. These data contain rich behavior information, and better
understanding them should help solve the problem of “information overload”,
thereby improving the efficiency of demand matching, and providing better ser-
vices to users. Behavioral data have huge application prospects in the fields of
business scenarios [2], social governance [16], etc., and are currently a topic of
significant research interest.
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1.1 Top-N Behavior Prediction

This problem can be summarized as follows: Given a set of users U = {u1, u2, . . . ,
u|U |} and a set of all possible behaviors A = {act1, act2, . . . , act|A|}. Each user u

has a historical behavior sequence actseq(u) = 〈act
(u)
t1 , act

(u)
t2 , . . . , act

(u)
tn−1

, act
(u)
tn 〉,

where act
(u)
ti ∈ A. The index ti for act

(u)
ti denotes the chronological order of

each behavior in a sequence. The behavior sequence database D = {actseq(1),
actseq(2), . . . , actseq(|U |)} contains the behavior sequences of all users. Given all
user-behavior sequence actseq(u), the goal is to return a behavior list for each user
that contains the user’s N most likely future behaviors.

1.2 Limitations of Previous Work

Traditional user-behavior modeling methods focus on the long-term static behav-
ior patterns of users. For example, based on matrix decomposition, the singular
value decomposition algorithm [3] considers each behavior record to be indepen-
dent [1,3,7]. They lost the sequential information in the history behaviors and
ignore the dynamic variation in the short-term behavior patterns of users. In
fact, user behaviors are mutually influenced and context dependent, and prior
behaviors affect subsequent behaviors. Therefore, user behaviors over a certain
period should be studied as a sequence structure.

Significant research has focused on behavior-sequence modeling. In terms of
machine learning, Liu et al. [10] found explicit association rules through statistics
in the mining of sequence behavior patterns, but ignored unobservable behav-
ior patterns. Jarboui et al. [8] used the Markov decision process to predict the
behavior of MOOC users. Shi et al. [12] proposed the state-sharing sparse hid-
den Markov model based on the hidden Markov model to establish a separated
transition probability matrix for each user. In recent years, deep learning meth-
ods based on neural networks have also been widely used in sequential-behavior
modeling. For example, recurrent neural networks (RNNs) have achieved great
success in treating sequential data such as speech and text and have been intro-
duced into the study of sequential behavior. The GRU4Rec model proposed by
Hidasi et al. [6] used gated recursive units (GRUs) to predict sequential behav-
ior. Yu et al. [17] added a time-aware controller and a content-aware controller
to the long short-term memory model, so that contextual information could be
fully considered when the status was updated, and the attention mechanism was
used to make the model adaptively combine the long- and short-term preferences
of users according to specific contextual states. Although they use the sequential
information of behaviors, they still ignore the problem of uncertain user behav-
iors. The behavior sequence of users is not strictly sequential. Behaviors can be
inserted or missing from the sequence because they do not necessarily occur to
provoke subsequent behaviors. A L-order Markov chain or model containing only
RNNs do not explicitly model such behavior patterns because they assume that
the previous steps have an influence on the immediate next step. Tang et al. [13]
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proposed a Caser model, which models recent behaviors as an “image” in time
and latent dimensions and learns sequential patterns using convolutional filters.
Based on the horizontal and vertical convolution, Caser can capture additional
behaviors patterns that can be skipped, and can solve the behavior uncertainty
problem to some extent. However, its ability to learn complex uncertain behavior
relationships is affected by the size of the convolution kernel.

To express more complex behavioral relationships, the graph-based neural
network method is applied to learn the behavior representation. The global-
context-enhanced graph neural networks model proposed by Wang et al. [14] can
learn two types of granularity information from local behavior sequence graph
and global behavior sequence graph. In the global sequence graph, the session-
aware attention mechanism recursively integrates the information of surrounding
neighbors, and, in the local graph, the behavior information within the sequence
is learned by the graph neural network. However, the graph-based approach
ignores the sparsity of user behavior. Since many types of behaviors exist, and
the recorded behavior of each user only accounts for a small fraction thereof, the
obtained behavior graph is very sparse.

To solve these problems (i.e., behavior uncertainty and sparse behavior data),
we proposes a collaborative-assistant sequence embedding prediction (CASE)
model. The novelty of the CASE model is that we proposed a collaborative
selector to find the effective sequential behavior patterns with strong intention-
expressing ability and then construct an intent determination graph (IDG). The
IDG encodes new relationships and weights between behaviors from intention-
expressing ability and uncertainty perspectives, which helps alleviate the prob-
lems. The model contribution is as follows:

i. CASE uses a collaborative selector based on collaborative prediction and
information entropy to get the strong intention-expressing sequential behavior
patterns, and then constructs the IDG that can alleviates the uncertainty and
sparsity involved with predicting user behavior.

ii. CASE proposes a behavior prediction model based on graph embedding and
RNNs, which allows the model to learn the relationships between behaviors
in graph structure and sequence structure.

iii. CASE outperforms many advanced methods for predicting top-N sequential
behavior from real life datasets.

2 Proposed Model

In this section, we introduce the CASE model, which is a method to learn
user intent from a temporally ordered sequence of behaviors and predict the
future behaviors. The goal of the CASE model is to reduce behavior uncer-
tainty and sparsity problems. Figure 1 shows the network architecture of the
CASE model, which can be divided into three components: constructing graphs
(original behavior graph and IDG), learning behavior embedding and predicting
future behavior. Each component of the model is described in detail below.
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Fig. 1. Network architecture of CASE model. The box on the left contains the original
behavior graph, the collaborative selector, and the IDG. The box in the upper-right
corner illustrates the process of collaborative selector. The red lines in the box represent
the probability distribution of the next behavior predicted by the collaborative predic-
tor. The box in the lower-right corner represents the graph embedding and prediction
of future behaviors.

2.1 Constructing Graphs

As shown in the dashed box to the left of Fig. 1, we first build the original behav-
ior graph from the historical behavior sequences of all users. And then frequent
sequential pattern mining algorithm is applied to the behavior database D to
get the initial sequential behavior patterns. However, not all these sequential
behavior patterns are useful because of the behavior uncertainty, and building
a behavior graph from these initial patterns will introduces unreliable behavior
relationships. Therefore, we propose to use a collaborative selector based on user
collaborative prediction and information entropy to further filter these sequen-
tial behavior patterns, and then finally construct an intent determination graph
(IDG) from the rest.

Original Behavior Graph. According to the behavior-sequence database D,
we construct a user original behavior graph G(V,E), where V is the set of nodes
in the graph, with every node representing a type of behavior, and E is the set
of edges in the graph. For each behavior sequence in D, we add an edge between
node i and node j if the user performs behavior i and then behavior j. Refer to
previous work [15], the weight wi,j of each edge e = (i, j) ∈ E is equal to the
number of occurrences of the behavior pair in the D.

Because many types of behaviors are possible and users exhibit only a small
fraction thereof, the user-behavior co-occurrence matrix is characterized by high
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dimensionality and sparsity (as shown in Table 1). This prevents the model from
learning the relationship between behaviors. Besides, because of behavior uncer-
tainty, the behavior sequences are also not strictly sequential. For example, some
intermediate behaviors may be skipped or inserted in sequences, and completely
random invalid behaviors may occur in the sequences, which introduce unreli-
able relationships between behaviors. To alleviate these problems, the IDG is
constructed.

Collaborative Selector. The collaborative selector is based on the following
idea: the initial sequential behavior patterns obtained by frequent sequential
pattern mining algorithm are those that occur frequently in all user behavior
sequences, but not all of them are useful. The really effective sequential behavior
patterns should have a strong ability to express users’ intention. And a concen-
trated future behavior distribution of sequences containing a sequential behavior
pattern indicates that this sequential behavior pattern plays a significant role in
determine the sequences’ intention. Moreover, the future behavior distribution
of a single user may be contingent, so we need to collaborate with all users to
conduct a more accurate analysis. We use a modified PrefixSpan algorithm [4] to
get the initial sequential behavior patterns on behavior sequence database D. In
order to ensure the timeliness of behaviors in sequential behavior patterns, we
add a maximum interval limit W between behaviors of frequent sequential pat-
terns in PrefixSpan algorithm. That is to say, during the step of PrefixSpan algo-
rithm which gets a longer sequential pattern fp = 〈act1, act2, · · · , actk, actk+1〉
based on the prefix sequential pattern 〈act1, act2, · · · , actk〉, where the subscript
k represents the order of the behavior act in the pattern, we check that whether
the interval between behavior actk+1 and acrk in the behavior sequence is not
greater than W . If the condition is met, we take fp as a valid sequential pat-
tern; otherwise, it is discarded. Additional details of the PrefixSpan algorithm
are referred to [4].

The dashed box in the upper-right corner of Fig. 1 shows the selection pro-
cess of the collaborative selector for a three-order sequential behavior pattern.
Given a sequential behavior pattern, we first select all behavior sequences con-
taining it from D to form a sub-database Dsub. We then regard each sequence
in Dsub as a query q and input it into the collaborative predictor. The predictor
returns the probability distribution P of the ten most likely future behaviors
actset = {acti}i=1,...,10, and we calculate the information entropy entropyq of
this probability distribution P :

entropyq = −
∑

act∈actset

P (act) log(P (act)). (1)

The information entropy corresponding to each query in Dsub is averaged to
obtain the average information entropy avg entropy,

avg entropy =
1
N

N∑

i=1

entropyqi (2)
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where N is the number of queries. The smaller the avg entropy value is, the more
centralized is the distribution of future behaviors, and the stronger the ability
of the sequential behavior pattern to determine intention is. If avg entropy is
less than or equal to the threshold λ, it is recognized as an effective behavior
pattern, otherwise, it is recognized as an invalid behavior pattern:

y =

{
1 avg entropy ≤ λ

0 otherwise,
(3)

then we get the filtered sequential behavior patterns with their corresponding
avg entropy.

We implement the collaborative predictor based on the classical collaborative
filtering algorithm matrix factorization (MF). MF decomposes the user-behavior
co-occurrence matrix RM×N into a product of two matrices,

RM×N ≈ UM×K × VK×N (4)

where M is the number of users, and K is the representation dimension of users
and behaviors. Each column of the matrix V is a representation of a behavior,
which is what we really want. For each query q, we get the representation vec-
tor {vi}i=1,...,|q| for each behavior acti in the query q, where |q| is the behavior
number of q. We then calculate the average value of these representation vectors
as the query representation. Next, the predictor returns the top ten behaviors
{acti}i=1,...,10 most similar to that query representation among all the behaviors,
and the similarity is defined as cosine similarity. Then we apply an exponential
normalization of these cosine similarities {simi}i=1,...,10, get the probability dis-
tribution P of the behaviors corresponding to the query q:

P (acti) =
esimi

∑
j esimj

(5)

Intent Determination Graph. Based on all sequential behavior patterns
that have been filtered by the collaborative selector, we build the IDG graph
G

′
(V ′, E′), where V

′
is the set of nodes, and E

′
is the set of edges. For each

strong intention-expressing sequential behavior pattern, we add an edge between
node i and node j if behavior i appears before behavior j. The weight w

′
i,j of

each edge e = (i, j) ∈ E
′
is

w
′
i,j =

1
|FP |

∑

fp∈FP

1
avg entropyfp

(6)

where FP is the set of behavior patterns that contain behavior pair (i, j),
|FP | is the number of elements in the FP , avg entropyfp is the correspond-
ing avg entropy value for each behavior pattern fp in FP . The greater w

′
i,j is,

the stronger the relationship between the behaviors.
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First of all, the nodes on the IDG are behaviors with strong intention-
expressing ability filtered by collaborative selector, which reduces the interfer-
ence of uncertain behaviors. Secondly, the weight of the edge designed based
on information entropy further describes the degree of uncertainty between the
behaviors. Finally, the IDG contains many edges that never appear on the orig-
inal behavior graph (as show in Table 2), which also alleviates the problem of
data sparsity to some extent.

2.2 Learn Behavior Embedding

The goal of the Learn Behavior Embedding component is to learn a low dimen-
sional embedding representation for each behavior and map the relationship that
the behavior satisfies on the graph from the original space to a low dimensional
space. We learn low dimensional embedding representations of behaviors on both
the original behavior graph and the frequent pattern behavior graph, and then
concatenate them.

Take the original behavior graph as an example. The edge weight on graph
G(V,E) represents the strength of the connection between two behaviors. We
first map the edge set E from the original graph space to a probability space.
The weight between behavior i and j is wi,j , and the sum of weights of graph G
is

W =
∑

(i,j)∈E

wi,j (7)

The probability of connection for edge (i, j) is

p(i, j) =
wi,j

W
(8)

Defining the target space Rd, the low dimensional embedding representations
of behaviors i and j are ui, uj ∈ Rd. In the target space, the probability of the
connection for edge (i, j) is

p̂(i, j) = σ(−→u T
i ,−→u j) =

1
1 + exp(−−→u T

i · −→u j)
(9)

When the edge probability distribution in the low dimensional embedding
target space tends to be the same as that in the probability source space, the
target space retains the behavior relationship in the source space. To learn the
effective behavior embedding representation, we minimize the distance between
the probability distributions p(i, j) and p̂(i, j). In other words, we minimize the
object function,

O = d(p(·, ·), p̂(·, ·)), (10)

where d(·, ·) is the distance between two probability distributions. This paper
uses the KL divergence to represent the distance between probability distribu-
tions, and the final objective function is obtained after eliminating the constant
term,

O = −
∑

(i,j)∈E

wi,j log p̂(i, j). (11)
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By finding the {−→u i}i=1,...,|V | that minimizes the objective in Eq. (6), we can
represent every vertex in the d-dimensional space.

2.3 Predict the Future Behavior

RNNs are devised to model variable-length sequence data. The behaviors of
a user over a certain time period can be taken as a sequence and the future
behaviors can be predicted by using the recurrent neural network. RNNs have
an internal hidden state that encodes the historical information up to time t
of the sequence in all units that compose the network. Standard RNNs update
their hidden state h by using the following update function:

ht = g(Wxt + Uht−1) (12)

where g is an activation function, xt is the input of the unit at time t, and ht−1

is the hidden state of the previous time step. In this paper, we get the embed-
ding representations of each behavior in the user’s behavior sequence through
embedding look-up and take them as input xt for each time step.

In this paper, we apply GRUs, which constitute a more elaborate model of
RNN units. A GRU uses the update gate and reset gate to learn when and by
how much to update the hidden state of the unit. The activation of the GRU is

ht = (1 − zt)ht−1 + ztĥt (13)

where the update gate zt is calculated by

zt = σ(Wzxt + Uzht−1) (14)

while the candidate state ĥt is calculated by

ĥt = tanh(Wxt + U(rt � ht−1)). (15)

Finally, the reset gate rt is given by

rt = σ(Wrxt + Urht−1) (16)

Given the hidden state ht ∈ Rd of the current time step t, the RNN outputs
the probability distribution over the possible future behavior of the sequence of
user u:

yactut+1
= σ(Wht + b), (17)

where b ∈ Rn, W ∈ Rn×d are the bias and weight matrix of the output layer,
and yactut+1

represents the probability distribution of future possible behavior.
The task of predicting the user’s future behavior can be regarded as a classi-

fication task or a ranking task. Generally, ranking-task training produces better
results [6]. Therefore, we use the pairwise-based ranking loss function in this
paper to minimize the loss function L by comparing the predicted probabilities
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of positive samples and negative samples so that the ranking of positive samples
keeps coming forward and the ranking of negative samples keeps going back:

L =
1
N

Ns∑

j=1

σ(r̂u,j − r̂u,i) + σ(r̂2u,j), (18)

where Ns is the number of negative samples, r̂u,i is the probability of positive
samples, and r̂u,j is the probability of negative samples.

3 Experiments

3.1 Datasets

We evaluate the proposed model on three real-world representative datasets
which vary in domains and sparsity.

MovieLens 1M(ML)1: This is a popular benchmark dataset for evaluating
behavior-prediction algorithms, which contains the user’s rating behavior for the
movie. In this work, we adopt a well-established versions, MovieLens 1M [5].

RecSys15-Buy2: This dataset contains user-purchase data obtained from
the RecSys 2015 competition; it aims to predict which items a user intends to
purchase. User behavior is divided into purchase behavior and click behavior,
and we use the purchase behavior data part of it.

Amazon Beauty3: This is a series of product review datasets crawled from
Amazon.com by McAuley et al. [11]. They split the data into separate datasets
according to the top-level product categories on Amazon. In this work, we adopt
the “Beauty” category. This dataset is the most sparse of the three.

According to the general practice in the literature [18,19], we converted all
numeric ratings to implicit feedbacks of 1. We also removed cold-start users and
items of having less than five feedbacks because dealing with cold-start recom-
mendations is usually treated as a separate issue. We use the first 70% of actions
in each user’ sequence as the training set, and the remaining 30% of actions in
each user’ sequence serve as the test set for evaluating the model’s performance.
Table 1 shows the statistical information of the preprocessed dataset. Sparsity
refers to the sparsity of the user-behavior matrix.

Table 1. Statistics of the datasets

Dataset No. users No. behavior types Avg seq. length No. behavior record Sparsity

ML 6040 3377 165.47 999416 95.10%

RecSys 45520 4519 6.60 300105 99.85%

Beauty 40037 13951 6.52 261205 99.95%

1 https://grouplens.org/datasets/movielens/1m/.
2 https://2015.recsyschallenge.com/.
3 http://jmcauley.ucsd.edu/data/amazon/.

https://grouplens.org/datasets/movielens/1m/
https://2015.recsyschallenge.com/
http://jmcauley.ucsd.edu/data/amazon/
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3.2 Evaluation Metric

We evaluate a model by Precision@N, Recall@N, and F1@N. Given a list of
top-N predicted items for a user, denoted R̂1:N , and the last 30% of behaviors
in her or his sequence (denoted R for the test set), Precision@N and Recall@N
are computed by

Prec@N =

∣∣∣R ∩ R̂1:N

∣∣∣
N

, (19)

Recall@N =

∣∣∣R ∩ R̂1:N

∣∣∣
|R| . (20)

We report the average of these values of all users. N ∈ {5, 10}. The F1@N is
defined by

F1@N =
2 × Prec@N × Recall@N

Prec@N + Recall@N
. (21)

3.3 Experiment Design

In this paper, three different strategies from different perspectives are used to
evaluate the effectiveness of the proposed CASE model:

1. We compare the CASE model with other six common and advanced models.
The code for the methods involved is publicly available on GitHub.
i. Random4: Randomly select a behavior to predict.
ii. MostPopular(See Footnote 4): This is the simplest baseline that ranks

items according to their popularity as determined by the number of inter-
actions.

iii. ItemKNN (See Footnote 4): Use behavior similar to the current behavior
as a prediction result. The similarity between behaviors is defined as
the cosine similarity between the behavior vectors in the user-behavior
matrix. The num of nearest neighbors k is set to 80.

iv. BPRMF (See Footnote 4): Uses pairwise ranking loss to optimize the
matrix factorization with implicit feedback. And as like in previous
work [9], we use the average latent factors of behaviors to represent the
sequence. The parameters for this method are set as follows: num of fac-
tors is 10, L2 regularization is 0.0025 and learn rate is 0.05.

v. GRU4Rec5: Uses recurrent neural network GRU and ranking loss func-
tion to capture the dependencies between user behavior sequences. The
parameters for GRU4Rec method are set as follows: latent dimensions is
128, num of negative samples is 10, num of GRU layers is 2, learning rate
is 1e-3 and L2 regularization is 1e-6.

4 https://github.com/zenogantner/MyMediaLite .
5 https://github.com/slientGe/Sequential Recommendation Tensorflow.

https://github.com/zenogantner/MyMediaLite
https://github.com/slientGe/Sequential_Recommendation_Tensorflow
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vi. Caser6: This employs CNNs both horizontally and vertically to model
high-order MCs for sequential prediction. By following the previous work
[9], we also ignore the user latent representations part of Caser when
predicting future behaviors. The parameters for Caser method are set as
follows: latent dimensions is 128, num of channels produced by horizontal
convolution is 16, horizontal convolution kernel size is (i, 128), where
i is from {1, · · · , 5}, num of channels produced by vertical convolution
is 4, vertical convolution kernel size is (5,1), learning rate is 1e-3, L2
regularization is 1e-6 and num of negative samples is 10.

2. We remove the constructing IDG part from the CASE model and keep the
total behavior embedding dimension size, obtaining a new model and denoting
it as CASE−. We compare these two models to verify the effectiveness of the
IDG.

3. Similar to what is done in the literature [13], we study how embedding dimen-
sion affects model performance.

The details of the parameters of the CASE model proposed in this paper are
as follows: on all datasets, the maximum interval limit W and the minimum
frequent pattern length of sequential frequent pattern mining are set to ten and
three, respectively. The maximum frequent pattern length is set to three for ML
dataset, and no limit for the RecSys and Beauty datasets. The threshold λ used
to determine whether a sequential behavior pattern is selected are set to 1.4, 0.8
and 0.7 for ML, RecSys and Beauty, and the K for collaborative selector is set
to 100. The total dimension of behavior embedding is 128 and the dimension of
behavior embedding learned from original graph and IDG are both set to half
of the total dimension.

3.4 Result and Analysis

Table 2 shows the results of the constructing graphs component. No. New edges
refers to edges that appear on the IDG G

′
, but not appear on the original

behavior graph G. In ML, RecSys and Beauty datasets, the number of newly
added edges increased by 18.60%, 7.05% and 3.06% respectively compared with
edge numbers on the original behavior graph, which alleviate the problem of
data sparsity to a certain extent. There are many strong intention-expressing
behaviors on IDG, and the edge weight depicts the uncertain relationship. The
model can encode these information in the behavior embedding representation
by learning G

′
.

Table 3 summarizes the best results of the six baselines, the CASE model,
and the CASE− model. The best and second best performers on each column are
highlighted in bold face and underline, respectively. The CASE model proposed
herein performs the best on the RecSys and Beauty datasets according to all
evaluation metrics. On ML dataset, CASE achieves the best performance on
Prec@5, Prec@10, as well as on the overall metrics F1@5 and F1@10. For the

6 https://github.com/graytowne/caser pytorch.

https://github.com/graytowne/caser_pytorch
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Table 2. Results of constructed graphs

Dataset No. nodes No. edges of G No. edges of G
′

No. new edges

ML 3377 375039 384953 69748

RecSys 4519 92901 18261 6547

Beauty 13951 133135 27265 4084

F1@10 metric, the CASE method has the best performance on all datasets,
and has improved 1.32%, 6.80% and 16.91% compared with the second best
method on ML, RecSys and Beauty datasets, respectively. These three datasets
are increasingly sparse, which proves that the more sparse the original dataset
is, the effect of the proposed method CASE is more significant. However, we can
also find that the precision values of RecSys and Beauty datasets are very small,
which may mean that these two datasets are difficult to predict and there is no
good algorithm yet for it.

Table 3. Comparison of performance of the three datasets.

Method Prec@5 Recall@5 F1@5 Prec@10 Recall@10 F1@10

ML Random 0.00993 0.00146 0.00255 0.01061 0.00313 0.00483

MostPopular 0.11129 0.02134 0.03581 0.10109 0.03754 0.05475

ItemKNN 0.09152 0.02785 0.04271 0.08851 0.05254 0.06594

BPRMF 0.12543 0.03066 0.04928 0.11334 0.05379 0.07296

GRU4Rec 0.29106 0.02958 0.05370 0.26023 0.05290 0.08793

Caser 0.11815 0.03201 0.05037 0.12210 0.06371 0.08373

CASE− 0.26613 0.02705 0.04911 0.23864 0.048509 0.080629

CASE 0.29305 0.02978 0.05407 0.26369 0.05360 0.08909

RecSys Random 0.00011 0.00045 0.00018 0.00013 0.00098 0.00023

MostPopular 0.00308 0.01165 0.00487 0.00298 0.02280 0.00527

ItemKNN 0.02421 0.09515 0.03860 0.02495 0.19414 0.04422

BPRMF 0.00323 0.01256 0.00514 0.00327 0.02499 0.00578

GRU4Rec 0.02086 0.06909 0.03205 0.01666 0.11033 0.02895

Caser 0.03139 0.10862 0.04871 0.02804 0.19390 0.04899

CASE− 0.02716 0.08995 0.04172 0.01990 0.13182 0.03458

CASE 0.04249 0.14074 0.06528 0.03011 0.19944 0.05232

Beauty Random 0.00006 0.00014 0.00008 0.00005 0.00030 0.00009

MostPopular 0.00207 0.00520 0.00296 0.00182 0.00919 0.00304

ItemKNN 0.00182 0.00422 0.00254 0.00202 0.00906 0.00330

BPRMF 0.00205 0.00527 0.00295 0.00174 0.00875 0.00290

GRU4Rec 0.00338 0.00837 0.00482 0.00312 0.01545 0.00519

Caser 0.00440 0.00930 0.00597 0.00380 0.01610 0.00615

CASE− 0.00344 0.00852 0.00490 0.00276 0.01366 0.00459

CASE 0.00505 0.01249 0.00719 0.00432 0.02137 0.00719
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The results in Table 3 show that the sequential prediction methods such as
GRU4Rec, Caser, CASE, and CASE− perform better than the method with-
out considering sequence characteristics. The results prove the importance of
sequential information for predicting behavior.

By comparing the performance of CASE and CASE− on all datasets, we
find that constructing the IDG in the CASE model significantly improves the
performance of the model. For example, for the RecSys dataset, the performance
of the CASE− model is inferior to that of Caser, but the performance of the
CASE model clearly exceeds that of the Caser model and produces the best
performance according to all evaluation metrics.

Fig. 2. F1@10 vs. the number of behavior embedding dimensions

Figure 2 shows F1@10 for various behavior embedding dimensions while keep-
ing the other optimal hyperparameters unchanged. We can found that the CASE
method can provide more stable performance for different behavior representa-
tion dimensions. It also works well in smaller representation dimensions, which
means the almost good performance can be achieved with less computation.

4 Conclusion

To solve the problems of behavior sparsity and uncertainty in predicting user-
behavior sequences, this paper proposes the CASE user-behavior prediction
model.

The CASE model is based on frequent-pattern mining with a collaborative
selector and graph neural networks to encode user behavior and uses recurrent
neural networks to learn the dependencies between behaviors and thereby pre-
dict the future behaviors. Experiments show that the proposed CASE model
outperforms many advanced methods when applied to various behavioral data
sets with different vector dimensions.

In the next step, we can mine the semantic relationship between different
behaviors or further study how to find causation as opposed to just correlation
between behaviors, and thereby improve the robustness of the model.
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Abstract. Entity extraction as one of the most basic tasks in achiev-
ing information extraction and retrieval, has always been an important
research area in natural language processing. Considering that most of
the traditional entity extraction methods need to manually adjust their
hyperparameters, it takes a lot of time and is easy to fall into local opti-
mality. To avoid such limitations, this paper proposes a novel scheme to
extract named entities, where the model hyperparameters are automat-
ically adjusted to improve the performance of entity extraction. Here,
the proposed scheme is composed of bi-directional encoder representa-
tion from transformers (BERT) and conditional random field (CRF).
Specifically, through the fusion of collaborative computing paradigm,
particle swarm optimization (PSO) algorithm is utilized in this paper to
search for the best value of hyperparameters automatically in a cooper-
ative way. The experimental results on two public datasets and a steel
inquiry dataset verify that our proposed scheme can effectively improve
the performance of entity extraction.

Keywords: Entity extraction · Particle swarm optimization (PSO) ·
Bi-directional encoder representation from transformers (BERT) ·
Collaborative optimization

1 Introduction

Currently, the automatic extraction of information from unstructured data has
attracted extensive attention. As a basic task in information extraction and
retrieval, entity extraction identifies entities with specific meanings, such as
location, person, proper noun, and some others from the text [24]. With the
development of natural language processing (NLP) technologies, text semantic
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knowledge is becoming more and more important. Recently emerging research
fields such as automatic question answering, intelligent search and semantic anal-
ysis, require rich semantic knowledge as support. As the most important semantic
knowledge in text, entity extraction has always been an important area. How-
ever, there are three difficulties in this field. First, the named entity itself has
the characteristics of complexity, diversity and randomness, then it is difficult
to accurately define and classify its entity type. Second, since it may lack large-
scale knowledge databases like Wikipedia in practically industrial applications,
it is challenging to obtain a large amount of high-quality annotation data. Third,
due to the domain characteristics of different applications, there are many out
of vocabulary (OOV) words, i.e., new words, which takes a lot of time and effort
to recognize them manually.

In order to cope with the above challenges, some unsupervised and super-
vised machine learning algorithms are used to label large-scale data automati-
cally [19,25,33,34]. To further improve the performance of achieving this task,
we develop a novel scheme through the combination of popular deep learning
model and typical evolutionary algorithm. During the implementation process,
many important hyperparameters in those algorithms need to be adjusted to
guarantee that the satisfactory computing performance of learning model could
be achieved. Then, the adjustment that previously were based on painstakingly
handcrafted operations, can now be made using intelligent strategies.

Generally, collaborative computing is an efficient paradigm in which different
groups can work together for a certain task in a coordinated manner. It indi-
cates that groups in a dispersed state cooperate with each other to achieve a
task together, while more effectively promoting the collaboration between social
groups and greatly improving the working quality of the group. In this field, par-
ticle swarm optimization (PSO) is a typical evolutionary algorithm [16], which
aims to address optimization problems with the help of collaboration and infor-
mation sharing between particles. Through the fusion of it, in our developed
scheme PSO algorithm is utilized to intelligently search for the best value of
hyperparameters in a cooperative way.

More specifically, we propose a novel scheme to achieve entity extraction
using an advanced architecture, which is composed of bi-directional encoder
representation from transformers (BERT) and conditional random field (CRF).
This scheme is called BERT-CRF-PSO. Among them, BERT uses the encoder
architecture in the transformer to obtain the semantic vector and combines with
the masked language model (MLM) to achieve contextual prediction [12]. The
CRF [17] can effectively use past and future labels to predict the current label,
so as to obtain more accurate entity prediction conditional probabilities. Mean-
while, we introduce the PSO to fine-tune the hyperparameters of the BERT
model. The probability value of the entity prediction can be obtained finally.
In general, the BERT and CRF are responsible for the training data, and
the PSO is responsible for fine-tuning the hyperparameters. These three mod-
ules share information and collaborate with each other to complete the entity
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extraction task together. Through this model, it is expected that we can improve
the performance of entity extraction.

The contributions of this paper can be summarized as follows.

– Applying collaborative computing to the field of entity extraction, so as to
efficiently realize entity extraction in a way of mutual cooperation and infor-
mation sharing.

– In order to improve the performance of entity extraction, the PSO algorithm
is used to automatically fine-tune the hyperparameters of the BERT model,
so as to find the global optimal hyperparameters for a specific dataset.

The rest of this paper is organized as follows. In Sect. 2, the related work of
entity extraction is simply introduced. In Sect. 3, we present the proposed scheme
BERT-CRF-PSO. The relevant experimental results are shown in Sect. 4. Finally,
in Sect. 5, our work is summarized.

2 Related Work

The methods of implementing entity extraction can be classified into three
categories. In this section, we introduce some related algorithms about entity
extraction.

2.1 The Rule and Vocabulary-Based Entity Extraction

Early, the entity extraction was achieved using a rule and vocabulary-based
method. The basic idea was to select features, e.g., statistical information, key-
words, and punctuation, to construct specific rules manually, and use methods,
e.g., pattern and string matching, to perform for entity extraction.

Xie et al. proposed a method of combining manually formulated rules with
heuristic ideas, and realized the automatic recognition of named entities from
unstructured text [32]. Berry et al. used a self-training model to conduct entity
extraction on the basis of unified medical language system (UMLS) [2], and
the optimal result of F1 reached 85.23%. Farmakiotou et al. proposed an entity
extraction system based on manual vocabulary resources [14]. The rules were
mainly formulated for the Greek language and included hand-made grammar and
gazetteers. The system had achieved satisfactory test results for the experiments
on a Greek corpus of financial news. Collins et al. proposed the DL-CoTrain
method [9]. The basic processing of this method could be divided into three
steps. Firstly, the seed rule set was pre-defined. Secondly, multiple unsupervised
training were performed on the pre-defined rule set to obtain more rules. Finally,
the rule set was used to extract named entities. The classification accuracy of
this method for three categories of person, location and organization all exceeded
91%.

This class of methods achieved good performance when the extracted rules
could accurately reflect the language characteristics in a specific field. However,
the feature of those methods had also become their shortcoming. It relied too
much on a specific language, domain, and text style, which might lead to poor
portability of the model.
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2.2 The Traditional Machine Learning-Based Entity Extraction

For those methods using traditional machine learning models, entity extraction
were generally regarded as a sequence tagging task. Compared with the classifi-
cation problem, the predicted label sequences in the sequence tagging task had
a very strong interdependence. In other words, the currently predicted label was
not only related to the current input feature, but also related to the previous
predicted label. Here, in this field, some traditional machine learning were used,
and they mainly included CRF, maximum entropy (ME) [28], support vector
machine (SVM) [18], and hidden Markov model (HMM) [8].

Among the above four methods, CRF could provide a globally optimal label
model for entity extraction. However, it took a long training time and its con-
vergence speed was much slow. ME had the advantages of compact structure
and good versatility. Its disadvantage was that explicit normalization calcula-
tions were required in the training processing, while leading to relatively large
costs. HMM used the viterbi algorithm to address the problem of recognizing
entities from sequence. Therefore, its training speed and recognition speed were
fast, while it performed worse than ME and SVM in accuracy.

Das et al. used the CRF model to achieve entity extraction tasks for Indian
languages [11]. The accuracy of this model for entity extraction on Bengali and
Hindi were 87% and 79%, respectively. Saha et al. used the ME model to extract
four types of entities, i.e., person, organization, location, and date, on Hindi,
and the value of final F1 was 81.52% [28]. Lin et al. proposed a entity extraction
system on the basis of SVM model, and used the system to achieve high accuracy
[18]. Chopra et al. used HMM for entity extraction tasks on the Treebank corpus
with 25 files. In the end, they achieved the result of F1 is 73.8% on eight types
of named entities [8].

2.3 The Deep Learning-Based Entity Extraction

Recently, with the development of deep learning technologies, they were gradu-
ally popular in the field of entity extraction [6]. Compared with the above two
classes of methods, the deep learning-based methods had three main advantages
[30,38]:

– They could learn more complex features and potential knowledge from the
original data text through a nonlinear activation function.

– They were end-to-end, which meant that it could avoid error propagation
between modules in the pipeline model and could carry more complex internal
designs, so as to achieve better experimental results.

– Experiments had verified that the deep learning algorithms were very suit-
able for processing sequence tagging problems, and did not rely on domain
knowledge and feature engineering.

Chiu et al. proposed a two-way model combining long short-term mem-
ory (LSTM) and convolutional neural network (CNN), which could auto-
matically capture word-level and character-level features [7]. Ma and Hovy
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proposed a novel neutral network architecture combining bidirectional LSTM
(BiLSTM), CNN and CRF, which would automatically benefit from word-level
and character-level representations [23]. Zhao et al. developed a entity extrac-
tion method through the use of CNN. They took word-level embedding, dic-
tionary features, and others as input, and used CNN to automatically extract
useful features [36]. Liu et al. developed a neural network framework called
LM-LSTM-CRF, which merged the character-aware neural language model to
extract character-level knowledge. Unlike most transfer learning methods, the
framework proposed by Liu et al. did not rely on any additional supervision
and could identify new entities well [20]. More recently, adding graph neural
network, attention mechanism, transfer learning and other technologies to neu-
ral network-based models was also a popular direction in the implementation of
entity extraction [4,5,27,31].

3 The Proposed Scheme

The overall architecture of our scheme is shown Fig. 1, where [CLS] is a special
symbol for classification output, N is the number of characters in the text,
Toki represents the i-th character, Ei represents the i-th token embedding, Ti

represents the final i-th embedding vector, and Tagi is the final output tag
sequence. Here, i is bounded within [1, N ].

It can be seen from this figure that, this architecture mainly consists of
three modules, including BERT model, CRF layer, and PSO algorithm. Among
them, the BERT model effectively achieves the word embedding, transformer
encoding and pooling, and it is used to pre-train the language model to obtain
the corresponding word vector. The CRF layer adds some constraints to the
final predicted label to ensure that it is legal and correct. The CRF layer can
automatically learn some rules during the training processing. For example, if a
dataset uses the BIO labeling scheme, where “B” represents the beginning of a
named entity, “I” represents the middle of a named entity, and “O” represents
the non-entity. Meanwhile, the constraints learned by CRF layer are as follows:

– The first word in a sentence always starts with the label “B-” or “O-” instead
of “I-”.

– A pattern can be learned by “B-label1 I-label2 I-label3 · · · ”, which means
that labels 1, 2, and 3 should be the same entity category. For instance,
“B-Location I-Location I-Location” is a legal label sequence. However, “B-
Location I-Location I-Person” is an illegal label sequence.

– The label sequence “O I- · · · ” is illegal. In other words, the legal label sequence
should be “O B- I-”.

The PSO algorithm simulates the foraging behavior of a flock of birds. In our
model, it iteratively searches for BERT hyperparameters which most suitable
for a specific dataset, and continuously adjusts the hyperparameters during the
search processing to achieve the best performance of the BERT-CRF model. In
short, these three different modules work together to complete a task in a way of
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Fig. 1. The architecture of our proposed scheme.

mutual cooperation and information sharing, so as to achieve entity extraction
efficiently and accurately.

3.1 The Use of BERT Model

BERT uses a multi-layer two-way transformer as a feature extractor, and uses a
self-attention mechanism to make each word have global semantic information,
thus capturing long-distance dependencies. In addition, BERT uses the Word-
Piece method to build the vocabulary. WordPiece can be understood as splitting
a word into subwords. If a word is not in the vocabulary, the tokens are split
one by one in the way of subwords. If no token is found, [unknown] is directly
assigned. In this way, the information of the root of the word can be effectively
captured, the vocabulary capacity can be reduced, and the OOV problem can
also be alleviated. BERT contains three important parts: the MLM model, the
transformer model, and the next sentence prediction (NSP).
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The MLM Model. BERT uses a MLM to overcome the limitation of one-
way information. In this scheme, 15% of the words in the dataset are masked
randomly, and then the BERT model is used to predict these masked words,
which is a bit similar to the cloze task we are familiar with. In this way, the BERT
model can rely more on context-related information to predict the vocabulary.

The Transformer Model. Transformer is divided into two parts: encoder and
decoder. The architecture of transformer is shown in Fig. 2 [29]. Encoder is a
stack of N identical layers, and each layer has two sublayers. The first layer is a
multi-head self-attention mechanism, and the second layer is a fully connected
feedforward neural network. After the two sub-layers, each layer is connected
by residuals, and then layer standardization is performed. Finally, a N -layer
encoder is formed. The decoder is also stacked by N identical layers, but the
difference from the encoder layer is that the layer in the decoder is composed of
a multi-head attention and “Add&Norm” inserted into the encoder layer. This
method makes full use of the context and does not require bidirectional stacking
such as BiLSTM.

In fact, the BERT model only uses encoder of transformer to encode the
input. This is because BERT is essentially a pre-training model. It is carried
out through the language model, and it is different from other specific tasks of
NLP. Meanwhile, since BERT currently does not have a decoder of transformer,
it also reduces a lot of unnecessary operations in its attention function.

Next Sentence Prediction. The role of NSP can be understood that as two
sentences in a given text, it is to determine whether the second sentence imme-
diately follows the first one. Some tasks require a model to understand the rela-
tionship between two sentences. However, this goal can not be achieved by only
training the language model. This is the reason why BERT trains NSP.

Therefore, when BERT pre-trains the data, there is a 50% probability that
the model will choose two contextual sentences A and B, and a 50% probability
that it will choose two context-independent sentences A and B.

3.2 The Design of CRF Layer

In order to make the classifier perform better, when labeling data, we can
consider using the labeling information of adjacent data. It is difficult for
general classifiers to do this. However, CRF is particularly good at handling
contextual information. Because the typical characteristic of CRF is to use
a log-linear model to represent the joint probability of the feature sequence,
which is convenient for people to effectively use the context label to pre-
dict the current label. CRF is a typical sequence tagging algorithm, that is,
given an input sequence X = {x1, x2, x3, · · · , xn−1, xn}, the target sequence
Y = {y1, y2, y3, · · · , yn−1, yn} is the output of model. It has been employed in
sequence tagging tasks such as word segmentation, part-of-speech tagging and
entity extraction [10,15,22]. The structure of CRF is shown in Fig. 3 [17].
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Fig. 2. The architecture of transformer.

Fig. 3. The structure of CRF.

Let X = {x1, x2, x3, · · · , xn−1, xn} be the input sequence of sentence whose
length is n, and let Y = {y1, y2, y3, · · · , yn−1, yn} be the corresponding output
target sequence. Assuming that P (Y|X) is a linear chain conditional probability,
it is shown in (1).

P (Y|X) =
1
Z

exp

(
n−1∑
i=1

K∑
k=1

λktk (yi+1, yi,X, i) +
n∑

i=1

L∑
l=1

ulsl (yi,X, i)

)
, (1)

where K is the total number of transition feature functions defined at nodes, L
is the total number of status feature functions defined at nodes, i is the position
of the current node in sequence, λk and ul are weights, and Z is a normalized
factor. Moreover, tk and sl are transition feature functions and status feature
functions, respectively.
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3.3 The PSO-Based Collaborative Optimization

PSO is a population-based random optimization algorithm. The core idea of this
algorithm is to simulate the foraging behavior of a flock of birds. In the process
of foraging, the birds continuously communicate and share their positions and
information with each other, so that other birds know their positions. Through
the collaboration between the group, each bird judges whether the position it
finds is the optimal solution (the closest food source), and at the same time,
they also transmit the information of the optimal solution to the entire bird
group. In each iteration process, each bird adjusts its position according to the
optimal solution found by itself and the optimal solution of the population to
ensure that the entire flock of birds can finally gather around the food source,
that is, the optimal solution is found. The advantage of PSO is that it is easy
to implement, fast to converge, and does not need to adjust a large number of
parameters. At present, it has been widely used in neural networks, data mining,
image processing and other fields [1,3,26,37].

The best value of BERT model hyperparameters will help the model perform
better on a specific dataset, which is essentially an optimization problem. Here,
PSO is particularly suitable for dealing with optimization problems. In PSO,
the position of birds in the searching space represents the solution space of the
problem, and these birds are also as “particles”. Every particle has three basic
attributes, including position, speed, and fitness. The position and speed deter-
mine the direction and distance of the particles, and the fitness is determined
by an optimization function. In this paper, the position refers to the hyperpa-
rameters of the BERT model, the speed represents the direction of the change of
hyperparameters, the optimization function is the BERT-CRF model, and the
fitness can be measured by F1-Score. Actually, the metrics used for evaluating
the effectiveness of model usually include precision, recall, and F1-score. How-
ever, precision and recall are a pair of contradictory measures. Generally, when
the precision is high, the recall tends to be low, and when the precision is low,
the recall tends to be high. Since F1-score is a weighted average of precision and
recall, it can take into account the precision and recall of classification model
at the same time. Hence, we choose F1-score to measure fitness in our scheme.
Each particle has a memory function, which can save all historical solutions.
While searching, they can follow the best optimal particle in a certain iteration
in the population, and find the next solution in accordance with the solution of
the best optimal particle.

PSO initializes a group of particles, so that they have random initial posi-
tions and speeds. In the iterative process, each particle updates its attributes
by tracking two “extreme”, i.e., the historically optimal solution of particle
itself, called the individual extreme point (using pbest to represent its posi-
tion), the historically optimal solution of entire population, called the global
extreme point (using gbest to represent its position). In fact, pbest can be
regarded as the flying experience of the particle itself (individual cognition),
and gbest can be regarded as the flying experience of the particle’s companion
(social behavior). By finding these two optimal solutions, the particles update
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their speeds and positions according to (2) and (3). Assuming that the infor-
mation of the i-th particle is represented by a D-dimensional vector, where
D is the number of hyperparameters required to adjust, the position can be
expressed as Xi = (xi1, xi2, · · · , xid, · · · , xiD)�, and the speed can be expressed
as Vi = (vi1, vi2, · · · , vid, · · · , viD)�. Then, we have:

vk+1
id = w × vk

id + c1 × randk
1 × (pbest

k

id −xk
id)+ c2 × randk

2 × (gbest
k

d −xk
id), (2)

xk+1
id = xk

id + vk+1
id , (3)

where vk
id (1 � d � D) represents the velocity of the d-th hyperparameter of the i-

th particle during the k-th iteration. The larger the inertia factor w, the stronger
its global search ability, and the smaller the inertia factor w, the stronger its local
search ability. So the introduction of inertia factor w can adjust the global and
local searching capabilities of algorithm. Moreover, c1 and c2 are learning factors
used to adjust the maximum step length during the particle flight. Appropriate c1
and c2 can speed up the convergence of algorithm and make the results avoid local
minimum. Moreover, rand1 and rand2 ∈ [0, 1] are random values. In addition,
xk
id represents the position of the d-th dimension of the i-th particle during the

k-th iteration. Finally, pbestid is the position of the individual extreme point
of the i-th particle during the d-th dimension, and gbestd is the position of the
global extreme point of entire population during the d-th dimension. In addition,
in order to prevent the particles from gradually moving away from the searching
space, the position and velocity of each dimension of the particles will be limited
to an interval [13].

Then, the parameters optimization via PSO is shown in Algorithm 1.

4 Experiments

4.1 Experimental Dataset

The experiment in this paper uses a total of three datasets. The first type is the
boson dataset1, which includes six types of entities: time, location, person, orga-
nization, company, and product. The second type is the People’s Daily dataset2,
including three named entities of organization, institution and person. The last
type is the inquiry data of steel industry. It possesses 744 data including eight
entity categories, such as grade, variety, specification, place of production, thick-
ness, weight, surface structure, and surface treatment. It is noted that both the
boson and the People’s Daily datasets can be obtained on the Internet. The
steel dataset is the historical inquiry information of customers on the steel e-
commerce platform. Considering the consistency of different datasets, we select
1,000 corpora from the boson dataset and 1,000 corpora from the People’s Daily
dataset in the experiment.

1 http://static.bosonnlp.com/dev/resource.
2 http://www.ling.lancs.ac.uk/corplang/pdcorpus/pdcorpus.html.

http://static.bosonnlp.com/dev/resource
http://www.ling.lancs.ac.uk/corplang/pdcorpus/pdcorpus.html
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Algorithm 1. The implementation process of PSO
1: Set the fitness: F1-Score;
2: Set the position vector (BERT model hyperparameters): [x1, x2, · · · , xD];
3: Set the maximum number of iterations: kmax;
4: Initialize the number of particles n, and use a random function to initialize the

position and speed of each particle;
5: Calculate the F1-Score of each particle;
6: Initialize the optimal parameter pbest of each particle, and the optimal parameter

gbest of the population according to F1-Score;
7: Initialize the iteration number k = 1;
8: Use (2) and (3) to update the position and speed of each particle;
9: Update the value of F1-Score;

10: Update the historically optimal parameters of each particle;
11: Update the globally optimal parameters of the population;
12: k = k + 1
13: if k > kmax then
14: Output the optimal position vector and the corresponding F1-Score value;
15: else
16: Go back to Step 8;
17: end if

4.2 Metric

This paper uses three metrics, i.e., precision, recall and F1-Score, to evaluate the
performance of our proposed scheme.

Here, according to the correct and wrong results of classifier’s prediction on
the test dataset, it can be divided into three situations:

– TP (True Positive): the entities in test dataset and they are recognized by
model.

– FP (False Positive): the entities recognized by model while they are not exist-
ing in test dataset.

– FN (False Negative): the entities existing in datasets but they are not recog-
nized by model.

Then, we can get the definition of three metrics as follows:

– Precision (P ): the proportion of positive predictions that are correct in all
predictions.

– Recall (R): the proportion of all positive samples that are correctly predicted
to be positive.

– F1-Score (F ): Harmonized average of Precision and Recall.

Furthermore, they are shown as:

P =
TP

TP + FP
, (4)

R =
TP

TP + FN
, (5)
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F =
2 × P × R

P + R
. (6)

4.3 Experimental Comparison

We use BERT-CRF [21], BERT-BiLSTM-CRF [35] and our BERT-CRF-PSO to
conduct experiments on three datasets described in Sect. 4.1. By consulting the
literature, we found that for fine-tuning, except for batch size, training epoch
and learning rate, most model hyperparameters are the same as in pre-training
[12]. Where batch size is the number of samples sent to the network for training
each time, training epoch refers to the process of sending all data to the network
to complete a forward calculation and back propagation, and learning rate con-
trols the learning speed of the model. Therefore, in the experiment, we choose
the above three hyperparameters as the objects to be automatically fine-tuned
by the PSO algorithm. In addition, in order to prove the effectiveness of the pro-
posed method, we designed a comparative experiment of fine-tuning two hyper-
parameters (batch size, training epoch) and fine-tuning three hyperparameters
(batch size, training epoch and learning rate). On the basis of experience and
many experiments, w is set to 0.4, c1 and c2 are both set to 2. Meanwhile,
batch size ∈ [8, 32], training epoch ∈ [10, 30] and learning rate ∈[1e−5, 1e−4]
are three hyperparameters of BERT model, and they need to be adjusted with
PSO algorithm.

Table 1 shows the comparison results of different methods on different
datasets. Compared with other two models, our proposed scheme employs PSO
to automatically search for the optimal value of hyperparameters in a given
searching space, so that the effect of the model for a specific dataset reaches the
global optimal. During the experiment, the hyperparameters of other two models
are manually set by us in consideration of experience and the results of multiple
experiments. The experimental results show that the model that requires manual
adjustment of hyperparameters is not only time-consuming and labor-intensive,
but also easy to fall into the local optimum. The proposed scheme can find the
global optimal solution through collaboration and information sharing between
individuals in the group. The results in Table 1 confirm the superiority of our
scheme. Additionally, if we increase the dimensional number of position vec-
tors, i.e., model hyperparameters in Algorithm 1, the improved performance of
our scheme will be more obvious. The comparative experimental results of fine-
tuning two hyperparameters and fine-tuning three hyperparameters in Table 1
prove this statement.

Specifically, in Table 2 we provide the optimal hyperparameters found by PSO
in our scheme on the three datasets. Obviously, for different dataset, the optimal
values of model hyperparameters are different. The experimental results show
that the model we propose can help us automatically find the global optimal
hyperparameters for a specific dataset, which is a very efficient method.
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Table 1. Comparison results of different methods on different datasets.

Dataset Method Precision Recall F1-Score

Boson BERT-CRF 82.45% 85.14% 83.78%

BERT-BiLSTM-CRF 82.69 % 85.42% 84.03%

BERT-CRF-PSO(a) 82.97% 85.98% 84.45%

BERT-CRF-PSO(b) 83.78% 85.37% 84.57%

People’s daily BERT-CRF 93.50% 95.63% 94.55%

BERT-BiLSTM-CRF 92.29% 94.59% 93.43%

BERT-CRF-PSO(a) 93.27% 97.86% 95.51%

BERT-CRF-PSO(b) 95.43% 98.29% 96.84%

Inquiry data of the steel industry BERT-CRF 91.39% 93.40% 92.39%

BERT-BiLSTM-CRF 92.14% 94.57% 93.34%

BERT-CRF-PSO(a) 93.21% 94.57% 93.89%

BERT-CRF-PSO(b) 92.84% 95.01% 93.91%

Note: (a) represents fine-tuning two hyperparameters, (b) represents fine-tuning three hyper-

parameters.

Table 2. Comparison of optimal model hyperparameters of different datasets.

Dataset batch size training epoch learning rate

Boson 21 20 –

12 24 3e−5

People’s daily 24 22 –

19 17 4e−5

Inquiry data of the steel industry 22 29 –

24 24 2e−5

5 Conclusion

Through the combination of collaborative optimization mechanism, we design a
novel scheme BERT-CRF-PSO to achieve entity extraction task in this paper.
Then, three modules, including BERT, CRF and PSO algorithm, are incorpo-
rated into our scheme. Here, the BERT model is utilized to pre-train data, the
CRF adds constraints to the predicted label to ensure its legitimacy, and the
PSO fine-tunes the hyperparameters of the BERT module, which can automat-
ically find the optimal value of the hyperparameters for a specific dataset in a
cooperative way. These three modules cooperate with each other and share infor-
mation to complete the entity extraction task. Hence, the training results within
entire architecture can achieve the global optimum. The experimental results on
two public datasets and a steel inquiry dataset confirm the effectiveness of our
scheme, while improving the performance of entity extraction.

Acknowledgment. This work was supported in part by the National Natural Sci-
ence Foundation of China under Grant U1836106, in part by the Beijing Natural
Science Foundation under Grants 19L2029 and M21032, in part by the Scientific and



A Collaborative Optimization-Guided Entity Extraction Scheme 203

Technological Innovation Foundation of Shunde Graduate School, USTB, under Grants
BK19BF006 and BK20BF010, and in part by the Fundamental Research Funds for the
University of Science and Technology Beijing under Grant FRF-BD-19-012A.

References

1. Bashir, Z., El-Hawary, M.: Applying wavelets to short-term load forecasting using
PSO-based neural networks. IEEE Trans. Power Syst. 24(1), 20–27 (2009)

2. de Bruijn, B., Cherry, C., Kiritchenko, S., Martin, J., Zhu, X.: Machine-learned
solutions for three stages of clinical information extraction: the state of the art at
i2b2 2010. J. Am. Med. Inform. Assoc. 18(5), 557–562 (2011)

3. Cai, J., Wei, H., Yang, H., Zhao, X.: A novel clustering algorithm based on DPC
and PSO. IEEE Access 8, 88200–88214 (2020)

4. Cao, P., Chen, Y., Liu, K., Zhao, J., Liu, S.: Adversarial transfer learning for
Chinese named entity recognition with self-attention mechanism. In: Proceedings
of the 2018 Conference on Empirical Methods in Natural Language Processing, pp.
182–192. Association for Computational Linguistics, Brussels, Belgium (2018)

5. Carbonell, M., Riba, P., Villegas, M., Fornés, A., Lladós, J.: Named entity recog-
nition and relation extraction with graph neural networks in semi structured doc-
uments. In: Proceedings of the 25th International Conference on Pattern Recogni-
tion, pp. 9622–9627. IEEE, Milan, Italy (2020)

6. Chen, M., Shen, H., Huang, Z., Luo, X., Yin, J.: Towards accurate search for e-
commerce in steel industry: a knowledge-graph-based approach. In: Gao, H., Wang,
X., Iqbal, M., Yin, Y., Yin, J., Gu, N. (eds.) CollaborateCom 2020. LNICST, vol.
349, pp. 3–18. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-67537-
0 1

7. Chiu, J., Nichols, E.: Named entity recognition with bidirectional LSTM-CNNs.
Trans. Assoc. Comput. Linguist. 4, 357–370 (2016)

8. Chopra, D., Joshi, N., Mathur, I.: Named entity recognition in Hindi using hidden
Markov model. In: Proceedings of the Second International Conference on Com-
putational Intelligence & Communication Technology, pp. 581–586. IEEE, Ghazi-
abad, India (2016)

9. Collins, M., Singer, Y.: Unsupervised models for named entity classification. In:
Proceedings of the Joint SIGDAT Conference on Empirical Methods in Natural
Language Processing and Very Large Corpora, pp. 100–110. Association for Com-
putational Linguistics, MD, USA (1999)

10. Constant, M., Sigogne, A.: MWU-aware part-of-speech tagging with a CRF model
and lexical resources. In: Proceedings of the Workshop on Multiword Expressions:
from Parsing and Generation to the Real World, pp. 49–56. Association for Com-
putational Linguistics, Oregon, USA (2011)

11. Das, A., Garain, U.: CRF-based named entity recognition @icon 2013.
arXiv:1409.8008 (2014)

12. Devlin, J., Chang, M.W., Lee, K., Toutanova, K.: BERT: pre-training of deep bidi-
rectional transformers for language understanding. In: Proceedings of the Confer-
ence of the North American Chapter of the Association for Computational Linguis-
tics: Human Language Technologies, pp. 4171–4186. Association for Computational
Linguistics, Minneapolis, Minnesota (2019)

13. Eberhart, R.C., Shi, Y.: Particle swarm optimization: developments, applications
and resources. In: Proceedings of the Congress on Evolutionary Computation,
vol. 1, pp. 81–86. IEEE, COEX, Seoul, Korea (2001)

https://doi.org/10.1007/978-3-030-67537-0_1
https://doi.org/10.1007/978-3-030-67537-0_1
http://arxiv.org/abs/1409.8008


204 Q. Peng et al.

14. Farmakiotou, D., Karkaletsis, V., Koutsias, J., Sigletos, G., Spyropoulos, C.D.,
Stamatopoulos, P.: Rule-based named entity recognition for greek financial texts.
In: Proceedings of the Workshop on Computational lexicography and Multimedia
Dictionaries, pp. 75–78. Citeseer (2000)

15. Khabsa, M., Giles, C.L.: Chemical entity extraction using CRF and an ensemble
of extractors. J. Cheminformatics 7(1), 1–9 (2015)

16. Khalifa, M.H., Ammar, M., Ouarda, W., Alimi, A.M.: Particle swarm optimiza-
tion for deep learning of convolution neural network. In: Proceedings of the Sudan
Conference on Computer Science and Information Technology, pp. 1–5. IEEE, Elni-
hood, Sudan (2017)

17. Lafferty, J., McCallum, A., Pereira, F.C.: Conditional random fields: probabilistic
models for segmenting and labeling sequence data. In: Proceedings of the 18th
International Conference on Machine Learning, pp. 282–289. Morgan Kaufmann,
San Francisco, CA, USA (2001)

18. Lin, X., Peng, H., Liu, B.: Chinese named entity recognition using support vector
machines. In: Proceedings of the International Conference on Machine Learning
and Cybernetics, pp. 4216–4220. IEEE, Guangzhou, China (2006)

19. Lison, P., Barnes, J., Hubin, A., Touileb, S.: Named entity recognition without
labelled data: a weak supervision approach. In: Proceedings of the 58th Annual
Meeting of the Association for Computational Linguistics, pp. 1518–1533. Associ-
ation for Computational Linguistics (2020)

20. Liu, L., et al.: Empower sequence labeling with task-aware neural language model.
In: Proceedings of the 32th AAAI Conference on Artificial Intelligence, vol. 32.
AAAI Press, Hilton New Orleans Riverside, New Orleans, Louisiana, USA (2018)

21. Liu, M., Tu, Z., Wang, Z., Xu, X.: LTP: a new active learning strategy for BERT-
CRF based named entity recognition. arXiv:2001.02524 (2020)

22. Liu, Y., Zhang, Y., Che, W., Liu, T., Wu, F.: Domain adaptation for CRF-based
Chinese word segmentation using free annotations. In: Proceedings of the 2014
Conference on Empirical Methods in Natural Language Processing, pp. 864–874.
ACL, Doha, Qatar (2014)

23. Ma, X., Hovy, E.: End-to-end sequence labeling via bi-directional LSTM-CNNs-
CRF. In: Proceedings of the 54th Annual Meeting of the Association for Com-
putational Linguistics, pp. 1064–1074. Association for Computational Linguistics,
Berlin, Germany (2016)

24. Nadeau, D., Sekine, S.: A survey of named entity recognition and classification.
Lingvisticae Investigationes 30(24), 3–26 (2007)

25. Nadeau, D., Turney, P.D., Matwin, S.: Unsupervised named-entity recognition:
generating gazetteers and resolving ambiguity. In: Lamontagne, L., Marchand, M.
(eds.) AI 2006. LNCS (LNAI), vol. 4013, pp. 266–277. Springer, Heidelberg (2006).
https://doi.org/10.1007/11766247 23

26. Omran, M.G.H., Engelbrecht, A.P., Salman, A.A.: Particle swarm optimization for
pattern recognition and image processing. In: Abraham, A., Grosan, C., Ramos, V.
(eds.) Swarm Intelligence in Data Mining. Studies in Computational Intelligence,
vol. 34. Springer, Heidelberg (2006). https://doi.org/10.1007/978-3-540-34956-3 6

27. Qu, L., Ferraro, G., Zhou, L., Hou, W., Baldwin, T.: Named entity recognition
for novel types by transfer learning. In: Proceedings of the Conference on Empir-
ical Methods in Natural Language Processing, pp. 899–905. The Association for
Computational Linguistics, Texas, USA (2016)

28. Saha, S.K., Sarkar, S., Mitra, P.: Feature selection techniques for maximum entropy
based biomedical named entity recognition. J. Biomed. Inform. 42(5), 905–911
(2009)

http://arxiv.org/abs/2001.02524
https://doi.org/10.1007/11766247_23
https://doi.org/10.1007/978-3-540-34956-3_6


A Collaborative Optimization-Guided Entity Extraction Scheme 205

29. Vaswani, A., et al.: Attention is all you need. In: Proceedings of the 31st Annual
Conference on Neural Information Processing Systems, pp. 5999–6009. Neural
information processing systems foundation, Long Beach, CA, USA (2017)

30. Wang, Q., Iwaihara, M.: Deep neural architectures for joint named entity recog-
nition and disambiguation. In: Proceedings of the IEEE International Conference
on Big Data and Smart Computing, pp. 1–4. IEEE, Kyoto, Japan (2019)

31. Wang, X., et al.: Cross-type biomedical named entity recognition with deep multi-
task learning. Bioinformatics 35(10), 1745–1752 (2019)

32. Xie, R., Liu, Z., Jia, J., Luan, H., Sun, M.: Representation learning of knowledge
graphs with entity descriptions. In: Proceedings of the Thirtieth AAAI Conference
on Artificial Intelligence, vol. 30, pp. 2659–2665. AAAI Press, Phoenix, Arizona
USA (2016)

33. Zhang, D., et al.: Improving distantly-supervised named entity recognition for tra-
ditional Chinese medicine text via a novel back-labeling approach. IEEE Access 8,
145413–145421 (2020)

34. Zhang, S., Elhadad, N.: Unsupervised biomedical named entity recognition: exper-
iments with clinical and biological texts. J. Biomed. Inform. 46(6), 1088–1098
(2013)

35. Zhang, W., Jiang, S., Zhao, S., Hou, K., Liu, Y., Zhang, L.: A BERT-BILSTM-
CRF model for Chinese electronic medical records named entity recognition. In:
Proceedings of the 12th International Conference on Intelligent Computation Tech-
nology and Automation, pp. 166–169. IEEE, Xiangtan, China (2019)

36. Zhao, Z., et al.: ML-CNN: a novel deep learning based disease named entity recog-
nition architecture. In: Proceedings of the IEEE International Conference on Bioin-
formatics and Biomedicine, pp. 794–794. IEEE, Shenzhen, China (2016)

37. Zhou, H., Sun, G., Fu, S., Liu, J., Zhou, X., Zhou, J.: A big data mining approach
of PSO-based BP neural network for financial risk management with IoT. IEEE
Access 7, 154035–154043 (2019)
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1 Introduction

Recently, unmanned aerial vehicles (UAVs) have been widely used in many prac-
tical applications such as flying film, search-and-rescue, autonomous inspection.
The flexible feature and small size allow them to carry out missions in dangerous
or unfavorable areas for humans. In these application scenarios, environmental
information is usually unknown and complex. The drones need to frequently
re-plan safe and smooth trajectories to pass by unpredicted obstacles, and the
motion planning module plays a vitally important role in an autonomous navi-
gation system.

The motion planning module can be decomposed into front-end pathfinding
and back-end trajectory optimization [5,13]. The pathfinding part is responsi-
ble for searching an obstacle-free path in the low-dimensional discrete space.
After that, the path is time parameterized to an executable trajectory in high-
dimensional continuous space by the trajectory optimization part. There are
many classic methods can generate a high-quality trajectory in seconds [1–
4,11,12,15].

Fig. 1. Illustration of topological waypoints searching. When an impending collision
is detected on the current trajectory of the UAV, a new safe trajectory located in the
planning horizon is generated.

Plenty of above works are based on optimistic assumptions and use standard
pathfinding algorithms, which will bring about the trajectory safety problem. As
is well-known, the onboard sensor has a limited field-of-view (FOV) and can only
gain information about the nearby environment. In an optimistic motion plan-
ning system, the unknown environment is treated as collision-free. This speeds
up the trajectory optimization process but may not guarantee the safety of the
planned trajectory. On the other hand, the standard pathfinding algorithms,
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such as A* and RRT*, search for the shortest optimal path. However, the points
on this path are close to obstacles, making the optimized trajectory low safety
clearance. Besides, when there are large obstacles in the environment, such meth-
ods usually crash and cannot navigate to the target.

In this paper, we proposed a safe motion planning method composed of a
geometrically topological waypoints searching method and an adaptive conser-
vative trajectory replanning strategy, which improves trajectory safety and nav-
igation efficiency (displayed in Fig. 1). To guarantee the safety of UAVs, we treat
the environment in a conservative way. The unknown environment is regarded
as obstacles occupied, and we only allow motions in known-free space. Firstly,
instead of using the standard pathfinding algorithm, we propose to combine the
Euclidean signed distance field (ESDF) gradient and geometric information of
obstacles to search for feasible topological points, which can significantly reduce
the search space and improve the exploration efficiency. Secondly, we generate
polynomial trajectories from the current state of the UAV to each found topolog-
ical point parallelly. After that, the one with the least transfer cost is selected as
the new global guiding trajectory. Finally, the part of the new trajectory located
in known-free space is reparameterized to a smooth, safe, and dynamically fea-
sible B-spline trajectory.

We conduct a lot of comparison experiments in the simulation environment
to verify the performance of our proposed motion planning method, and the
results show that the trajectory safety and replanning cost of our method is
significantly better than the state-of-the-art method. The contributions of this
paper are summarized as follows:

– A fast and safe geometrically topological waypoints searching method is pro-
posed to improve the efficiency of searching safe waypoint by combining the
geometric properties of obstacles and ESDF map to reduce the search space.

– An adaptive trajectory replanning method based on the conservative estima-
tion is proposed to reduce the computation cost for replanning and further
guarantee the trajectory’s safety.

2 Related Works

2.1 Standard Pathfinding Algorithm

Pathfinding is the front-end part of the motion planning module, aiming at find-
ing an obstacle-free geometric path in low-dimensional discrete space. The stan-
dard pathfinding algorithms can be divided into sampling-based and searching-
based. For sampling-based pathfinding algorithms, one of the most represen-
tative methods is Rapidly-Exploring Random Tree (RRT) [8]. RRT* [7] is an
asymptotically optimal sampling-based method. The solution found by RRT*
will converge to the global optimality as the samples increase. However, this
method requires prior knowledge of the global map. For searching-based algo-
rithms which usually convert the pathfinding to graph searching problem, the
A* [6] is the most widely used method. Many works use standard A* or the
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derivative of A* algorithms to search for a safe path to bypass the new-emerged
obstacles in case of collision. [1] initializes an obstacle-free flight corridor by
A* algorithm and then generated a feasible trajectory within the flight corridor
through hard-based optimization method. [20] adopts the hybrid A* algorithm
to find a rough time-parameterized path and optimizes it to a refined trajectory
in the back-end.

However, the limited sensor FOVs make the environment locally observable,
and the path obtained by front-end methods may not be globally optimal. To
ensure the safety of the trajectory, frequent search is required, which increases
the computational overhead.

2.2 Trajectory Replanning

Local trajectory planning is a mechanism to generate a new safe trajectory when
the current trajectory collides with an unpredicted obstacle. Existing methods
can be categorized into optimistic and conservative methods. Plenty of methods
are based on the optimistic assumption. PGO [19], and TGK-Planner [18] ini-
tialize a global trajectory that does not consider collisions as a guideline, and
then get the position where the global trajectory goes in and out of obstacles.
After that, a new local trajectory that guides the drone to bypass the obstacle
is generated. Interest in using B-spline to represent the trajectory was revived
by [17], which utilizes the local modification scheme of B-spline curve to achieve
real-time local trajectory re-planning.

Another category is conservative local trajectory planning methods, which
consider the unknown space as obstacle occupied. [9,10] discretizes the control
space and only allows the motion primitives in known-free space. FASTER [16]
proposes a local planner to generate a committed trajectory in both known-
free and unknown space and a safe back-up trajectory in known-free space.
Nevertheless, the former does slow control space discretization and may cause
infeasibility, while the latter decomposes the free space to a set of overleaping
polyhedral, which is computationally expensive.

Optimistic assumption-based methods simplify the replanning process and
improve the chance of reaching target. However, it may not ensure the safety of
trajectory, especially in a scene with large obstacles. In contrast, conservative
planning methods often require tremendous computation to ensure the trajec-
tory’s safety, leading to a decrease in navigation efficiency.

3 Geometrically Topological Waypoints Searching

The standard pathfinding methods search for the shortest optimal path in a large
space, which is inefficient. Since the environment is only locally observable, the
shortest path is not necessarily optimal. Besides, points on the shortest path are
usually too close to the obstacle, which makes the generated trajectory a low
clearance and safety, especially in scenarios with large obstacles. We proposed a
geometrically topological waypoints searching method to extract some feasible
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path points on both sides of the obstacle, which considers the safety distance
and reduces searching space.

3.1 Topological Points Searching

Algorithm 1. Topological points searching
1: function getTopoPoint(curtraj)
2: Pin ← findCollision(curtraj)
3: Let(∇c, �n) be the ESDF gradient
4: and normal vector in Pin

5: if ∇c ‖ �n then
6: Ptopo ← findCornerPts(Pin,∇c)
7: else
8: Ptopo ← grad × dthr

9: if no topoPoint were found before then
10: Ptopo ← pushAwayFromObs(Pin,∇c, dthr)
11: return Ptopo

12: function findCollision(curtraj)
13: for Pc inside the planning horizon do
14: Let safe be whether Pc in the obstacle
15: if lastsafe and !safe then
16: Pin ← Pc

17: return Pin

18: function findCornerPts(Pin,∇c)
19: Let �d be the vectors perpendicular to ∇c
20: and pointing to the sides of obstacle
21: topoPoint ← rayTracing(Pin, �d)
22: function pushAwayFromObs(Pin,∇c, dthr)
23: Let �d be the vector perpendicular to ∇c
24: and at an acute angel to dthr

25: Pb ← rayTracing(Pin, �d)
26: grad ← the ESDF gradient in Pb

27: Ptopo ← grad × dthr

28: function rayTracing(Pin, dir)
29: scan from Pin in direction �d
30: if ray touches the planning horizon boundary then
31: return the intersection Pb

32: else
33: Ps ← first point satisfying safe distance

Pseudocode implementing of the method is presented in Algorithm 1. We peri-
odically check whether the local trajectory in the planning horizon ahead of
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the UAV collides with obstacles. If a collision is detected, the topological points
searching process is triggered (line 1). Firstly, the intersection P in between the
trajectory and the obstacle surface is obtained (line 2). Then the algorithm
calculates the Euclidean signed distance field (ESDF) gradient and the normal
vector of the obstacle surface at P in through the local ESDF map (line 3 to 4).

Once we get the gradient and normal vector, the search direction of the topo-
logical points is determined according to the relationship between the direction
of the two vectors. The geometric relationship between the ESDF gradient and
the normal vector at the collision point is as follows:

ξ = ‖∇c × �n‖ (1)

If the ESDF gradient and the normal vector are collinear, then ξ = 0, otherwise,
ξ �= 0. After calculating ξ, the search direction vector �d can be calculated as:

�d =

{
∇c ξ �= 0
�v + 〈−∇c,�v〉

‖∇c‖ · ∇c ξ = 0
(2)

At this time, the search direction vector �d is related to the UAV’s motion prop-
erty. We can simply rotate �d by 180◦ to obtain the topological search direction
�d′ with symmetric characteristics.

(a) (b)

Fig. 2. The proposed waypoint searching method. (a) The ESDF gradient at the colli-
sion point (black point) is collinear with the normal vector. (b) Push the collision point
away from the obstacle along the ESDF gradient at the collision point.

If the gradient is collinear with the normal vector, the search direction �d is
set perpendicular to both of them and points to the sides of the obstacle (line 6,
illustrated as Fig. 2(a)). We do ray tracing from the collision point P in along the
search direction �d. The tracing stops when finding the corner point of obstacles
or the projection exceeds the planning horizon, and the boundary point Pb is
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obtained. Then the topological waypoint can be calculated by Eq. 3, and the
calculated point will be added to the topological waypoint set (line 24 to 28).

Ptopo = Pb + ∇c · dthr (3)

where dthr is the preset safety distance threshold, which make the generated
trajectory maintain a certain buffer distance between obstacles. In actual mission
scenarios, the UAV cannot accurately move along the trajectory. If the trajectory
is too close to the obstacle, it may cause the UAV to hit the obstacle due to
deviation. Another situation is that the trajectory collides with an obstacle’s
corner, as shown in Fig. 2(b). At this time, the ESDF gradient and the normal
vector at the collision point are no longer collinear. And the search direction �d
is set to be collinear with the gradient direction to guide the drone away from
obstacles (line 8).

If no topological points are found in the previous step, it means the discovered
obstacle is too large, and the ray tracing exceeds the planning horizon of the
UAV. By this time, we need to reset the search direction. An UAV’s motion
has high-order dynamic properties (velocity, acceleration, etc.), which cannot
be mutated. Therefore, we tend to search in the direction that can reflect the
motion properties of the UAV. The motion orientation is a critical property,
which can be calculated by the coordinates of the trajectory points near the
current position. After selecting a new search direction, the consistency of the
search direction should be ensured. This is because the environment for the
UAV is only partially observable. If the UAV is not specified to search along
one direction all the time, it may fall into the “local optimal trap”, spinning
around in the same place. The search direction is perpendicular to the gradient
at the collision point and is acute to the motion orientation. Similarly, we do
ray tracing from the collision point along the search direction until getting Pb

at the planning horizon boundary.

Fig. 3. A scenario with the large obstacle. (a) The obstacle exceeds the planning hori-
zon, and the waypoint satisfying safe distance is obtained at the boundary. (b) Bypass
the large obstacle by searching for a safe waypoint progressively.
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This point is then pushed away from obstacles toward the ESDF gradient
descent direction, after which the next waypoint is obtained. Repeat the above
searching process until the drone bypasses the obstacle. (depicted in Fig. 3).

3.2 Optimal State Transition Waypoint

When there are multiple topological points, we need to choose one of them as
the next key waypoint. Given the drone’s high-order dynamic properties, the
best choice may not be the point that guides a shorter path to the end. As
shown in Fig. 4, the trajectory generated by the shorter path takes a sharp turn,
which is dynamic infeasibility and leads to a high control cost. Actually, it is
challenging to rely on geometrically topological points alone to make decisions
due to the lack of high-order dynamic information and the UAV’s true motion at
the current moment. We propose generating multiple jerk-controlled polynomial
trajectories from the UAV’s current state to the points obtained by the geomet-
rically topologic points finding method. After that, we choose the one with the
minimum transition cost as the waypoint according to the control cost of the
polynomial trajectories.

Fig. 4. Dynamic infeasibility led by the shortest path. The blue dash solid line is the
current trajectory. The black line is the trajectory generated by a shorter path. The
arrow is the velocity direction at the current moment, and the red line is the trajectory
that conforms to the dynamic feasibility. (Color figure online)

For each topological point, we consider to generate a m-segment, n-th order
polynomial trajectory through it to the target point, and the i -th segment is
parameterized as:

pi(t) = cntn + cn−1t
n−1 + · · · + c1t + c0 (4)

where {c0,c1,· · · ,cn } is the coefficient of the i -th segment.
To find the optimal state transition point, we need to calculate the control

cost of each trajectory:

J =
∑

k∈{x,y,z}

∑
i∈{0,1,··· ,m}

∫ T

0

[p(3)k,i(t)]
2dt (5)
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where T is the total transition time of m trajectory segments. Then the one
with the least control overhead J is chosen as the new global guiding trajectory
and input to the back-end trajectory optimization. In the following section, we
introduce the process of generating an executable B-spline local trajectory, which
will make the drone flight safer and smoother.

4 Conservative Trajectory Replanning

In an optimistic trajectory replanning method, it is usually assumed that the
generated local trajectory can bypass obstacles and rejoin the global trajectory.
However, in an environment with dense or large obstacles, such a hypothesis
may lead to unsafe trajectories and frequent replanning in a high probability. We
propose an adaptive conservative trajectory replanning framework for ensuring
trajectory safety and reducing replanning frequency. Moreover, we parameterize
the trajectory by B-spline to improve the efficiency of trajectory optimization.
The proposed method adopts a hierarchical structure of global trajectory guid-
ing motion and local trajectory avoiding unpredicted obstacles. The monomial
polynomial represents the global trajectory without considering whether it passes
through obstacles. In contrast, the local trajectory is represented by a B-spline
and is only located in the drone’s currently known-free space.

(a) reparameterize (b) replan (c) refine

Fig. 5. The trajectory replanning method. (a) A segment of the current global tra-
jectory (blue solid line) within the planning horizon (black dotted circle) is reparam-
eterized as a B-spline local trajectory (red solid line). (b) The replanning process is
triggered when detecting a collision on the current trajectory. A new global guiding tra-
jectory is generated by the geometrically topological waypoint searching. Meanwhile,
a local trajectory is also generated to avoid the obstacle. (c) When the local trajectory
is detected with low clearance, it is refined to a safer trajectory by the B-spline’s local
modification scheme. (Color figure online)
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4.1 Adaptive Trajectory Replanning

The replanning module is responsible for adjusting the flight trajectory in time
to avoid unpredicted obstacles and guarantee the drone’s safety. In our method,
the global guiding trajectory is represented as the monomial polynomial, which
does not take the obstacles in the environment into account. Moreover, the UAV
has a limited sensing range, making it necessary to replan the trajectory to avoid
unpredicted obstacles frequently. We assume that the replanned local trajectory
cannot return to the original global trajectory, which is reasonable for conser-
vative considerations. Therefore, when detecting a collision between the current
trajectory and an obstacle in the environment, a new globalguiding trajectory
is generated through the geometrical topological waypoint searching. Afterward,
the segment of the new global trajectory located in the planning horizon is
optimized to a local trajectory parameterized by the B-spline curve (depicted in
Fig. 5(b)). In addition, the current local trajectory may be too close to the newly
discovered obstacle. In this case, we need to use the ESDF gradient information
to push this part of the trajectory segment away from the obstacle. The obtained
trajectory is called refined trajectory (displayed in Fig. 5(c)).

Algorithm 2. Conservative trajectory replanning
1: function trajReplan(curtraj)
2: if a collision is detected on curtraj then
3: Ptopo ← getTopoPoint(curtraj)
4: update the global guiding trajectory gltraj

5: localnew ← reparamLocalTraj(gltraj)
6: else if curtraj is close to the obstacle then
7: refine the curtraj by the local modification
8: scheme of B-spline
9: else

10: localnew ← reparamLocalTraj(gltraj)

4.2 B-Spline Trajectory Representation

The monomial polynomial is elementary in form and easy to calculate, but it is
pure numerical formula and does not contain any spatial geometric information.
Therefore, it is necessary to iteratively detect the extreme value in optimization
to ensure that the trajectory meets the safety and dynamic constraints, which
will bring about numerical instability [17] and increase the calculation time. On
the contrary, the B-spline curve has appropriate geometric properties, which can
be well combined with the ESDF gradient information to reduce the complexity
of optimization.

We use B-spline to parameterize the local trajectory. Given n + 1 control
points {P0,P1,· · · ,Pn} and a knot vector U = {u0, u1, · · · , um}, the B-spline
of degree p can be uniquely defined as:
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C(t) =
n∑

i=0

Ni,p(t)Pi (6)

where Ni,p(u) are the basis functions of B-spline which can be computed by De
Boor-Cox recursive formula and t is the normalized parameter which can be
computed according to t = (u − ui)/Δu, for u∈ [ui, ui+1]. In proposed method,
the degree p is set to 3, and n,m,p must satisfy m = n + p + 1.

4.3 Problem Formulation

In our proposed method, to ensure the smoothness, safety and dynamic feasi-
bility of the final executable trajectory, the local trajectory planning problem is
formalized as an optimization problem of the cost function:

ftotal = λsfs + λcfc + λd(fv + fa) (7)

where fs is the smoothness cost that is designed as an elastic band cost function;
fc is the collision cost that penalizes the point on trajectory which are less than
the given threshold distance d to the nearest obstacles; fv and fa are dynamic
feasibility cost that penalize infeasible high-order motion properties (velocity
and acceleration).

The purpose of the smoothness cost function is to make the generated trajec-
tory smoother so that the control overhead for UAV moving along the trajectory
is as slight as possible. For the consideration of being able to adjust the time
allocation in optimization, rather than the integral over squared snap or jerk,
we adopt the elastic band cost function as [14]:

fs =
n−p+1∑
i=p+1

‖(Pi+1 − Pi) + (Pi−1 − Pi)‖2 (8)

To ensure that the generated trajectory is far from the obstacle and meets
the dynamic constraints, we use the piecewise quadratic functions to punish
collisions and feasibility costs:

Fc(d) =

{
(d − dthr)2 d ≤ dthr

0 d > dthr

(9)

Fd(v) =

{
(v2 − v2

max)2 v2 ≥ v2
max

0 v2 < v2
max

(10)

5 Experiments

In this section, we present the experimental result of the proposed method. First,
we evaluate the searching part with the baseline method that uses a standard
front-end pathfinding algorithm. Second, we evaluate the proposed adaptive con-
servative trajectory planning approach with the state-of-the-art method.
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5.1 Implementation Details

The motion planning method proposed in this letter is implemented in C++11
with a non-linear optimization solver NLopt. We built a 40 × 20 × 5 m random
forest environment with 100 deployed pillar and circle obstacles for simulation
experimental (as is shown in Fig. 6). All computations are done in a 3.0 GHz Intel
i7-9700 processor. In the topological points finding part, we set the safety dis-
tance threshold to obstacles dthr = 1.0 m. For the trajectory optimization part,
we set the λs = 10, λc = 8, λd = 0.01. Finally, to simulate the autonomous
flight experiment of the UAV under an unknown environment, we set the sensing
radius to be 6m, and the UAV maintains only a 6 × 6 × 3 m local map.

Fig. 6. Autonomous flight experiments in Rviz simulation environments. The color-
ful voxels represent the mapped obstacles in the UAV’s FOV, while the grey voxels
represent the unknown obstacles.
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5.2 Topological Waypoints Searching

We compare the proposed geometrically topological waypoints searching method
with PGO [19], which use the standard sampling-based pathfinding algorithms.
Since the proposed approach returns a set of feasible topological points rather
than a path, we mainly compare the searching time of each method. We conduct
10 random maps with different obstacle size and density and run both methods
in each map 10 times from the same start point to endpoint.

Fig. 7. Benchmark comparison of the proposed method with PGO in waypoint search-
ing. Our method find two topological waypoints in 1.12 ms, while the PGO find three
in 6.92 ms.

PGO [19] proposes to find multiple safe and feasible topological paths to
improve the quality of the final trajectory. It uses a sampling-based PRM-like
algorithm and integrates time-consuming path shortening and pruning. For bet-
ter visualization, we optimize the path to the displayed trajectory. As displayed
in Fig. 7 and Table 1, our method finds a fewer topological path, but the searching
time has been reduced by 80% compared to the PRM-like pathfinding method in
PGO. This is expected for three reasons. First, our approach considers that the
UAV lacks a view of the upper and lower fuselage areas, so it avoids exploring
the path in the z-axis direction. Second, our method is based on conservative
estimates of the environment and only searches for topological path points in the
known-free space. Third, we reduce the search space of pathfinding by taking the
geometric and gradient information of the obstacle into account and extracting
several feasible waypoints on both sides of the obstacles.
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Table 1. Comparisons of waypoint searching

Obstacle size Method Average time (ms) Max time (ms)

<1 m Proposed 1.2 1.7
PGO 7.1 8.7

1–4 m Proposed 1.2 1.2
PGO 7.2 7.9

>4 m Proposed 1.3 1.8
PGO – –

5.3 Conservative Trajectory Replanning

Moreover, our method considers the safety distance when searching for way-
points. The found waypoints keep a safe distance from the obstacle, which gives
the drone sufficient reaction time and braking distance when encountering unpre-
dicted obstacles. This is meaningful for drones navigating autonomously in envi-
ronments containing large obstacles. As is shown in Table 1, our method is still
stable when there are obstacles with a diameter of more than 4 m in the envi-
ronment. However, the baseline method rarely successes, even if we increase the
sampling range to 10 × 10 m and set the maximum number of iterations to 2000.

In the following, we compare the performance of our conservative trajectory
planning framework with the baseline method. We set the maximum velocity
and acceleration constraints are 3 m/s and 4 m/s2, respectively. The UAV is ini-
tialized with a global trajectory generated by [15] and does not consider collision.
For a fair comparison, we use the open-source implementation of PGO [19] and
the default parameter settings. We check for the re-planning frequency and time,
as well as the safety and quality of trajectories generated by different methods.

Re-planning Frequency and Time: Our proposed trajectory replanning
method is adaptive and event-triggered. When an unsafe event in the current
trajectory is detected, such as collisions or being too close to an obstacle accord-
ing to our safe condition, the trajectory will be re-planned. We compare the
replanning frequency and average planning time in random maps with different
obstacle densities. As shown in Table 2, the replanning frequency of the proposed
strategy is significantly less compared to the baseline method, no matter in high-
density or low-density environments, and it has a considerable average planning
time. Our method is based on the conservative estimation of the environment
and only generates a new local trajectory in known-free space, which can nat-
urally ensure trajectory safety. In contrast, the approach based on optimistic
assumptions requires frequent replanning to ensure safety.

Safety: For autonomous navigation in the unknown and complex environment,
we hope that the drone can always maintain a safe distance from the surrounding
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Table 2. Comparisons of the trajectory planning.

Obstacle density and size Method Replan number Average replan time (ms)

High and Small Proposed 5.6 11.2

PGO 28.5 13.4

Medium Proposed 3.5 9

PGO 69.1 9.3

Low and Large Proposed 5.0 5.1

PGO – –

obstacles. To evaluate the safety performance of the generated trajectory, we
propose a new evaluation indicator: the length of the trajectory segment on
which the distance to obstacles is less than the given safety threshold. The safe
distance threshold is set as the braking distance that the drone decelerates from
the maximum speed to stop state using the maximum acceleration and can be
calculated by:

dsafe =
V 2

max

2Amax
(11)

If the distance between the UAV and obstacles in the environment is greater
than the safety threshold dsafe, no matter how fast the UAV is when it observes
an imminent danger of collision (less than the maximum speed of the UAV),
it can successfully stop in front of the obstacle without hitting the obstacle.
Conversely, if the distance between the UAV and the obstacle is less than the
safety threshold dsafe, the UAV may hit the obstacle due to the long braking
distance. The more segments on a trajectory whose distance to the obstacle in
the environment is greater than the safety threshold, the smaller the probabil-
ity of collision when the UAV flying along such trajectory, that is, the safer
the trajectory. Therefore, our proposed trajectory safety evaluation indicator is
reasonable and feasible.

According to the parameter setting, the safe distance in our simulation exper-
iment is 1.15 m. As displayed in Fig. 8, our method always have a safer trajectory
compared with the baseline. In the scene with large obstacles, only 18.86% of
the trajectory segments in our method are less than the safe distance, while the
unsafe trajectory segments in baseline method account for 34.16% (depicted in
Fig. 8(c)). In other words, the safety of our trajectory has improved by 44.8%.
Furthermore, when the diameter of the obstacle in the environment is greater
than 10 m, our method can navigate to the target point while maintaining
an absolute safe distance between the UAV and the obstacle, while the base-
line method cannot complete the autonomous navigation task (as is shown in
Fig. 8(d)). With the increase of obstacle density, the proportion of unsafe tra-
jectory segments also increases. However, our method is still better than the
baseline method, and the safety is improved by 21.1% and 17.5% respectively
(displayed in Fig. 8(b) and 8(a)).
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Fig. 8. Comparisons of the trajectory safety in different maps.

Trajectory Quality: The UAV is a motion system with high-order properties
(velocity, acceleration, etc.). Therefore, the generated trajectory should satisfy
the kinodynamic constraints. We evaluate the trajectory quality by comparing
the flight time, flight distance, and the average flight speed. As is shown in
Table 3, the proposed method does not perform as well as the baseline method
in flight distance and the variance of velocity. This can be explained that the
drone in our method tends to take long detours for guaranteeing the safety
due to the conservative consideration. However, our method outperforms the
baseline method in aspects of flight time, and average flight speed, especially in
an environment containing obstacles whose diameter is more than 4m. For the
partially observable environment, the baseline method, which adopts a standard
pathfinding algorithm and optimistic assumption, may fall into the local optimal
trap when encountering a large obstacle. In contrast, the drone can maintain
high speed when flying along the trajectory generated by our method, even in
the environment containing large obstacles (displayed in Fig. 9).
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Table 3. Comparisons of the trajectory planning.

Obstacle density
and size

Method Filght time(s) Flight
distance(m)

Average
speed(m/s)

Var. velocity

High and Small Proposed 21.467 41.935 1.938 0.797

PGO 21.833 35.334 1.613 0.654

Medium Proposed 18.74 39.843 2.124 0.859

PGO 22.302 34.113 1.512 0.736

Low and Large Proposed 13.454 25.347 1.86 0.866

PGO – – – –

Fig. 9. Velocity curve of simulating flight in environment with large obstacles. The top
half is the velocity curve of our method, and the bottom half is the baseline method.

5.4 Comparisons of Planning Efficiency

An efficient trajectory planning method should reduce the computational cost
of replanning while ensuring the safety of the trajectory. We propose to use the
calculation time of the drone for replanning to evaluate the overall efficiency of
the motion planning system, and it can be computed by:

E(t) = E(n)E(tr) (12)

where t is the total computing time for replanning, n is the replanning frequency,
and tr is the replanning time.

Replanning time includes the time for waypoint searching, and the quality of
found waypoints can influence the replanning frequency. In our proposed method,
the front-end geometrically topological waypoint searching method considers the



A Safe Topological Waypoints Searching 223

safe distance and finds a safe enough waypoint rather than the shortest path,
which is close to the obstacle. This allows the drone to observes more and plan a
long safe trajectory. Thereby, the replanning frequency is decreased. For fairness,
we only compare the planning efficiency of two methods in scenarios where the
baseline method can work. As shown in Table 2, the expected planning time of
our method in different environment can be computed by Eq. 12 as 47.11 ms,
while 512.27 ms in the baseline method.

6 Conclusions

In this paper, we present a safe and efficient motion planning method based
on conservative estimation for autonomous navigation. The geometrically topo-
logical waypoints searching and adaptive trajectory re-planning are devised to
improving trajectory safety without sacrificing navigation efficiency. Extensive
benchmark comparisons in the simulation environment are conducted to vali-
date the performance of our method. The results show that the trajectory safety
of our method is improved by 27.8%, and the replanning frequency is signifi-
cantly reduced, while the average replanning time is not increased. Currently,
this method does not consider active environmental perception and is only suit-
able for quadrotors. In the future, we will introduce the active planning of yaw
angle. Besides, we will extend this method to adapt to other types of UAVs,
such as fixed-wing.
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Abstract. Service composition is an indispensable technology in the cloud
manufacturing process to ensure the smooth execution of tasks. To implement
effective and accurate service composition strategies, many researchers choose
to use Meta-heuristics algorithms with strong optimization capabilities. How-
ever, as users’ demand of personalized products increasing, dynamic service
composition is essential. Meta-heuristics algorithms lack dynamic adaptability,
so they are not suitable for solving complex and dynamic service composition
problems. Deep Reinforcement Learning (DRL) algorithm is difficult to reach a
stable state, when the hyper-parameters and rewards in the algorithm are not
properly designed. To solve these problems, we propose a Multi-strategy Deep
Reinforcement Learning (DRL) algorithm, named Multi-D3QN, which combi-
nes the basic DQN algorithm, the dueling architecture, the double estimator and
the prioritized replay mechanism. Meanwhile, we add some strategies such as
instant reward, the ɛ-greedy policy and a heuristic strategy to ensure better
performance of the algorithm in dynamic environment. Experiments show that
our proposed method not only adapt to the dynamic environment, but also
obtain a better solution.

Keywords: Cloud manufacturing � Dynamic service composition � Quality of
service � Deep reinforcement learning

1 Introduction

Today, the quality of life is constantly improving, and the demand of users for per-
sonalized products is also increasing [1]. However, due to resource constraints, the
manufacturing resources and capabilities of a single enterprise have been unable to
meet user’s needs. In order to solve this problem, enterprises need to collaborate
effectively by sharing manufacturing resources and capabilities [2]. A new service-
oriented intelligent manufacturing model known as Cloud manufacturing (CMfg) has
been proposed [3]. In the CMfg platform, the shared manufacturing resources and
capabilities by enterprises are encapsulated into services and provided to users through
the internet for selection. Service composition and optimization selection (SCOS) [4, 5]
is considered to be the critical technology to realize the sharing function of resources
and capabilities in the CMfg platform [6, 7]. Based on different composition structures,
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SCOS integrates various fine-grained services with different functions into coarse-
grained services with comprehensive functions to deal with complex manufacturing
tasks, and then meets the needs of users. Widespread attention has been received
dealing with the quickly and effectively optimal combination strategy problem.

So far, many researchers have proposed a lot of heuristic methods for the SCOS
problem [8, 9]. Although these methods have promoted the research work of SCOS,
they lack adaptability to dynamic environments. For instance, when the environments
change, the algorithms may need to be redesigned. Therefore, SCOS problems require
new and innovative methods. Some researchers considered that Reinforcement
Learning (RL) is adaptable to dynamic environments, and tried to use RL to solve the
SCOS environment change problems [10–12]. Wang et al. [10] used Deep Rein-
forcement Learning (DRL) to solve the SCOS problems, in which the state set is
divided into two state subsets, and behavior strategies are selected in different types of
states. These methods can re-adjust the system to reach a stable state through adapt-
ability when the environment changes suddenly. And there is still a key issue that needs
to be addressed: If the hyper-parameters and rewards in the algorithm are not properly
designed, it is difficult to return to a stable state. Therefore, some strategies need to be
adopted to avoid this problem.

To solve the problems above, a Multi-strategy DRL algorithm, named Multi-
D3QN, that combines the basic DQN algorithm, the dueling architecture, the double
estimator and the prioritized replay mechanism is proposed. Specifically, the dueling
architecture can improve the convergence speed of the algorithm. The double estimator
can overcome the estimation problem, and the Prioritized replay mechanism can
accelerate the learning speed of the algorithm. Moreover, three different strategies are
added to the model, which leads the algorithm to return to a stable state and get better
solutions in a dynamic environment. Based on Multi-D3QN, the dynamic SCOS
problem in cloud manufacturing is studied. Experimental results reveal that the Multi-
D3QN method can achieve better performance in cases with hyper-parameters and
rewards that are inappropriate.

In summary, our contributions in this paper are as follows:

• Aiming at the problem that the meta-heuristic methods have complex design flow in
the dynamic environment, we proposed Multi-D3QN, which combines DQN, the
dueling architecture, the double estimator and the prioritized replay mechanism, and
generates an algorithm with a better solution in the dynamic environment by
integrating their advantages.

• Aiming at the shortcoming that DRL is difficult to return to a stable state when the
service is unavailable, due to the values of the parameters are not appropriate. We
developed a strategy, which according to heuristic rules, to shield unavailable
services.

• To get the best performance of our algorithm, we compared different strategies in
experiments to determine the final algorithm.
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The remainder of this paper is organized as follows: Sect. 2 introduced the related
work. The problem description and MDP-based CMfg service composition are pre-
sented in Sect. 3. The detailed description of framework is given in Sect. 4. In Sect. 5,
the comparative experiment and analysis are performed to verify the proposed
approach. Finally, the conclusion is provided in Sect. 6.

2 Related Work

As a key issue for sharing and collaborating of manufacturing resources and capabil-
ities among enterprises on the CMfg platform, SCOS is gaining ever-increasing signifi-
cance. In previous work, there have been many studies on SCOS.

2.1 Meta-heuristics-based Service Composition

Cloud manufacturing SCOS problem is an NP-hard problem, and it is difficult to find
the optimal solution in a limited time. Many researchers attention to the strong opti-
mization ability of the Meta-heuristics algorithms, which can find the optimal or nearly
optimal solution [7]. Yang et al. [5] proposed an improved gray wolf optimizer
algorithm (IGWO) by improving the control factor and location update method in the
gray wolf optimizer algorithm, which improved the search ability of the algorithm and
ensured the accuracy of the scheme. On this basis, they also proposed an enhanced gray
wolf optimization algorithm (EMOGWO) [4] for multi-objective SCOS problems,
which made three improvements to the basic multi-objective GWO and overcame the
shortcoming of local optimum and less diversity in multi-objective CMfg SCOS
problems. In Zhou et al. [13], according to the high flexibility and complexity char-
acteristics of CMfg, a hybrid artificial colony method (HABC) is designed to solve the
large-scale service composition solution space problem by introducing archimedean
copula estimation of distribution algorithm (ACEDA) probability model and the chaos
operators of global best-guided artificial bee colony, which has the advantages of high
performance and high stability. Fazeli et al. [14] combined genetic algorithm (GA),
particle swarm optimization (POS) and social spider algorithm (SSO), an ensemble
optimization approach (EOA) is proposed. In this approach, the algorithm combination
process is regarded as a black box and used a new operator to summarize the results.
The algorithm has the characteristics of flexible expansion and easy composition, which
improved the QoS value of the service composition.

2.2 RL/DRL-Based Service Composition

Lei et al. [15] proposed a reinforcement learning of Time-based Learning method, named
TL, which can effectively control exploration and exploitation, so the service composi-
tion success rate is improved. Li et al. [12] based on Q-Learning algorithm, a multi-task
oriented algorithm named multi-Q learning is proposed to realize subtask-assistance
strategy for large-scale and adaptive service composition. It has faster learning speed and
convergence compared with other methods. In Wang et al. [16] the model combines on-
policy reinforcement learning and game theory, a newmodel for large-scale and adaptive
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service composition based on multi-agent reinforcement learning is proposed, which can
make the algorithm highly adapt to the dynamic environment, and multi-agent cooper-
ation can quickly find the optimal solution. In Wang et al. [17] the service composition
process is modeled as a Markov Decision Process (MDP) and trained with the LSTM-
based deep Q-network method to find the optimal service composition. Liang et al. [11]
established a cloud manufacturing service composition model based on deep reinforce-
ment learning, the service composition process is modeled as aMarkov Decision Process
(MDP), and the reward function with the consideration of logistics is designed.

So far, the existing studies have not achieved satisfactory results whether using
meta-heuristics algorithms or using reinforcement learning methods to solve SCOS
problems. Especially when the hyper-parameters and rewards design in reinforcement
learning are inappropriate, it is difficult to reach a stable state again when the envi-
ronment changes. We are trying to find some strategies to change this situation.
Therefore, a Multi-strategy DRL algorithm is developed in this paper.

3 Service Composition Problem Description and MDP-Based
CMfg Service Composition

3.1 Problem Description

The process of SCOS can be divided into the following steps [5]: (1) Task decom-
position, (2) Service discovery and matching, (3) Service composition and optimization
selection. The detailed description of the SCOS process can be seen in the existing
study [18]. This paper focuses mainly on the third step. In the process of performing
tasks, due to the influence of many factors such as the change of tasks or users’
requirements and unavailability services, the service composition process is highly
dynamic. It is necessary to study these factors. The impacts of service unavailability are
studied in this paper. In cloud manufacturing, there are many reasons for service
unavailability, such as machine failures, enterprise departure, and service shutdown,
etc. Hence, when there are unavailable services in the service chains, the SCOS
algorithms need to quickly and effectively find the optimal service again from the
service sets to replace the unavailable service, which can ensure the smooth completion
of the task. As shown in Fig. 1.

Fig. 1. Dynamic service composition flowchart
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3.2 MDP-Based CMfg Service Composition

In the cloud manufacturing environment, a task T is usually decomposed into several
subtasks t, T = {t1, t2, …, ti, …, tn}, where N is the number of subtasks of T, ti is the i-
th subtask of T. The service composition process for T can be modeled as a MDP.

State. In MDP an optimal(or near-optimal) service is selected for each subtask ti, i = 1,
2,…, N. There are two states for ti and as the service composition progresses, the states
of the subtasks and the services will change. The detailed description of the states is
comprehensively explained in the existing study [11].

Action. There is an action set for each ti. An action corresponds the selection of a
service from a service set for ti, and the result of an action is that a service is selected. In
the whole system, the number of action sets is equal to the number of service sets, and
the size of the action set for each subtask is equal to the size of the service set
corresponding to the subtask.

Reward Function. The reward function plays an important role in SCOS by guiding
the DRL agent to find the optimal service composition solution. When a service is
selected from the service set in the current state, we get a reward r from the envi-
ronment after performing the action. Because the measurement standards and units of
each QoS attribute are different. Before calculating the reward, it is necessary to
normalize the QoS value of each indicator. The reward is calculated based on the
normalized QoS values:

Qþ
i ¼

qi�qimin
qimax�qimin

;qimin 6¼ qimax
1; qimin¼qimax

(
ð1Þ

Q�
i ¼

qimax�qi
qimax�qimin

;qimin 6¼ qimax
1; qimin¼qimax

(
ð2Þ

In Eqs. (1) and (2) qimin and qimax indicate the minimum and maximum aggregated
values of the i-th QoS attribute for all possible composition paths, qi is the aggregated
values of the i-th QoS attribute. The aggregation functions of QoS attributes are shown
in [19]. For positive indices (Qþ

i ), the bigger value of QoS is, the better quality is, like
reliability, security and availability, and the others are just opposite (Q�

i ), such as time
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and cost. In this paper, a bigger value means the performance is better for all indices
through normalization. The QoS value of the normalized attribute can be integrated
into an overall QoS value through a simple weighting method [20].

4 Proposed Algorithm Framework

In this paper, we propose a Multi-strategy DRL algorithm (Multi-D3QN), which
combines the basic DQN algorithm, the dueling architecture, the double estimator and
the prioritized replay mechanism. Specifically, the dueling architecture can shield some
actions that have little influence on the optimal value function, so that the algorithm can
quickly obtain the optimal value function and improve the convergence speed of the
algorithm. However, the actions found by the dueling architecture may have overes-
timation, which can be avoided by the double estimator. The prioritized replay
mechanism is used to find the sample data effectively that needs to be learned, which
can promote faster learning of the algorithm. In addition, a heuristic strategy is added in
the algorithm to shield unavailable services to adapt to the dynamic environment. The
overall framework of our method is shown in Fig. 2, and the specific operations are
indicated in Algorithm 1. Then, we will introduce more details of the framework.

Fig. 2. Framework of the Multi-D3QN
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4.1 DQN Algorithm

DQN, in addition to Q-Learning, is the basic algorithm in Reinforcement Learning
(RL). It uses deep neural network to approximate a value function instead of Q-table in
Q-Learning, which overcomes the shortcoming that Q-Learning can’t deal with a large
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amount of data. In DQN, two deep neural networks are constructed: Q-network and Q-
target. It uses Q-network to estimate the current value function, and Q-target to gen-
erate the target Q-value. During learning, DQN uses random sampling to extract
samples from the Replay Buffer, then update the parameters in Q-network according to
the loss function, and finally get the maximum future rewards [11]. The methods used
in Sects. 4.2, 4.3, 4.4 and 4.5 are all improvements to improve the DQN framework.

4.2 The Dueling Architecture

The dueling architecture is an improvement of the deep learning network structure in
DQN, so that the algorithm can learn something faster. The core idea is that the last
layer of the network is generated with two quantities: the value of the state V(s) and the
advantage of actions in this state A(s, a), i.e.

Q s; að Þ ¼ V sð ÞþA s; að Þ ð3Þ

This means that A s; að Þ is a gain that implies how much Q-value exceeds the expected
value when action a is selected [21]. Advantage A s; að Þ could be positive or negative.
The division of the value and the advantage in the network architecture improves the
stability and convergence speed of the algorithm.

4.3 The Double Estimator

The traditional RL such as DQN and Q-leaning use the single estimator to update
parameters, which will lead to overestimation. This means that the algorithm will suffer
a lot of negative effects. In order to solve this problem, Hasselt et al. [22] proposed a
double estimation method. Its core idea can be briefly summarized as: In the learning
phase, two different network parameters are used to estimate the value function, in
form:

yj ¼ rj þ cQðstþ 1; argmaxaQ stþ 1; a; hð Þ; h�Þ ð4Þ

Where rj is the j-th reward take from replay buffer D; stþ 1 is the next state at iteration
tþ 1. h� and h represent the parameters of the Q-network and the Q-target, respec-
tively. c is discount rate.

The calculation formula of the loss function is as follows:

LðhÞ ¼ 1
b

Xb

j¼1
wj yj � Q st; at; hð Þ� �2 ð5Þ

where Q st; at; hð Þ is the output of the Q-network, st; at represent the state and action at
iteration t, respectively. b is sample mini-batch from replay buffer D, wj is the sample
weight.
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4.4 The Prioritized Replay Mechanism

DQN uses a random sampling strategy to learn, that is, samples are randomly selected
from the experience replay buffer, which ignores the importance of conversion. Some
scholars have proposed priority methods to make experience playback more efficient
[23]. The core idea is that RL agent can learn more efficiently from experiences.
Specifically, more samples of experience with high expectations are measured by TD
error.

dj ¼ yj � Q st; at; hð Þ ð6Þ

Where yj is the Q-value in the double estimator at iteration tþ 1.

4.5 The Strategy for Adaptability

In this subsection, a heuristic strategy is developed for the dynamic SCOS problems. It
is well-known that when an agent interacts with the environment, given a state, an
agent possibly gets an action set, which has different values. In this paper, the value of
an action is the QoS value of service from the service set.

According to the existing research [10, 11], when services are unavailability, the
QoS value of the whole service chain will become smaller, so we give the following
definition:

Unavailability service: In a state, when the QoS values of some actions become
anomaly (according to many experiments we performed, in this paper, we have
observed that the abnormal value of an action has a negative QoS value), it can be
judged that the service corresponding to the action is an unavailability service.

If a service chain contains unavailability services, then the service chain will be
greatly affected. Not only the overall QoS value is reduced, but also the execution of
the task will be affected. However, for the most part, the DRL method to return to a
stable state within a limited time is very hard, due to the fact that the appropriate values
of hyper-parameters and rewards have not been found. Therefore, in order to ensure the
smooth progress of the task, these unavailability services need to be shielded by
heuristic strategies.

The heuristic strategy will be elaborated in this section. As the program starts, the
average QoS value m1 will be calculated. If the action values are less than zero, the
services will be judged unavailable. At the same time, the average QoS value m2 will
also be calculated. When it comes to the condition that m2 is less than m1, which means
the model is not adaptive to a stable state, the heuristic strategy will start. The pseudo
code is as Algorithm 2.
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5 Experiments

We conduct the experiments to assess the proposed Multi-strategy Deep Reinforcement
Learning algorithm (Multi-D3QN) on three aspects: effectiveness, adaptability and
robustness. Experiment results obtained with Multi-D3QN are compared with those
results with other three competitive methods DQN, dueling-DQN and double-DQN.

5.1 Experiment Setting

• Dataset. In the experiment, we mainly consider five QoS attributes, including
reliability, security, availability, time and cost. Since there is no publicly available
dataset for cloud manufacturing services, without loss of generality, all QoS attri-
butes values are randomly generated between [0.7, 0.95] [13, 14]. Due to the QoS
value of the data from the dataset calculated by Eqs. (1) and (2) are too small, the
comparison of results between the algorithms is not obvious. Therefore, the weights
of QoS attributes are equal to 1 instead of decimals which usually used. Besides,
each task is decomposed into 30 subtasks, each subtask corresponds to 30 candidate
services.

• Network Structure. The neural network for Multi-D3QN model has an input layer,
a LSTM layer and two fully connected hidden layer with LSTM layer having 64
neurons and the other layers having 30 neurons. The hyper-parameters used for
Multi-D3QN training are shown in Table 1.
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5.2 Result Analysis

(1) Learning Rate
Learning rate plays a very important role in algorithm performance. If the learning rate
is too high, the model will not converge. However, if the learning rate is too low, the
model will converge too slowly or fail to learn. So it is very important to choose a
suitable learning rate. The experimental results are shown in Fig. 3. It can be observed
that D3QN with a = 0.01 performs best than that for a = 0.001 and a = 0.1, because
the result of a = 0.01 obtains a higher QoS value and a quicker convergence speed.
Specifically, the D3QN algorithm with a = 0.01 converged at about 46000th, but at
about 50000th and 65000th, respectively, for a = 0.001 and a = 0.1; with a = 0.01, the
D3QN algorithm can achieve a higher QoS values than that for a = 0.1 and a = 0.001.
It can also be seen that D3QN with a = 0.01 and a = 0.001 have almost the same the
range of fluctuations, while a = 0.01 has a higher Qos value. This is because the

Table 1. Hyper-parameters for the training of Multi-D3QN

Parameters Value Description

N 10000 The capacity of experience replay buffer
c 500 Target network update step
b 32 Mini-batch size
a 0.01 Initial learning rate used by Adam
lp 1000 Decay step used by exponential decay
lr 0.96 Decay rate used by exponential decay
c 0.9 Discount factor
emin 0.01 Probability of initial exploration
eend 0.9 Probability of final exploration
b 0.4 Sampling weights

The ɛ-greedy policy is used with ɛ annealed linearly from 0.9 to
0.01

Fig. 3. Different learning rate for D3QN
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learning rate is too small, which leads to the slower learning of the algorithm. However,
the D3QN with a = 0.1 the range of fluctuations is larger than the other two learning
rates, which is because the large learning rate leads to the difficulty of model con-
vergence. Therefore, a = 0.1 is selected for the following experiments.

(2) Effectiveness and Efficiency
In order to verify the effectiveness of our proposed method. The D3QN is compared
with DQN, dueling DQN and Double DQN. Experimental results are obtained with
four different algorithms, as shown in Fig. 4. According to the results, there is little
difference between the results of the algorithms in the initial stage, but with the number
of iterations increasing, D3QN obtains a larger QoS value than DQN, dueling DQN
and double DQN. For the convergence of the algorithms, DQN converges at the
55000th, and double DQN converges at around the 48000th. Dueling DQN and D3QN
converge at around the 45000th and 46000th, respectively, which indicates that D3QN
has the advantage of faster convergence speed of dueling DQN. Compared with other
algorithms, D3QN not only has the advantage of faster convergence, but also can get
better solutions. The reason is that the dueling architecture enables to boost the con-
vergence of the algorithm faster, the double estimator can overcome the shortcomings
of overestimation and the prioritized replay mechanism can improve the learning speed
of the sample to promote faster learning of the algorithm.

(3) Influence of Strategies
To verify that our proposed algorithm is suitable for dynamic environments, we sim-
ulate a dynamic environment by randomly disabling the percentage of services. And to
get the best performance of the algorithm, we study the influence of different strategies
on the algorithm, i.e. D3QN (without reward, the ɛ-greedy policy and heuristic strat-
egy), NS-D3QN (D3QN without the ɛ-greedy policy), Multi-D3QN (D3QN with
reward, the ɛ-greedy policy and heuristic strategy). In particular, D3QN with reward
means that the reward is equal to the QoS value of the selected service, after an action
is executed. While D3QN without reward, it means that the reward is equal to zero.

Fig. 4. Training curves for D3QN, DQN, dueling DQN and double DQN
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These strategies start to change when the service is disabled. The detailed process is as
follows: When the algorithm reaches a stable state, randomly disable 10% of the
services at a certain episode, the episode is applied to the algorithm at 60000th episode,
in this paper.

Figure 5 shows the experimental result. According to the results, the Multi-D3QN has
the best results in this experiment. Similarly, NS-D3QN and D3QN provide the second
and the worst results, respectively. Careful observation reveals that when the services
are unavailable, the QoS values of the optimal solution are reduced. However, at
80000th, the Multi-D3QN and NS-D3QN return to a stable state, while this does not
happen to the D3QN. This proves that unavailable services are shielded by the heuristic
strategies in the Multi-D3QN and NS-D3QN, so that there are no unavailable services
in the service compositions, thereby improving the QoS values. It can be observed that
Multi-D3QN obtains a higher QoS value than NS-D3QN after 60000th, because the
algorithm has a chance to jump out of the local optimal through the policy. In terms of
reward, the algorithms with reward can find a higher solution than the algorithm
without reward, the reason is that DRL can effectively adjust the parameters according
to the real reward value. Through experiments, it can be concluded that Multi-D3QN
with multiple strategies is better in terms of performance.

(4) Adaptability and Robustness
To verify the adaptability and robustness of the proposed algorithm, the Multi-D3QN is
compared with other algorithms. In this experiment, the experiment setting is the same
as 3. Figure 6 shows the experimental result of the Multi-D3QN, double DQN, DQN
and dueling DQN, respectively. It can be observed that the DQN has the best QoS
values when the environment is static (before 60000th episode). Multi-D3QN, double
DQN, and dueling DQN get the second, third, and the worst QoS values, respectively.
However, when the services are unavailable (between 60000th episode and 80000th

episode). The Multi-D3QN has higher QoS values than other algorithms, this is
because the reward strategy and the ɛ-greedy policy in the Multi-D3QN enable the

Fig. 5. The influence of different strategies
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algorithm to find a better solution. The dueling DQN gets the worst QoS values during
the whole process, which indicates that the dueling DQN has an overestimation
problem. While, the double DQN obtains the second QoS values, due to the double
estimator can overcome the overestimation problem. The QoS values of DQN reduces
the most, which shows that the DQN is very unstable when the environment change.
After a period of time, the Multi-D3QN returns to a stable state, while the other three
algorithms do not have this change. The reason is that Multi-D3QN triggers the
heuristic strategy, which shielding the unavailable services in the service chains.
Furthermore, it can be observed from Fig. 6 that the range of fluctuations for Multi-
D3QN is also smaller than that for double DQN, DQN and dueling DQN, which proves
that our method is robust.

6 Conclusions

In this paper, we proposed the Multi-D3QN method by combining the basic DQN
algorithm, the dueling architecture, the double estimator and the prioritized replay
mechanism. Most importantly, some strategies, i.e. a heuristic strategy, instant reward
and the ɛ-greedy policy, are added to our method to improve the performance of the
algorithm. Specifically, the heuristic strategy can shield some unavailable services, and
overcome the shortcomings of the algorithm that cannot be restored to a stable state due
to the improper design of hyper-parameters and rewards. Instant reward allows DRL to
effectively adjust parameters according to the real reward value, and the ɛ-greedy
policy allows the algorithm to have a chance to jump out of the local optimum. The
experiment shows that our proposed method not only has the advantage of strong
adaptability in the dynamic environment, but also can find a better solution than other
deep reinforcement learning such as DQN, dueling DQN and double DQN.

Fig. 6. Adaptability for Multi-D3QN, double DQN, DQN and dueling DQN
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Abstract. The objective of cross-city transfer learning methods focuses on how
to effectively transfer knowledge from data-rich cities to help data-scarce cities,
and solve the problem that city development levels are quite unbalanced.
However, transfer-learning and meta-learning-based spatial-temporal approa-
ches can quickly learn and adapt to (novel-) source cities, but the prior expe-
rience in base-source cities will be largely forgotten, i.e., the models may lead to
catastrophic forgetting problem on base attributes. In this paper, we proposed an
incremental few-shot learning based spatial-temporal model (IFS-STP), which
utilized an incremental few-shot learner strives to build a generalized model that
can not only transfer learned knowledge from source cities to improve the
performance of spatial-temporal prediction in a target city with limited data but
also prevent the catastrophic forgetting problem of source cities. We evaluate
IFS-STP on traffic prediction tasks and the experience results show that our
approach significantly outperforms competitive baseline models.

Keywords: Spatial-temporal prediction � Incremental few-shot learning �
Meta-learning � Traffic prediction

1 Introduction

Recently, the construction of smart cities has been promoted with the application of
deep learning [1, 2]. In smart urban computing, the spatial-temporal prediction problem
is a fundamental problem, e.g., traffic flow, water quality, and air quality, which is the
key technique in building a smart city. Traffic prediction system has drawn increasing
attention due to its impacts in real-world applications such as deploy transportation
resources and control traffic signal intelligently.

Previous works achieve impressive breakthroughs in the spatial-temporal prediction
problem. To get around spatial-temporal prediction, basic time series models [3, 4],
regression models with spatial-temporal regularizations [5], and external context fea-
tures [6] are used for spatial-temporal prediction. Moreover, deep neural network
models significantly improve the performance of spatial-temporal prediction [6–8] by
characterizing nonlinear spatial-temporal correlations more exactly.
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However, the superior performance of these methods is conditioned on large-scale
training data which are probably inaccessible in real-world applications. Data collection
with unbalanced spatial distributions is the most common way to spatial-temporal
prediction problems. As an example, some regions may have abundant traffic data
whereas some regions may exist only a few days of traffic data for prediction.

The similarity of distributions between different cities verifies the spatial func-
tionality is globally shared [9]. Transfer learning [10] has been studied as an effective
solution to address the data insufficiency problem, by leveraging knowledge from those
cities with abundant data. While previous works achieve impressive breakthroughs in
the spatial-temporal prediction problem, there are at least three challenges in the
existing approaches: (i) The earlier methods transferring the knowledge from only a
single source city, would cause unstable results and the risk of negative transfer.
(ii) Existing approaches are difficult to learn effectively with limited data due to missing
values or the effects of special events (e.g., holidays). (iii) [9] using meta-learning
methods with a rapid adaptation according to new information, e.g. MAML [11], but
old knowledge is forgotten equally quickly. This greatly reduces the generalization
ability of the model. To tackle the aforementioned practice problems, we proposed an
incremental few-shot learning algorithm that enables the backbone network to transfer
knowledge from multiple cities. Build on the insights of incremental learning, our
motivation is to pursue novel knowledge from new-source cities and merge it with prior
knowledge learned from previous experience (base-source cities) to prevent catas-
trophic forgetting [12]. Different from previous studies [9, 13], we aim to utilize
incremental few-shot learner strives to build a generalized model that can not only
transfer learned knowledge from source cities to improve the performance of spatial-
temporal prediction in a target city with limited data, but also prevent the catastrophic
forgetting problem of source cities. We summarize our contributions as follows.

• To the best of our knowledge, we are the first to utilize incremental few-shot
learning algorithm to solve the traffic flow prediction problem.

• We propose a novel IFS-STP framework to solve the problem by combining a
spatial-temporal network with the meta-learning paradigm. Moreover, we optimize
a memory regularizer, describing and storing long-term spatial-temporal patterns,
that reduces catastrophic forgetting from the incremental few-shot learning.

• We empirically demonstrate that IFS-STP compares favorably to state-of-art con-
ventional methods.

The remainder of this paper is organized as follows: Sect. 2 reviews the related
work. Section 3 defines some notations and formulate the problem. Section 4 intro-
duces the details of our proposed framework of IFS-STP. Then we apply our model on
five real-world datasets and conduct extensive experiments in Sect. 5. Finally, we
conclude our paper in Sect. 6.
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2 Related Work

In this section, we present recent researches related to our work, which mainly contains
some representative works for spatial-temporal prediction and knowledge transferring.
All these observations indeed motivate the work of this paper.

2.1 Spatial-Temporal Prediction

The earliest studies on spatial-temporal prediction problems almost only utilizes the
basic time series data (e.g., ARIMA). Recent work further utilize some context data to
make model more effective [14–16]. Wang et al. [14] propose to capture city dynamics
via venue information of POI data. Wu et al. [15] study shows that external datasets
(e.g., geotagged tweets, holiday and weather conditions) can be helpful. Tong et al.
[16] adopt a simple linear model with very high-dimensional features in predicting the
Unit Original Taxi Demand.

Recently, various deep learning methods have attracted much attention from many
researchers and have been applied to deal with the problem of spatial-temporal pre-
diction. Yi et al. [6] proposed a DNN-based distributed fusion network to fuse
heterogeneous urban data. Yu et al. [17] build a deep neural network based on LSTM
units to forecast urban traffic. Yao et al. [18] propose a novel Spatial-Temporal Dynamic
Network to model both spatial and temporal information with CNN and RNN.

2.2 Transfer Learning

Different from the traditional spatial-temporal prediction tasks which all rely on large-
scale training data, we aim to utilize meta-learning paradigm to transfer learned
knowledge from source cities to a target city with limited data samples to improve the
performance of spatial-temporal prediction of the target city.

Recently, few-shot learning methods have caught the attention of researchers.
These methods aim to transfer shared knowledge from multiple training tasks to a new
task for quick adaptation. [19] proposed a novel few-shot learning method to especially
adopt a deep neural network—meta-transfer learning. Jiang et al. [20] proposed to
extract multi-scale features and learns the relations between samples to achieve clas-
sification. In addition, this study also proposed a new loss function to optimize the
model. But a key challenge for meta-learning methods is catastrophic forgetting [12],
i.e., the model forgets the learned knowledge. Incremental Few-Shot (IFS) learning is
also known as few-shot learning. Different from previous meta-learning methods, IFS
will add basic tasks to the query set during the evaluation stage, and the classifier will
be augmented to include all tasks. Ren et al. [21] propose to add a learned regularizer to
help identify new classes while remembering old classes without having to review the
original training data.

However, only a few attempts have been made on transferring knowledge of space.
Wei et al. [22] propose to construct a regularization that can transfer the knowledge
between cities. For predicting traffic flow, Yao et al. [9] propose a framework to solve
spatial-temporal prediction by constructing a memory regularizer, which can learn a
global memory from all source cities. But this method is still based on MAML.
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3 Preliminaries

In this section, we first briefly and formally define the spatial-temporal prediction
problem. We following previous works [9, 13], and propose cross-city transfer learning
methods for spatial-temporal prediction, which solve the problem of the city develop-
ment levels are quite unbalanced. The objective of cross-city transfer learning methods
is to predict a certain type of service data (e.g., crowd flow) in a data-scarce city (target
cities) by transferring knowledge learned from a data-rich city (source cities).

Definition 1. Region. For consistency to prior works [7–9, 23], we partition a city c
into the Wc � Hc size (e.g., 1 km � 1 km) grid map with M regions in total
M ¼ Wc � Hcð Þ. We take each grid as a region r and rij denotes a city region with
coordinates of ði; jÞ. The whole set of regions in the city c is denoted as Gc.

Definition 2. Time Series. In a city c, we split the time period (e.g., 1 year) into equal-
length continuous time intervals. To be more specific, we denote the current/last time-
stamp as dc and the set of data time-stamps of c can be defined as:

Dc ¼ dc � Dcj j þ 1; dc½ � ð1Þ

Where Dcj j is the number of time-stamps and Dc is consist of Dcj j equal-length time
intervals (e.g., 1 h). At a specific time-stamp dc, we define the spatial-temporal series in
city c as follows:

Yc ¼ fyrc;dc jrc 2 Gc; dc 2 Dcg ð2Þ

Where yrc;dc is the spatial-temporal information. It’s a most common way to model a
variety of urban data in reality, e.g., traffic demand and air quality.

Definition 3. Spatial-Temporal Data. Given a set of source cities CS ¼
c1; c2; . . .; cof g with rich data and a target city with limited data, i.e., jDCS j � jDCK j.

In this aforementioned case, we formalize the problem.

Definition 4. Problem Definition. Our goal is to learn a spatial-temporal network
F hð�Þ with parameters h to predict the spatial-temporal data in target city at the next
time-stamp . Thereby, the problem can be calculated as predicting the spatial-
temporal information that maximizes the conditional probability:

ð3Þ

Then, we can formulate the error function of base-learner for each city c as:

ð4Þ
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According to the real application requirement, the error metric can be mean absolute
error, root mean squared error (RMSE), etc.

Definition 5. Application. In this paper, we use traffic prediction tasks to illustrate the
aforementioned problem concretely. Similar as the previous traffic volume prediction
studies in [8, 9, 23], each individual trip as the important part of the whole city traffic is
always departs from a region, and then arrives at the destination region after a period of
time. The start/end traffic volume in a region as the number of trips departing/arriving
from/in the region at a fixed time interval. Therefore, our work is aim to predict the start
and end volume of taxi at time interval dck þ 1.

4 Methodology

4.1 The Spatial-Temporal Network Architecture (ST-Net)

Recent researches [7, 9, 13, 23, 24] utilize convolution neural networks (CNN) and
long short-term memory (LSTM) as the basic components of the neural network to
learn spatial-temporal patterns and have achieved superior results. Thus, we follow
previous works [7, 9] that use CNN to capture the spatial interactions between regions
and an LSTM to learn sequential dependency, as shown in Fig. 1.

Convolution: Intuitively, the traffic volume in nearby regions may affect each other,
and the CNN can be effectively handled this situation. Specifically, in city c at each
time interval dc, we treat the spatial-temporal value of region rc and its surrounding
neighbors as a S� S image with v channels Frc;dc 2 R

S�S�v. In our work, we set v = 2,
i.e., we jointly predict taxi volume, one channel contains the start volume information,
another one contains end volume information. The CNN takes Frc;dc as input F

0
rc;dc , and

feeds it into L convolutional layers. The formulation of each convolutional layer l is
defined as follows:

Fig. 1. The architecture of the backbone network.
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Fl
rc;dc ¼ r Wl

r�Fl�1
rc;dc þ blr

� �
; ð5Þ

r ¼ RELU �ð Þ is an activation function and � denotes the convolutional operation.
Wl

r and blr are two learnable parameters in the l-th convolution layer. After stacking L
convolutional layers, a fully connected layer following a flatten layer is used to infer
the spatial representation Arc;dc for region rc.

Temporal: In the sequel, we use LSTM to capture the temporal sequential dependency
and model sequential relations in the time series. The memory cell cd at time interval d in
LSTM is an accumulator of the state information. To be more specific, in each time
interval dc, we take Arc;dc as LSTM input, Ultimately, hrc;dc from LSTM represents the
spatial and temporal representations of region rc. At last ~yrc;dc þ 1 can be accessed by:

~yrc;dc þ 1 ¼ tanh Wahrc;dc þ ba
� �

ð6Þ

Where Wa and ba are learnable parameters. The output of our backbone framework
is scaled to (−1, 1) via a tanh(�) function since we normalize the value of start and end
volume. We later demoralize the prediction to get the actual demand values. Moreover,
the loss function for each city c we used is defined as:

Lc ¼
X

rc

X
kc

F h frc;dc
� �� �

� yrc;dc þ 1Þ2 ð7Þ

where h is the learnable parameters in the spatial-temporal network.

Fig. 2. The architecture and parameter update process (i.e., knowledge transfer process) of our
proposed model
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4.2 Incremental Few-Shot Learning

In this subsection, we proposed an incremental few-shot learning algorithm that enables
ST-Net to transfer knowledge from multiple cities. Albeit used meta-learning methods
with a rapid adaptation according to new information, such as MAML [11], Yao used a
meta-learning approach for spatial-temporal prediction [9], but old knowledge is for-
gotten equally quickly. The main issue of incremental learning [21, 25, 26] is to
overcome catastrophic forgetting [12], after learning the new tasks, the information of
the old task is missed, resulting in the poor performance of the model. Build on the
insights of incremental learning, our motivation is to pursue novel knowledge from
new-source cities and merge it with prior knowledge learned from previous experience
(base-source cities) to prevent catastrophic forgetting of the base-source cities. Thus,
we detail our meta-learning approach to incremental few-shot learning in three parts:
(i) Base-training phase, pre-training a backbone network (ST-Net) on a set of basic
cities; (ii) Incremental Few-Shot task, built upon the pre-trained model, meta-training is
done with episodes(tasks) form of training with our meta-learnd memory loader;
(iii) Meta-training phase, leverage memory regularizer to extract the mixture of the base
and novel knowledge. For better illustration, the incremental few-shot attribute learning
process of the proposed model is shown in Fig. 2. Details of these stages follow.

Base-Training Phase: CS denotes the set of source cities CS ¼ c1; c2; . . .; cof g. It is
split into base-source cities CaS and new-source cities CbS for base-training and meta
training, i.e., CS ¼ CaS [ CbS . We learn the backbone network (ST-Net) F h(�) on CaS . The
purpose of this stage is to learn both a good base learner and a good representation. The
parameters of the backbone network hbase are learned in this stage and will be fixed
after base-training.

Incremental Few-Shot Task: We define the task training strategy widely used by
existing meta-learning based few-shot learning models [9, 11, 27]. Meta-learning
leverage the shared structure across different tasks from the task distribution pðT Þ,
learning prior knowledge for new tasks. Each task T i splits the sampled data-points
into support set S used for training the model with a memory loader and the query sets
Q for measuring whether or not training was effective.

Concretely, under the few-shot setting, we give a sample set from a set of new-
source cities CbS . For each CbS

�� ��-way g-shot task, there are CbS
�� �� novel source cities

disjoint from the base-source cities. Each new-source city has g and v datapoints to
form the support set Sb and novel-query set Qb respectively. Therefore, we have
subtask ðSb;QbÞ, in which we learn on Sb whose learnable parameters hmeta are called
the fast weights as they are only used during this task. The query set Q consists of
samples not only from the novel but also base source cities, i.e., a ð CaS

�� ��þ CbS
�� ��Þ-way.

Formally, we sampled v datapoints from CaS to form the base-query set Qa and added to
Qb to form the query setQ ¼ Qa [Qb. For each task, learnable parameters are updated
by computing loss during training on Qi. As indicated aforementioned, we use the
following steps to iteratively sample tasks T ¼ Sb [Q and use them to train the model:
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• For each new-source city c2 CbS , randomly sample g datapoints to form a support
set Sb

i ;
• t data-points ( 62 Sb

i ) were extracted from base-source cities CaS and new-source
cities CbS respectively to form Qa

i and Qb
i , where Qi ¼ Qa

i [Qb
i .

• Repeat step (1) and (2) for Tj j ¼ I times.

Meta-training Phase: In the meta-training phase, we learn the meta-parameters in
order to minimize the joint prediction loss on Qi ¼ Qa

i [Qb
i . Here, we design a

memory regularizer M �;/ð Þ such that the fast weights are learned via minimizing the
loss L hmeta;Sð ÞþMðhmeta;/Þ where L hmeta;Sð Þ is root mean square error for traffic
volume prediction. For the meta-learning stage, the meta-parameters of meta-learner /
are optimized by iterative updating on Sðhmeta ! h�metaÞ, which are exactly the
knowledge that encrypts spatial-temporal correlations. In our model, meta-parameters
are encapsulated via the attention-attractor network, which produces regularizers for the
fast weights in the few-shot learning objective.

4.3 Memory Regularizer Combine Base and Novel Knowledge

The similarity of distributions between different cities verifies the spatial functionality
is globally shared [9]. However, a target city still suffers from certain constraints.

To this end, we proposed a spatial-temporal memory regularizer to load the mixture
weight vectors hbase and hmeta.We start with an attention mechanism to encode base
information (knowledge) hbase. Here we taken the learned vector ðUw ¼ hbase;xÞ of each
base class stored in the memory matrix . The attention mech-
anism assigns the attention weight Vx0

;x to base weight vectors as follows ðx 2 CaSÞ:

ax ¼ sA 1
g

X
j2Si

hj; hbase;x

� �
;

Vx0;x ¼ exp axð ÞP
x02CbS

exp ax0ð Þ ;

Ux0 ¼
X

x2CaS
Vx0;xhbase;x þU0;

ð8Þ

where A is the cosine similarity function, hj represents the spatial-temporal rep-
resentations of inputs in the support set S and s is a learnable temperature scalar. Thus,
the attention vector is used to compute the memory matrix, which stored a learned
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attractor vector of each base-source city, where U0 is an embedding vector and serves
as a bias for the attractor. Thus we can derive the memory regularizer. The key feature
of memory regularizer is the regularization term Mðhmeta;/Þ:

M ¼
X

x02 CbSj j hmeta;x0 � ux0
� �T

diag exp cð Þð Þ hmeta;x0 � ux0
� �

ð9Þ

where ux0 is the so-called attractor and hmeta;x0 is the x
0
-th column of hmeta. This

sum of squared Mahalanobis distances from the attractors adds a bias to the learning
signal arriving solely from novel-source cities. To conclude, the meta-parameters /
include U0, c, and s, which have the same dimension as base parameters hbase. In meta-
training phase, we can formulate the task objective as:

L Si; hmeta;/ð Þ ¼ � 1

CbS
�� ��g

X
j2Si

ySi;jlog~y
S
i;j þM hmeta;/ð Þ ð10Þ

Once the support set is processed, h�meta is the optimal parameters that minimize the
regularized objective in Eq. 10. During testing on the joint prediction of both base and
novel source cities in query set Q, ~ySv ¼ F Fv; h

�
meta

� �
.

During meta-learning, for each task, / are updated to minimize an expected loss of
the query set Q which contains both base and novel classes:

L Qi;/;Sið Þ ¼ argmin� logp Qi h
�
meta /;Sið Þ

��� �
ð11Þ

The pseudo-codes for meta-training phase is outlined in Algorithm 1.

4.4 Parameter Optimization (Knowledge Transfer)

In each task, we need to minimize L Sið Þ to obtain h�meta through an iterative optimizer.
More importantly, need to transfer all learned knowledge to model and optimize it to
improve the prediction of the target cities. For this reason, the question is how to

efficiently compute @h�meta
@/ , i.e., back-propagating through the optimization. In our work,

we use the recurrent back-propagation (RBP) algorithm [28, 29] to efficiently back-
propagate through the fixed point. The fast weight updating via a fixed number of
gradient descent can be formulate as:

h�þ 1
meta ¼ h�meta � brL Si; h

�
meta

� �
ð12Þ
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Algorithm 1: IFS-STP Training Algorithm.  

Input: The set of source cities , the set of target cities .

Output: Traffic volume prediction of each target city.  

/* Base-Training Phase. */  

1 Learn the parameters of backbone network  on 

/* Meta-Training Phase. */ 

2 for i = 1 , · · · , ℐ do
3  } ←Sample support/novel-query set ( );

4  ← Sample base-query set ( )

5  Get the task }

6  while  not converged do
7   Compute memory knowledge ℳ by Eq 8 and 9 using and ; 

8   Compute ℒ( )by Eq 10 using  and ℳ( ); 

9   Update through optimization step: ← ∇ ℒ( )  

10  end
11  Evaluate task loss ℒ( ) on query set  by Eq 11;

  /* Backprop through the above optimization via RBP */  

/* A dummy gradient descent step */  

12  ℒ( )

13  
( )

14  Initialization ; 

15  while not converged do
16   

17   ; 

18  end
19  Update the network parameters: ∗

20 end 
/* Evaluating IFS-STP on target cities. */ 

21for each target city do 
22  ← Sample a support set ( );  

23  Compute ℒ( ∗) by Eq 12 and adapt parameters through opti-

mization step: ← ∇ ℒ( )

24  Sample new series to form a query set and predict. 

25 end

where b is the step size. We update hmeta by a vanilla gradient descent process with
step size b. The difference between two steps w can be written as:

ð13Þ

where is the update function parameterized by hmeta. At the
fixed point, wðh�metaÞ ¼ 0, using the total derivative and the dependence of h�meta on /
we can get:
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ð14Þ

where is the Jacobian matrix of wvaluated at h�meta. Since is
invertible, we reformulate Eq. 14 as:

ð15Þ

It is worth noting that, Eq. 13, Eq. 14, and Eq. 15 apply the Implicit Function
Theorem, which guarantees the existence and uniqueness of an implicit function. Similar
to previous work [9, 28], we use the Neumann series to
compute the matrix-inverse vector product . To avert numerical instability
caused by directly applying the Neumann RBP algorithm, it proposed to add a damping
term d to . The results is update by: where d = 0.1.

5 Experiment

In this Section, we use traffic volume prediction (i.e., taxi volume prediction), an
important type of spatial-temporal prediction task in urban computing. Following
previous studies on traffic prediction [8, 9, 23], we aim to predict the start and end
volume of taxi at each time interval for each region to tackle the following issues:

• Q1: How does IFS-STP perform compared with the traditional traffic volume
prediction models, transfer-learning based models and meta-learning based
approaches?

• Q2: How do different parts in IFS-STP affect predictive performance?
• Q3: How do the optimization method affect the performance of IFS-STP?

5.1 Datasets

We use the datasets and experimental setup in [9]. We conduct experiments for the
domain application of taxi volume prediction, and collect datasets from five different
cities, i.e., New York City (NYC), Washington (D.C.), Chicago (CHI), Porto and
Boston (BOS).

Table 1. Descriptive statistics of all datasets.

Task City Trip records Map size Time span

Taxi NYC 6,748,857 10 � 20 1/1/15–7/1/15
D.C. 8,151,077 16 � 16 5/1/15–1/1/16
Porto 1,710,671 20 � 10 7/1/13–6/30/14
CHI 124,820 15 � 18 9/1/13–11/1/14
BOS 839,897 18 � 15 10/1/12–10/31/12
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Taxi Volume Prediction: For the task, we evaluate our proposed method on five real-
world mobility datasets, which collecting from five different cities, i.e., NYC, D.C.,
CHI, Porto, and BOS. Remarkably, we use CS ¼ NYC;D:C:;Portof g as the source
cities (where CaS ¼ NYCf g; CbS ¼ D:C:; Portof g) and CK ¼ CHI;BOSf g (we only
predict start volume in BOS) as target cities.

5.2 Data Preprocessing

Table 1 details the statistics of all datasets. We spatially partition a city into a grid map
(regions). For example, in taxi volume prediction, the grid map size of NYC, D.C.,
CHI, BOS, Porto are 10 � 20, 16 � 16, 15 � 18, 18 � 15, 20 � 10, respectively. In
addition, for each source city, we select 80% data for training/validation, and the rest
for testing. For each target city, we select the 1-day, 3-day and 7-day data for training,
and the rest for testing. And the time intervals of the traffic prediction task is 1 h.

5.3 Baselines

We compare our model IFS-STP with the following three group benchmark baselines.
Traditional traffic prediction methods:

• Historical average (HA): Historical average is the traditional time-series prediction
method, which predicts spatial-temporal value based on the average value of the
previous relative time interval.

• Autoregressive integrated moving average (ARIMA) [30]: ARIMA is a widely
used time-series prediction method in statistics.

• ST-Net*: ST-Net is a deep learning based method for traffic prediction.

Transfer-learning based traffic models:

• Fine-tuning Methods (FT): FT method is a transfer baseline. Following [13], we
use single-source fine-tune (Single-FT) and multi-source fine-tune (Multi-FT)
methods.

• RegionTrans [31]: RegionTrans proposed a novel deep spatial-temporal transfer
learning framework for traffic flow prediction.

Meta-learning based traffic approaches:

• MAML [11]: MAML proposed a meta-learning method based on learning easily
adaptable model parameters through gradient descent.

• MetaST [9]: MetaST leverages learned knowledge from multiple source cities to
help the prediction in target data-scarce cities for spatial-temporal prediction.
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5.4 Evaluation Metric

We evaluate our model using the widely used metrics: Root Mean Squared Error
(RMSE), which is defined as follows:

ð16Þ

where and mean the prediction value and ground truth of
region at time interval dþ 1, respectively. Nj j is the total number of samples in target
city .

5.5 Experimental Settings

In the backbone network, we set all convolution kernel size to 3 � 3 with 64 filters, the
size of each neighborhood as 7 � 7 for convolution component and IFS-STP does not
use other external features; we set the number of steps in LSTM as 8, and the
dimension of hidden representation of LSTM as 128 in temporal component. In meta-
training phase of taxi volume prediction, we use Adam optimizer with a learning rate of
1e–5. Moreover, in order to alleviate overfitting, we use early-stop in our experiments.

Table 2. Evaluation result compared to baseline.

Models Chicago(CHI) Boston(BOS)

Start End Start
1-day 3-day 7-day 1-day 3-day 7-day 1-day 3-day 7-day

HA 2.83 2.36 2.18 2.67 2.28 2.13 11.07 9.13 7.71
ARIMA 3.19 2.76 2.71 2.93 2.43 2.41 2.93 2.43 2.41
ST-Net 10.51 6.04 3.89 10.51 6.04 3.89 10.51 6.04 3.89
Single-FT NYC CHI

D.C. CHI
Porto CHI

2.72 2.06 1.76 2.57 1.87 1.60 12.86 9.50 8.11
3.90 2.62 2.05 4.17 2.19 2.15 15.88 10.07 10.16
2.57 1.87 1.60 2.87 2.03 1.74 12.91 8.54 8.08

Multi-FT 2.18 1.89 1.60 2.20 2.08 1.69 8.50 8.22 8.01
Region
Trans

NYC CHI 2.53 2.01 1.69 2.83 2.56 1.72 11.98 9.46 7.95
D.C. CHI 3.87 2.51 2.04 3.95 2.16 2.03 14.76 9.23 10.12
Porto CHI 2.45 1.83 1.60 2.85 1.98 1.73 8.43 8.09 8.07

MAML 2.01 1.78 1.52 2.10 1.92 1.66 8.18 7.60 7.25
MetaML 1.95 1.70 1.48 2.04 1.79 1.65 7.81 6.97 6.58
IFS-STP 1.91 1.65 1.46 1.99 1.70 1.65 7.67 6.71 6.37
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5.6 Experimental Result

We evaluate IFS-STP on taxi volume prediction. To ensure a fair comparison, we
compare the baseline results obtained in [9] and use the experimental settings in [9].
We average the results of the 10 test times. Thus Table 2 shows the performance of our
proposed method as compared to all other competing methods in the taxi datasets,
respectively. According to Table 2, our proposed IFS-STP model implements the
lowest RMSE on test datasets, which significantly outperforms all baselines. To vali-
date, we evaluate our IFS-STP model on the standard traffic prediction methods and
meta-learning benchmark.

The traditional traffic volume prediction methods, e.g., HA and ARIMA, are per-
form ineffective, because these methods only rely on the historical records of predicted
value and overlook the spatial and temporal features. Nonetheless, in some situations
(1-day data for training), the traditional traffic volume prediction methods still have
competitive results when compared with ST-Net and some Single-FT, Region Trans
models, the reason lies in the traffic data is periodicity, so that we could predict traffic
start/end volume from limited data.

For transfer-learning based methods, e.g., Single-FT, Multi-FT and Region Trans
models, construct the deep spatial-temporal transfer-learning framework, which can
predict future traffic volume in target cities by transferring knowledge from source
cities. The experiment results in Table 2 show that comparing with ST-Net the
knowledge transfer between cities is effective for prediction. To be more specific, in
contrast to Single-FT and RegionTrans, Multi-FT is preferable in most cases, the
possible reason is that training on multiple source cities can obtain the diversity
information from the source domain.

Comparing with traditional and transfer-learning based models, all meta-learning
methods, e.g., MAML, MetaST, and IFS-STP achieve better performance. This is
because meta-learning methods learn the initialization of multiple cities based on
multiple cities, which can learn the common representation of spatial-temporal tasks in
different cities and quickly adapt to new tasks. In particular, our proposed model IFS-
STP achieves the best performance in all experimental settings. For every learning
model, the performance improves with more training data (e.g., 3-day, 7-day). On all
benchmarks, our model still shows a significant margin over the prior works, which
signifies that our iterative model can solve the few-shot objective till convergence is
better than baselines and that recurrent back-propagation is an effective and modular
tool for learning in a general meta-learning setting.

5.7 Parameter Sensitivity

We conduct a sensitivity analysis to investigate the influence of two important
parameters of IFS-STP. In this work, we report the results on Chicago dataset, but note
that the results are similar on other datasets. Figure 3 illustrates the impact of the
optimization method RBP on RMSE. We use the scenario of 3-day data for sensitivity
analysis.
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In this study, we use the truncated BPTT [32] (T-BPTT) as the contrast experiment,
which is a commonly used algorithm in many recent meta-learning approaches [11,
33]. TBPTT is optimized for gradient-based T-step optimization, when T is small, the
training objective may have significant deviation. Remarkable, the RBP algorithm has
the same time complexity compared to truncated BPTT given the same number of
unrolled steps, but RBP does not have to store intermediate activations. From Fig. 3,
the performance of TBPTT learned models are comparable to RBP. However, when
solved to convergence at test time, the performance of T-BPTT models drops signif-
icantly. The reason may be they are only guaranteed to work well for a certain number
of steps and failed to learn a good regularizer.

6 Conclusions

In this paper, we show that our model trained with an incremental few-shot learning
curriculum achieves the top performance for tackling traffic prediction problems. We
start with the spatial-temporal network architecture with learnable parameters, and then
define the setup of incremental few-shot learning. In addition, we proposed a memory
regularizer to store the prior knowledge about source cities and extend it to the target
city, so as to improve the prediction accuracy of the target city.

For future work, we plan to investigate from three directions: (1) we plan to
organize the hierarchical memory to improve the long-term spatial-temporal charac-
teristics of the model. (2) We plan to further consider basic network structure and
combine Graph Neural Network with our model. (3) We plan to perform an inter-
pretative analysis of our model and analyze how the information is transferred.

Acknowledgement. This work is supported by UESTC-ZHIXIAOJING Joint Research Center
of Smart Home (No. H04W210180), Neijiang technology incubation and transformation Funds
(No. 2021KJFH004).

Fig. 3. Using T-BPTT and RBP to learn the proposed model.
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Abstract. Feature learning is one of the most crucial steps in offline
signature verification systems. In this paper, to improve the performance
of deep learning-based features for the offline signature verification task,
we propose a novel framework to learn the new representations from two
views of deep features by Canonical Correlation Analysis-based (CCA-
based) multi-view representation learning approaches. Specifically, the
features from one view can be extracted from deep learning-based feature
extractors and the other view can be generated from the extracted view
by adding the noise to another homologous sample. Then, the different
CCA-based multi-view representation learning methods are evaluated
on these two-view deep features to generate the joint features as the
final features for the next verification step. Extensive experiments and
discussions on three benchmark offline handwritten signature datasets
demonstrate that the proposed framework improves the deep learning-
based features and achieves the state-of-the-art results compared with
other verification systems.

Keywords: Offline signature verification · Feature learning ·
Multi-view representation learning · Deep learning · Canonical
correlation analysis

1 Introduction

The handwritten signature verification system is a typical human-computer
interface system which automatically verifies whether a query signature is gen-
uine or forged. Generally, according to the collection process, the signature verifi-
cation systems are divided into two types: online and offline. The online systems
collect the signatures as a series of dynamic sequences which include the speed,
the pressure coordinate sequence, the pen-ups trajectory, etc. Different from the
online verification systems, the offline verification systems collect the signatures
as static digit images. Since the dynamic information can not be accessed dur-
ing the training process and the skilled forgeries are very similar to the genuine
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signatures (the imitators can access the genuine signatures and imitate many
times), the offline signature verification task is relatively challenging compared
with the online signature verification task. Therefore, discriminating the genuine
signatures and skilled forgeries is a crucial task in verification systems.

The verification task is often composed of preprocessing, feature extraction,
and building Writer-Dependent (WD) or Writer-Independent (WI) classifiers [7].
Among them, feature extraction is one of the most crucial processes and deter-
mines the success or failure of the whole task. The handcrafted and deep learning-
based features are typically applied to various verification systems. Comparing
with traditionally handcrafted features, such as Local Binary Pattern (LBP) [8],
Histogram of Oriented Gradient (HOG) [38], and Scale Invariant Feature Trans-
form (SIFT) [28], deep learning-based features [9,12,35] are more popular in
recent years.

The deep learning-based feature extractors often train the deep neural net-
works (DNNs) with different strategies to capture the discriminative information
between different signatures. However, to achieve good performances, a large-
scale training set is needed, which makes it hard to transfer to different datasets
and implement in real-world applications. In addition, the problem of signature
diversity that only several signatures could be accessed from the target signer
also limits the learning ability of deep learning-based feature extractors.

To improve the learning ability of deep learning-based features for the offline
signature verification task, in this paper, we propose a novel CCA-based multi-
view representation learning framework which generates a new joint feature from
different views of deep features. Detailedly, for the feature extraction process,
we extract one view of deep features from a fully connected layer in a convo-
lutional neural network (CNN). Then, the features from another view could be
generated by adding random noise to another sample from the same class. Based
on these two-view features, we evaluate several CCA-based multi-view represen-
tation learning approaches and generate the final learned features from one of
them. After the feature learning process, we train the Support Vector Machine
(SVM) as the WD classifiers for each user to build the completed verification
system. The main contributions of this paper are listed as follows.

– We propose a novel framework to apply and explore the learning ability of
multi-view representation learning approaches for the offline signature verifi-
cation task.

– The different CCA-based multi-view representation learning approaches are
evaluated and discussed on deep learning-based features, which improves the
learning ability of deep features and demonstrates a novel view for the feature
extraction process.

– Extensive experimental results and evaluations on three benchmark offline
handwritten signature datasets demonstrate that the proposed framework
achieves the state-of-the-art performance in most cases.

The rest of the paper is organized as follows. We review related work of tradi-
tional and deep learning-based feature extractors in offline signature verification
systems and multi-view representation learning approaches in Sect. 2. In Sect. 3,
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the proposed framework is described in detail. Experimental results performed
on three benchmark datasets are presented in Sect. 4. Section 5 concludes this
paper with remarks and future work.

2 Related Work

2.1 Feature Extraction in Offline Signature Verification Systems

To capture the discriminative information between different signatures, many
traditionally handcrafted [16,17,40] and deep learning-based [9,12,35] feature
extractors are proposed in recent years. For traditionally handcrafted feature
extractors, they aim to design different descriptors to capture the local or global
information of signatures. In [16], it extracted parametric LBP features from
the signatures, and then applied fusion using CCA to improve the discrimina-
tive features. In [17], two global (the number of connected components and the
number of active pixels) and eight local (coordinates of effective mass, number
of active pixels, isolated points, etc.) features were extracted from each signa-
ture, and then they were concatenated to create a final feature vector for feature
learning. More recently, Zhou et al. extracted Gray-Level Co-Occurrence Matrix
(GLCM) and HOG features from the static signature images and then fused
them with dynamic information from online data to build the feature extrac-
tion procedure [40]. Although the handcrafted feature extractors achieve good
performance in many scenarios, they are hard to capture the micro differences
between the genuine signatures and their corresponding skilled forgeries.

Since the deep learning-based approaches have obtained excellent achieve-
ment in various areas, such as edge computing [4,21], Internet of Things
(IoT) [25,36], document recognition and analysis [5,23], etc. [2,20], the deep
learning-based feature extractors are more and more popular in modern sig-
nature verification systems [12,26,35]. In [12], a CNN-based architecture was
applied to capture the difference not only between different signers but also
between genuine signatures and skilled forgeries. In [26], Masoudnia et al. pro-
posed Multi-Loss Snapshot Ensemble (MLSE) that combines a dynamic multi-
loss function and a novel ensemble framework for simultaneously learning the
features between different signatures. Similarly, Wan and Zou [35] used a dual
triplet loss to train the model for feature learning, where two different triplets
are constructed for random and skilled forgeries, respectively. On the whole, the
deep learning-based feature extractors are designed to capture the discrimina-
tive information between genuine signatures and forgeries. However, only several
signatures could access from the target signer, which limits the learning ability
and makes it hard to train.

2.2 Multi-view Representation Learning

Multi-view representation learning is an emerging research area in machine learn-
ing which aims to learn a projection to model each view and jointly optimizes
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all the functions to improve the generalization performance [39]. In recent year,
many multi-view learning approaches are proposed to handle different applica-
tions [1,22,29]. In [29], Nie et al. proposed a novel multi-view learning model
which learns local structure and performs clustering or semi-supervised classifi-
cation tasks simultaneously. In [22], the Gaussian Process Latent Variable Model
(GPVLM) was applied to represent multiple views in a common subspace for
visual classification. In [1], Deep Canonical Correlation Analysis (DCCA) was
proposed to learn complex nonlinear transformations of two views of data. Unlike
Kernel Canonical Correlation Analysis (KCCA) [27], DCCA does not require to
compute inner product of original representations, which is more efficient than
KCCA.

To improve the learning ability of deep learning-based feature extractors in
offline signature verification systems, applying multi-view representation learn-
ing to automatically learn a new representation from multiple views of signatures
is very natural. To the best of our knowledge, only several studies like [16,19]
used CCA to learn the new representation from the views of traditionally hand-
crafted and dynamic features. It is better to use the multiple views of deep
learning-based features to further improve the performance of offline signature
verification systems.

3 Multi-view Representation Learning for Offline
Signature Verification Systems

In this section, we first introduce how to generate the second view from the
original view of deep features. Then, we introduce several CCA-based multi-view
representation learning approaches. Finally, we introduce how to train SVMs as
the WD classifiers for building the completed verification system.

3.1 Generating the Second View from Deep Features

After feature extraction, we obtain the deep features from a fully connected layer
in a deep CNN and take them as the first view for multi-view representation
learning. Based on the deep features, we first rescale the feature values to [0, 1]
by Min-Max normalization. The rescaled element can be described as,

X∗
ij =

Xij − min {Xij}
max {Xij} − min {Xij} . (1)

For each feature from the first view, we randomly select a feature from the same
class with the feature of the first view in the same specific signer and rescale
the feature to [0, 1]. Then, we add the independently random noise uniformly
sampled from [0, 1] to each value of a feature. Finally, we also rescale the values
to [0, 1] by Min-Max normalization and take the final features as the second view
features. For a robust multi-view representation learning method, it should learn
an effective representation from two views of features by ignoring the noise. The
next section will introduce several CCA-based multi-view representation learning
approaches for further learning the features for the verification system.
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Fig. 1. The proposed framework for offline signature verification.

3.2 CCA-based Multi-view Representation Learning Approaches

In this part, we introduce three CCA-based representation learning approaches,
CCA, KCCA, and DCCA which are used in our experiments. Canonical Corre-
lation Analysis (CCA) [15] analyzes the linear relationship between the charac-
teristics of two views. Let A = {a1, ...,an} and B = {b1, ...,bn} denote the data
from two views, U = {u1, ...,ud} and V = {v1, ...,vd} denote the CCA directions
that project the data from two views, the objective function can be described as,

max
ui,vi

u�
i AB�vi

s.t. u�
i (

1
N

AA� + raI)ui = 1,

v�
i (

1
N

BB� + rbI)vi = 1,

u�
i AB�vj = 0, i �= j,

(2)

where, ra, rb > 0 are regularization parameters which are used to handle the
overfitting problem. This objective function can be solved by several approaches,
such as Singular Value Decomposition (SVD). CCA tries to find linear projec-
tions of two random vectors that are maximally correlated. In CCA, the final
projection mapping of a test sample xtest is U�xtest. The learned dimensions in
each view should be uncorrelated and provide different information from their
own perspectives.

Kernel CCA (KCCA) [14] is an extension of CCA, which tries to find non-
linear projection mappings from two views of data. The objective function of
KCCA is “max u�

i Φ(A)Φ(B)�vi”, where, Φ(A) and Φ(B) are the projections
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of two views of data in a kernel space. We replace Φ(a) = α�
i κa(a, ·), where

κa(a, ·) is a vector whose i-th element is κa(a,ai). Then, the objective function
can be replaced as,

max
αi,βi

α�
i KaKbβi

s.t. α�
i K2

aαi + raα
�
i Kaαi = 1,

β�
i K2

bβi + rbβ
�
i Kbβi = 1,

α�
i KaKbβj = 0, i �= j,

(3)

where, Ka ∈ R
n×n, Ka = K − K1 − 1K + 1K1, and Kij = κa(ai,aj). For

regularization, the K2
a is replaced by K2

a+raKa here. The size of kernel matrices
is n × n. If n is very large, this problem is hard to solve and time consuming,
which is not friendly for large-scale applications.

Deep Canonical Correlation Analysis (DCCA) [1]. Different from KCCA,
DCCA learns the nonlinear representation of two views of data by building two
DNNs. The features extracted from two DNNs from two views are f(A) and
g(B). Then, the canonical correlation between the two views of deep features is
maximized,

max
ui,vi,Θf ,Θg

u�
i f(A)g(B)�vi

s.t. u�
i (

1
N

f(A)f(A)� + raI)ui = 1,

v�
i (

1
N

g(B)g(B)� + rbI)vi = 1,

u�
i f(A)g(B)�vj = 0, i �= j,

(4)

where, Θf and Θg are the weight parameters of two DNNs. The parameters of
CCA and DNNs can be optimized by Limited-memory Broyden Fletcher Gold-
farb Shanno (L-BFGS) [24] method with large mini-batches. Then, the final
features for a test sample xtest can be represented as U�f(xtest). In addition,
DCCA does not need to compute the inner product between two samples to
obtain the nonlinear representation. However, designing suitable architectures
for two DNNs is very important and decides the learning performance of DCCA.

3.3 Training the Writer-Dependent Classifiers

After feature extraction and multi-view feature learning processes, the final fea-
tures are learned from two views of deep features. Then, we choose SVMs as the
WD classifiers for building the completed verification system. For each signer, we
take the genuine signatures from a target signer as the positive samples, and the
genuine signatures from other signers as the negative samples since the skilled
forgeries can not be accessed during the training process. In this scenario, the
negative samples are much more than the positive samples. To solve the imbal-
ance problem in a fair way, the different weights C to balance the relationship
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between the positive and negative classes,

CN =
N

P
Cp, (5)

where, N and P represent the numbers of negative and positive samples. Then,
the objective function of SVM is described as,

min
w,ξ

1
2
w�w+CP

⎛
⎝ ∑

i:yi=+1

ξi

⎞
⎠ + CN

⎛
⎝ ∑

i:yi=−1

ξi

⎞
⎠ ,

s.t. yi
(
w�xi + b

) ≥ 1 − ξi, ξi ≥ 0,

(6)

where, xi is a training sample with target label yi, and ξi is the slack variables.
The whole framework is illustrated in Fig. 1. First, we apply a CNN-based

feature extractor to extract the features for different signatures. Then, based on
one view of features from a signature, we generate the second view of features
from another homologous sample. Next, the multi-view representation learning
approaches are used to further generate the final features for the verification
process. Finally, the SVMs are trained for each user as the WD classifiers for
building the completed verification system.

4 Experiment

In this section, we first introduce the datasets used in the experiments. Then,
we introduce the experimental settings in detail. Finally, We demonstrate the
experimental results and discussion.

4.1 Dataset

We conduct the experiments by extracting the deep features from two CNN-
based architectures, named ‘SigNet’ and ‘SigNet-F’ [12], on GPDS-960 [34],
CEDAR [18], and Brazilian PUC-PR [6] datasets. The SigNet aims to capture
the differences only between different users. The SigNet-F aims to capture the
differences not only between different users but also between genuine signatures
and skilled forgeries. The SigNet and SigNet-F are trained on the development
set (signatures of the final 531 users) of the GPDS-960 dataset.

For the GPDS-960 dataset, it contains 881 users. Each user has 24 genuine
signatures and 30 skilled forged signatures, with a total of 47,574 signatures.
GPDS-160 and GPDS-300 datasets are the subsets of the GPDS-960 dataset.
They contain the signatures of the first 160 and 300 users of the GPDS-960
dataset. For the CEDAR dataset, it contains 55 users and each user has 24
genuine signatures and 24 forged signatures, with a total of 2,640 signatures.
The Brazilian PUC-PR dataset contains 168 users. For the first 60 users, each
user has 40 genuine signatures, 10 simple forged signatures, and 10 skilled forged
signatures. For the last 108 users, each user only has 40 genuine signatures and
with a total of 7,920 signatures.
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4.2 Experimental Settings

For the feature extraction, we extract features from the output of the second fully
connected layer from SigNet and SignNet-F. The dimension size of extracted
features is 2,048. After the feature extraction, we generate the second view of
extracted features and apply the CCA-based multi-view representation learning
approaches for feature learning. For KCCA, we use Radial Basis Function (RBF)
as the kernel function, and set γ = 0.001. Since the KCCA is hard to train when
the number of training samples is too large, we use 50% samples for each user
to build the training set in our experiments to reduce the memory requirement.
For DCCA, we use two DNN networks with the same structure of 2048−1024−
2048 − 4096 − 2048. The epoch is set to 10, batch size = 2000 (because the
training process needs a relatively big batch size for observing the behavior on
different views of signatures), and learning rate = 0.001.

After feature extraction and feature learning processes, we train SVMs as
the WD classifiers for establishing a completed signature verification system.
We follow the data partition scheme in [12] to build the training set. For the
GPDS-160 dataset, we randomly select n ∈ {1, ..., 14} genuine signatures from
the target user as the positive samples, and 10 genuine signatures of each user
from the last 721 users in the GPDS-960 dataset as the negative samples. For the
GPDS-300 dataset, we also randomly select n ∈ {1, ..., 14} genuine signatures
from the target user as the positive samples, and 10 genuine signatures of each
user from the last 581 users in the GPDS-960 dataset as the negative samples. For
the CEDAR dataset, we randomly select n ∈ {1, ..., 12} genuine signatures from
the target user as the positive samples, and 10 genuine signatures of each user
from the remaining 54 users. For the Brazilian PUC-PR dataset, we randomly
select n ∈ {1, ..., 30}) genuine signatures from the target user in the first 60 users
as the positive samples, and 10 genuine signatures of each user from the last 108
users as the negative samples. For parameters in linear SVM, the CN is set to 1
and CP is calculated by Eq. 5.

For the test process, we randomly select 10 genuine signatures and 10 skilled
forgeries from the target user, 10 genuine signatures from the development set
as random forgeries for each user on GPDS-160 and GPDS-300 datasets. For
the CEDAR dataset, we randomly select 10 genuine signatures and 10 skilled
forgeries for each user as the test set. For the Brazilian PUC-PR dataset, we
randomly select 10 genuine signatures, 10 skilled forgeries from the target user,
and 10 genuine signatures from the last 108 users in the Brazilian PUC-PR
dataset as random forgeries. Finally, the experimental results are the averages
with 10 trials.
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Table 1. Comparing with different evaluation measurements on CCA, KCCA, and
DCCA-based multi-view representation learning approaches on GPDS-160 and GPDS-
300 datasets. Here, the feature that we use is SigNet-F, the number of reference samples
is 12 (the number of training samples in SVM). The red and green values represent the
improvement and deterioration compared with the original features, respectively.

Method Dataset FRR FAR random FAR skilled EER global EER user

- 160 6.39 (±0.67) 0.01 (±0.02) 3.96 (±0.18) 5.15 (±0.28) 2.60 (±0.39)

CCA 160 5.34 (±0.33) 0.01 (±0.00) 3.22 (±0.24) 4.21 (±0.13) 1.93 (±0.22)

KCCA 160 3.24 (±0.21) 0.02 (±0.00) 5.42 (±0.21) 4.25 (±0.20) 1.98 (±0.13)

DCCA 160 19.48 (±1.10) 0.48 (±0.02) 5.06 (±0.25) 9.78 (±0.20) 7.60 (±0.27)

- 300 6.80 (±0.31) 0.00 (±0.01) 6.16 (±0.17) 6.44 (±0.17) 3.56 (±0.18)

CCA 300 5.70 (±0.36) 0.01 (±0.00) 3.53 (±0.14) 4.49 (±0.15) 2.35 (±0.17)

KCCA 300 3.60 (±0.36) 0.01 (±0.00) 5.82 (±0.17) 4.63 (±0.18) 2.43 (±0.21)

DCCA 300 20.35 (±0.89) 0.53 (±0.02) 5.05 (±0.25) 9.63 (±0.28) 7.39 (±0.29)

Table 2. Comparison with the state-of-the-art verification systems on the GPDS-160
dataset. Here, “#Refs” represents the number of reference samples during the training
process.

Feature #Refs EER (%)

Curvelet transform [10] 12 15.07

LBP, HOG, SIFT [37] 5 7.98

LBP, HOG, SIFT [37] 12 6.97

AlexNet [11] 14 2.74 (±0.18)

SigNet-F [12] 5 3.52 (±0.28)

SigNet-F [12] 12 2.60 (±0.39)

CCA-SigNet-F 12 1.93 (±0.22)

KCCA-SigNet-F 12 1.98 (±0.13)

DCCA-SigNet-F 12 7.60 (±0.27)

4.3 Evaluation Measurements

We use the following evaluation measurements to measure the performance of
different approaches. False Rejection Rate (FRR): the rate of the genuine signa-
tures that are rejected as forgeries; False Acceptance Rate for random forgeries
(FARrandom): the rate of the random forgeries that are accepted as genuine
signatures; False Acceptance Rate for skilled forgeries (FARskilled): the rate of
the skilled forgeries that are accepted as genuine signatures; Equal Error Rate
(EER): the error when FAR = FRR. Here, the EER includes two forms, i.e.
EERuser: using user-specific decision thresholds and EERglobal: using a global
decision threshold.
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4.4 Experiments on the GPDS Dataset

Table 1 shows the performance of CCA, KCCA, and DCCA-based multi-view
representation learning methods with several evaluation measurements on the
GPDS-160 and GPDS-300 datasets. We can see that the KCCA-based approach
achieves the lowest FRR both in the GPDS-160 and GPDS-300 datasets, and
the CCA-based method also improves FRR. For the FARskilled, only the CCA-
based method improves it on the GPDS-160 dataset and all multi-view repre-
sentation learning methods improve it and the CCA-based method achieves the
best FARskilled on the GPDS-300 dataset. For the EERglobal and EERuser, the
CCA and KCCA-based methods improve them on the GPDS-160 and GPDS-
300 datasets. In addition, the DCCA-based method does not perform well. The
reason might be that the deep features extracted from the SigNet-F have already
included the major information of the signatures. The DNNs in DCCA-based
methods may destroy this information and are hard to train from the features
learned from the other deep architectures.

Fig. 2. The performance of the DCCA with different structures on the validation set
(the users from No. 352 to No. 402) of the GPDS-960 dataset. Here, the input and
output are all 2048. Therefore, we only show the middle three layers in the figure.

Tables 2 and 3 demonstrate the results that compares with the state-of-the-
art verification systems on the GPDS-160 and GPDS-300 datasets. According
to the tables, we can see that the CCA and KCCA-based methods improve the
performance of the SigNet-F feature. The CCA-based method achieves 1.93%
and 2.35% EERs which are the best results on the GPDS-160 and GPDS-300
datasets compared with the other state-of-the-art verification systems. In addi-
tion, the DCCA-based method also degrades the performance compared with
CCA and KCCA-based methods, the reason might be similar to before.
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Table 3. Comparison with the state-of-the-art verification systems on the GPDS-300
dataset.

Feature #Refs EER (%)

LBP [33] 10 20.94

Grid Feat [41] 12 3.24

GLBP [31] 12 2.84

Quad-tree [32] 10 9.30

SigNet-F [12] 5 4.84 (±0.26)

SigNet-F [12] 12 3.56 (±0.18)

CCA-SigNet-F 12 2.35 (±0.17)

KCCA-SigNet-F 12 2.43 (±0.21)

DCCA-SigNet-F 12 7.39 (±0.29)

Table 4. Comparison with the state-of-the-art verification systems on the CEDAR
dataset.

Feature #Refs EER (%)

Quad-tree [32] 10 18.15

Grid Feat [41] 10 3.02

GLBP [31] 12 7.94

SigNet [12] 8 5.03 (±0.75)

SigNet [12] 12 4.76 (±0.36)

SigNet-F [12] 8 4.77 (±0.76)

SigNet-F [12] 12 4.63 (±0.42)

CCA-SigNet-F 8 2.79 (±0.53)

CCA-SigNet-F 12 2.55 (±0.41)

KCCA-SigNet-F 8 4.41 (±0.80)

KCCA-SigNet-F 12 3.93 (±0.41)

DCCA-SigNet-F 8 11.49 (±0.84)

DCCA-SigNet-F 12 10.90 (±0.70)

Since the DCCA-based method does not work well in most cases, we evaluate
different structures of DCCA on the validation set of the GPDS-960 dataset.
Figure 2 shows the performance of different structures of DCCA with the EER
measurements on the features of SigNet and SigNet-F. From the figure, we can
see that the structure 1024−2048−4096 achieves the best performance compared
with the other structures. That is the reason why we choose this structure in our
experiments. In addition, if the structure is 4096−4096−4096, the performance
becomes much worse, which means the completed architectures will degrade the
learning ability of the DCCA-based method.
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Fig. 3. The performance of the KCCA with different proportions of data on the vali-
dation set.

To evaluate the influence of the proportion of data on the KCCA-based
method, we design an experiment using the different proportions of signatures
from each user to train the KCCA. Figure 3 demonstrates the results with the
EER measurements on the features of SigNet and SigNet-F on the validation set
of the GPDS-960 dataset. We can see that the performance is not very sensitive
to the change of proportions. It means that we can use a small amount of data
to train the KCCA in our experiments.

4.5 Experiments on the CEDAR and Brazilian PUC-PR Datasets

To evaluate the generalization ability of the proposed framework, we test it
on the CEDAR and Brazilian PUC-PR datasets. Here, the features are also
extracted from the SigNet or SigNet-F which are trained on the GPDS dataset.
Especially, due to the simple forgeries that are existed in the Brazilian PUC-PR
dataset, some systems report the Average Error Rate (AER) that is calculated as
AER = (FRR+FARrandom + FARsimple + FARskilled)/4, where, the FARsimple

is the rate of the simple forgeries that are accepted as genuine signatures. The
experimental results are shown in Tables 4 and 5.

It can be seen from the tables that the proposed framework also obtains the
best performance compared with the other state-of-the-art verification systems
on the CEDAR and Brazilian PUC-PR datasets. The CCA and KCCA-based
methods improve the performance of features that are extracted from the SigNet
or SigNet-F. The CCA-based method achieves 2.65% and 2.55% EERs on the
CEDAR and Brazilian PUC-PR datasets when the number of reference samples
is 12, respectively, which is better than the KCCA and DCCA-based methods.
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Table 5. Comparison with the state-of-the-art verification systems on the Brazilian
PUC-PR datasets.

Feature #Refs AER/EER (%)

Deep CNN features [30] 30 4.17

Graphometric [3] 15 5.65

MAML [13] 15 5.74 (±0.84)

SigNet [12] 15 2.07 (±0.63)

SigNet [12] 30 2.01 (±0.43)

SigNet-F [12] 15 4.03 (±0.59)

SigNet-F [12] 30 3.44 (±0.37)

CCA-SigNet 15 1.06 (±0.37)

CCA-SigNet-F 15 1.42 (±0.50)

CCA-SigNet 30 0.92 (±0.24)

CCA-SigNet-F 30 1.08 (±0.34)

KCCA-SigNet 15 2.38 (±0.38)

KCCA-SigNet-F 15 2.29 (±0.51)

KCCA-SigNet 30 2.11 (±0.37)

KCCA-SigNet-F 30 1.98 (±0.47)

DCCA-SigNet 15 3.83 (±0.48)

DCCA-SigNet-F 15 5.40 (±0.62)

DCCA-SigNet 30 3.57 (±0.69)

DCCA-SigNet-F 30 5.20 (±0.76)

5 Conclusion

In this paper, we propose that applying multi-view representation learning
approaches to build a framework to further improve the performance of the
features learned from the deep learning-based architectures for offline signature
verification tasks. Extensive experimental results on three benchmark datasets
prove that the CCA and KCCA-based multi-view representation learning meth-
ods improve the learning ability of deep learning-based feature extractors and
achieve state-of-the-art or competitive performance in most cases. In future work,
since the DCCA-based method can not work well, we plan to explore different
strategies on this method and evaluate more multi-view representation learning-
based methods for combining dynamic information for verification systems.
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Abstract. Graph Neural Networks (GNN) is a kind of deep learning model to
process structural and semantic features of graph data. They are widely used in
node classification, graph classification, and link prediction. However, deep
learning models require a lot of training data and computational costs, and users
usually choose the models provided by third-party platforms. Attackers make full
use of their insecurity, subtly modify the training data, and affect the model
accuracy. To ensure the service quality and the model robustness, researches on
model attacks and defenses are launched. As a new type of attack, backdoor
attacks have also been verified on theGNNmodel. However, existing research still
has the following problems: 1) the design of triggers is single; 2) the selection of
attack nodes is random; 3) the attack is only effective for some specific GNN
models. To address these problems, we study the GNN backdoor attack based on
the subgraph trigger.We design the trigger based on the features of the sample data
and use the random graph generation algorithm to obtain the subgraph trigger. We
propose to select the attack nodes by fusing the local and global structural features
and fine-tuned edges when inserted into datasets. We apply it to multiple GNN
models. Finally, we use fewer nodes, smaller densities and randomly fine-tune the
trigger structure, the experimental results show that the attack we propose has a
significant effect on the real datasets, inwhich clean accuracy drop is less than 0.07
and the attack success rate increases more than 75%.

Keywords: Backdoor attack � Graph classification � GNN

1 Introduction

In the real world, graph data has wide applications. Nodes and edges can represent
individuals and relationships in different scenarios, respectively. For example, in social
networks, a graph illustrates the attributes of each person and the relationships among
them. In transportation areas, a graph can represent the changes in traffic flow between
different regions. Due to the powerful expression of graphs, deep learning models
which analyze and capture information in graphs have also attracted more attention.
The graph neural network model learns the structural features of the graph by aggre-
gating the information of nodes and their neighbors, which has achieved excellent
performance in various graph analysis tasks such as node classification, graph classi-
fication and link prediction. With the promotion of deep learning, the computing costs
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for dealing with large amounts of data and huge models are increased. Service pro-
viders upload trained models to third-party platforms, and users use them to obtain
services. Due to the incredible providers, malicious attackers have the opportunity to
attack models. Previous studies have shown that deep learning models have some
inherent weaknesses, there is uncertainty with some subtle disturbances. If a malicious
attacker makes a simple modification to the training dataset, the accuracy will be
affected. The attacker operates samples during the training and testing phases, reducing
the model’s accuracy to affect the quality of services, or to achieve some illegal
intrusion purposes, such as releasing malicious advertisement.

Common model attacks include poisoning attacks [1–5], model inversion attacks
[6–9], and model extraction attacks [10–13]. The poisoning attack occurs at the model
training stage, aiming at reducing the model performance. The attacker mixes well-
designed samples into the training dataset to mislead the model. For example, a panda
picture is mixed with noise in the image data, and the picture is identified as Gibbon
[14]. In the network graph, edges are added or deleted to modify the graph structure or
to change the features of the nodes. Thereby the accuracy of the classification task is
affected. Model inversion attack uses the memory information in the training process of
the neural network to infer the statistical information of the dataset from the model. The
attacker can use the inferred information to synthesize the datasets, and the users’
private information will also be leaked during the iterative inference. The model
extraction attack aims to infer the model’s parameters, hyper-parameters, architectures,
and functions. The attackers continuously submit input samples to query the corre-
sponding prediction of the model. As a result, the confidential information of the model
can be extracted from many inputs and outputs, and the entire model can even be
inferred, which leads to an approximate replacement model constructed for further
attacks.

The backdoor attack is a new type of poisoning attack. The attacker inserts well-
designed triggers into datasets, the backdoor model normally shows in clean samples.
When the samples contain triggers, they will be misclassified as the label which the
attacker specifies. Deep neural network (DNN) models have been demonstrated that
they were easily attacked, such as image recognition [15, 16] and text prediction [17,
18]. For example, an attacker uses triggers to forge a legitimate user’s identity to
deceive the access control system. Due to the system’s misjudgment, the user’s life and
property safety are threatened [19]. As a type of deep learning model, GNN is also
vulnerable to backdoor attacks. In a recommendation system or social network, the
attacker generates a specific subgraph trigger and modifies the relationship between
users according to the trigger. The relationship between two users will be added or
deleted, and the target labels are changed to the ones specified by the attacker. Users
may be exposed to malicious advertisements, reducing the recommendation system’s
service quality and user experience. Our original intention of studying the graph neural
network backdoor attack is to guess and simulate the various ideas and methods of the
attacker as much as possible, and once the weakness of model is found, the subsequent
research can pay attention to designing a better model defense plan.

The dataset used by the GNN model is a graph composed of nodes and edges.
Inspired by the backdoor attack in the image domain, we use a specific subgraph
structure, which is composed of a small number of nodes and edges, as the backdoor
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trigger for the graph data. The existing research on backdoor attacks to GNN still has
the following problems:

• The generated trigger is single. Most of the existing researches design a specific
subgraph structure as the trigger, and then insert it for all target samples uniformly,
while the diversity of the triggers is not investigated thoroughly.

• The selection of attack nodes is random. The attack nodes are usually selected by
randomly sampling from the graph structure. The importance of nodes in the entire
graph and the influence of nodes on the attack success rate are not investigated in
detail.

• The backdoor attack method cannot adapt to various kinds of GNN models.
Existing researches only show the effectiveness of attack to some specific models of
GNN for some particular tasks, lacking verification on multiple variant models of
GNN.

To address the problems, we start the research on backdoor attacks to GNN models
and focus on three points, i.e., the generation of trigger, the selection of attack nodes,
and the injection of trigger. We insert the backdoor triggers into the dataset of the GNN
graphs for classification task and evaluate the effect of backdoor attacks. Our main
contributions can be summarized as follows:

• We make statistical analysis of the dataset and generate triggers with specific labels
according to the statistical features, and when inserting triggers, we reserve the
structure of the trigger for a certain proportion of samples randomly while making
minor adjustments of the trigger for the rest of samples.

• We propose a method to select attack nodes based on the structural features of the
nodes, which combines the local and global structural features of the nodes in the
entire graph to evaluate the importance of the nodes, and then select the most
important nodes to attack.

• We use real datasets with node features to verify the effect of attack on multiple
GNN models, and prove that the proposed method can achieve a relatively high
attack success rate.

The rest of this paper is organized as follows. Section 2 introduces the related research
in the attack of deep learning models, especially the backdoor attack to GNN models.
Section 3 shows the preliminary concepts. Section 4 presents our motivation and our
proposed method of backdoor attack to GNN model. Section 5 gives the experimental
details and result analysis. Finally, Sect. 6 provides the conclusions and future work.

2 Related Works

Deep learning models convenient for users but expose some weaknesses. For example,
the model suffers severe losses caused by some subtle modifications related to the
safety of the model and the quality of service, and the modifications even violate users’
privacy and legal rights. Many researchers explore the attacks and defenses to improve
the stability of the model in the face of uncertain factors. In this chapter, we will
introduce the related work of attacks on deep learning model.
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Attacks on Deep Learning Models. Szegedy et al. [20] found that the attacker per-
turbed the input data in the neural network model, which eventually led to the wrong
output of the model. This discovery laid the foundation for the research on neural
network model attacks. The researches on model attacks and defenses are essential in
artificial intelligence and security. In deep learning, a lot of studies have been launched
from the attack of deep learning models in different fields, such as image recognition
[21–24]. The attacker added one or more pixels to the image, and these special pixels
act as triggers to make the image with these pixels be misclassified into other classes. In
natural language processing [25–27], the attacker modified words without changing the
flow of the sentence. It changed the sentiment or meaning of the entire sentence. And in
the GNN model with graph data [28–30], attackers inserted samples of specific sub-
graph structure triggers, misclassifying the samples into the class specified by them.
Attackers have different data manipulation permissions. In most cases, they only need
to manipulate a few data, causing model errors.

Backdoor Attacks. Gu et al. [31] first proposed this concept. From this work, we can
learn that the goal of a backdoor attacker is to insert a hidden backdoor, that is, a
trigger, into the model. They applied the backdoor trigger to the field of traffic sign
recognition. The “stop” traffic sign with a trigger will be misidentified as “decelera-
tion”. When the backdoor is not activated, the infected model can recognize benign
samples normally. Once the input sample has an activated backdoor trigger, the model
will modify the predicted label to the target label specified by the attacker, which is a
misclassification. Users often input their data to train the models provided by third-
party platforms, they cannot guarantee the security of third-party platform, It is chal-
lenging to discover the backdoor, and it is harmful to users’ privacy and security. Most
of the existing works on backdoor attacks are oriented to the image data, and attackers
often manipulate images by designing pixel triggers [32]. Chen et al. [19] applied
backdoor attacks to face recognition, and inserted triggers, such as “red glasses” into
the access control system. When a malicious user wears the same glasses as the trigger,
it can impersonate a legitimate user. In federal learning, similar backdoor attacks will
also occur [33–35]. Backdoor attacks threaten the security of the model and can cause
huge losses to users. Therefore, research on them is very important and developing.

Attack on GNN Models. Many studies have shown that operating node features or
modifying structure in the graph can affect the learning performance of the GNN
model. Zügner et al. [36] first studied the adversarial attack on the attribute graph. They
modified the node features and graph structure in the attribute graph, which signifi-
cantly reduced the accuracy of the node classification model. Dai [30], Ma [37] used
reinforcement learning to explore strategies for modifying the graph structure,
achieving remarkable results. For the GNN model, the backdoor attack based on the
adversarial attack, Zhang et al. [38] studied the backdoor attack of random inserted
triggers. To select the attack nodes randomly under a designed subgraph trigger
structure, they proposed a random smoothing method to defend backdoor attacks
effectively. At the same time, Xi et al. [39] also studied graph neural network backdoor
attacks. This study focused on trigger generation. They used the attention mechanism
to generate customized triggers, which thoroughly combined the characteristics of
different graph structures to achieve better attack effects. There are still several
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problems in the research of GNN backdoor attacks. First, the trigger is too simple. In
most cases, the shape of the triggers is fixed. A graph structure is obtained through the
random graph generation algorithm to be used as a single trigger. Second, the impact of
the importance of nodes on the attack effect is not considered. The third is that
backdoor attack has not been verified on various GNN models, and the attack effect
lacks universality. In our work, we have carried out corresponding research and have
made improvements on the above three problems. See Sect. 4 for details.

Attack Nodes Selection. In the social networks, the analysis of key nodes is an
important research work, because key nodes are responsible for the critical role of
information transmission in the graph structure. At present, this research has a complete
theory in recommendation systems and traffic road networks. Using this intuition,
attackers find the key nodes in the network graph to attack when the GNN model
aggregates the information of the nodes and their neighbors. The attacked nodes
transmit the wrong information to the neighbors and the model. Attackers only need to
operate with a small amount of data and get a better attack effect. Ma et al. [40]
proposed a node importance measurement method based on random walks, attacking
nodes with higher importance scores, and verified that attacking important nodes can
effectively reduce the model’s accuracy. Takahashi et al. [41] considered the rela-
tionship between the classification result of a node and the neighbor nodes, modeling
the neighbor nodes of the graph as a neighbor tree. They selected the most influential
node from the 2-hop neighbors as the attack target. Mo et al. [42] proposed measuring
the local structural characteristics and global structural characteristics of the nodes, and
Ma et al. [43] proposed a three-layer comprehensive impact evaluation index to
measure the influence of the nodes. In [44], they took advantage of a GNN interpreter
to identify the importance of nodes, then selected key nodes to insert backdoor triggers.
Currently, the existing works on GNN backdoor attacks do not measure the nodes from
the structural features. Our work solves this problem and measures the importance of
nodes based on nodes’ features.

3 Preliminaries

This section mainly introduces the basic concepts involved in the paper, laying a
theoretical foundation for further research.

3.1 Concepts

Graph. Undirected graphs are used in our work. We define them as G ¼ ðV ;EÞ,
where V ¼ v1; v2; . . .; vNð Þ, which means there are N nodes in the graph, and E means
the set of edges ei;j existing between any two nodes vi and vj. A 2 f0; 1gN�N represents
the adjacency matrix of the graph. There is an edge ei;j between node vi and vj, then
Ai;j ¼ 1, otherwise 0. At the same time, we also have a feature matrix X 2 R

N�D, where
xi represents the l-dimensional features of node vi.
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GNN Graph Classification. We regard the GNN model for the graph classification
task as a function f G : G ! y, where f G is the graph classifier, y ¼ y1; y2; . . .; yKf g
indicates that the graph has K classes. The input data is represented as M samples of
Graphs G and their corresponding label y, namely DG ¼ f G1; y1ð Þ; G2; y2ð Þ; . . .;
ðGM ; yMg. By learning the embedding of the nodes, aggregating the features of the
node and its neighbors, the model predicts graph labels as by. The graph classification
by GNN is shown in Fig. 1.

GNN Backdoor. Inspired by the poisoning attack of the GNN model, we design the
backdoor attack by adding or deleting the edges of the graph to disturb the structure, as
shown in Fig. 2. Unlike the poisoning attack, this modification does not happen ran-
domly. Then, the attacked nodes in the graph are replaced one by one according to the
trigger’s structure. The selected attacked nodes are the same as the number of nodes in
the subgraph trigger. And we will modify their original links between the attacked
nodes according to the structure of the trigger.

3.2 Attack Model

Our attack model is like the work of [38, 39]. The backdoor is inserted into the graph
data by well-designed subgraph triggers. In this process, we do not change the archi-
tectures and parameters of the model. A specific wrong label is assigned to the trigger.
We assume that the learning model comes from a third-party platform, users input their
data to obtain services. Therefore, the attacker can operate the training and test data,
design and insert samples with triggers, and attack a clean model. Once the model is
successfully backdoored, the clean sample input by the user can get similar results to
the clean model, which is difficult to detect the backdoor triggers. While inputting the
samples with triggers, the attacker’s target output will be predicted by the backdoored
model, and the classification accuracy will decrease significantly.

Fig. 1. GNN graph classification task
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4 Backdoor Attack on GNN

4.1 Attack Overview

We divide the entire attack process into three stages, the generation of triggers, the
selection of attack nodes and trigger insertion. First, we need to generate a trigger with
a specific structure as the “key” to open the model’s backdoor. After that, we should
find the nodes with the most apparent attack effect as the target. Finally, we insert the
trigger both in the training and testing phases. The process is shown in Fig. 3.

Our attack scheme has two main features. First, to achieve diverse trigger attacks,
we make minor adjustments based on the basic structure of the trigger for a certain
proportion of samples, that is, randomly delete a small part of the edges in the trigger
and maintain most of the trigger structure. Second, we measure the importance of nodes
based on their global and local structural features and select the nodes with higher
importance as attack nodes. The attack’s goal is to classify the samples with the specific
triggers to the target label specified by the attack while keeping the classification of
clean samples as much as possible.

4.2 Generation of Trigger

The generation of the trigger is composed of three steps: First, we analyze the statistical
information of each dataset so that we can design triggers for different datasets and
different categories. Second, we use a random graph generation algorithm to generate
the structure of the trigger based on the statistical information achieved in the previous
step. Third, we use the nodes’ label in graph samples to generate nodes’ feature of the
trigger, and the attacker will modify the graph labels.

Fig. 2. Backdoor attack on GNN
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Statistical Analysis of Dataset. We believe that there are many similarities between
the graphs of the same label and differences among the graphs of different labels. We
use the similarities and differences as a breakthrough in the design of backdoor triggers.
Therefore, we associate the trigger with target label graphs and insert them into other
labels. In the same way, we can also generate triggers corresponding to each class
based on the samples of other classes.

Assuming that the attacker can only manipulate a small part of the training dataset,
we randomly select 5% of the samples from the clean training dataset. Specifically, we
define the target label of the attack as yt and yt 2 y. In 5% of the attack samples, we
calculate the average nodes nt and average density qt of samples yt (shown in the Eq. 1
and Eq. 2), and node features xt.

nt ¼
PMtrain�5%

i¼1 ni
Mtrain � 5%

ð1Þ

where Mtrain represents the total number of samples in the training set, ni represents the
number of nodes in sample i, the same as Eq. 2.

qt ¼
XMtrain�5%

i¼1

2ei
niðni � 1Þ =ðMtrain � 5%Þ ð2Þ

where ei represents the number of edges in sample i, and niðni � 1Þ=2 represents the
edges of the fully connected graph obtained by connecting all nodes in sample i.

Fig. 3. The process of backdoor attack
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For the node features vector xt, we first encode the labels of each node with one-hot
to obtain the vector xi of each node i, and then count the total number of each label.
Then we sum each column of the matrix composed of all node vectors, and finally
normalize them to obtain the node labels distribution probability vector xt.

Random Subgraph Trigger Generation. We use the Erdős-Rényi (ER) algorithm
[45] to generate a trigger structure. In this algorithm, the input is the number of nodes m
and the density q, the number of nodes represents the size of the trigger, and the density
represents the probability of an edge between two nodes in the trigger, then output is a
random graph g. According to the statistical feature of the graphs under target label yt,
we use the average number of nodes nt and the average density qt as input to obtain the
trigger gt related to the label yt, see Algorithm 1.

Algorithm 1: ER random graph generation

Input -nodes of trigger; -density of trigger; 
-target label of trigger

Output -a random subgraph trigger with specif-
ic label 
// initialization
1 specify a topological order 0, 1, … , for nodes
2 foreach node in nodes do
3    add node to 
4    select node in nodes randomly
5    generate ∈ [0,1] randomly
6    if < then
7        add edge ( , ) to 
8 return ,

Trigger Features Design. First, we use the node label distribution to generate the
node characteristics of the trigger. Specially, we use one-hot encoding to obtain a
vector si of length l for all node labels, representing the label vector of node i. The
vector of n nodes can form a matrix with n� l. Since a node has only one label, this
matrix is very sparse. We sum up each column and finally get the label distribution of
the nodes in the samples. After normalization, we get the probability of node feature
distribution, and generate trigger node features based on it. Figure 4 shows the process
of trigger generation.
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4.3 Selection of Attack Nodes

Since the GNN model aggregates information by learning the characteristics of nodes
and neighbors, key nodes are essential in information transmission in the graph
structure. We believe that selecting the most significant nodes to attack will increase the
attack success rate. We use the degree centrality (DC) and closeness centrality (CC) of
the node as the nodes’ local structural feature and the global structural feature,
respectively. Their definitions are as follows.

Degree Centrality. In an undirected graph, the degree centrality of node i is expressed
as the number of nodes directly connected to node i, the larger the number of 1-hop
neighbors of a node is, the bigger the degree centrality of the node is, the more
important the node in the graph network. The degree centrality of node i is expressed as
Eq. 3:

DC ið Þ ¼
XN
j6¼i

ei;j 2 E
� �

ð3Þ

Closeness Centrality. Indicates the closeness of the distances between the current
node and other nodes. If the sum of the distances between this node and other nodes is
shorter, the closeness centrality is higher, and the relationship with other nodes is
closer. Suppose there are multiple disconnected components in the dataset, the nodes
between different connected components have no paths to communicate with others.
The nodes’ number of different connected components will also be different, so the
closeness centrality of node i can be calculated by the following Eq. 4:

CC ið Þ ¼ n� 1
N � 1

ð n� 1Pn�1
j di;j

Þ ð4Þ

We use Eq. 4 to calculate the closeness centrality of multiple unconnected sub-
graphs, where N represents the number of all nodes in the sample graph, n represents
the number of nodes in the connected component where node i is located, and the result

Fig. 4. Trigger generation with structural and node features
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is the ratio of the average distance between the middle node to reachable nodes in the
connected component.

Subsequently, we normalize the obtained DC and CC to map the two indicators into
the same interval, and the normalized indicators are respectively marked as DCnorm and
CCnorm, the two indicators are fused as shown in Eq. 5.

DCC ¼ kDCnorm þð1� kÞCCnorm ð5Þ

where k is the fusion factor used to control the ratio of two indicators.

4.4 Backdoor Insertion

After identifying the attacking nodes, we insert triggers into the graphs. In this process,
the edges between the attack nodes and the normal nodes will not change, and the
attack nodes are replaced with the trigger nodes one by one, including the structural
information between the nodes and the features of the nodes.

We divide the trigger insertion into two phases: training and testing phase. The
attacker’s goal is not to affect the accuracy but ensure the attack is hidden in the
training phase. We only select a small part of the training data to insert triggers. Since
the generated triggers are related to a specific class of graphs, labels of samples with
triggers are all modified to the target label in the training set. In the testing phase, the
attacker hopes to increase the attack effect and ensure the effectiveness of the attack. In
a word, the accuracy does not change significantly on the clean samples but drops
significantly on the poisoned test set with inserted triggers. We insert triggers into all
samples in the test set and evaluate the effect of the attack based on the results predicted
by the model.

5 Experiment and Evaluation

5.1 Datasets

We use three public datasets DD1, Mutagenicity2 and Proteins-full3 with graph labels
and node labels in experiments. The statistical information is shown in Table 1. The
three datasets are all binary classification tasks, and the part in brackets represents the
data situation of the two labels. According to statistical information, we conclude that
samples with different labels have different structural features such as node distribution
and density in the same dataset. We generate the trigger by selecting the information of
the target label, so that our trigger is associated with the sample data, and the attack
target is not blind, this label can be used as the attacker’s set tag during attack.

1 https://networkrepository.com/DD.php.
2 https://networkrepository.com/Mutagenicity.php.
3 https://networkrepository.com/PROTEINS-full.php.
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5.2 Evaluation Metrics

We set up three evaluation indicators to comprehensively evaluate our attack, including
model accuracy, attack success rate, and clean test set accuracy drop. The detailed
explanation is as follows.

Model Accuracy. We denote the label of the graph i as yi, and the predicted result of
the model is byi . The accuracy represents the proportion of correctly classified samples
in the total samples, which is expressed as Eq. 6:

ACC ¼
PN

i Iðbyi ¼ yiÞ
N

ð6Þ

Attack Success Rate. The attack success rate is used to measure the effectiveness of
the attack. We mark the attacker’s expected error label as y, and attack success rate is
expressed as the misclassified samples among all the samples classified as y. The attack
success rate can be expressed as Eq. 7:

ASR ¼
PN

i Iðbyi ¼ yjyi 6¼ yÞPN
i Iðyi 6¼ yÞ

ð7Þ

Clean Accuracy Drop. This indicator is used to calculate the difference between the
accuracy of the clean test set and the baseline test set when triggers are inserted into the
training set but not in test set. The accuracy of the baseline test set comes from the test
accuracy of the clean dataset when the backdoor triggers are not inserted. It is defined
as Eq. 8:

Table 1. Statistical information of datasets

Datasets DD Mutagenicity Proteins-full

Graphs 1178 4337 1113
Classes 2(690|486) 2(2400|1935) 2(662|449)
Avg_Nodes 284(355|183) 30(29|31) 39(50|23)
Max_Nodes 5748 417 620
Min_Nodes 30 4 4
Node_Labels 89 14 3
Avg_Edges 715.66(903.3|449.25) 30.77(30.29|31.35) 72.82(94.08|41.47)
Avg_Desity 0.0278(0.02|0.04) 0.0913(0.09|0.09) 0.2122(0.14|0.32)
Avg_Degree 5.03 2.03 3.73
Max_Degree 19 4 25
Min_Degree 1 0 0
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CAD ¼ ACCbaseline test � ACCbackdoor clean test ð8Þ

According to the above indicators, our goal is to only insert triggers into the
training set without affecting the model’s accuracy. After triggers are inserted into both
the training set and test set, the accuracy will drop significantly, ensuring that the attack
success rate is high, and the accuracy drop of the clean test set is as small as possible.

5.3 Experimental Setup

According to node features distribution and target label of the trigger, we use the ER
algorithm to generate a trigger with m nodes and density of q. If there are no special
instructions, we default m = 4, q is from the average density of the sample with the
label of 0 in the attacked graph, and the target label is 0. The training set and the test set
are divided based on the ratio of 9:1. In the first stage of the attack, we randomly select
5% of the samples from the training set, according to the DCC ranking, select the m
nodes with the highest scores as the attack nodes, and modify the graphs’ labels. In the
second stage of the attack, we insert triggers in the same way for all test samples, and
keep a clean test set as a reference without modifying the graph labels. Table 2
summarizes the default parameter settings of the model.

Table 2. Default parameter settings

Type Parameters Setting

GCN Layer 2
GraphSAGE Layer 2

Aggregate Mean
GIN Layer 5

Aggregate Sum
Training Optimizer Adam

Learning rate 0.01
Dropout 0.5
Epochs 350

Trigger Size 4
Density Sample
Intensity 5%(train_set),100%(test_set)
Nodes features Sample, Reverse
Tuning parameter 0.8

Note: Layer in the table refers to the number of layers of the
GNN model. Aggregate is an aggregation function. Sample
means it is generated according to the statistical features of the
corresponding dataset, and reverse sorts the probability values in
the distribution vector of the node features based on Sample.
Then we reverse the result of the sorting, exchanging the largest
and smallest values one by one. Finally, we obtain a new
probability value distribution and generate node features
according to the new distribution vector
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5.4 Result and Analysis

We evaluate the basic classification accuracy of different models on three datasets as a
baseline for subsequent reference and comparison. The results are shown in Table 3.

Influence of Trigger Size and Density. In this experiment, we inserted triggers into
the training and test sets on the GIN model. We used the comprehensive indicators of
CAD and ASR to choose the most negligible impact on the dataset (the CAD is
smaller), the better attack effect (the ASR is large), and triggers with fewer nodes. The
results are shown in Fig. 5, where (a) shows the influence of the number and density of
trigger nodes on CAD; (b) is the influence of the number and density of trigger nodes
on ASR.

From Fig. 5(a), we can find that the smaller the number of trigger nodes, the smaller
the CAD, and the smaller the impact on the clean dataset. At the same time, the sample
density is much less than 0.8, and the higher the trigger density, the larger the CAD, the
greater the impact on the clean dataset. Figure 5(b) shows the relationship between the
attack success rate and the number of nodes and density. We found that the larger the
number of nodes, the higher the attack success rate, and the sample density of the
dataset can be used simultaneously to get better results.

Table 3. Baseline accuracy

Model Accuracy DD Mutagenicity Proteins-full

GIN TrainAcc_Baseline 0.9903 0.9024 0.7445
TestAcc_Baseline 0.7421 0.8078 0.7398

GraphSAGE TrainAcc_Baseline 0.9961 0.8682 0.7901
TestAcc_Baseline 0.7419 0.8295 0.7190

GCN TrainAcc_Baseline 0.9519 0.8443 0.7690
TestAcc_Baseline 0.7266 0.7717 0.7473

Fig. 5. Influence of trigger parameters
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Through the above results, we prefer to select triggers with a smaller number of
nodes and a density closer to the dataset to ensure a higher attack success rate and
better interference to the dataset, making the attack effective and hidden. Finally, we set
the number of trigger nodes to 4 nodes, and the trigger density is the average density of
the target category of each dataset. On the one hand, four nodes have achieved a higher
attack success rate and a lower clean dataset error. On the other hand, four nodes can
have more connection methods than other nodes, which is convenient to operate the
structure of the trigger.

Influence of Trigger Node Features. We use two ways to add node features to the
trigger subgraph. We count the node features of the attacked sample graphs, mapping
them into a one-dimensional vector, and then normalize them to get the node features’
distribution probability vector. The Sample method generates similar node features
based on the distribution vector. In contrast, the Reverse uses reverse sorting based on
Sample to get opposite node features distributions to generate opposite node features.
By comparing the attack success rate of the two methods, we find that the latter’s attack
effect is more obvious, as shown in Fig. 6. Therefore, the node features generation of
our trigger is implemented according to the Reverse method, and we use the generated
trigger with node features as the default trigger for subsequent comparison
experiments.

Influence of Attack Nodes Selection. In response to the selection of attacking nodes
based on the importance of the nodes proposed in our work, we compare the DCC and
randomly select nodes, the most important nodes and the least important nodes based
on the DCC metric. The experimental results are shown in Table 4, where MaxDCC
indicates that the nodes with the highest DCC value are selected, and MinDCC is the
opposite.

Fig. 6. Influence of node features
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According to the results in Table 4, it is better to select attack nodes based on the
importance of nodes than random selection, and the more important nodes are attacked,
the higher the attack success rate is. The DCC that we propose achieves a 97.1%
success rate, which is better than random selection. The method is about 3% higher
than the random sample, and about 9% higher than MinDCC.

Fine-Tuning of Trigger. This experiment learns the attack effect of inserting triggers
with different shapes into the same dataset. We adjust the structure of the trigger with a
fine-tuning parameter of 0.8 on the basic trigger structure. The fine-tuning parameter
guides us to retain the edges of the trigger, and we obtain triggers with different
structures. The structure of the trigger subgraph is not fixed, which is more difficult to
detect the backdoor by analyzing the graph structure. The experimental results are
presented in Table 5. The first row of each dataset corresponds to the result of using the
basic trigger, and the second row is the fine-tuning of the base trigger. We also use
three other triggers to compare the fine-tuning experiments and then visualize the
maximum attack success rate and the average attack success rate. Results are shown in
Fig. 7.

From Table 5, we find that the fine-tuning of the trigger has an unnoticeable impact
on the attack success rate of the DD dataset and the Mutagenicity dataset. We think it is
because the trigger densities of these two datasets are small, and the number of nodes is
minimal. In the case of a small trigger size, it does not have too many edges to satisfy
our fine-tuning strategy, and the Proteins-full dataset density is slightly larger, so the
fine-tuning strategy has an impact.

Table 4. Influence of attack nodes selection

Method TrainAcc CleanTestAcc BackdoorTestAcc ASR

RandomSample 0.9742 0.6772 0.3580 0.9420
MaxDCC 0.9852 0.6821 0.3611 0.9710
MinDCC 0.9814 0.6684 0.5377 0.8841

Table 5. Results of fine-tuning trigger

Datasets TrainAcc CleanTestAcc BackdoorTestAcc ASR

DD 0.9852 0.6821 0.3611 0.9710
0.9856 0.7542 0.3808 0.9855

Mutagenicity 0.8833 0.7868 0.3038 1
0.8871 0.7845 0.3070 1

Proteins-full 0.7246 0.6988 0.6050 0.7679
0.7184 0.6810 0.5708 0.8214
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From Fig. 7, we can find that even if the number and density of nodes increase, the
fine-tuning of the trigger does not affect the attack effect. In summary, we can conclude
that even if the attacker makes a slight modification to the trigger, attack also has a
good effect.

Attack on Different GNN Models. To better explore the universal applicability of
backdoor attacks to the GNN model, we use the other two classic GNN models
(GraphSAGE and GCN). In this part, our attack strategy is to use the base trigger of
each dataset, according to DCC metric, to select the node with the largest value for
trigger insertion. Table 6 presents the final experimental results.

In these three models, GIN pays more attention to the structure information of the
sample, GraphSAGE and GCN pay more attention to the node’s features. From the
results, our trigger modifies the sample structure while also modifying the node features
of the sample. In different GNN models, our attack methods have shown promising
results. A 100% attack success rate has been achieved on the Mutagenicity dataset.

Fig. 7. Results of fine-tuning trigger

Table 6. Attack on GNN models

ASR DD Mutagenicity Proteins-full

(a) Attack on GIN
Max_ASR 0.971 1 0.7857
Avg_ASR 0.859 1 0.6219
(b) Attack on GraphSAGE
Max_ASR 1 1 0.8571
Avg_ASR 0.986 1 0.6721
(c) Attack on GCN
Max_ASR 1 1 0.875
Avg_ASR 0.974 1 0.6604
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We compare the number and density of nodes in the three datasets and find that this
dataset has fewer nodes and a lower density. The number of nodes in the same trigger.
The ratio of attacked nodes and modified edges in this dataset is larger in the whole
graph, and the effect will be more significant than other datasets. The Proteins_full
dataset has fewer nodes but a slightly larger density. Compared with the Mutagenicity
dataset, its edges are more abundant, and the proportion of its edges modified during
backdoor attacks is relatively small, so the effect is slightly worse than other datasets.
Overall, our attack scheme uses fewer attack nodes and the same density as the dataset.
Whether there are more nodes or fewer datasets, we can obtain a higher attack success
rate and attack different GNN models.

6 Conclusions and Future Work

In this work, we study the backdoor attack of the GNN model based on subgraph
triggers, and use sample statistics to generate specific triggers. We also design a fine-
tuning strategy to study the impact of diversified triggers on attack success rate. At the
same time, we propose measuring the importance of nodes based on the node structural
features and selecting attacking nodes according to the metrics. Our method has been
validated on GNN models and multiple real datasets. The experimental results show
that designing diversified triggers to implement GNN backdoor attacks is effective. To
achieve a higher attack success rate, using node importance to select attack nodes is
better than randomly selecting attack nodes.

There are still many issues worthy of researching in our work, the most important
of which is to design an effective defense strategy to actively respond to different
backdoor attacks and maintain the model’s security and stability. In general, it can be
divided into the following two aspects.

• Detection of backdoor attacks. Through the research of the attacks, we can find the
attacker’s similar destructive behaviors, such as the strategy of modifying the
dataset. We can start from the anomaly detection of the dataset, detecting whether
there is a backdoor trigger in the dataset, or analyzing the similarity of nodes and
edges. It can detect abnormal nodes and edges to troubleshoot backdoor triggers.

• Defense against backdoor attacks. Attack and defense are like two parties in a game.
Both parties need to constantly explore new strategies to interfere with the oppo-
nent’s operations. We hope future work will explore the defense against model
backdoor attacks from two aspects, pre-training before attack and cleaning the
backdoor after attack.
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Approximation and Explicit Training
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Shenzhen, Guangdong Province, China

Abstract. Approximation theory has achieved many results in the field
of deep learning. However, these results and conclusions can rarely be
directly applied to the solution of practical problems or directly guide
the training and optimization of deep learning models in the actual con-
text. To address this issue, we construct a CNN structure with universal
approximation, which is called UniverApproCNN. It is ensured that the
approximation error of such CNN is bounded by an explicit approxi-
mation upper bound that relies on the hyper parameters of this model.
Moreover, a general case of multidimensional is considered by generaliz-
ing the conclusion of the universality property of CNN. A practical prob-
lem in the field of inertial guidance is used as a background to conduct
experiments, so that the theory can give an explicit training strategy
and break the barrier between the theory and its application. We use
the curve similarity index defined by Fréchet distance to prove that the
experimental results are highly consistent with the functional relation-
ship given by the theory. On this basis, we define the ‘approximation
coefficient’ of UniverApproCNN, which can give the stop time of model
training and related training strategies. Specifically, taking the opera-
tion of normalization as a widely used technique into consideration, we
then show that this operation does not take effect on the approximation
performance of the CNN and UniverApproCNN.

Keywords: Approximation theory · Universality of CNN ·
Normalization · Inertial guidance · Fréchet distance

1 Introduction

In the 1980s, the neural network model received people’s attention again because
of the successful applications such as on signal processing and control. The dense
problem naturally arises from these applications [1], that is, for such a set

M(σ) = span{σ(w · x − θ) : θ ∈ R,w ∈ R
n},
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what properties does the activation function need to make it dense in the corre-
sponding function space? This denseness is considered to be fundamental impor-
tant in neural network theory as the t heoretical ability of approximation [2,3].
For the single hidden layer perceptron model

Mr(σ) =
{ r∑

i=1

ciσ(wix − θi) : ci, θi ∈ R,wi ∈ R
n

}
,

which is one of the more simpler neural networks models mathematically, Pinkus
[2] has made a detailed summary, including the approximation bound with dif-
ferent activation functions and under different norms [4–8]. For networks with a
certain depth and special connection structure with sparsity

h(j)(x) =
(

σ
(
w

(j)
i h(j−1)(x) − b

(j)
i

))dj

i=1

,

compared with their success in practical applications, there is relatively little
research on their theoretical approximation capabilities [9], although there are
some theoretical interpretations for superior behavior due to their depth and
special connection structure [10–13]. Recently, Zhou Dingxuan proved that the
deep convolutional neural network is universally approximated in the continuous
function space, and given the upper bound of the approximation under certain
conditions [14].

Following Zhou Dingxuan’s work, we propose the construction of a generic
convolutional neural network with explicit approximation bound, which is called
the UniverApproCNN model. Based on the inertial guidance data, an experi-
mental design was made to verify the approximation bound, as well as some
necessary theoretical expansions. Since Zhou’s proof method is constructive, we
find it is easy to prove that the approximation performance of the network with
layer normalization operation [15,16] is unchanged using his method.

In the second chapter, some preliminary knowledge is given. In the third
chapter, we will conduct in-depth analysis and model design of the CNN with
known approximation bound introduced in Zhou Dingxuan’s article. Based on
the data of inertial guidance, we need to prove the universality of approximation
and model design of CNN suitable for two-dimensional input, these works will
be presented in Sect. 4. At the same time, we construct UniverApproCNN with
universal approximation, and design an object motion tracking problem based
on inertial guidance theory to further explore and analyze the performance of
UniverApproCNN in Sect. 5. In Sect. 6, we use the interpretability advantage of
UniverApproCNN to guide the model design and training strategy by defining
“approximation coefficient”.

2 Preliminaries

Before introducing the main work of this article, we first give the symbols that
will be used in the article and some results in the approximation theory.
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Consider the activation function defined as σ(u) = max{u, 0}, u ∈ R, called
ReLU (rectified linear unit), and a sequence of convolutional filter masks{w(j)}j

with finite support, that is, w
(j)
k �= 0 if and only if 0 ≤ k ≤ s Convolution

of two sequences can be written as the product of a matrix and a vector. The
convolution kernel represented by the mask slides on the input of length D(s ≤
D), that is, the process of convolution, which can induce the following Toeplitz
type matrix T of size (D + s) × D:

T =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

w0 0 · · · · · · · · · · · · 0
w1 w0 0 · · · · · · · · · 0
...

. . . . . . . . . · · · · · · ...
ws ws−1 · · · w0 0 · · · 0
0 ws ws−1 · · · w0 0 · · · 0
...

. . . . . . . . . · · · . . . 0
0 · · · 0 ws ws−1 · · · w0

0 · · · · · · 0 ws ws−1 w1

0 · · · · · · · · · 0
. . .

...
0 · · · · · · · · · · · · 0 ws

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

Definition 1. Consider the input vector x ∈ R
d, a convolutional neural network

with depth J and width dj = d+js can be induced by a sequence {w(j)}J
j=1, whose

hidden layer can be defined a vector-valued function column

{h(j)(x)}J
j=1,

generated by iteration:
h(0)(x) = x,

h(j)(x) = σ(Tw(j)
h(j−1)(x) − b(j)), j = 1, 2, · · · , J.

where Tw(j)
= (w(j)

i−k)dj×dj−1 is the Toeplitz type convolutional matrix induced
by w(j), σ acts on vectors by component, and b(j) is the bias vector.

Definition 2. The hypothesis space of the convolutional neural network model
defined above is the following function set:

Hw,b
J =

{ dJ∑
k=1

ckh
(J)
k (x) : c ∈ R

dJ

}
,

where w = {w(j)}J
j=1, b = {b(j)}J

j=1.

Zhou proved the universal approximation of the network to the continuous
function space C(Ω):
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Theorem 1. Let 2 ≤ s ≤ d and Ω ⊆ [−1, 1]d. If J ≥ 2d/(s − 1) and f = F |Ω,
with F ∈ Hr(Rd) and an integer index r > 2 + d/2, then there exist w, b and
fw,b

J ∈ Hw,b
J such that

‖f − fw,b
J ‖C(Ω) ≤ c‖F‖

√
log J(1/J)

1
2+

1
d ,

where c is an absolute constant and ‖F‖ denotes the Soblev norm of F ∈ Hr(Rd).

The theorem above is based on a result on ridge approximation to F |[−1,1]d

shown as follows:

Theorem 2. Let D = [−1, 1]d. Suppose f admits a Fourier representation
f(x) =

∫
Rd eix·ω f̃(ω)dω and

vf,2 =
∫
Rd

‖ω‖21|f̃(ω)|dω < ∞.

There exists a linear combination of ramp ridge functions of the form

fm(x) = β0 + x · α0 +
v

m

m∑
k=1

βk(x · αk − tk)+

with β ∈ [−1, 1], ‖αk‖1 = 1, 0 ≤ tk ≤ 1, β0 = f(0), α0 = ∇f(0), and v ≤ 2vf,2

such that
‖f − fm‖C(Ω) ≤ cvf,2max{

√
log m,

√
d}m−1/2−1/d.

3 A CNN Structure with Universal Approximation:
UniverApproCNN

3.1 Model Design

In the proof of Zhou’s article, they tried to decompose the coefficients W =
[W(m+1)d−1 · · · W1 W0] = [αT

m · · · αT
1 αT

0 ] in the ramp ridge function into the
weight parameters of each layer. With the help of the generating function of a
sequence, they decompose W into the convolution of multiple sequences W =
w(J) ∗ · · · ∗w(1), that is, decompose W̃ into W̃ (z) = w̃(J)(z)w̃(J−1)(z) · · · w̃(1)(z).
Note that W̃ (z) can be factored into

W̃ (z) = WM

K∏
k=1

[z2 − 2xkz + (x2
k + y2

k)]
M∏

k=2K+1

(x − zk),

where M = (m + 1)d − 1. Next, we decide the hyper parameters of the network
according to the above decomposition formula.

Zhou’s decomposition emphasizes the existence of {sj}J
j=1, where sj ≤ s,

satisfying deg(w̃(j)(z)) = sj and s1 + s2 + · · · + sJ = M . Since K is unknown,
the size of sj is ambiguous. In order to determine the number of nodes in each
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hidden layer, we use an even-numbered mask length sj . Further, in order to make
an explicit relationship between depth J and M, we use a fixed sj = s, then J ,
s and M satisfy the following relationship:

M = (J − 1)s + t,

that is,
(m + 1)d − 1 = (J − 1)s + t, J, t ∈ N

∗, 0 < t ≤ s,

where
deg(w̃(J)(z)) = t, deg(w̃(j)(z)) = s, j = 1, · · · , J − 1,

the corresponding sequences are

w(J) = {w
(J)
0 , · · · , w

(J)
t }, w(j) = {w

(j)
0 , · · · , w(j)

s }

satisfying W = w(J) ∗ · · · ∗ w(1). Let

dj = d + (j − 1)s, j = 1, · · · , J − 1,

dJ = dJ−1 + t,

then Tw(j) ∈ R
dj×dj−1 , j = 1, · · · , J , Tw(j)

represents the Toeplitz type matrix
generated by the sequence w(j).

Now we have TW = Tw(J) · · · Tw(1)
. Let w(J+1) = {w

(J+1)
0 } = {0}, the

Toeplitz matrix induced by w(J+1) is identity matrix, that is, Tw(J+1)

dJ+1×dJ
= I,

where dJ+1 = dJ , the corresponding physical meaning is not to do zero padding
to the output of the J-th hidden layer.

In order to get the desired term, we construct the bias as follows. Denote

‖w‖1 =
∞∑

k=−∞
|wk|, B(0) = maxx∈Ωmaxk=1,··· ,d|xk|,

B(j) = ‖w(j)‖1 · · · ‖w(1)‖1B(0), j ≥ 1.

If nonlinear activation is considered only in the J-th layer, let

b
(J)
l =

⎧⎨
⎩

−B(J), l = d
tk, l = (k + 1)d, 1 ≤ k ≤ m
B(J), otherwise

,

then

h
(J)
l = σ

(
(TW x)l − b

(J)
l

)

=

⎧⎨
⎩

α0 · x + B(J), l = d
(αk · x − tk)+, l = (k + 1)d, 1 ≤ k ≤ m
0, otherwise

.
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Let

b
(J+1)
l =

{−B(J), l = 1
0, otherwise

,

then h(J+1)(x) = σ
(
Tw(J+1)

h(J)(x) − b(J+1)
)
, expressed by component as

h
(J+1)
l =

⎧⎪⎪⎨
⎪⎪⎩

α0 · x + B(J), l = d
(αk · x − tk)+, l = (k + 1)d, 1 ≤ k ≤ m
B(J), l = 1
0, otherwise

.

For the above w,b, we can take

fw,b
J+1 = Fm|Ω ∈ span{hJ+1

k (x)}dJ+1
k=1 ,

satisfying

‖f − fw,b
J ‖C(Ω) ≤ ‖F − Fm‖C([−1,1]d)

≤ c0vF,2max{
√

log m,
√

d}m−1/2−1/d.

Remark 1. When t = 0, we only get J − 1 sequences from the decomposition,
and then let w(J) = {W

(J)
0 } = {1} and assign the value of b(J) to b(J−1), b(J+1)

to b(J).

It is worth noting that the UniverApproCNN model not only has strong
interpretability, but its backpropagation process is compatible with almost all
optimization algorithms. This advantage brings a broad application prospect for
UniverApproCNN. The back propagation process is shown in the appendix.

3.2 UniverApproCNN for Multiple Outputs

The method in the Theorem 1 can be extended to multi-dimensional output,
that is, the UniverApproCNN also has universal approximation to the vector-
valued function space. For a l-dimensional continuous vector-valued function
f(x) =

(
f1(x), · · · , fl(x)

)
, there exist ramp ridge functions

F i
m = βi

0 + αi
0x +

vi

m

m∑
k=1

βi
k(αi

kx − tik)+, i = 1, · · · , l,

such that
‖fi − F i

m‖C(Ω) ≤ ci
0vF 1,2max{

√
log m,

√
d}− 1

2− 1
d .

We stack all the coefficients αi
k, i = 1, · · · , l, k = 0, · · · ,m into a row vector, let

W i =
(
W i

(m+1)d−1, · · · ,W i
0

)
=
(
(αi

m)T , · · · , (αi
0)

T
)

W =
(
Wl(m+1)d−1, · · · ,W0

)
=
(
W l, · · · ,W 1

)
,
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it is easy to find by definition that

TW
(i−1)(m+1)d+(k+1)d; : = (αi

k)T ,

which means the term (αi
k)T can be represented by the node with order (i −

1)(m + 1)d + (k + 1)d of the last convolutional layer. Using the decomposition
strategy mentioned in the first section in this chapter, we can decompose W into
the weight parameters of the CNN with depth J + 1, satisfying

l(m + 1)d − 1 = (J − 1)s + t, J, t ∈ N
∗, 0 < t ≤ s.

3.3 Normalized CNN and UniverApproCNN

In this section, we try to show that the approximation performance of CNN and
UniverApproCNN with batch normalization operation will not be weakened at
least. Because UniverApproCNN is a special form of CNN, the universal approxi-
mation condition of normalized CNN is more stringent, and its establishment can
guarantee the universal approximation of normalized UniverApproCNN. There-
fore, we verify the universal approximation of the normalized CNN.

Consider N input vectors of length d, and define ak,j = Tw(j) ·h(j−1)(xk), j =
1, 2, · · · , J as the summed input of the j-th hidden layer of the k-th input vector.
The batch normalization method normalizes the summed input of each unit in
the same layer, that is, scales the summed input according to the batch normal-
ization statistics defined below:

μ =
1

Ndj

N∑
k=1

dj∑
i=1

ak,j
i , σj =

√√√√ 1
Ndj

N∑
k=1

dj∑
i=1

(ak,j
i − μj)2,

then, the input of the hidden layer after batch normalization can be defined as

ak,j
i =

gj
i

σj
· (ak,j

i − μj),

where gj
i , j = 1, 2, · · · , J, i = 1, 2, · · · , dj are gain parameters, further, the output

of the hidden layer can be defined as

hj = σ(ak,j − b(j)) = σ

(
gj

σj
� (ak,j − μj1dj

) − b(j)
)

,

where � means product by component between two vectors, 1dj
= (1, 1, · · · , 1)T

with length dj , b(j) is the bias parameter.
Only consider batch normalization operations on the first layer, when g1i :

Ω → R, i = 1, 2, · · · , d1 are continuous, consider the influence of the activation
function σ, since there exists a similar bound for the normalized summed input,
that is, for any x ∈ Ω, we have

∣∣∣∣ g1i√
1

Ndj

∑N
k=1

∑dj

i=1(a
k,1
i − μj)2

· (ak,1
i − μ1)

∣∣∣∣
2

≤ MNd1,
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Therefore, by reconstructing the bias parameters β(1) of the first hidden layer,
the weight parameter T (2) and bias parameter β(2) of the second hidden

layer, the regularized network output fw
′
,b

′

J can be restored to the output
fw,b

J of the original network, where w
′

= {w(1), T (2), w(3), · · · , w(J)},b
′

=
{β(1), β(2), b(3), · · · b(J)}, which means the approximation performance of the nor-
malized CNN does not changed compared with the original network.

4 UniverApproCNN for Two-Dimensional Input

4.1 Proof of the Approximation of the CNN Suitable
for Two-dimensional Input

Consider a two-dimensional input I of size d × n, the size of the first layer of
convolution kernel is d×(s+1), with s column zero padding on both sides of the
input, the first layer convolution is regarded as a matrix form, which is expressed
as follows:

First, expand the input matrix by rows, namely

x
(
(i − 1)n + k

)
= I(i, k), 1 ≤ i ≤ d, 1 ≤ k ≤ n,

Denote the output of the first layer as

h(1)(x) = σ
(
T (1)h(0)(x) − b(1)

)
,

where h(0) = x, T (1) =
(
Tw(1),1

, · · · , Tw(1),d)
is a matrix of size n1 × dn, every

block of which is a Toeplitz matrix generated by the corresponding row vector
of the first convolution kernel.

Next we can define a CNN with depth J generated by a sequence of finitely
supported convolutional filter masks {w(j)}J

j=1 as a sequence of vector-valued
functions {h(j)}J

j=1, and h(j)(x) = σ
(
T (j)h(j−1)(x)−b(j)

)
, j = 1, 2, · · · , J , where

Tw(j)
= (w(j)

i−k) is a Toeplitz type matrix of size nj ×nj−1. The hypothesis space
of such network can be expressed as

Hw,b
J =

{ dJ∑
k=1

ckh
(J)
k (x) : c ∈ R

dJ

}
.

The following theorem about universality of the CNN above is the extension of
Zhou’s work. We give the proof in the appendix.

Theorem 3. For any compact subset Ω of [−1, 1]nd and any f ∈ C(Ω), there
exist w,b and fw,b

J+1 such that

‖f − fw,b
J+1‖C(Ω) ≤ c0vF,2max{

√
log m,

√
nd}m− 1

2− 1
nd .
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4.2 Model Design

Since the objective function is unknown, we cannot find non-trivial common
factors. We only verify the model with the following settings:

– For a two-dimensional input vector I ∈ Ω,Ω ⊆ [−1, 1]d×n, consider two layers
of convolution.

– The size of the convolutional kernel of the first layer is d× (m+1)n, perform
(m + n)n − 1 columns of zero padding on both sides of the input, set the
stride equal to 1.

– In the first hidden layer, first reduce the bias and then activate by the non-
linear function, where

b
(1)
l =

⎧⎨
⎩

−B(1), l = n
tk, l = (k + 1)n, 1 ≤ k ≤ m
B(1), otherwise

,

and B(1) = ‖w(1),1‖1 + · · · + ‖w(1),d‖1.
– The convolutional filter mask of the second is w(2) = {w

(2)
0 } = {1}, then

reduce the bias and activate, where

b
(2)
l =

{−B(1), l = 1
0, otherwise

.

Fig. 1. The structure of UniverApproCNN model.

Figure 1 shows the structure of UniverApproCNN model and the sliding mode
of convolution kernel. Since the structure of the model completely conforms to
the universality theorem, under the condition of sufficient training, theoretically,
when the hyper parameters of the model change, in addition to the structure
of the model itself, its corresponding approximation upper bound also changes
accordingly, the corresponding relationship between these two changes can guide
us to get the ideal training strategy in the experiment.
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5 Performance Experiment of UniverApproCNN
for Inertial Guidance

In order to verify the relationship between the approximation bound of Uni-
verApproCNN and related parameters, we designed an experiment oriented to
inertial guidance theory. We will use the UniverApproCNN model to approxi-
mate a complex model in this theory. The model is composed of many highly
nonlinear functions, involving coordinate system transformation, normalization,
multiple integration, cosine matrix calculation, quaternion calculation, and other
operations. The complex coupling relationship of these operations is very suitable
for testing the approximation effect of the UniverApproCNN model. Moreover,
since our verification is based on actual problems, the experimental process can
be directly guided by theory, and the experimental results can directly echo the
theory. Therefore, our experiment actually breaks through the barrier between
theory and application, which is of great help to the development and application
of the theory.

Our experimental object is a trajectory restoration model based on iner-
tial sensors. The input is six-axis inertial sensor data: three-axis acceleration,
three-axis angular velocity, and the output is the spatial position of the object’s
movement. Regarding the model as a mapping from input to output, the map-
ping relationship f is the object we want to approximate with UniverApproCNN.
The form of f is closely related to the way of movement of the object. We define
the form of movement as follows:

Suppose an object with a mass of m makes horizontal projectile motion in
three-dimensional space at an initial velocity v0, and its direction is the positive
direction of the x-axis; the acceleration of gravity is g = 9.8 m/s2, whose direction
is the negative direction of the z-axis; The air resistance is F = kv2, where v
is the speed of the object, and k is the coefficient of air resistance; at the same
time, the object is in the state of rotation during the motion, and the rotation
angular velocity around the x, y, and z axes at the initial time of the horizontal
throwing is ωx, ωy, ωz, its attenuation law is ωt1 = ωt0e

−Kt, where K is the
angular velocity attenuation coefficient, and t is the interval time between t0
and t1.

After the movement mode is determined, the mapping relationship f between
the input data and the output data is determined accordingly. In this horizontal
throwing movement, since the object is always in a weightless state, inertial
sensors can only measure the acceleration of an object due to air resistance from
all directions. The acceleration and angular velocity measured by the inertial
sensor are all based on its own coordinate system (Object Coordinate System),
but the calculation of its trajectory is based on the spatial absolute coordinate
system (World Coordinate System). At the same time, the spatial posture of
the object changes all the time, so the transformation relationship between the
two coordinate systems is constantly changing. In addition, the effect of the
decomposition of the gravitational acceleration in the object coordinate system
must also be considered. The entire complex system is included in the mapping
relationship f , so it is difficult to train UniverApproCNN to approximate it.
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At this time, we need to generate a data set based on a large number of
variable parameters during the movement for training, verification and testing
of the UniverApproCNN model. In the motion process we define, the variable
parameters include: mass m, initial horizontal throwing velocity v0, air resis-
tance coefficient k, initial angular velocity of the object rotation ωx, ωy, ωz,
and rotation attenuation coefficient K. We use a grid method to set 2 specific
values for the parameter θ : π/3, π/6, and 10 values for each of the remaining 7
parameters. A total of 2×107 sets of parameter combinations are generated for 8
parameters. Combining each set of parameters with f can determine the specific
motion details, such as the acceleration, angular velocity at each moment, and
the spatial coordinates of the object at each moment. For each set of parame-
ters, we start from the initial moment of motion, generate 100 frames of object
motion acceleration and angular velocity information as inertial data, that is,
the input data of the UniverApproCNN model, and generate the position infor-
mation of the 101st frame of object motion as the data to be predicted, which
is the output data of UniverApproCNN. In the end, a total of 2 × 107 training
samples were generated. We randomly divide 2×107 training samples into train-
ing set, validation set, and test set according to the ratio of 98 : 1 : 1. In order
to enhance the credibility of the experimental results, we independently predict
the motion trajectories of objects in different directions, that is, use the parallel
experimental method to predict the motion trajectories of x, y, and z axes. The
final experimental result of x axis is shown as Fig. 2, and the results of y, z axes
are shown in the appendix. Figure 4 and Fig. 5:

Fig. 2. The experiment on x-axis.

It can be seen that the experimental results are highly consistent with the
functional relationship given by the theory. In order to measure the degree of
agreement, we use Fréchet distance to define the similarity index between the
experimental result curve and the theoretical curve: assuming that the experi-
mental result curve and the theoretical curve can be respectively expressed as a
sequence: P = [u1, u2, u3, · · · , up] and Q = [v1, v2, v3, · · · , vq], we can obtain the
following sequence pairs L:
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(ua1 , vb1), (ua2 , vb2), · · · , (uam
, vbm)

where a1 = 1, b1 = 1 and am = p, bm = q for any i = 1, 2, · · · , q, let ai+1 = ai or
ai+1 = ai +1 and bi+1 = bi or bi+1 = bi +1. For any point m = (xm, ym, zm) and
n = (xn, yn, zn), the Euclidean distance between the two points can be defined
as

D(m,n) =
√

(xm − xn)2 + (ym − yn)2 + (zm − zn)2.

The length ‖L‖ between two sequences P and Q is defined as the maximum
Euclidean distance in each sequence pair. The expression is as follows:

‖L‖ = max
i=1,2,··· ,m

D(uai
, vai

).

Then the Fréchet distance between sequence P and Q is defined as

Fd(P,Q) = min‖L‖.

Calculate the module of P and Q as RP =
∑p−1

i=1 D(ui, ui+1) and
RQ =

∑q−1
i=1 D(vi, vi+1) respectively. Then we define the similarity between the

P and Q curves as

Accuracy = max

{
0, 100 − 100 × Fd(P,Q)√

2(RP + RQ)

}
.

After checking the similarity of the result curves of the three experiments, the
agreement between the experimental results and the theoretical values reached
96.45%, 95.76%, and 98.31% respectively, which completed the theoretical veri-
fication.

Only when the amount of data is sufficient, the data types are rich, and the
training strategy is appropriate, the trained model can meet the upper bound
of the error given above. This puts high demands on our training process. In
addition, as the model parameter m (this m is not the mass, pay attention to
distinguish) changes, the scale and performance of the whole model are changing
accordingly, so the applicable training strategy will also continue to change, as
shown in Fig. 3.

It can be seen that when m is small, the model converges slowly. At this
time, we need more iterations. However, as m increases, the model converges
faster and faster. At this time, if the number of iterations is not appropriately
reduced, there will be overfitting.

The change of m causes the number of training iterations (epoch) to also
change instantly. Although this brings inconvenience to the experiment, this
feature also reveals the relationship between m and many hyper parameters
in the training strategy such as epoch, batchsize, and learning rate. If we can
analyze the relationship through some methods, then we can formulate a rigorous
and effective training strategy for the hyper parameter adjustment of the model,
so we designed follow-up related experiments.
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Fig. 3. Convergence rate of model cahanging with parameter m during training.

6 Approximation Coefficients of UniverApproCNN

Although deep learning model has achieved very good results in many fields, it
lacks relevant explanatory power, which is also one of its most criticized defects.
As a function, the essence of deep learning model is to approximate the function
behind the real problem. The approximation theory ensures its approximation
effect, and demonstrates the approximation potential of specific deep learning
model from the perspective of function space.

However, although the approximation theory gives the approximation poten-
tial of deep learning model, the research on the approximation potential can only
play a certain effect in theory. Although the research results in this aspect can
give a theoretical upper bound of the error of deep learning model, there are two
major problems in the application of the upper bound:

1. The upper bound of the error is only theoretical, that is, the default deep
learning model has been trained to the optimal state. However, in fact, due
to the data quantity, data richness, data error [17], optimization theory and
other related limitations, deep learning model is almost impossible to achieve
its theoretical maximum approximation potential, especially for some com-
plex problems, as well as the corresponding more complex deep learning
model. The complex network structure, complex combination of hyper param-
eters, the limitation of computing resources and the possible over fitting phe-
nomenon all make it difficult for deep learning model to reach the limit of its
approximation potential.

2. The theory can only give the upper bound of the approximation error of the
model. In fact, the upper bound is much larger than the error of the model
in the training set, verification set and test set, and they are not even in the
same order of magnitude. Therefore, the theory can not play a guiding role
in our modeling and training process.

These two problems make the gap between approximation theory and deep
learning model application appear. In order to fill the gap between theory and
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application, and make the relevant conclusions obtained in the study of approx-
imation theory can be used to guide the design and training process of deep
learning model, we propose the concept of “approximation coefficient” based on
the experimental results.

The UniverApproCNN constructed by us can give the upper bound of the
approximation error of the model under specific structure and specific problem,
that is, the approximation rate. As like as two peas, we found that the error
patterns of different structural models on test set are very similar to the approx-
imation rate, and the trend between the two is almost the same. Therefore,
we multiply the error upper bound given by the UniverApproCNN model by
a coefficient, which is named “approximation coefficient”. When the coefficient
is in a certain range, the two curves almost coincide. In order to measure the
similarity between the error upper bound curve and the test error curve, we
use the curve similarity measurement index defined by Fréchet distance i.e. the
similarity between P and Q curves

Accuracy = max

{
0, 100 − 100 × Fd(P,Q)√

2(RP + RQ)

}
.

This index can help us to find the value of approximation coefficient under
different problem background and different model structure.

As a matter of fact, for a fixed problem and a fixed data set, we will choose to
train several times on the model with a relatively simple structure, and explore
a relatively reasonable training strategy for the simple structure. Under the con-
dition of sufficient training, the trained model is tested on the test set, and
some test errors are obtained. Through these simple structure test errors, com-
bined with the curve similarity measure we defined, we can determine the value
range of the approximation coefficient, and then predict the possible errors of
the complex structure deep learning model in the test set.

At this time, we train the deep learning model with complex structure, and
constantly test it on the test set during the training process, but the error calcu-
lation results on the test set do not participate in the process of back propagation
and parameter adjustment. This operation can be regarded as a “monitor” in
the process of model training. Since we have obtained the approximate error of
the model in the test set in advance, if the test error of the model is always sig-
nificantly larger than the error range predicted by us during training, it means
that the training is not sufficient, and we need to increase the number of itera-
tions, on the contrary, it shows that the training effect has reached a good level,
and the training should be stopped at this time, otherwise the situation of over
fitting may appear.

To sum up, we build a bridge between approximation theory and model
design, model implementation, model training by defining “approximation coef-
ficient”, so that the relevant conclusions of approximation theory can be applied
to specific experiments. In the future, it can also be extended to more research
on models and approximation theory, so it has high application value.
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7 Conclusion

This paper proposed a CNN model supported by related approximation theory:
UniverApproCNN. We successfully applied it to the object motion tracking prob-
lem in inertial guidance theory, and successfully verified the relevant conclusions
in the approximation theory. In the process of verifying the relationship between
the approximation bound and the network structure parameters, we discovered
the relationship between the training strategy and the network structure, and we
successfully used this relationship to guide the training of the model. As a deep
learning network, although it has sacrificed performance, it has made significant
progress in interpretability, and this interpretability can guide the formulation
of model training strategies very well. In the future, we can use this as a basis
to optimize performance to enhance its interpretability while ensuring perfor-
mance, or use this solution as a basis to find a balance between the performance
and interpretability of more deep learning models.

A Appendix

A.1 Proof of the Theorem 3

Proof. Because of the density of Hr(Ω) in C(Ω) when r ≥ nd
2 + 2, without

loss of generality, we assume f ∈ Hr(Ω). When the activation function σ(u) =
max{u, 0}, u ∈ R is not considered, the input-related coefficients in the network
are all included in the convolution matrix

(
Tw(J) · · · Tw(2)

Tw(1),1
, · · · · · · , Tw(J) · · · Tw(2)

Tw(1),d)
,

given the following notation:
(
Tw(J) · · · Tw(2)

Tw(1),1
, · · · · · · , Tw(J) · · · Tw(2)

Tw(1),d)
�
=
(
TW 1

, · · · · · · , TWd) �
= T

where W i = w(J) ∗ · · · ∗w(2) ∗w(1),i and TW i

is the Toeplitz type matrix induced
by W i.

Note that in the ramp ridge function, the coefficients associated with the first
sub-block x(1 : n) of length n of input x are

{α1
m, · · · , αn

m, · · · · · · , α1
1, · · · , αn

1 , α1
0, · · · , αn

0 },

the coefficients related to x(1 : n) in the network are included in TW 1
.

Let
(
W 1

(m+1)n−1, · · · ,W 1
1 ,W 1

0

)

= (α1
m, · · · , αn

m, · · · · · · , α1
1, · · · , αn

1 , α1
0, · · · , αn

0 ),

We have
TW 1

(k+1)n;: =
(
α(1 : n)

)T
.
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Similarly, let
(
W i

(m+1)n−1, · · · ,W i
1,W

i
0

)

=
(
α(i−1)n+1

m , · · · , αin
m , · · · · · · , α

(i−1)n+1
0 , · · · , αin

0

)
,

we can get
TW i

(k+1)n;: =
(
αk

(
(i − 1)n + 1 : in

))T
and

T(k+1)n;: =
(
TW 1

(k+1)n;:, · · · , TWd

(k+1)n;:

)
= (αk)T ,

k = 0, 1, 2, · · · ,m.

Since W i = w(J) ∗ · · · w(2) ∗ w(1),i , using the generating function of a sequence
and the basic theorem of algebra, we can decompose W (i) into a finitely
supported sequence {w(j)}J

j=1 . So far, we have decomposed the coefficients
{α0, α1, · · · , αm} in the ramp ridge function Fm(x) into the weight parameters
of each layer of this particular network.

Note that when we decompose

W i = w(J) ∗ · · · w(2) ∗ w(1),i, i = 1, 2, · · · , d

a common factor of w̃(J)(z) · · · w̃(2)(z) is required. When a untrivial common
factor exists, we can decompose it into a sequence {w(j)}J

j=2 with finite support.
If nonlinear activation is considered only in the J-th layer, let

b
(J)
l =

⎧⎨
⎩

−B(J), l = n
tk, l = (k + 1)n, 1 ≤ k ≤ m
B(J), otherwise

,

what is different from the case in one-dimensional input is

B(0) = max
x∈Ω

max
k=1,2,··· ,dn

|xk|, Ω ∈ [−1, 1]d×n,

B(1) =
(‖w(1),1‖1,+ · · · + ‖w(1),d‖1

)
B(0).

We have

h
(J)
l = σ(T · x − b(J))l

=

⎧⎨
⎩

α0x + B(J), l = n
(αk − tk)+, l = (k + 1)n, 1 ≤ k ≤ m
0, otherwise

,

let w(J+1) = {wJ+1
0 } = {1} and

b
(J+1)
l =

{−B(J), l = 1
0, otherwise

,
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then Tw(J+1)
= IdJ

and

h
(J+1)
l = σ(I · h(J) − b(J+1))l

=

⎧⎪⎪⎨
⎪⎪⎩

B(1), l = 1
α0x + B(J), l = n
(αk − tk)+, l = (k + 1)n, 1 ≤ k ≤ m
0, otherwise

.

For a set of w, b constructed above, there exists fw,b
J+1 ∈ Hw,b

J+1 , such that

‖ f − fw,b
J+1 ‖C(Ω)≤ c0vf,2max{

√
log m,

√
nd}m− 1

2− 1
nd .

If there is no untrivial common factor, we consider single convolutional layer, at
this time, w(1),i = W i is a sequence of length (m+1)d, then s = (m+1)n−1. In
other words, this is a special case when J = 1, that is, there exists fw,b

2 ∈ Hw,b
2 ,

such that

‖ f − fw,b
2 ‖C(Ω)≤ c0vf,2max{

√
log m,

√
nd}m− 1

2− 1
nd .

A.2 Model Training Results in the Trajectory Prediction
Experiments

Fig. 4. The experiment on y-axis.
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Fig. 5. The experiment on z-axis.

A.3 Back Propagation Process of UniverApproCNN

Take the single-output CNN with two convolutional layers and a full connected
layer considered above as an example, find the derivative of the loss function L
with respect to w

(1)
k , where L = (Y − y)2, and y =

∑d2
l=1 clh

(2)
l . The derivative

of loss function L = (Y − y)2 with respect to w
(1)
k is

∂L

∂w
(1)
k

=
∂L

∂y
·

d2∑
l=1

∂y

∂h
(2)
l

· ∂h
(2)
l

∂w
(1)
k

,

For fixed 0 ≤ k ≤ s,

Define a(j) = Tw(j) · · · Tw(1)
x, then essentially we find ∂a

(2)
l

w
(1)
k

and ∂B(2)

∂w
(1)
k

. For

fixed 0 ≤ k ≤ s, observe that when k +1 ≤ i ≤ k +d, a
(1)
i contains items related

to w
(1)
k , and ∂a

(1)
i

∂w
(1)
k

= xi−k.

Further, when k + 1 ≤ l ≤ k + d + s, a
(2)
l contains items related to w

(1)
k , and

we only need to consider
∑k+d

i=k+1 w
(2)
l−ia

(1)
i in a

(2)
l . Since w(2) is finite supported,

we only consider
∑min{k+d,l}

i=max{k+1,l−s} w
(2)
l−ia

(1)
i , then ∂a

(2)
l

∂a
(1)
i

= w
(2)
l−i and

∂a
(2)
l

w
(1)
k

=
min{k+d,l}∑

i=max{k+1,l−s}

∂a
(2)
l

∂a
(1)
i

· ∂a
(1)
i

∂w
(1)
k

=
min{k+d,l}∑

i=max{k+1,l−s}
w

(2)
l−i · xi−k.

It is easy to find that

∂B(2)

∂w
(1)
k

=
d2∑
l=1

cl · ‖w(2)‖1 · (|w(1)
k |)′ · B(0)
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Similar conclusions can be obtained for the CNN with depth J +1 and single
output.
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Abstract. In the past three years, the pre-trained language model is
widely used in various natural language processing tasks, which has
achieved significant progress. However, the high computational cost has
seriously affected the efficiency of the pre-trained language model, which
severely impairs the application of the pre-trained language model in
resource-limited industries. To improve the efficiency of the model while
ensuring the model’s accuracy, we propose MS-BERT, a multi-layer self-
distillation approach for BERT compression based on Earth Mover’s Dis-
tance (EMD), which has the following features: (1) MS-BERT allows the
lightweight network (student) to learn from all layers of the large model
(teacher). In this way, students can learn different levels of knowledge
from the teacher, which can enhance students’ performance. (2) Earth
Mover’s Distance (EMD) is introduced to calculate the distance between
the teacher layers and the student layers to achieve multi-layer knowledge
transfer from teacher to students. (3) Two design strategies of student
layers and the top-K uncertainty calculation method are proposed to
improve MS-BERT’s performance. Extensive experiments conducted on
different datasets have proved that our model can be 2 to 12 times faster
than BERT under different accuracy losses.

Keywords: Pre-trained language model · BERT · Self-distillation ·
Multi-layer · EMD

1 Introduction

Nowadays, there are many collaborative management systems, which can realize
the assignment and management of tasks by managers. Improving the perfor-
mance of the system can improve the system’s quality of service. For example,
the telecommunications complaint system is an agent collaboration system. Dur-
ing the complaint dialogue between the user and the agent, a large number of
customer complaints are recorded as the text will be generated. The agent can
assign the complaint task to the corresponding business staff for handling. The
task allocation process can be regarded as a text classification task in natural
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language processing (NLP). With the proposal of Transformer-based language
models, such as BERT [1], GPT-2 [17], and XLNet [27], NLP has entered a
new era. These transformer-based language models have achieved great success
through pre-training on large-scale corpus and fine-tuning on downstream NLP
tasks. Applying these models to collaborative systems can greatly improve the
performance of the models. However, these transformer-based language models
suffer from the following problems: (1) Due to the continuous increase of model
parameters, the amount of calculation of inference also increases, which will
cause the model’s inference speed to be very slow. (2) In the service industry,
time and resources are often limited, where makes these language models hard
to come into service. Therefore, how to reduce the computational cost and accel-
erate inference speed has become a widespread concern. Only in this way can
the pre-trained language model be better put into use in the industry.

Based on the above questions, many existing studies of Transformer-based
language models have tried to accelerate inference speed and reduce the amount
of calculation in various aspects, such as weight pruning [2,14], parameter shar-
ing [5,24], low-rank decomposition [10], and knowledge distillation (KD) [6].
Among them, KD is considered the most popular and practical method at
present [3]. It is the process of inducing small models (student models) to train
through a well-trained large model (teacher model). However, KD also has some
problems: (1) KD requires an additional pre-training language model structure,
which will put more pressure on deploying these models. (2) The pre-trained
language model has been proven to contain a lot of redundant calculations. In
industry, the demand for services varies significantly over time. For example,
during holidays, the number of complaints may be several times more than on
workdays. The pre-trained language model, which after knowledge distillation,
cannot cope with the rapid changes in demand due to redundant calculations.

Aiming at the problems of KD, self-distillation can solve them well. Self-
distillation [12] does not require additional external resources where the output
of teachers and students are in the same model. Moreover, its unique sample-
wise adaptive mechanism [12] can well solve the problem of demand changes.
Although the previous self-distillation method [12,25] is effective, there are still
some limitations: (1) The existing self-distillation method only uses a specific
teacher layer to guide the student layers. For example, FastBERT [12] only uses
the last teacher layer to guide all student classifiers. However, this method of
knowledge transfer is only based on experience without a theoretical basis. The
research of Jawahar [7] has proved that different layers of BERT learn differ-
ent levels of knowledge. The surface information features are in the bottom
networks, the syntactic information features are in the middle layer networks,
and the semantic information features are in the upper networks. Different NLP
tasks require different levels of knowledge contained in different layers of BERT.
Therefore, only learning from the specific layer will lead to the lack of partial
knowledge and reduce the performance of the models. (2) Previous research
directly spliced a student classifier behind each Transformer layer without con-
sidering the complexity of different task samples [23]. Some samples with higher
complexity may be considered correct in the low-level student classifiers and
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output early, which results in a decrease in the models’ performance. (3) The
information entropy [20] of the complex dataset that contains hundreds of classes
is very large, which makes the sample-wise adaptive mechanism [12] useless.

To solve the issues mentioned above, we propose a multi-layer self-distillation
BERT based on Earth Mover’s Distance (EMD) [16]. First, we design a hierar-
chical mapping relationship based on EMD where each student classifier can
learn knowledge from multiple teacher layers. And the transfer of knowledge is
no longer subject to a specific teacher layer. In this way, the students can adap-
tively learn from various teachers regarding different data sets or NLP tasks.
Then, to further improve the performance of our model, we propose two splic-
ing methods of student classifiers, which divide into splicing student classifiers
after every k Transformer layer and splicing student classifiers after the last
k Transformer layers. It can reduce the error output of samples with higher
complexity in the low-level classifiers. Finally, we propose a calculation method
of top-K uncertainty, where K refers to the max top K values in the sample
output distribution. This calculation method solves the problem that the sam-
ples’ uncertainty is very high when the sample information is too large and can
effectively reduce the samples’ uncertainty.

The main contributions of this paper are summarized as follows:

– A multi-layer self-distillation approach is proposed, which can learn the rich
linguistic knowledge in the different layers of BERT. In addition, MS-BERT
can apply to various BERT-like models, and the best-performing model can
be selected for different services to improve the quality of service.

– We use EMD to design a new method of calculating the difference between
teachers and students and then find the best way of knowledge transfer.

– We propose two student classifier splicing methods which divide into every
k-layers splicing and last k-layers splicing. They can further improve the accu-
racy of the model. For different data sets, we can choose different splicing
strategies.

– We use the top-K strategy to calculate the uncertainty of samples. It can
effectively reduce the complexity of the sample so that the model can apply
to various data sets.

– We have conducted extensive experiments on public data sets and real data
sets. Experiment results prove that our method is effective.

The rest of this paper is organized as follows. In Sect. 2, we will summarize
the preliminaries. Section 3 gives a detailed introduction to our method. Section 4
analyzes the validity of the experimental results. In Sect. 5, we will introduce
related work of knowledge distillation. Finally, we conclude this paper in Sect. 6.

2 Preliminaries

In this section, we will introduce some preliminary content, which is very impor-
tant to understand MS-BERT. We first introduce the self-distillation method
and then introduce the sample-wise adaptive mechanism.
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2.1 Self-distillation

Knowledge distillation refers to transferring the knowledge of the pre-trained
teacher model to the student model through distillation. Self-distillation means
the transfer of knowledge to oneself.

There are currently two ways of self-distillation: distilling knowledge from
the past model to the present (BERTSDV ) [25] and distilling knowledge from
the high-layer to the low-layer (FastBERT) [12]. Because the self-distillation
method in BERTSDV has nothing to do with inference acceleration, and our
method aims at inference acceleration. So, we mainly describe the self-distillation
in FastBERT. FastBERT is divided into two parts: backbone and branches. The
backbone is a well-trained BERT model, and the branches are the student clas-
sifiers spliced behind each Transformer layer. The model takes the output of the
backbone as a high-quality soft target and extracts it to train the student clas-
sifiers. And it uses Kullback-Leibler (KL) divergence to measure the difference
between student S and teacher’s soft target T as DKL(S, T ). The formula is as
follows:

DKL(S, T ) =
L∑

i=1

S(i) · log
S(i)
T (i)

(1)

where L is the number of data set categories.
Except for the last layer, there is a student classifier after each Transformer

block. FastBERT defines the number of student classifiers as N − 1, where N is
the number of Transformer blocks. It uses the sum of KL divergence to calculate
the overall loss of the model as in:

Loss =
N−1∑

i=1

DKL(Si, T ) (2)

where Si refers to the output distribution of the i-th student classifier.
According to the above method, FastBERT can distill knowledge from the

high-layer Transformer block to the low-layer student classifiers. Furthermore,
it has no additional pre-training structure. The input and output of the teacher
and the student are in the same model, so it is called self-distillation.

2.2 Sample-wise Adaptive Inference

The adaptive inference is to control the output depth of samples in the deep
network through adaptive calculation [4], and it can even control the complexity
of the model. Specifically, given a sample sequence, each level of student classifier
will have an output distribution for the sequence. The uncertainty of the sample
output distribution is calculated by normalized entropy. The calculation formula
is as follows:

Uncertainty =

L∑
i=1

S(i) log S(i)

− log L
(3)
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Fig. 1. An ensemble of MS-BERT, which distills knowledge from the N -layer Trans-
former blocks to each student classifier. The stitching method of the student classifier
is stitching every k layer. LT and LS are the output distributions of teachers and stu-
dents, respectively. Calculate the distance between them by EMD and dji represents
the output distance between the i-th Transformer layer and the j-th student classifier.
n and n′ are the number of Transformer layers and student classifiers, respectively. m
is the number of categories in the dataset.

where S(i) refers to the value of the i-th label in the sample output distribution.
The higher the uncertainty, the greater the amount of information contained in
the sample, and the more incorrect the sample.

Subsequently, FastBERT sets a threshold speed between 0 and 1 to compare
with the uncertainty. Once samples’ uncertainty is lower than speed, they are
considered to be correct enough and will be output in the current student clas-
sifier in advance. Otherwise, the samples will go to higher layers for calculation.
As the speed increases, there will be fewer and fewer samples output in the high-
layer classifiers. The comparison method of uncertainty and speed avoids that
all samples are output in the last layer, and samples can be adaptively output
in different layers. It dramatically reduces the inference computation. The above
process is the specific process of adaptive inference.

3 Methodology

In this section, we propose a self-distillation BERT based on multi-layer knowl-
edge transfer. In addition, we present two splicing strategies for student layers
and a calculation method for top-K uncertainty. Next, we first give an overall
overview of our model and approach. Then, we provide a detailed description of
the three proposed methods.
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3.1 Overview of MS-BERT

The main idea of MS-BERT is to transfer knowledge from different layers of
BERT to the student classifier. Like FastBERT [12], our model also contains
two parts: backbone and branch, as shown in Fig. 1. The backbone is the BERT-
base1 model officially released by Google. The branch part is mainly some stu-
dent classifiers spliced behind Transformers, which is mainly used to balance the
prediction speed and performance of the model.

Unlike FastBERT, we propose a self-distillation method that utilizes the
knowledge contained in all Transformer blocks. Each student classifier in the
branch learns from different layers of BERT. In this way, the rich knowledge
learned by the 12 layers BERT model can fully transfer to student classifiers,
and the performance of all student classifiers can further enhance. In addition,
we no longer simply set a classifier after each Transformer, which will cause
some high-complexity samples [23] to be output incorrectly in the lower layer.
We designed two classifier design strategies to further improve the model’s per-
formance by reducing the number of student classifiers. Moreover, we propose a
calculation method of top-K uncertainty to reduce the information entropy [20]
of the sample. Next, we first introduce the multi-layer self-distillation method
based on EMD and then introduce two student classifier splicing strategies.
Finally, we will introduce the calculation method of top-K uncertainty.

3.2 Self-distillation with Earth Mover’s Distance

BERT encodes a wealth of hierarchical linguistic information. The study of [7]
shows that different layers of BERT encode various levels of knowledge. Specif-
ically, the lower layer encodes phrase information and special symbols. In addi-
tion, the lower layer still encodes the token’s position adequately, while the upper
layer has lost the position information. At the same time, the high-layer semantic
knowledge will have a feedback effect on the intermediate layer syntactic knowl-
edge, and the intermediate layer syntactic features will be corrected through the
high-layer semantic guidance. Therefore, we designed a multi-layer knowledge
extraction method based on Earth Mover’s Distance (EMD) [16].

EMD is a histogram similarity measure based on the efficiency of the trans-
portation problem, and it is a linear programming problem that has been well
solved. It extends the distance between individual elements to the distance
between distributions, which can measure the difference between distributions.
Our self-distillation method calculates the difference between the output distri-
bution of all Transformer blocks and the student classifiers. Then we use it as
the sum of transfer knowledge. Our goal is to reduce this difference to make the
student more powerful. The specific process is as follows:

First, in the model training stage, given a text t of length n, we use WordPiece
embedding [1] in the embedding layer and encode it as a vector v = [x1, x2, ...xn],

1 https://github.com/google-research/bert.

https://github.com/google-research/bert
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where each xi is constructed by summing the token, segment and position embed-
dings. We can see how it is calculated as:

v = Token emd(t) + Seg emd(t) + Pos emb(t) (4)

where Token emd() is the token embedding of t, Seg emd() is the segment
embedding of t, Pos emb() is the position embedding of t.

After the embedding is complete, layer-by-layer feature extraction will per-
form in the multi-layer Transformer blocks, and there will be a probability out-
put in each layer. We use LogitsT = [LogitsT1 , LogitsT2 , ...LogitsTN ] as the output
of all Transformer layers, where N represents the number of Transformer, and
LogitsTi represents the output of the i-th layer of Transformer. Similarly, we
define the output of each layer of the student classifier as LogitsSj , where j rep-
resents the j-th student classifier. We use EMD to calculate the distance between
the distribution of students and teachers as:

Distanceji = Emd samples(LogitsTi , LogitsSj ) (5)

where Distanceji represents the distance between the output of the i-th layer of
Transformer and the output of the j-th layer of student classifier.

Then, we try to get the difference between the j-th student classifier and
the overall teacher as Differencej , which makes no knowledge loss in the self-
distillation process. Student classifiers can learn different levels of knowledge.
The calculation formula is as follows:

Differencej =
N−1∑

i=1

Distanceji · LogitsTi (6)

Next, we use softmax to normalize the overall difference and use it as the
teacher’s knowledge carrier pt. We defined it as:

pt = softmax(Differencej + λLogitsTN ) (7)

Similarly, the knowledge carrier ps of each layer of students is normalized as:

psj = softmax(LogitsSj ) (8)

After that, we use KL divergence to measure the learning goal of each student
classifier:

LossKL(psj , pt) =
M∑

i=1

psj (i) · log
psj (i)
pt(i)

(9)

where M is the number of data set categories.
Finally, we use the sum of the losses of all student classifiers as the overall

loss of self-distillation:

Total loss =
N ′∑

j=1

LossKL(psj , pt) (10)

where N ′ is the number of student classifiers.
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After the above steps, we successfully transferred all the knowledge in Trans-
formers to each layer of the student classifier. Each student classifier can adap-
tively learn the knowledge contained in different layers of BERT through EMD.
Therefore, we have completed the multi-layer mapping strategy. And then, we
only need to reduce the Total loss to narrow the difference between teachers
and students.

3.3 Student Classifiers Splicing Strategy
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Fig. 2. The model structure of the two splicing strategies. (a) is to splice a classifier
every 2 layers; (b) is to splice a classifier in the last 6 layers.

In the process of adaptive inference, the model can exchange for higher efficiency
by reducing the accuracy. However, in some experiments, the loss of accuracy is
too large. In the service industry, we may not tolerate such a significant loss of
accuracy. A reasonable explanation is that different samples have different levels
of difficulty [23], and the more difficult samples require a higher-level Trans-
former to be inferred correctly. The sample-wise adaptive inference mechanism
will cause some complex samples to be considered correct in advance and output
prematurely, which leads to a decrease in overall performance.

To alleviate this problem, we propose two splicing strategies for student clas-
sifiers, as shown in Fig. 2: splicing classifiers every k layers (a); splicing classifiers
in the last k layers (b). These two strategies allow the samples to pass through
more Transformers before output to determine whether they are correct. In this
way, the sample can be more accurate before output. We will verify our strategies
in Sect. 4.
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3.4 Top-K Uncertainty

For an event or a piece of information, its uncertainty closely relates to the
amount of information. For example, we need a lot of information to understand
things that are unfamiliar to us. On the contrary, we only need a small amount
of information for things we are familiar with. We can use Shannon entropy [20]
as a quantitative indicator of information content:

H(X) = −
n∑

i=1

p(xi) log p(xi) (11)

where p(xi) is the distribution of variable X, and n is the length of the distribu-
tion. Uncertainty is the normalized information entropy, as shown in (3). We can
calculate the uncertainty of distribution through (3), so as to realize adaptive
inference.

Fig. 3. The uncertainty distribution of the samples. We randomly select 100 texts from
the data set and calculate their uncertainty. We can see that the uncertainty of almost
all texts is close to 1.

However, complex multi-category data sets, such as the sample of a complaint
ticket in the telecommunications industry, contain dozens of categories. Through
the calculation of (3), the uncertainty of almost every sample is above 0.99. An
intuitive example is shown in Fig. 3. In this way, it is difficult to find a suitable
threshold to compare with the uncertainty, which causes the model to lose the
ability of adaptive inference. To solve this problem, we propose the calculation
method of top-K uncertainty:

TopK − uncertainty =

K∑
i=1

maxK(psi log psi)

− log K
(12)

where K is the top K number in the distribution. In this way, we effectively
reduce the uncertainty of the samples, thereby realizing sample-wise adaptive
inference for complex data sets. We will verify the effectiveness of our method
in Sect. 4.
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4 Experiments

In this section, we validate MS-BERT on 4 NLP datasets collected from real-
world environments. And we compare MS-BERT with several well-known base-
lines. A brief introduction of the baselines is as follows.

– BERT [1]. We use the BERT-base version, which is pre-trained on a large-
scale general corpus.

– BERT-EMD [11]. A knowledge distillation method based on multi-layer
knowledge transfer surpasses most of the current knowledge distillation meth-
ods in accuracy.

– FastBERT [12]. The first distillation model combines self-distillation and
adaptive inference in NLP tasks.

All experiments are done on a computer with Intel Core(TM) i9-9940X 3.30
GHz CPU and 4 RTX 2080Ti graphics. In the following content, we will first
introduce data sets, measurement standards. Then, we compared and analyzed
the experimental results. Finally, we conduct an ablation study to analyze the
effectiveness of MS-BERT.

4.1 Datasets

We conducted a lot of experiments on public data sets and real-world datasets.
These datasets contain three text classification tasks: sentiment analysis, ques-
tion matching, and complaint service text classification.

(1) Sentiment analysis. For the sentiment analysis task, we chose two different
datasets. The first one is ChnSentiCorp, a two-category Chinese hotel review
dataset with 12,000 texts. The second is the book review [22] dataset, which
contains more than 40,000 texts.

(2) Question matching. Question matching is a basic task of question answer-
ing technology, which is usually regarded as a semantic matching task, and
sometimes a paraphrase recognition task. This task aims to search for ques-
tions with similar intent to the input questions in the existing database.
LCQMC is a large-scale Chinese question matching corpus [13], which con-
tains more than 260,000 question pairs manually labeled and divided into
the training set, validation set, and test set.

(3) Complaint classification. Telecom complaints service text (TCST) dataset is
a real-world complaint text collected from China Telecom. It contains infor-
mation about users’ complaints about telecommunications services. This
dataset has a total of 580 categories and a total of 500,000 texts. How-
ever, due to data imbalance, the number of texts in many categories is too
small, which greatly impacts the overall experimental results. Therefore, we
choose 166 categories with a large number of texts for the experiment. We
divide the data set into three parts. The training set contains about 280,000
pieces of data, and the validation set and test set each have about 90,000
pieces of data.



326 J. Huang et al.

To make the experiment fair and reduce the search space of hyperparam-
eters, except for the TCST dataset, the max length of the input sequence of
all experiments is 128, the learning rate is 2e−5, and the batch size is 16. For
the TCST dataset, the max length of the input sequence is 256, the learning
rate is 2e−5, and the batch size is 16. Because there are more than 50% of the
texts of telecommunications complaints are longer than 128. Next, we fine-tune
all models with three epochs and save the results. Then, we use five epochs for
self-distillation.

4.2 Evaluation Metrics

The experiments in this paper mainly have two evaluation indicators: accu-
racy [19] and Floating-point operations (FLOPs) [12]. Next, we will make a
detailed introduction.

(1) Accuracy. Accuracy is an evaluation of the overall model, which is widely
used in the fields of information retrieval and statistical classification. It
can intuitively evaluate the quality of a model. For the binary datasets, the
calculation method of accuracy is shown as follows:

Accuracy =
TP + TN

TP + TN + FN + FP
(13)

where TP refers to the number of positive samples predicted to be positive
samples. FP refers to the number of positive samples predicted to be nega-
tive samples. TN refers to the number of negative samples predicted to be
negative samples. FN refers to the number of negative samples predicted
to be positive samples. For a multi-class dataset, the calculation method of
accuracy is shown as follows:

Accuracy =
∑

TP

TP + TN + FN + FP
(14)

When calculating one of the classes at this time, we treat all other classes
as negative classes.

(2) FLOPs. FLOPs can use to measure the complexity of an algorithm or
model. It represents the amount of model calculation. The smaller the
FLOPs of the model, the smaller the amount of calculation required for
the model, and the faster the model speed.

4.3 Experimental Result

In this section, we conducted three types of experiments. First, we analyzed
the overall performance of the model compared with the baselines. Secondly, we
analyzed the effectiveness of the two splicing strategies proposed in this paper.
Finally, we analyzed the K value in the uncertainty calculation method. In the
following parts, we will analyze the three experiments in detail.
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4.3.1 Overall Performance Study
We summarize the overall experimental results on the 4 datasets in Table 1. Com-
pared with BERT-base, MS-BERT can speed up 2 to 12 times under different
accuracy losses. We can adjust the speed of the model according to the tolerance
for accuracy loss. Compared with BERT-EMD, MS-BERT is slightly insufficient
in accuracy. However, MS-BERT far surpasses BERT-EMD in speed when the
accuracy is not much different. Moreover, due to the fixed model structure of
BERT-EMD, there are a lot of redundant calculations. Redundant calculations
make it unable to respond to changes in industrial demand. On the contrary,
MS-BERT can effectively reduce redundant calculations due to its adjustable
speed. Therefore, our model is more attractive in the industry. Compared with
FastBERT, MS-BERT has improved accuracy on all datasets except the TCST
dataset. Especially when the speed = 0.8, the accuracy rate increases signif-
icantly. It increased by 1.16% on ChnSentiCorp, 0.61% on Book review, and
1.57% on LCQMC. Except for the Book review dataset, compared to the increase
in accuracy, the increase in FLOPs is not apparent. The reason is that through
the multi-layered self-distillation method, the knowledge obtained by each stu-
dent classifier from the backbone network is more accurate and complete, which
makes the output distribution of the student classifier for each sample more
accurate. At the same time, the splicing strategy we proposed reduces the error
output of samples.

Table 1. Experimental results

Dataset ChnSentiCorp Book review LCQMC TCST

12k 40k 260k 460k

Model Acc FLOPs speedup Acc FLOPs speedup Acc FLOPs speedup Acc FLOPs speedup

BERT 94.75 10892M 88.38 10892M 87.19 10892M 57.51 21785M

1.00× 1.00× 1.00× 1.00×
BERT-EMD 92.50 5436M 86.11 5436M 85.71 5436M 55.13 10872M

2.00× 2.00× 2.00× 2.00×
FastBERT 91.25 1696M 87.92 3270M 84.81 3374M – –

(speed = 0.5) 6.42× 3.33× 3.22×
MS-BERT∗ 91.83 1817M 88.13 3793M 85.38 3459M 54.93 12151M

(speed = 0.5) 6.00× 2.87× 3.15× 1.79×
FastBERT 88.92 1153M 85.80 1726M 78.98 1736M – –

(speed = 0.8) 9.44× 6.3× 6.27×
MS-BERT 90.08 1204M 86.41 1937M 80.55 1784M 50.48 1854M

(speed = 0.8) 9.04× 5.63× 6.11× 11.75×
∗ For TCST dataset, K is set to 18.
∗ The student classifiers adopt the way of splicing every two layers of Transformer.
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With regard to the Book review dataset, regardless of the speed, the model’s
accuracy is very close in FastBERT. It shows that the samples’ complexity of this
dataset is low, and most can predict correctly in the low-level networks. There-
fore, as the speed increases, the model’s accuracy does not change much, but
the acceleration continues to increase. For MS-BERT, due to its low complexity,
the student classifier splicing strategy will increase some redundant calculations,
which leads to an increase in FLOPs. However, MS-BERT can increase the
speed by 2.8 times with almost no loss of accuracy when the speed is equal to
0.5. Because the knowledge transfer method of multi-layer self-distillation makes
the student classifier’s classification performance more robust. Therefore, when
the speed is not high, the model accuracy loss is small, which is very attractive.

For the TCST dataset, FastBERT loses the ability of adaptive inference
because the uncertainty of each sample is too high (see in Fig. 3). Therefore, it
cannot achieve inference acceleration, and its experimental results are equivalent
to BERT-base. We use ‘–’ to indicate the result. However, based on our method,
it can speed up 2 to 12 times under different accuracy losses compared with
BERT because the calculation method of top-K uncertainty can greatly reduce
the uncertainty of the sample.

4.3.2 Analysis of Different Splicing Strategies
We further studied the performance of two different student classifier splicing
strategies. Table 2 summarizes the accuracy and FLOPs of the two strategies
under the same speed constraint (speed = 0.8). We researched two data sets
(ChnSentiCorp and LCQMC). The accuracy of the two strategies improves to
different degrees compared with FastBERT. However, the last k-layers splicing
strategy will significantly increase the calculation amount of the model, while
the increase in the calculation amount of every k-layers splicing strategy can
be ignored. A reasonable explanation is that the last k-layer splicing strategy
completely eliminates the possibility of samples being output in the lower layers
so that samples classified correctly in the lower layers can only be output in
the upper layers. The strategy of splicing every k-layer is to prevent samples
from being output in each layer so that samples that were initially classified
incorrectly can obtain higher correctness, and samples that were initially correct
can be output in lower layers.

Table 2. Experimental results of different splicing strategies

Dataset ChnSentiCorp LCQMC

Strategy Accuracy FLOPs speedup Accuracy FLOPs speedup

Every k-layer splicing 90.08 1204M 80.55 1784M

9.04× 6.11×
Last k-layer splicing 93.83 5688M 87.20 5803M

1.9× 1.87×
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In summary, we can choose different splicing strategies according to the actual
situation of the industry. If the accuracy is more critical, we can choose the
stitching strategy of the last k layers. Otherwise, we can choose the stitching
strategy of every k layer.

Fig. 4. The relationship curve between K and uncertainty in the TCST dataset.

Fig. 5. The uncertainty of different texts in the TCST data set when K is different.
We randomly selected 100 pieces of text and set K values to 5, 10, and 20 respectively.

4.3.3 K Value Analysis
For different K values, the uncertainty of the samples is different. We randomly
select a sample and calculate its uncertainty as K increases. It can be seen from
Fig. 4 that the larger the K values, the higher the uncertainty of the sample. In
order to avoid the contingency of a sample, we randomly selected 100 samples
and calculated their uncertainty under different K values (5, 10, and 20). Figure 5
shows three different uncertainty curves. It can be proved that when the value
of K decreases, the uncertainty decreases. When the data set has a particularly
large number of categories, we can realize the adaptive inference of the samples
by choosing the appropriate K value. Otherwise, we can make K equal to the
number of categories in the data set.
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4.4 Ablation Study

To verify the effectiveness of the multi-layer self-distillation method and the
student classifier splicing strategy, we conducted ablation experiments on the
ChnSentiCorp dataset and the LCQMC dataset. The experimental results are
summarized in Table 3, where “w/o multi-layer self-distillation” means only
using the last layer of the BERT for self-distillation, and “w/o splicing strat-
egy” refers to splicing student classifiers in each layer of the Transformer.

Table 3. Results of ablation studies

Dataset Speed ChnSentiCorp LCQMC

Method Accuracy FLOPs speedup Accuracy FLOPs speedup

MS-BERT 0.4 92.83 2139M 86.14 4051M

5.09× 2.68×
0.7 90.67 1446M 82.60 2209M

7.53× 4.93×
W/o multi-layer 0.4 93.58 2302M 86.46 4437M

4.73× 2.45×
Self-distillation 0.7 90.75 1488M 83.22 2608M

7.3× 4.17×
W/o 0.4 92.58 1861M 85.76 3658M

5.85× 2.98M

Splicing strategy 0.7 90.33 1268M 81.14 1879M

8.58× 5.60×

As can be seen from Table 1, MS-BERT has a significant improvement in the
model’s accuracy. It proves that the multi-layer self-distillation method using
EMD and the student classifier splicing strategy is effective. From Table 3, we
can find that after removing the multi-layer self-distillation, the model’s accu-
racy rises slightly, and the calculation amount of the model increases signifi-
cantly. Hence, the overall performance of the model decreases. It shows that
it is necessary to use EMD to measure the overall difference between teachers
and students, and it plays a key role in reducing the amount of calculation of
the model. Because EMD regards the distance between the backbone and the
branches as the optimal transmission problem, it learns the optimal multi-layer
knowledge transfer method instead of just learning knowledge from a specific
layer. The more complete the knowledge learned by the branches, the smaller
the amount of calculation they need to process samples. After removing the
splicing strategy, the model’s accuracy decreases. Because the low-level student
classifier has output many errors in advance due to insufficient training depth.
Therefore, when adaptive reasoning, we cannot treat all samples equally, but
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consider the complexity of the samples. In summary, the two methods we pro-
posed are critical to the improvement of model performance. They can balance
the accuracy of the model and the amount of calculation so that the model can
be applied to various data sets.

5 Related Work

The related work of our work can be divided into two categories: (1) knowledge
distillation, (2) self-distillation.

Knowledge Distillation. There have been many studies on knowledge distil-
lation. The main idea of knowledge distillation is to train a complex teacher net-
work to cultivate a compact student network to have considerable accuracy and
efficiency. DistilBERT [18] distilled BERT in the pre-training stage. It used the
triple loss to train the student model and achieved great results. TinyBERT [8]
proposed a two-stage distillation framework, which performed Transformer dis-
tillation during pre-training and fine-tuning. Zhao et al. [28] proposed a new idea
to improve the effectiveness of knowledge distillation, bringing down the model’s
size to several megabytes by reducing the vocabulary. Mirzadeh et al. [15] proved
that when the gap between students and teachers is large, the performance of the
student network will decrease, so they proposed the concept of assistant teachers.
Sun et al. [21] proposed two patient learning strategies so that the student model
can learn the intermediate layer of the teacher network. Yang et al. [26] proposed
a method for multiple teachers to train a student together so that students can
learn knowledge of different tasks. Li et al. [11] proposed a many-to-many map-
ping for the BERT compression method, namely BERT-EMD, which surpassed
most methods in the accuracy of the model.

The general teacher-student framework of knowledge distillation is shown
in Fig. 6. The predicted result of the teacher model is divided by the tem-
perature [6], which is regarded as the soft target. The student model obtains
knowledge through learning soft targets. However, knowledge distillation requires
an additional small model whose performance depends entirely on the teacher
model. Deploying additional models in the industry will undoubtedly cause a
more significant burden. Moreover, the pre-training language model has proven
to contain a lot of redundant calculations [9]. Although knowledge distillation
reduces inference calculations, the fixed model structure does not solve the redun-
dancy problem well. Aiming at multi-layer knowledge transfer, unlike BERT-
EMD, our method completes knowledge transfer within the same model. And
directly use the output distribution of the model to measure the distance. Rel-
atively speaking, the calculation method of BERT-EMD is more complicated.
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Fig. 6. A general teacher-student framework of knowledge distillation. T stands for
temperature, which is used to amplify the knowledge contained in the soft target. The
larger the T , the closer the values in the distribution.

Self-distillation. Self-distillation is a unique method of knowledge distillation,
whose students and teachers are in the same framework. Liu et al. [12] pro-
posed a FastBERT model, which combined sample adaptive mechanism and
self-distillation for the first time. Xu et al. [25] proposed a method that com-
bines self-distillation and self-ensemble to improve further the performance of
the model in the fine-tuning stage, but it did not improve the inference speed.
We found that the students often transfer knowledge from a specific layer of
the teacher model in self-distillation. It will result in ignoring the knowledge
contained in other layers of BERT. Because BERT is a multi-layer Transformer
structure, different Transformer layers had different natural language features [7].

Different from the self-distillation method, we propose a self-distillation
method to learn different levels of knowledge. Our model no longer requires
additional external resources and avoids redundant calculations. In addition, it
can effectively learn the knowledge contained in different layers of BERT for
various NLP tasks.

6 Conclusion

This paper proposes MS-BERT, a multi-layer self-distillation method based on
Earth Mover’s Distance (EMD). Our model allows each student classifier to
learn from all teacher layers in the self-distillation stage, which can reduce the
omission of knowledge. Moreover, two student classifier splicing strategies are
designed to further enhance the model’s performance, thereby reducing the early
output of excessive error samples in the adaptive inference stage. In addition,
we propose a calculation method of top-K uncertainty to reduce the complexity
of the samples. Experimental results conducted on four datasets show that our
model has greater accuracy than FastBERT when the inference speed is similar.
Compared with the traditional BERT-base model, it can accelerate 2 to 12 times
under different accuracy losses. In industry, our model has strong practicality



MS-BERT 333

because of the adjustable inference speed. In the future, we will further study
better knowledge transfer methods to improve the model’s performance further.
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Abstract. Smart contracts on blockchains have received increasing
attention due to the decentralized, transparent, and immutable charac-
teristics of blockchain. However, smart contracts are prone to security
problems caused by critical vulnerabilities, which can lead to huge eco-
nomic losses. Therefore, it is urgent to provide strong and robust security
assurance for smart contracts. Most existing studies on smart contract
vulnerability detection methods take heavy reliance on experts-defined
rules, which are extremely time-consuming and labor-demanding. More-
over, the manually-set rules are limited to specific tasks and subject to
errors. Although some studies explore the use of deep learning meth-
ods, they fail to represent both semantics and structural information. In
this paper, we propose a novel model, Dual Attention Graph Convolu-
tional Network (DA-GCN), to detect vulnerabilities in smart contracts
on blockchains. Both control flow graph and opcode sequence extracted
from smart contract bytecodes are fed into the feature extractor based on
graph convolutional network and self-attention mechanism. Model DA-
GCN then uses control flow level attention to focus on the more important
nodes in the control flow graph and suppress useless information. Finally,
a multi layer perceptron is used to identify whether the smart contract is
vulnerable. Experimental results on the real-world smart contract data set
containing two vulnerabilities of reentrancy and timestamp dependency
demonstrate that our proposed model DA-GCN can effectively improve
the performance of smart contract vulnerability detection.

Keywords: Smart contract · Vulnerability detection · Deep learning ·
Graph convolution · Dual attention

1 Introduction

Blockchain is widely used as an underlying programmable distributed infrastruc-
ture to support smart contract applications which can be seen as event-driven
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programs on the blockchain system. Once deployed on the blockchain, smart
contracts are not allowed to be modified, due to the decentralized, transparent,
and immutable characteristics of blockchain. However, serious vulnerability in
smart contracts can be maliciously utilized, leading to huge financial losses. In
June 2016, DAO, a large crowdfunding organization deployed on Ethereum, had
$150 million worth of Ethereum digital currency stolen. In July 2017, Parity, a
widely used multi-signature digital wallet was attacked, which directly resulted
in a $30 million financial loss. Therefore, the smart contracts require strong secu-
rity assurance, and there is an urgent need for effective vulnerability detection of
smart contracts, such that we can remove the found vulnerabilities in the smart
contracts before deploying them.

Current research on detecting smart contract vulnerability is mainly based on
the traditional methods such as symbolic execution [15], fuzzy detection [7], etc.
However, adopting traditional methodologies in vulnerability detection demands
expert definition of logic rules, which takes heavy reliance on experience, capa-
bility of professionality, and understanding of domain knowledge. The design
process of logical rules can also consume significant time. Besides, the manually
set rules are often limited to specific tasks and prone to errors.

Deep learning methodologies have been used in software defect prediction
or malware classification these years and achieved certain results. However, the
research on smart contract vulnerability detection using deep learning has not
received much attention. Some studies detect smart contracts vulnerabilities via
deep learning approaches by taking either sequence-based [6,14,17] or graph-
based [20] feature representations as input. Tann et al. [14] first converted the
bytecode into an opcode sequence. The bytecode, represented by 32 bytes of
hexadecimal numbers, is an intermediate form between high-level and machine
languages. The authors then constructed a long short-term memory network
(LSTM) model for vulnerability detection in smart contracts. Gogineni et al.
[6] improved the work in [14] by using an encoder to predict the next instruc-
tion in the opcode sequence, such that the LSTM model continues to learn the
parameters for the vulnerability classification task on the pre-trained layers of
the encoder. Xing [17] proposed a feature extraction method named “slicing
matrix” to divide smart contracts into a sequence of function blocks using jump
instructions as the demarcation in the sequence of opcodes; the number of differ-
ent opcodes within each function block is used as the input feature fed into the
neural network for classification. To capture the structural information in smart
contracts, Zhuang et al. [20] characterized the source code of smart contracts
as a graph structure based on data and control dependencies of program state-
ments, and then constructed a graph neural network and a temporal message
propagation (TMP) framework to perform classification.

There is still room for improvement on the performance of smart contract
vulnerability detection. The sequence-based methods [6,14] representing each
smart contract as a one-dimensional opcode sequence cannot learn the control
or dependency relations between instructions. The sequence-based method [17]
defining the sequence at the scale of “function blocks” neglects the execution
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order of instructions within the function blocks. Graph-based method [20] char-
acterizing the control dependencies of program statements via a graph works
at the source code level or control flow level, failing to capture the information
in the opcode level. In summary, neither sequence-based nor graph-based fea-
ture representations in the existing work can fully retain the rich structural or
semantic information in the smart contracts and learn high-dimensional features
effectively for classification.

In this paper, we propose a novel smart contract vulnerability detection
method based on smart contract bytecodes using a hybrid feature represen-
tation by combining control flow and opcode sequence in the Ethereum virtual
machine (EVM). The main contributions of this paper are as follows. We gen-
erate the attributes of the smart contracts, including the control flow graphs
(CFGs) and the EVM opcode sequences. We also propose a Dual Attention
Graph Convolutional Network (DA-GCN) to detect vulnerabilities in smart con-
tracts. Model DA-GCN extracts the features from the generated CFGs and
opcode sequences using two modules: graph convolutional module and dual-
attention module. Graph convolutional module extracts the features of the graph
structure using Graph Convolutional Network (GCN) at the scale of nodes of
a CFG. The dual-attention module uses self-attention mechanism to extract
sequential and associative features between opcode instructions, and further
extracts the attention coefficients from a CFG, such that the model can bet-
ter focus on the important parts of smart contracts in vulnerability detection
and suppress useless information. Model DA-GCN then performs classification
to identify whether the smart contract is vulnerable, using a Multilayer Per-
ceptron (MLP) and the extracted features from the previous two modules. We
obtain the dataset from Ethereum smart contracts containing two vulnerabili-
ties of reentrancy and timestamp dependency, and conduct experiments on the
obtained data set. Experimental results demonstrate that the proposed model
DA-GCN achieves the accuracy of 91.2% and 87.5% in the two smart contract
vulnerability detection task, respectively, and DA-GCN can effectively improve
the performance in terms of accuracy, precision, recall, and F1-score on smart
contract vulnerability detection.

The rest of the paper is organized as follows. Related works are presented
in Sect. 2. The smart contract vulnerability detection problem is described in
Sect. 3. Model DA-GCN is proposed in Sect. 4. We experimentally evaluate the
proposed model in Sect. 5, and finally we conclude the paper in Sect. 6.

2 Related Works

Blockchain has been applied to various fields like industry, healthcare, sup-
ply chain, etc. The creation of smart contracts is a milestone in the history
of blockchain. A smart contract, which can be seen as a program running on the
blockchain system, automatically performs the execution of transactions once
triggered by certain events. After being deployed on the blockchain system, the
smart contract cannot be modified or reversed, so there are no remedies available
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to deal with code errors. However, attacks on smart contract vulnerabilities have
become increasingly frequent and diverse in recent years. Therefore, vulnerabil-
ity detection is one of the most fundamental tasks to ensure the reliability and
security of smart contracts.

Some work on smart contract vulnerability detection relies on symbolic exe-
cution and formal verification methods such as Oyente [11] and Securify [15]. Luu
et al. [11] proposed a static analysis tool for smart contract vulnerability detec-
tion. The tool takes bytecodes with the global state of Ethereum as input, con-
structs the CFG, and symbolically runs a contract to identify specific vulnera-
bilities through logical analysis. Tsankov et al. [15] proposed Securify which ana-
lyzes the smart contract in Ethereum to show whether the contract is secure in
an automatic and scalable way. For each vulnerability property, Securify defines
the corresponding secure or insecure smart contract behavior. To detect viola-
tion patterns, Securify symbolically analyzes the dependency graph of each con-
tract, extracts attributes of semantic, and examines key code structures, using log-
ical conditions and check for the presence of vulnerability properties. Feist et al.
[4] proposed Slither, a multiple-vulnerability detector based on smart contract
source code written in Solidity. Slither uses taint analysis to check vulnerabili-
ties in relation to the input and data dependencies. Nikolić et al. [13] proposed
a smart contract security tool which uses the runtime trace of a series of calls to
capture vulnerabilities, targeting greedy, prodigal, and suicidal contracts. Jiang
et al. [7] used fuzzy detection and runtime behavior monitoring to identify vulner-
abilities during the execution of a contract. Liu et al. [9] proposed an analysis tool
based on fuzzing method called Reguard, which finds reentrancy vulnerability in
the contracts. The aforementioned works mainly apply traditional software analy-
sis methods to detect smart contract vulnerabilities. However, vulnerability detec-
tion using these techniques demands expert definition of logic rules, which takes
heavy reliance on experience, capability of professionality, and domain knowledge.
The design of rules for logical statements takes significant time and is prone to
errors. Moreover, the manually-set rules in most cases will only be used for spe-
cific tasks, which has significant limitations.

Deep learning methodologies have been showing great advantages in end-to-
end automated feature learning, enabling better understanding of the intrinsic
structure of complex data. There is limited research on smart contract vulnera-
bility detection using deep learning. Tann et al. [14] extracted operand sequence
from smart contract bytecodes and then used an LSTM model to detect vul-
nerabilities. Peng et al. [6] also used an LSTM model for learning sequence
information, and used an auxiliary task for predicting operands as pre-training
and fine-tuned the model on the vulnerability detection tasks, with an attention
mechanism to tackle the problem of long-distance dependency in sequences. Con-
sidering that vulnerabilities in local code can show great impact on the overall
code, Xing et al. [17] proposed a feature extraction method named “slice matrix”.
The bytecodes of smart contract are partitioned with RETURN instructions to
form a series of matrices, and the number of instructions of each type within the
matrix is used as features, which are fed into different classifiers such as CNN for
classification. Ashizawa et al. [1] proposed Eth2Vec, which can learn the lexical
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and semantics features from the bytecode of a smart contract in the EVM, and
they used similarity checking and code embedding to decide whether a smart
contract is vulnerable. Zhuang et al. [20] represented the source code of smart
contracts in the form of directed graphs and constructed a graph neural network
DR-GCN and a time-based propagation framework for vulnerability detection.
Liu et al. [10] designed specific patterns for different vulnerabilities and com-
bined features learned from the graph neural network with the expert patterns
to get the final analysis of the target smart contract.

Note that the sequence-based or graph-based feature representation meth-
ods introduced above lose certain structural and semantic information in the
smart contract, and thus fail to learn high-dimensional features for vulnerability
detection. In this paper, we use a hybrid feature representation and propose a
novel model DA-GCN for smart contract vulnerability detection, which learn
the features from both control flow graphs and opcode sequences.

3 Problem Description

In this paper, we study how to detect whether a smart contract is vulnerable
based on the smart contract bytecode. Specifically, we investigate two types of
vulnerabilities, i.e. Reentrancy and Timestamp Dependency.

Reentrancy is a vulnerability of great concern existing in Ethereum smart
contracts, which was exploited by attackers in the DAO hack with a total loss
beyond 60 million dollars. An Ethereum smart contract can call another smart
contract during execution, and the smart contract being called must wait until
the call is finished. The recipient of the call can exploit this intermediate sta-
tus to steal digital currency. Example 1 shows a real-world attack event using
reentrancy.

Example 1. There is a special mechanism in smart contract system called fall-
back function which has no function name and takes no arguments. The fallback
function will be invoked in two scenarios when the function call does not match
any functions in the called smart contract or the ether (the dedicated cryptocur-
rency used in Ethereum) is received by the caller. There are two contracts in
Fig. 1. Contract Attacker attempts to steal the ether from contract Victim, a
simplified version of digital wallet with a reentrancy vulnerability, by exploiting
the fallback mechanism. To be specific, Attacker executes its attack() function to
invoke withdraw() function in Victim. Victim will then transfer certain amount
of ether to Attacker. Once the ether is received, the fallback function in Attacker
will be executed. As we can see, the balance of Attacker’s account has not yet
been set to 0 by Victim at the time, the Attacker can hence repeatedly invoke
the withdraw() method until the ether held by Victim drops to 0.

Timestamp dependency is another well-known Ethereum smart contract vul-
nerability which is related to timestamp in the blockchain system. When a smart
contract takes the block timestamps as a dependency condition to trigger curtain
critical operation like transfer ether, some malicious miners may manipulate it
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Fig. 1. Example of a smart contract with the reentrancy vulnerability.

to modify the timestamp for illegal benefits. Example 2 illustrates a real-world
contract which suffers from the timestamp dependency vulnerability.

Example 2. Contract theRun, shown in Fig. 2, uses a set of rules based on the
current block timestamp to choose who will win the bonus. In contract theRun,
the variable h defined in line 7 is the hash value of a certain block in the
blockchain, which is used to decide the winner. The selection of a block is deter-
mined by the variable seed defined in line 6. Three variables decide the seed
value, including block number, last payout, and timestamp. Among them, block
number and last payout are determined values recorded on the blockchain, while
timestamp is decided by the miner. Normally, the timestamp is set as the current
time of the miner’s local system. However, the miner can vary the timestamp
value by roughly 900 s, while still having other miners accept the block. There-
fore, by choosing the timestamp, the miner can calculate the result in advance
and manipulate the outcome of timestamp-dependent contracts to get the final
bonus.

Fig. 2. Example of a smart contract with the timestamp dependency vulnerability.

4 Smart Contract Vulnerability Detection Method

We first generate the attributes of smart contracts, including the CFGs and the
EVM opcode sequences. We then propose a novel model, Dual Attention Graph
Convolutional Network (DA-GCN), to detect vulnerabilities in smart contracts.
Model DA-GCN extracts the features from the generated CFGs and opcode
sequences, and identifies whether the smart contract is vulnerable by combining
the extracted features.
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4.1 Attributes Generation

To better express the rich semantic and structural information in smart con-
tracts, we generate both control flow graphs and opcode sequences from smart
contract bytecodes as attributes. The workflow of attributes generation process
from smart contract bytecodes is shown in Fig. 3.
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Fig. 3. Workflow of attributes generation process.

Control Flow Graph. We represent the smart contract bytecodes as CFGs.
The reasons for using CFGs to characterize contracts are as follows. Firstly,
CFGs use graph structures to explicitly express the logic of smart contracts.
A CFG represents all the paths that can be traversed during the execution
of a smart contract, which can well indicate the structural dependencies of
smart contracts. We can also extract the CFGs from contract codes in differ-
ent forms. Secondly, the CFG contains various information that can be used
as attributes in deep learning-based smart contract vulnerability detection, e.g.
n-grams, opcodes, and structural information [18].

We utilize the state-of-the-art tool evm-cfg-builder [2], which has been used
in several applications including Ethersplay and Manticore [12], to extract CFGs
from bytecodes. Every node in a CFG represents a basic-block consisting of a
sequence of EVM opcodes. The basic blocks are independent of each other. That
is, each basic block can only be entered at the first instruction and exited at the
last instruction. Two neighboring basic blocks are connected by a directed edge.
In this graph structure, we put the basic blocks in the order in which they appear
in the EVM bytecode.

The complete EVM instruction set contains more than 150 instructions.
Among them, we select totally 74 instructions, which can best reflect the logic
and semantics of smart contract execution process and relate to the smart con-
tract vulnerability detection tasks. For example, the jump instruction can indi-
cate the switch from the current basic block to other basic blocks; the block,
timestamp, call, callvalue instructions can relate to the critical part of vulnera-
ble contracts as shown in Examples 1 and 2.
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The selected instructions are categorized into 7 types: Arithmetic, Environ-
ment, Blockchain Information, Stack, System, Logic, and Cryptograph. We take
the numbers of instructions in different instruction types as the attributes of each
basic block, and the attributes will be fed into the neural network for feature
extraction.

Opcode Sequence of Ethereum Virtual Machine. Considering that CFGs
working at the basic block level cannot capture certain finer-grained information,
we further extract the opcode sequences in each basic block and concatenate
them together in the same order as the basic blocks appear. Different contracts
may vary in the length of opcode sequences. To obtain the input of the neural
network, the sequence lengths are fixed to the same value. Specifically, we pad 0
to the sequences shorter than the fixed-length and truncate the exceeding part of
the sequences longer than the fixed-length. We randomly select 1000 Ethereum
smart contracts and count the lengths of their opcode sequences, among them
91.5% of smart contracts are with the opcode sequence length within 2000.
Therefore, we choose 2000 as the fixed-sequence length. Before feeding each
fixed-length opcode sequence into the neural network, we map each opcode to a
unique integer.

4.2 Construction of DA-GCN Model

The DA-GCN model shown in Fig. 4 consists of three modules: graph convo-
lutional module, dual-attention module, and classification module. The graph
convolutional module uses graph convolutional layers to extract features at the
scale of basic blocks from the CFG. In the dual-attention module, we first use the
self-attention mechanism to extract sequential and associative features between
opcode instructions, and further extract attention coefficients from the CFG to
better focus on the more important basic blocks in vulnerability detection task
and suppress useless information. The final obtained high-dimensional features
will be concatenated and fed into the classification module.

Graph Convolutional Module. We use graph convolutional layers at the
control flow level to propagate each basic block’s features to the neighbor blocks
based on the structural connectivity, extract the features of the graphs, and learn
the structural information in the smart contracts.

A CFG is a graph with directed edges. For a graph G with N nodes, we
denote its corresponding adjacency matrix as A ∈ RN×N . Since the features in
a node cannot be propagated to itself using this adjacency matrix, we define an
augmented adjacency matrix Ã = A+I. Accordingly, we denote this augmented
diagonal degree matrix as D̃, which can be calculated from Ã:
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Fig. 4. Diagram of model DA-GCN.

D̃u,u =
∑

vÃu,v (1)

where D̃u,u denotes the element (u, u) in augmented degree matrix D̃, and Ãu,v

is the element (u, v) in augmented adjacency matrix Ã.
Assuming each node in graph G has c attributes, we denote the matrix of

attributes for graph G as X ∈ RN×c.
We use multiple staked graph convolutional layers in the graph convolutional

module. The propagation formula of the graph convolutional layer [19] can be
defined as follows:

Zt+1 = f(D̃−1ÃZtW t) (2)

where f denotes the activation function. Zt ∈ RN×ct is the output of the t-th
graph convolutional layer, and Z0 = X. ct is the number of output channels of
the t-th graph convolutional layer, and W t ∈ Rct×ct+1 denotes the parameters
mapping from ct channels to ct+1 channels.

Dual Attention Module. In this module, we calculate the attention coeffi-
cients at the opcode level and control flow level, respectively.

Extraction of Opcode Level Attention. We first apply word embedding to the
opcode sequence so that the instructions mapped as different integers are trans-
formed into fixed-size real value vectors. The parameters of word embedding are
randomly initialized and will then be updated during the training process.

To exploit the ordering information of the opcode sequence, the position of
each instruction is encoded in the sequence. The position encoding is added to
the embedding vector and defined as:

{
PE(i,2p) = sin(i/100002p/dembedding)
PE(i,2p+1) = cos(i/100002p/dembedding)

(3)

where i denotes the i-th position in an opcode sequence. 2p and 2p+1 represent
the 2p-th and (2p + 1)-th dimensions in the embedding vector of an opcode,
respectively. dembedding is the dimension of the embedding vector of an opcode.
PE(i,2p) and PE(i,2p+1) are the encoding values of the 2p-th and (2p + 1)-th
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dimensions in the embedding vector of the i-th position in an opcode sequence,
respectively. That is, every dimension in position encoding matches a sinusoidal
signal whose wavelength grows geometrically from 2π to 20,000π.

Long-distance dependency problem occurs when attention is used to pro-
cess sequence-structured data. Transformer [16], a self-attention mechanism, uses
the scaled dot-product attention to solve the long-distance dependency problem
and also improves the computational speed of the model. However, Transformer
will consume huge memory resources when dealing with long sequences. Locally
Sensitive Hashing (LSH) self-attention mechanism [8] can address the memory-
demanding problem of Transformer. LSH is a hashing scheme that can find
nearest neighbors quickly in a high-dimensional space, where nearby vectors get
the same hash value with high probability and distant ones do not. Therefore,
we adopt LSH self-attention mechanism to extract the opcode level attention.

In order to use LSH self-attention, we write the attention equation in Trans-
former as:

αi =
∑

j∈Pi

exp(qi · kj − z(i, Pi))vj√
d

(4)

where i and j denote the i-th position and j-th position in an opcode sequence,
respectively. αi is the attention coefficient of position i. qi, ki, and vi are query,
key, and value vectors at position i, respectively. d is the dimension of each
vector of qi, ki, and vi. Pi denotes all the queries which the query at position i
can attend to, and z denotes softmax which is used as the partition function.

We filter the keys into a hash bucket using a hash function H(•) from the
queries which the query at position i can attend to:

Pi = {j : H(qi) = H(kj)} (5)

The queries and keys at different positions are grouped into different hash
buckets via Eq. (5). Note that the number of keys and queries may not be
balanced in different buckets. Therefore, we set kj = qj

‖qj‖ .
We then sort the queries by the buckets which include the queries, and divide

all the queries into several parts, each containing the same number of queries. We
call each part a chunk. Obviously, the queries in the same bucket may fall into
different chunks. Therefore, we repeat NH rounds of hashing, each round with a
different hash function Hr, where r denotes the r-th round of hash calculation:

Pi =
NH⋃

r=1

P r
i where P r

i = {j : Hr(qi) = Hr(qj)} (6)

Extraction of Control Flow Level Attention. Different from the self-attention
mechanism between different opcodes, the control flow level attention, shown
in Fig. 5, focuses on basic blocks that are more important for the vulnerability
classification by assigning them greater weights.
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Fig. 5. Diagram of control flow level attention.

We take the CFG feature map obtained by performing m graph convolutional
layers on the control flow graph as the input. We apply average-pooling and max-
pooling on the channels of each node to better describe the relationship of cm
channel attributes. Moreover, to better aggregate the attributes of each node
and its neighboring node, we apply a one-dimensional graph convolutional layer
as follows:

V = f(D̃−1ÃZmWm) (7)

where V is the output of the one-dimensional graph convolutional layer. Zm ∈
RN×cm denotes the output of the m-th graph convolutional layer, cm represents
the number of output channels of the m-th graph convolutional layer, and Wm ∈
Rcm×1 is a one-dimensional vector with cm elements.

The features extracted from the average-pooling, max-pooling, and one-
dimensional graph convolutional layer are then fed into a MLP with a hidden
layer to produce the attention coefficients on the control flow level, which can
be calculated as follows:

⎧
⎪⎪⎨

⎪⎪⎩

ATTave = σ(W1(W0(AvgPool(Zm)) + b0) + b1)
ATTmax = σ(W1(W0(MaxPool(Zm)) + b0) + b1)
ATTgcn = σ(W1(W0(D̃−1ÃZmWm) + b0) + b1)
ATTblock = σ(ATTave + ATTmax + ATTgcn)

(8)

where W0 ∈ Rdhidden×cm , b0 ∈ Rdhidden×1, W1 ∈ Rcm×dhidden , and b1 ∈ Rcm×1. σ
is the sigmoid function, and dhidden denotes the dimensions of the hidden layer
in MLP.

Classification Module. In this module, we concatenate the features extracted
from the graph convolutional module and dual attention module, and then per-
form classification via convolutional layer, max pooling, fully connected layer,
and softmax function to identify whether the smart contract is vulnerable.

5 Experiment

5.1 Experimental Settings

Dataset and Benchmarks. We integrate the real-world vulnerability smart
contracts from three sources, including the dataset in SolidiFi [5], the dataset
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used in [20], and Ethereum smart contracts verified by SmartBugs [3]. In our
dataset consisting of 2216 labeled smart contracts, there are 496 smart contracts
with reentrancy vulnerability, 768 smart contracts with timestamp dependency
vulnerability, and the remaining 952 contracts are free from reentrancy or times-
tamp dependency vulnerability. We further divide our dataset into two parts
targeting the smart contract vulnerabilities of reentrancy and timestamp depen-
dency, respectively.

In the experiments, we use cross-validation to evaluate our model. We first
randomly divide the dataset into 10 folds, each containing 10% of the samples
in the dataset. 9 of the 10 folds are used for training, and the remaining one
is used as the test set. One fold in the training set is marked as the validation
set. We use the validation set to validate the model after each epoch, and the
model achieving the highest accuracy during the training process is saved and
evaluated on the test set to obtain the final result.

The numbers of samples in training, validation, test, and total datasets
on reentrancy and timestamp dependency are shown in Table 1 and Table 2,
respectively.

Table 1. Dataset of reentrancy vulnerability.

Training set Validation set Test set Total

Reentrancy 396 50 50 496

Normal 760 91 91 952

Table 2. Dataset of timestamp dependency vulnerability.

Training set Validation set Test set Total

Timestamp 614 77 77 768

Normal 760 91 91 952

We compare the proposed model DA-GCN with the state-of-art smart con-
tract detection vulnerability detection model TMP [20] and the state-of-art deep
learning models dealing with sequences or graph structures, including BiLSTM-
Attention (BLSTM-ATT), Transformer [16], and DGCNN [19]. BLSTM-ATT
and Transformer learn the features from opcode sequences of smart contracts,
while DGCNN learns from the control flow information of smart contracts.

For each method, 30 10-fold cross-validations are run and the average of the
30 results is taken as the final result.
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Performance Metrics. We evaluate our proposed model DA-GCN in terms
of 4 performance metrics: accuracy, recall, precision, and F1-score, assuming
TP , FP , FN , and TN are the numbers of true positive samples, false positive
samples, false negative samples, and true negative samples, respectively.

Accuracy: the ration of sum of TP and TN to the total number of samples.

accuracy =
TP + TN

TP + FP + TN + FN
(9)

Precision: the proportion of all classified positive samples that are positive.

precision =
TP

TP + FP
(10)

Recall: the proportion of positive samples that are classified as positive.

recall =
TP

TP + FN
(11)

F1-score: a combination of precision and recall for the overall performance.

F1 − score =
2 × precison × recall

precison + recall
(12)

5.2 Experimental Results

Table 3 lists the accuracy, recall, precision, and F1-score performance of DA-
GCN, BLSTM-ATT, Transformer, DGCNN, and TMP on reentrancy and times-
tamp dependency vulnerability detection tasks, respectively. The experimental
results demonstrate that model DA-GCN achieves the best performance in terms
of all the four evaluation metrics.

We first compare model DA-GCN with BLSTM-ATT, Transformer, and
DGCNN. The classic LSTM model suffers from gradient disappearance and gra-
dient explosion when propagating over long distances. Although BLSTM-ATT
compensates the problem to a certain extent by using a bidirectional model and
the attention mechanism, BLSTM-ATT still fails to achieve the ideal results
when dealing with longer sequences. The experimental results show that Trans-
former can better capture the long-range association of sequences and achieve
better results than BLSTM-ATT due to the distance between two arbitrary
elements being 1, when applying self-attention mechanism in Transformer.

The control flow graph of a smart contract reflects the invocation relation-
ship of basic blocks and the logical instruction structure of smart contracts,
while the EVM opcode sequence focuses on the execution mode and the order
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Table 3. Performance in terms of accuracy, recall, precision and F1-score on each
vulnerability detection task.

Methods Reentrancy Methods Timestamp dependency

Acc (%) Recall (%) Precision (%) F1 (%) Acc (%) Recall (%) Precision (%) F1 (%)

BLSTM-ATT 83.92 71.25 74.41 72.80 BLSTM-ATT 78.69 72.09 80.52 76.07

Transformer 86.03 76.00 80.36 77.55 Transformer 83.72 78.96 82.41 80.13

DGCNN 88.89 82.86 74.36 78.38 DGCNN 84.25 76.29 76.88 76.44

TMP 89.87 80.80 87.46 83.46 TMP 85.33 80.27 85.50 82.81

DA-GCN 91.15 82.00 89.84 85.43 DA-GCN 87.54 82.85 87.15 84.83

of instructions in smart contracts at the opcode level. Both opcode sequences
and control flows play an important role in smart contract vulnerability detec-
tion. Separate analyses of control flow graphs and opcode sequences may lose
certain semantic and structural information. The proposed model DA-GCN uses
a hybrid model to jointly learn the control flow graph and opcode sequence fea-
tures. To be specific, the instructions are assembled in the form of basic blocks,
resulting in opcodes within the same block and between different blocks have
different associations. Model DA-GCN further implements attention at the scale
of control flow level, which enables the network to focus on some basic blocks
that are more useful for vulnerability detection and suppress information that
is not useful for the classification tasks.

The experimental results in Table 3 also show that model DA-GCN that
integrates the control flow level and opcode level features improves the accuracy
by 3.25% and 3.82% on the two different detection tasks, respectively, compared
to the best results achieved by DGCNN and Transformer, which only consider
the features from either of the two levels.

We then compare model DA-GCN with TMP which is the state-of-the-art
method used for smart contract vulnerability detection. As shown in Table 3,
DA-GCN improves the accuracy by 1.28% and 2.21% on the two vulnerability
detection tasks, respectively.

We also evaluate the effectiveness of each model using the receiver operating
characteristic (ROC) curve. ROC is a plot regarding True Positive Rate (TPR)
versus False Positive Rate (FPR) at different thresholds. To quantitatively mea-
sure the ROC curve and evaluate the performance of the classifier, we further
adopt the area under the ROC curve (AUC) to measure the capability of the
classifier to discriminate positive and negative samples. The range of AUC values
is [0.5, 1]. The ROC curves and AUC values of different models targeting reen-
trancy and timestamp dependency vulnerabilities are shown in Fig. 6. It can be
seen that the proposed model DA-GCN performs the best among the different
models and achieves the AUC of 0.94 and 0.92 on the two vulnerability detection
tasks, respectively.
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Fig. 6. (a) ROC curves for different methods on reentrancy vulnerability detection
task. (b) ROC curves for different methods on timestamp dependency vulnerability
detection task.

6 Conclusion

In this paper, we tackled the problem of smart contract vulnerability identifica-
tion based on smart contract bytecodes. We generated the attributes of smart
contracts, including the control flow graphs and the EVM opcode sequences.
We also proposed a Dual Attention Graph Convolutional Network (DA-GCN)
to detect vulnerabilities in smart contracts. Model DA-GCN extracts the fea-
tures from the generated CFGs and opcode sequences using two modules: graph
convolutional module and dual-attention module. Graph convolutional module
extracts the features of the graph structure using graph convolutional network
at the scale of basic blocks of a control flow graph. The dual-attention module
uses self-attention mechanism to extract the sequential and associative features
between opcode instructions, and further extracts the attention coefficients from
a control flow graph, such that the model can better focus on the important basic
blocks of smart contracts in vulnerability detection and suppress useless infor-
mation. Model DA-GCN then performs classification to identify whether the
smart contract is vulnerable, by combining the extracted features from the pre-
vious two modules and using a Multilayer Perceptron. We obtained the dataset
from real-world Ethereum smart contracts containing two vulnerabilities: reen-
trancy and timestamp dependency. Experimental results demonstrated that the
proposed model DA-GCN achieved an accuracy of 91.2% and 87.5% in the two
smart contract vulnerability detection tasks, respectively, and DA-GCN could
effectively improve the performance in terms of accuracy, precision, recall, and
F1-score on smart contract vulnerability detection.
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Abstract. With the widespread popularity of online reviews and crowd-
sourcing, people may publish fake comments on online review system and get
paid for crowdsourcing tasks. In order to identify these reviewers, machine
learning methods are commonly used in traditional strategies and it is difficult to
guarantee the accuracy of detection. In this work, we adopt a modeling method
based on the graph structure and propose a novel aggregation method called
CrowdDet. Therefore, two clear diagrams of Reviewer-to-Product and Co-
Reviewer are constructed. Specifically, we first extract the node features and
structure information in the graph, gaining the reviewers’ features and neigh-
borhood relations features. Secondly, we use an elaborate attention-based
mechanism to aggregate the factors of reviewers in Review-space and Sociality-
space, which comprehensively combines the representation of the reviewer
factors from multiple dimensions. Thirdly, we get the classification results and
optimize the original loss function by Focal loss to alleviate the impact of class
imbalance. In the experiment, we verify the proposed scheme on a real dataset
and compare it with other methods. The results show that our scheme has a
significant effect under the real dataset, with a recall rate of 0.85+. Our research
also provides a relevant foundation for resisting the malicious behavior from
crowdsourcing.

Keywords: Crowdturfing detection � Graph-based modeling � Class imbalance
solution � Online review system

1 Introduction

For e-commerce platforms or review sites such as Amazon, Yelp, or Taobao, user
reviews can affect people’s consumption choices and play an important role in people’s
decisions for purchasing. However, with the continuous development of crowdsourcing
platforms such as Amazon Mechanical Turk and CrowdFlower, a large number of
malicious reviews can be organized by merchants. Sellers post review tasks on the
crowdsourcing platform, hiring crowdsourcing workers to promote products, or slander
competitors [1]. Spam workers from crowdsourcing platforms are called crowdturfing.
Crowdturfing is a word combines the “crowdsourcing” and “astroturfing”. Unlike the
original fake reviewers, crowdturfing can perform tasks alone, so it lacks concentrated
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behavior features and is more difficult to be detected. The fakers are divided into the
following three categories [2] according to the different motivations of reviewers:

– Camouflage. They add links to ordinary reviews by adding special symbols, which
creates confusion among normal reviews and pretends to be normal reviewers in
this way.

– Spammer. They post irrelevant comments (e.g., advertisements, commodity pro-
motion) in the review system, or even carry out illegal activities (e.g., selling
contraband, sending sensitive words), and maliciously increase the popularity of the
product through the above methods.

– Crowdturfing. The review task is published by the organizer on the crowdsourcing
platforms (e.g., Rapidworkers, Amazon Mechanical Turk), and the crowdsourcing
workers perform the task by reviewing for a fee.

Such behavior can easily mislead consumers’ true judgments on product quality
and cause unfair competition among merchants. On the other hand, it will reduce the
credibility of product review content and violate the original intention of the crowd-
sourcing strategy. We found that there are commonalities between crowdturfings, so
how to identify them in an automated way is the goal of this research. In order to detect
fake reviews or scoring behavior like this, many explorations have been carried out by
researchers. The feature exploited in detection can be divided into review content
features and reviewer behavior features.

1. Review Content Features. It refers to the description of the features of the review
content, including both the analysis of the review text and the comment rating, such
as review length, the proportion of special symbols, similarity of comments, review
sentiment classification, etc.

2. Reviewer Behavior Features. It refers to the statistical features of the reviewer’s
comments, including the reviewer’s attributes, relationships, and behavior, such as
the number of reviews, product categories reviewed, the number of devices, or
whether they are verified, etc.

Nitin and Liu [3] were the first to propose fake reviews or reviewer detection tasks.
They regarded repeated or similar reviews as positive case, and the rest as negative
case, and a logistic regression classifier is trained to distinguish fake reviewers from
real reviewers. After that, the heterogeneous graph was used to model the relation
among reviewers, reviews, and products, so as to explore the relationship among the
credibility of the reviewer, the credibility of the review, and the credibility of the
product [4, 5]. Recently, some researchers have constructed a homogeneous graph
model based on the relationship among reviewers and obtained the possible labels of
the current node [2, 6, 7] based on the state of neighboring nodes.

Although the association among reviewers, products and product reviews is consid-
ered in the abovemethods, the analysis of review text is limited to the statistical features of
the review text, so it has great limitations in semantic understanding. In addition, taking
into account that the data number of different classes is uneven, that is, the long tail
problem still exists in reality. Oversampling, undersampling [19], and cost-sensitive
learning [20, 21] are widely used to solve it. However, the solution of data imbalance in
existing methods have not been applied in crowdsourced fake reviewer detection.
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In order to solve the above problems, inspired by the recommendation system
method with graph modeling [22], we attempted to extract the common features of the
crowdsourced fake reviewers from a small amount of category. Therefore, we modeled
the current reviewer (see Fig. 1) and extracted the review content features and behavior
features from the comment records. We assume that a user has only one comment
record for a product, so there will be no conflicts and inconsistencies when modeling.

The representation of the reviewer in the review-space is obtained based on the
attention aggregation, and the representation in the sociality-space is the aggregation of
its neighbor nodes. Finally, based on the reviewer vector, the final predicted reviewer
label is obtained through a three-layer multilayer perceptron (MLP). In reality, the
number of normal reviewers is far greater than the number of fake reviewers, this paper
optimizes the loss function of the detection model by specifying the weight of the cost-
sensitive matrix or the weight of the cost-sensitive vector.

In the experiment, we used a high-quality online reviews dataset from the Amazon
platform and compared our method with logistic regression (LR), random forest (RF),
Deepwalk, and FdGars [2]. The results prove that our method is effective and has
reached a high accuracy.

In this paper, we studied how to identify fake reviewers from crowdsourcing in
online review platforms. Taking into account the particularity of reviewers from the
crowdsourcing platform, we have established an effective detection model that is
sensitive to cost and can aggregate multiple features. The main contributions of this
article are summarized as follows:

1. This paper integrates the review content features and the reviewer behavior features,
using attention to obtain factors of the reviewer in both review-space and sociality-
space.

2. Because of the imbalance of reviewer classes in real-world scenarios, we apply a
cost-sensitive method to optimize the loss function of the detection model.

3. We verified our model on a real Amazon dataset and proved the feasibility and
effectiveness by comparing other methods.

Fig. 1. Reviewer-to-product graph and co-reviewer graph.
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2 Related Work

Crowdturfing is a new type of fake reviewer which has emerged with the rise of
crowdsourcing services. Many researchers have accumulated a certain amount of
research on identifying fake reviewers in social networks or comment systems. These
methods can be roughly divided into three categories [3]: Content-based Detection
Methods, Behavior-based Detection Methods, and Graph-based Detection Methods.

Content-Based Detection Methods. Researchers found that the content of the reviews
may contain some advertising information or deceptive instructions. A lot of work is
devoted to distinguishing fake reviews from numerous reviews by using text analysis
or Natural Language Processing (NLP) models. For example, Mukherjee et al. [8]
crawl 64,000 user reviews on the Yelp platform, they first extract the N-gram and part-
of-speech features of the review text, and then use a Support Vector Machine
(SVM)classifier for reviewer classification; Yao et al. [17] use recurrent neural network
(RNN) to generated fake online reviews for products and services automatically, and
then use the loss features in RNN training to distinguish real reviews from fake
reviews; Ott et al. [9, 11], Shojaee et al. [12], and Li et al. [10] use N-gram and other
NLP methods to detect fake reviewers from the perspective of text analysis in the
dataset based on a crowdsourcing platform.

Behavior-Based Detection Methods. Since fake reviewers can organize their lan-
guage normally and answer questions like normal users, the reviews of fake reviewers
have similar attribute values to those of normal users. Therefore, in addition to the
review text, some researchers mine the behavior characteristics of the reviewers to
predict fake reviewers. For example, Fei et al. [13] believe that reviewers that emerge
explosively are more likely to be fake commenters. Through time series analysis and
loopy belief propagation (LBP) methods, it can be inferred whether the reviewers in the
graph are fake reviewers; Jiang et al. [14] find that there is a clear difference between
spammers and ordinary users in the attributes of their tracking networks, but the
structure of the tracking networks among spammers is similar, so they provide an
unsupervised method to model the link features, and then calculate the degree of
suspiciousness by sending the features to downstream tasks.

Graph-Based Detection Methods. In order to further analyze the interrelationships
among objects in real-world problems, the researchers model the interacting objects
into a graph structure, and then identify fake reviewer nodes through matrix calculation
or graph embedding. For example, Wang et al. [4, 15] use a method which is similar to
hyperlink-induced topic search (HITS) to iteratively calculate the reliability of the
reviewer, the authenticity of the review and the credibility of the product by con-
structing a heterogeneous graph model; Akoglu et al. [16] construct a bipartite graph
for reviewers and products, and propose a FraudEagle model based on the hidden
Markov model, and use the sIA algorithm based on the LBP cyclic belief propagation
to calculate the user’s credibility; Parisa [6] believes that reviewers have similar
behaviors if they reviewed the same product. Therefore, a reviewer-reviewer graph is
constructed, and then the graph propagation algorithm is used to calculate the suspi-
ciousness of the reviewers are from the crowdsourcing task according to the reviewers
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with fake tags as seeds; Wang et al. [2] propose the FdGars that comprehensively
considers the content of reviews and the behavior of reviewers. The model obtains the
classification results through a two-layer graph convolutional networks (GCN). Then
they propose a co-trained model to train the behavior-based model and the content-
based model respectively for collaborative training [7]. Dou et al. [18, 23] designed the
GNN-based model to against camouflages and solve the inconsistent problem in fraud
detection. Besides, reinforcement learning was utilized to detect spammers [24].

All in all, the graph-based detection method takes into account the network
topology among reviewers, reviewers and review products. However, in reality, there is
a small proportion of critics from crowdsourcing in the comment area, and the existing
methods rarely consider the problem of data imbalance. In addition, semantic feature in
reviews is an important indicator for analyzing the characteristics of reviewers, while it
has rarely been used in current methods. Therefore, it is worth studying that how to
extract the common features of crowdturfing from a small number of categories and
how to learn an unbiased model by using graph structure modeling.

3 Crowdturfing Detection Model

In the method, the strategy based on graph modeling is first introduced. In order to
represent the node vector more accurately, the extraction and selection of review
features are used. Then introduced a detection framework based on attention to
aggregate reviewer vectors. Finally, considering the impact of unbalanced data on the
detection, an improved cost-sensitive loss function method is introduced.

3.1 Modeling and Initialization

According to the previous content, one person can review multiple products, so there is
a reviewer-to-product relationship diagram as shown in Fig. 2 between the reviewer
and the product.

Given that the crowdsourcing task is commodity-centric, users who have reviewed
the same product may have similar characteristics. We assume that people who have
reviewed the same product are neighbors, so a co-reviewer homogeneous sociality-
space network can be built, as shown in Fig. 3.

Fig. 2. The reviewer-to-product graph of the i-th reviewer.
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However, we found that the review information contains many features that can be
mined, which can help distinguish fake reviewers from all reviewers. Therefore, the
eigenvalues are used to replace the random vector representation when initializing the
reviewers’ embedding. Therefore, we extract and select the features from both the
content of the reviews and the behavior of the reviewers.

Advertising information or deceptive indications may be included in the content of
the review. Such features are called review content features. The detailed content
features and description are shown in Table 1.

• RL indicates the length of the review, represents the number of words in a review. It
is found that the length of the fake reviews from the crowdsourced task is generally
less than the normal reviews, and it is about half of the normal review. Therefore,
the length of reviews can be used as an indicator to distinguish fake reviews from
normal reviews.

• RSN indicates the number of special symbols in a review. There is existing that fake
reviews will add special symbols to the text so as to avoid being recognized the
same content or advertising information by the machine.

• RSR represents the proportion of special characters in the reviews. This value is the
quotient of RSN and RL. RSR can explain the existence of special characters better
compared to RSN and RSR.

• MCS represents the maximum content similarity of reviews, refers to the maximum
similarity between the current review and the previous review of the reviewer.
When a fake commenter writes a fake comment, it is very likely that he will copy
the comment he has written before. So this indicator can be used for crowdturfing
detection.

Fig. 3. Co-reviewer graph of all reviewers.

Table 1. The review content features and description.

Feature Description

RL Review Length
RSN Review Symbol Number
RSR Review Symbol Ratio
MCS Max Content Similarity
RE Review Emotion
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• RE indicates the emotional group of reviews. By dividing comment sentiment into
multiple categories from positive to negative, the semantic information in the
comment text can be reflected. Richer semantic information like this helps to detect
fake reviewers.

In addition to analyzing the review text, the behavior of reviewers can also be used
as a factor to distinguish between fake reviewers and normal reviewers. Table 2 lists the
behavior features and descriptions of the reviewers.

• RN represents the number of reviews made by a user. Previous research has shown
that fake reviewers generally post more reviews than ordinary reviewers, so the
number of reviews can be used as one of the behavior features.

• PN represents the number of products that a user has reviewed.
• PCN represents the type’s number of products a user has reviewed. Like RN and

PN, it reflects user review behavior as a digital feature.
• PR represents good ratings. It’s the number of five-star reviews a user rates as a

percentage of the total. It is found that since the fake reviewers are mostly for the
crowdsourced task of checking out positive or negative reviews, a user with either
too high or too low a rating is likely to be a fake reviewer.

• RD represents the bias of rate. It is obtained by calculating the gap between the
current reviewer and other reviewers for the same product. Because in general, there
should not be a big gap in the ratings of the same product.

• WRN refers to whether a reviewer has verified his or her real name when registering
for an account. Generally speaking, reviewers who have verified their real names
are more credible and less likely to be fake reviewers.

The above is a summary of the features of the existing methods that are applicable
to the current task. However, the applicable features may not be exactly the same,
taking into account the differences between different datasets. Therefore, it is necessary
to use a feature selection strategy to select the above features. By removing “Redun-
dant” and “Irrelevant” features, the performance of the model can be improved.

Commonly used feature selection methods include filtering and packaging (e.g.,
Chi-Squared Test, Mutual Information). The selected features are used to initialize the
embedding representations of reviewers and product reviews and contain more infor-
mation than the random vectors.

Table 2. The reviewer behavior features and description.

Feature Description

RN Review Number
PN Product Number
PCN Product Category Number
PR Praise Ratio
RD Rate Deviation
WRN Whether Real Name

358 Q. Feng et al.



3.2 CrowdDet Framework

The fake reviewer features extracted above can be used to initialize the reviewer node
in Fig. 1. In order to integrate all the information to get the latent factor of the current
reviewer, we propose an effective aggregation mechanism called CrowdDet.

The CrowdDet Framework. The overall structure is shown in Fig. 4. We can learn
the latent vector of the reviewer from the review-space and the sociality-space by using
this framework, and then combine the two to get the final classification prediction
result. This scheme comprehensively considers the review content features and the
reviewer behavior features, and the correlation among neighbors in the homogeneous
graph is used to discover the spread of fake reviewer tags.

It can be found from the figure that the CrowdDet framework contains three parts:
review aggregation, sociality aggregation and label prediction. In review aggregation,
the user's reviews are divided into products to obtain the user’s embedding represen-
tation in the product-space, and the embedding of multiple product-spaces is aggre-
gated through an attention layer to obtain the embedding in the review-space.
Neighbors embedding in sociality aggregation is obtained from review aggregation,
and through an attention layer to obtain sociality-space reviewer embedding. Then
aggregating the output of the two aggregations to get the reviewer latent factor, and
then input it into a three-layer MLP to get the prediction result. These are described in
detail as follows.

Review Aggregation. It can be found from Fig. 2 that for the i-th reviewer, multiple
products can be reviewed, and the edge of the graph is the corresponding comment.
Therefore, we can formulate an aggregation rule to extract the potential factor hRi 2 Rd

Fig. 4. The structure of the attention-based feature aggregation model CrowdDet.
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of the reviewer in the review-space from the reviewer-to-product graph, where d
represents the potential dimension of the reviewer.

The general method is to obtain the review-space factor by learning the information
in the product-space. The embedding in product-space is the aggregation of product
embedding and comment information embedding, and the following function is nee-
ded, it is defined as Eq. (1) shows:

hRi ¼ rðW � ð
X

p2P ið Þ aixipÞþ bÞ ð1Þ

Among them, P ið Þ represents the set of products that are connected to the i-th
reviewer in the reviewer-to-product graph. xip is the aggregated representation of
commodity a in product-space, xip can be calculated by Eq. (2):

xip ¼ RELUðui � vp � epÞ ð2Þ

ui represents the embedding of user i, vp can be understood as product review
embedding, and ep is product embedding. The reviewer behavior feature and review
content feature extracted in the previous article are used to initialize ui and vp here,
respectively. These three parts are connected by channel merging �, and finally, the
rectified linear unit (ReLU)is used for linear transformation, which aims to obtain the
vector of the target dimension.

ai represents the weight of each product-space vector aggregated by the i-th
reviewer. Since it is an average strategy, ai is expressed as Eq. (3) shows:

ai ¼ 1
P ið Þj j ð3Þ

The mean aggregation strategy assumes that each product has the same impact on
the current reviewer’s embedding. But in practice, when reviewers comment, there may
be deviations in their attention to each product. For example, a person’s comment may
come from completing a crowdsourcing task, or it may be written spontaneously. Since
the mean aggregator exhibits limitations, we hope to comprehensively consider the
impact of different product reviews on the vector representation of reviewers. Inspired
by the attention mechanism, limited attention can be focused on key products.

The calculation of the product-space vector is as shown as Eq. (2), the hRi function
is shown as Eq. (4) shows:

hRi ¼ rðW � ð
X

p2P ið Þ aipxipÞþ bÞ ð4Þ

In this case, aip can be adjusted according to different products, it is defined as
Eq. (5) shows:

aip ¼
exp s xip; ui

� �� �
P

p2P ið Þ exp s xip; ui
� �� � ð5Þ
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Finally, the softmax function is used to normalize the above attention score to get
the final attention weight. The attention scoring function s xip; ui

� �
is defined as Eq. (6)

shows:

s xip; ui
� � ¼ wT

2 � r W1 � xip � ui
� �þ b1

� �þ b2 ð6Þ

Social Aggregation. A reviewer will have neighbors. If they have reviewed the same
product, the neighbor relationship is shown in Fig. 3. Due to the influence of neighbor
nodes on the current reviewer, the potential representation hSi 2 Rd of the reviewer in
sociality-space can be obtained by aggregating the embeddings of neighbor nodes.

For the i-th reviewer, the embedding of its neighbor node is the representation of
his neighbor in review-space. The degree of attention to different neighbors is different
during aggregation. For example, a product review may be written by crowdturfing or
by ordinary users. Therefore, the correlation between a reviewer and its neighbors in
the co-reviewer graph is different. The same attention mechanism is used to integrate
the neighbor node vector with the attention weight of bin to obtain hSi . From Eqs. (7)–
(9), the specific operation is described:

hSi ¼ rðW � ð
X

n2N ið Þ binh
R
n Þþ bÞ ð7Þ

bin ¼
exp s hRn ; ui

� �� �
P

n2N ið Þ exp s hRn ; ui
� �� � ð8Þ

s hRn ; ui
� � ¼ wT

2 � r W1 � hRn � ui
� �þ b1

� �þ b2 ð9Þ

In the formula, hRn represents neighbors’ vector of the current reviewer.

Label Prediction. When getting the node embedding of the product and review
content, the potential representation hRi of the reviewer in the review-space is obtained
by aggregating them. At the same time, by aggregating neighbors who have an
interactive relationship with the current reviewer, the potential representation hSi of the
reviewer in the sociality-space is obtained. At last, the potential expression of the
reviewer needs to consider both the latent factor in review-space and it in sociality-
space. Thus, after fusing the features, the two latent factors are combined into the final
reviewer latent factor through a mapping. The definition of the reviewer latent factor hi
are represented as Eqs. (10) and (11) show:

c ¼ hRi � hSi
� � ð10Þ

hi ¼ r W � cþ bð Þ ð11Þ

After calculating the latent representation hi of the user, the final prediction result y0

is obtained through a standard MLP. In a mathematical method, the operation are
described from Eqs. (12)–(14):
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g1 ¼ r W1 � hi þ b1ð Þ
� � � ð12Þ

gl ¼ r Wl � gl�1 þ blð Þ ð13Þ

y0 ¼ wT � gl ð14Þ

In the formula, l represents the number of hidden layers of the MLP.
Our research problem can be regarded as a binary classification problem, so the

output y0 of the model is a two-dimensional result. The two values represent the
probability of ordinary and crowdsourced. Then we calculate the loss based on the
above probability and train the parameters in the model through the gradient descent
method.

However, the positive and negative data is unbalanced in the real scenario. In order
to achieve a better effect, we provide an optimization solution to this problem.

3.3 Improved Cost-Sensitive Loss Function

In order to deal with the sample imbalance problem from the algorithm level, we adopt
a direct cost-sensitive learning method to alleviate the impact of class imbalance by
specifying the misclassification weight of the cost-sensitive matrix or the cost-sensitive
vector. Thus, this study intends to use cost-sensitive methods to optimize the loss
function of the detection model and to train the model supervised. The cost information
is embedded in the objective function of the learning model, and a cost-sensitive
learning algorithm f is obtained by minimizing the expected loss. The general form of
the training process is shown as Eq. (15) shows:

min
f

: loss f ;X;Cð Þ ð15Þ

X represents the training sample set, C is the misclassification cost matrix.
For the traditional cross-entropy loss, even if it is easy to classify (the probability of

correct classification is greater than 0.5), there is a higher loss. In this study, a mod-
ulation factor 1� ptð Þc is added to the original cross-entropy loss. We reduce the
weight of easy-to-classify samples so that the model can focus more on difficult-to-
classify samples during training. The definition of Focal loss and pt are shown as
Eqs. (16) and (17) show:

FL ptð Þ ¼ � 1� ptð Þclog ptð Þ ð16Þ

pt ¼ p if y0 ¼ 1
1� p otherwise

�
ð17Þ

pt represents the probability that the user is estimated to be positive or negative. c is
the focus parameter, and c[ 0.p represents the probability that user is regarded as a
fake reviewer.
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Considering the large gap in the number of positive and negative samples, adding
weight to the positive and negative samples is a common strategy. The frequency of
negative samples is high, so we reduce the weight of negative samples. Since the
number of positive samples is small, the weight of positive samples should be relatively
increased. The final focal loss function is shown as Eq. (18) shows:

FL ptð Þ ¼ �at 1� ptð Þclog ptð Þ ð18Þ

a 2 0; 1½ � is the weight used to control the balance. We can control the shared
weight to the total loss by setting the a value and take a relatively small value to reduce
the weight of the negative sample (the one with more samples). Then take a smaller
value of a to reduce the weight of negative samples (the one with more samples).

By adjusting the value of the weight a and the focus parameter c, the model will be
more concerned about the few samples and set a higher loss for the samples that are
difficult to classify. So we can get a classifier that is sensitive to the cost of a small
number of samples by optimizing the loss of the model.

4 Experiment

In this section, we use a real dataset from the Amazon platform for verification.
Evaluation indicators, experimental settings and experimental results are also
introduced.

4.1 Dataset and Evaluation Metrics

We use real datasets to conduct experiments, aims to verify the effectiveness of the
model in identifying fake reviews created by crowdturfing platform organizations, and
check the performance of the model in unbalanced data. Yao et al. [1] collected more
than 110,000 high-quality online review data on the Amazon platform in 2017. The
reviews of this dataset come from different categories and different reviewers. The
reviewers with fake tags are all from the tasks posted by the crowdsourcing platform.
The number of reviews, reviewers, and products in the dataset is shown in Table 3.
Every review, reviewer and product have truthful and deceptive labels. The selected
products are distributed in different product categories such as Books, Health, Elec-
tronics, Movies or Other, and the Other category is a mixture of multiple categories.

Table 3. Statistical data of reviews, reviewers and products.

Deceptive Truthful

Reviews 10114 101226
Reviewers 1524 18162
Products 994 72266
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For the 19,686 reviewers in the dataset, we divided them into 11,812 as the training
set, 1969 as the validation set, and 5,909 as the test set. The validation set was used to
train the hyperparameters of the model.

Crowdturfing detection is essentially a binary classification task, so we can get a
confusion matrix, as shown in Table 4. The positive cases are fake reviewers from
crowdsourcing, and the negative cases are regular commenters. The horizontal header
of the table represents the prediction result, and the vertical header represents the actual
label.

Since the purpose of detection is to detect as many fake reviewers as possible, in the
performance evaluation, recall is used as the main evaluation index. Its calculation
process is defined as Eq. (19) shows:

Recall ¼ TP
TPþFN

ð19Þ

In addition, precision, F1, and accuracy are also important references that can be
used to measure the detection effect, and the calculation process are defined as follows
from Eqs. (20)–(22):

Precision ¼ TP
TPþFP

ð20Þ

F1 ¼ 2� Recall� Precision
RecallþPrecision

ð21Þ

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

ð22Þ

4.2 Baseline Methods

In order to verify the feasibility of the above theory, we verified the proposed method
on an actual dataset. We selected several different types of algorithms that are com-
monly used as a classification task as the experimental baseline methods, including
machine learning methods and graph-based methods.

– Logistic Regression. Based on the features of 19,686 reviewers in the Amazon
dataset, an LR classifier is trained supervised. 70% of the data is used as the training
set and 30% as the test set. Through this classifier, the reviewers in the test set are
divided into real reviewers and fake reviewers.

Table 4. Confusion matrix of crowdturfing detection.

Fake Normal

Fake TP (True Positive) FP (False Positive)
Normal FN (False Negative) TN (True Negative)
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– Random Forest. Similarly, the RF model is trained based on the features of the
reviewer. When the tree is set to 1, the classifier is the decision tree (DT) model.

– Deepwalk. The nodes embedding is learned from the co-reviewer homogeneous
graph. When training the DeepWalk model, the number of walks for each node is
80, the length of random walk is 10, and the length of node embedding is 128.
Finally, the final result is obtained through an LR classifier.

– FdGars. The FdGars model is proposed by Wang et al. [2]. It is actually a two-layer
GCN model. When initializing node embedding, we use review content features and
reviewer behavior features in stand of random features. The length of node
embedding is 50. The dataset is divided into the training set, validation set, and test
set.

4.3 Data Preparation and Experiment Settings

According to the review records from Amazon, we constructed a reviewer-to-product
diagram for each reviewer and a co-reviewer diagram that includes all reviewers. We
extracted the node and the structural features of the graph based on the features of the
comment data, then obtained a feature matrix containing the information in Table 5.

Among them, RL, RR, and RE belong to the characteristics of the comment con-
tent. RP, WP, WRN, and NI belong to the characteristics of the commenter’s comment
behavior. This paper adopts filtering or encapsulation methods such as deleting Vari-
ance Threshold, Chi-Square Detection, L1 Regularization, and Decision Tree Strategies
to filter the extracted features. The filtered features are integrated to initialize the
embedding representation of reviewers, products, and product reviews instead of the
random representation vector in the original strategy.

In order to explore the influence of the parameters of the focal loss function on the
evaluation indicators, we fixed other influencing factors and modified c values to obtain
the experimental results shown in Table 6.

Table 5. Amazon dataset characteristics and description.

Feature Description

RL Review Length
RR Review Rate
RE Review Emotion
RP Review Product
WP Whether Purchase
WRN Whether Real Name
NI Neighbor’s ID
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Recall, precision, F1 and accuracy of the entire test set classification are used as
evaluation indicators. It can be found that the recall increases with the change of the c.
However, only when the value of c is 0.75, the comprehensive index of the model is
relatively high.

4.4 Performance Evaluation

To explore the effectiveness of the model for extracting review content and reviewer
relations, we conducted ablation study on the two modules of the review aggregation
and sociality aggregation. The results are shown in Table 7.

– Review-only. Only product and review features are considered in this method,
without the neighbor relationship between user nodes.

– Sociality-only. This method only considers the features of the user’s neighbors,
without the features of products and reviews.

– Review + Sociality. This is the strategy we propose, taking into account the impact
of products, comment features and neighbor relationships on user embedding.

Table 6. The impact of changes in the parameters of the focal loss function on the classification
results.

c Recall Precision F1 Accuracy

0.5 0.83 0.82 0.81 0.970
0.75 0.85 0.84 0.84 0.975
2 0.88 0.83 0.78 0.971

Table 7. Performance evaluation using different modules.

Method Recall Precision F1 Accuracy

Review-only 0.47 0.71 0.56 0.94
Sociality-only 0.14 0.74 0.24 0.92
Review+Sociality 0.85 0.84 0.84 0.975

Fig. 5. Receiver operating characteristic (ROC) curve with different modules.
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Figure 5 shows the ROC curve using different modules. The results show that the
combined effect of the two aggregators is the best in terms of recall, accuracy, F1,
accuracy, and area under curve (AUC) value, which is better than one aggregator. This
is because the two dimensions of reviewer features are considered comprehensively,
and richer information is integrated. It confirms that the model does not have redun-
dancy and integrates the features of the reviewer effectively.

In addition, the proposed method needs to be compared with baseline methods.
Table 8 shows the classification results of different methods for the Amazon dataset.

From the experimental results, it can be found that the machine learning classifi-
cation method has reached a high accuracy rate, which is caused by the imbalance
amounts of positive and negative categories. In fact, the rate of recall is relatively low.
When the method of graph embedding is adopted, the classification effect has been
significantly improved, which shows that the structural information of the graph has a
positive influence on the classification of reviewers. However, the solution of the
FdGars model has not achieved good results in the current problem. The method we
proposed obtained a good detection effect by extracting multiple features and using the
CrowdDet method for fusion. The recall rate is 0.85, the precision is 0.84, the F1 is
0.84 and the accuracy is 0.975. Compared with the DeepWalk method, recall, preci-
sion, F1 and accuracy are increased by 0.03, 0.04, 0.03, 0.007, respectively.

Table 8. The impact of the focal loss function’s parameters on the classification results.

Method Recall Precision F1 Accuracy

Logistic regression 0.13 0.73 0.22 0.93
Decision tree 0.41 0.55 0.47 0.93
Random forest 0.42 0.58 0.49 0.93
DeepWalk 0.82 0.80 0.81 0.968
FdGars 0.31 – – 0.925
CrowdDet 0.85 0.84 0.84 0.975

Fig. 6. ROC curve of different detection strategies.
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Figure 6 shows the ROC curve of different strategies, the AUC values are 0.9784
for CrowdDet, 0.9783 for DeepWalk, 0.9557 for GCN, 0.9268 for RF, 0.8695 for LR,
0.7681 for DT. Although the curve of DeepWalk is close to the proposed method, its
other indicators have not surpassed CrowdDet. It can be seen that we have verified the
effectiveness of the proposed method on real datasets and achieved better classification
results than other strategies.

5 Conclusion

In this paper, we studied a method for detecting fake reviewers from crowdsourcing.
Considering the existing graph-based methods that have not achieved significant
results. An attention-based strategy was used to integrate the representation of the
review-space and the sociality-space. Firstly, we constructed two graphs and extracted
the structural information and node features in the graphs. Not only the review features
in the product review-space but also the impact of social interaction among reviewers
was considered. Secondly, we calculated the reviewer latent factors through the neural
network aggregation mechanism, using the focal loss to optimize the classifier. Finally,
we validated the proposed method on the Amazon dataset. It is found that the proposed
method can basically cover the fake reviewers among all reviewers, and the classifi-
cation effect has been evaluated in the experiment. In the future, we plan to utilize the
information of review groups and product clusters to further expand the detection
methods of crowdturfing.
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Abstract. In multi-agent environments, cooperation is crucially impor-
tant, and the key is to understand the mutual interplay between agents.
However, multi-agent environments are highly dynamic, where the com-
plex relationships between agents cause great difficulty for policy learn-
ing, and it’s costly to take all coagents into consideration. Besides, agents
may not be allowed to share their information with other agents due
to communication restrictions or privacy issues, making it more diffi-
cult to understand each other. To tackle these difficulties, we propose
Attention-Aware Actor (Tri-A), where the graph-based attention mech-
anism adapts to the dynamics of the mutual interplay of the multi-agent
environment. The graph kernels capture the relations between agents,
including cooperation and confrontation, within local observation with-
out information exchange between agents or centralized processing, pro-
moting better decision-making of each coagent in a decentralized way. The
refined observations produced by attention-aware actors are exploited to
learn to focus more on surrounding agents, which makes Tri-A act as a
plug for existing multi-agent reinforcement learning (MARL) methods to
improve the learning performance. Empirically, we show that our method
substantially achieves significant improvement in a variety of algorithms.

Keywords: Multi-agent cooperation · Graph · Attention mechanism ·
Multi-agent mutual interplay

1 Introduction

Cooperation is a widespread social behavior in nature, where humans tend to
focus on the most relevant feature area such as objects [3] and faces [9] for under-
standing the mutual interplay between neighboring humans, allowing them to
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quickly process most relevant parts of the local observations during decentralized
decision making [21]. This makes humans exceed all other species in terms of
range and scale of cooperation.

Attention mechanism [20] has recently emerged as a successful approach in
various fields. The main idea behind it is to select salient areas of interest which
are more relevant to the current task from the numerous information accord-
ing to the importance distribution of elements, and it has shown great success
in mutual interplay understanding of MARL, examples include a wide range of
approaches on designing effective attention-based MARL approaches, which can
mainly be divided into two categories, exchanging local perceptual information
on the field of view of each agent [6,7,18,23] and modeling how agents cooperate
through a centralized critic with the attention mechanism [5,13]. However, most
of these methods depend on either the existence of a communication message
or the centralized attention mechanism which could access to the global infor-
mation that contains the information of each agent on the field. Unfortunately,
when the agents are independently deployed and communications are disabled or
prohibitive, each agent has to predict its own action conditioning on its partial
observation trajectory. Besides, typical attention-based approaches to MARL
either consider all coagents at all time steps during the decentralized execu-
tion or take all these dynamics into account during the centralized training. It
is costly and less helpful to take all other coagents into consideration whether
in a decentralized or centralized manner, because receiving a large amount of
information incurs high computational complexity.

To tackle these difficulties, we resort to the decentralized attention-based
model that does not need to assume the existence of perfect communication or
consider all agents all the time. Specifically, we are interested in building rein-
forcement learning (RL) agents, which learn representations guided by an under-
standing of what is important during multi-agent cooperation and confrontation
for decision making. More importantly, since the reconstructed observation has
the same form as that of the original observation, it is straightforward to plug
in any existing MARL algorithms for decision making.

In this paper, we propose a graph-based attention module that is designed
for understanding the mutual interplay between agents (including cooperation
and confrontation) during the decentralized execution, called Attention-Aware
Actor (Tri-A). Different from previous approaches, Tri-A learns an actor for each
coagent that could selectively focus on neighboring agents from local observation,
which helps achieve the cooperative goal with decentralized models. The intuition
behind our idea comes from the fact that, in many real-world environments,
each agent can observe other agents (both enemies and friends) in the field of
view of each agent itself, and it is beneficial for each agent to know which one
it should pay attention to or cooperate with at different stages of a complete
trajectory of the battle. For example, a soccer attacker with the ball needs to pay
attention to the opposing team’s defenders as well as neighboring teammates,
while she/he rarely needs to pay attention to her/his own team’s goalkeeper. The
specific players that the attacker is paying attention to varies over the complete
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trajectory of the game, depending on the situation on the field, especially the
formation and strategy of the opponent team and its own team. By applying soft
attention to the mutual interplay graph of each agent, our Tri-A is able to make
decisions based on the situation on the field dynamically, such as selecting which
coagents to attend to or avoiding attacks from enemies, improving performance
in multi-agent domains with complex interactions.

We evaluate Tri-A on various MARL algorithms by replacing the original
actor with the attention-aware actor (Tri-A). Our experiments on a range of
unit micromanagement tasks built in StarCraftII [17] show that our method
obtains significant improvement. The attention analysis shows that Tri-A can
capture proper target agents that each coagent should pay more attention to
as well as proper importance weight of each target agent at each time step t,
which reveals the mutual interplay between agents, including cooperation and
confrontation.

Our main contributions can be summarized as follows:

– Attention-based graph structure. We construct the multi-agent mutual
interplay (including cooperation and confrontation) as a graph according to
the local observation of each agent. It refines the local observations of each
agent by applying the attention mechanism on the different parts of the local
observations so as to make agents selectively and dynamically focus on the
surrounding agents. Furthermore, it can solve the problem of high computa-
tional complexity which exists in the approaches that taking the perceived
information from all agents into consideration.

– Combining with actor under value decomposition architecture. By
combining the graph structure with actor, we propose a novel actor called
Attention-Aware Actor (Tri-A) which could be used as a plug-in for any
Value Decomposition (VD) architecture algorithms. Since the actor under the
architecture of value decomposition is updated with the backpropagation of
the upper network structure, we can replace the actor at will without having
to design a loss function specifically for it. It improves the performance of
making decisions in multi-agent domains with complex interactions.

The remainder of this paper is organized as follows. We first introduce the
Markov games, attention mechanism, attnetion-based MARL algorithms and
graph network in Sect. 2. Then in Sect. 3, we present the framework of Tri-A in
details. Furthermore, we validate Tri-A in the challenging StarCraftII platform
and give the specific analysis in Sect. 4. Finally, conclusions are provided in
Sect. 5.

2 Background

A fully cooperative multi-agent task can be described as a Dec-POMDP [15]
consisting of a tuple G = 〈N , S,A, P, Z,O, r, n, γ〉. s ∈ S describes the true state
of the environment which contains the global information of all agents on the
field. At each time step, each agent i ∈ N ≡ {1, ..., n} chooses an action ai ∈ A,
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forming a joint action a ∈ A ≡ An. This causes a transition on the environment
according to the state transition function P (s′|s,a) : S × A × S → [0, 1]. All
agents share the same reward function r(s,a) : S × A → R and γ ∈ [0, 1) is a
discount factor.

We specially consider a partially observable scenario in which each agent
i draws local observations oi ∈ O instead of global state s according to the
observation probability function Z(o, a) : O × A → O. Each agent i has an
observation-action history τ i ∈ T ≡ (Z×A)∗, on which it conditions a stochastic
policy πi(ai|τ i) : T ×A → [0, 1], aiming at maximizing global rewards. The joint
policy π has a joint action-value function: Qπ(st,at) = Est+1:∞,at+1:∞[Rt|st,at],
where Rt =

∑∞
j=0 γjrt+j is the discounted return.

2.1 Attention Mechanism

In recent years, attention mechanism [20] has made remarkable performance in
various domains, including computer vision [1,14], NLP [2,10,20] and RL [4,8,
11]. More and more work relies on the idea of the attention to deal with challenges
of multi-agent cooperation. An attention function can be described as mapping
a query and a set of key-value pairs to an output, where the query VQ, keys V j

K ,
values and output are all vectors. The output is computed as a weighted sum
of the values, where each weight wj assigned to each value is computed by a
compatibility function of the query with the corresponding key.

wj =
exp(f(VQ, V j

K))
∑

k exp(f(VQ, V k
K))

. (1)

where f(VQ, V j
K)) is the user-defined function to measure the importance

of the corresponding value and the scaled dot-product is a common one. In
practice, the multi-head structure is usually employed to allow the model to
focus on information from different representation sub-spaces.

2.2 Attention-Based Algorithms for MARL

ATOC [8] follows the alternative paradigm of centralizing policies while keeping
the critics decentralized. Their focus is on learning an attention model for sharing
information between the policies.

MAAC [5] applied the soft attention mechanism to the centralized critic so
as to dynamically select which agents to attend to at each time step for each
agent during the training, which improves the scalability and performance in
multi-agent domains with complex interactions.

MADDPG [13] extends DDPG to multi-agent settings. It proposes a multi-
agent policy-gradient algorithm using central critics. The centrally computed
critic network takes the states and actions of all other agents as its input, and
the actor network only relies on the local observation information of a given
agent.
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Compared with them, which assume the existence of effective communication
or take all agents into consideration during the centralized training, our work
applies the attention mechanism to the local observation of each coagent so
that each coagent can pay more attention to neighboring agents when making
decisions, which achieves the cooperative goal with decentralized models in the
case of limited communication.

2.3 Graph Network

DGN [7] assumes a graph connection among the agents such that each node
is an agent. A multi-head attention model is used as the convolution kernel to
extract the connection weights to the neighbor nodes. Agents can share their
observations and weights of all agents with their neighbors. In other words, each
agent constructs a graph using the perceived information exchanged from others.
It means each agent needs to process a large amount of information, which may
incur high computational complexity.

G2ANET [12] represents all agents as a complete graph based on a two-stage
attention network, where hard attention is used to cut the unrelated edges and
soft attention is used to learn the importance weight of the edges. By combining
the graph with the policy network, each agent considers the communication
vectors of all other agents when making decisions. By combining the graph with
the Q-value network, the critic of each agent considers the state and action
information of all other agents when calculating the individual Q-value. However,
both of them need to process a large amount of information received from other
agents.

Different from them, we propose to construct a graph using only the local
observations of each agent. In this way, the amount of information each agent
needs to process is unchanged. Thus it may not incur high computational com-
plexity. Besides, it explicitly models how agents cooperate and confront within
local observations, thus promoting better decision-making.

3 Our Approach

In this section, we describe the proposed method Attention-Aware Actor (Tri-
A) for learning actors in a graph-based manner. We construct the multi-agent
mutual interplay as a graph according to the local observation of each agent
and refine the local observation through a graph-based attention mechanism. It
establishes connections between the individual agent and its surrounding agents
so that each agent could focus on other agents in its vicinity selectively and
dynamically, promoting better decision making of each agent in a decentralized
way.

In order to figure out how Tri-A as a plug works in cooperative MARL, we
choose a representative algorithm architecture called Value Decomposition (VD)
for illustration, and the whole structure is shown in Fig. 1. Figure 1 provides a
clear explanation that value decomposition is aimed at decomposing the global
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shared multi-agent Q-value Qtot into individual Q-values Qi to guide individuals’
behaviors. Actors from the architecture of value decomposition make decisions
based on local observations and generate the individual Q-value Qi(oi, ai) of the
agent. More importantly, since the architecture of value decomposition takes the
setting of end-to-end, we don’t need to design a loss function for the attention-
aware actor (Tri-A) because the backpropagation of value decomposition will
update the attention-aware actor of each agent naturally.

Fig. 1. The overall structure of Attention-Aware Actor. The Attention-Aware Actor is
composed of CoCo-Graph architecture and RNN policy network. The left is the overall
structure of value decomposition which mixes Qi into Qtot. The pink part is the CoCo-
Graph architecture that reconstruct the local observations oi into targeted observations
ôi through soft attention mechanism. The green part is the RNN policy networks
which receives last hidden states hi

t−1, last action ai
t−1 and current reconstructed local

observations ôi as inputs. The reconstructed local observation produced by CoCo-
Graph architecture will be input into RNN policy networks for decision making or
individual Q-value calculating. (Color figure online)

3.1 Multi-agent Mutual Interplay Graph Structure

We construct the multi-agent mutual interplay, including cooperation and con-
frontation, as a graph according to the local observation of each agent. Agents
in the environment are represented by the nodes of the graph, and each node
has a set of neighbors (including friends and enemies) which is determined by
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distance or other metrics, depending on the environment, and varies over time.
The intuition behind it is that neighboring agents are more likely to interact
with and affect each other. Thus each agent should adjust its strategy dynami-
cally by observing the movements of the surrounding agents to promote better
decision-making. Besides, as the number and position of agents vary over time,
the cooperation relationship and confrontation relationship are changing con-
tinuously and violently during the battle, and it’s vital for us to extract these
relationships adaptively. Moreover, since it is costly and less helpful to take all
agents on the field into consideration, we assume that there’s no effective commu-
nication between agents, and each node can only reason about the relationships
with each other from its local observations. Inspired by the principle above, we
model the relationship between each coagent and its surrounding agents, includ-
ing cooperation and confrontation, as a CoCo-Graph, and we illustrate it in
Fig. 2.

Definition 1. (CoCo-Graph) The relationship between coagent i and its sur-
rounding agents is defined as a directed graph as Gi = (Nf , Ne, Ef , Ee) which
is consisting of the set Nf of friend nodes, the set Ne of enemy nodes, the set
Ef of edges which are ordered pairs from i to Nf and the set Ee of edges which
are ordered pairs from i to Ne. Each friend node p (for all friends indexed by
p ∈ {1, ..., n − 1}) represents a friend agent entry. Each enemy node q (for all
enemies indexed by q ∈ {1, ...,m}) represents an enemy agent entry. If i tends to
cooperate with friend p, then there is an edge from i to p. If i tends to confront
enemy q, then there is an edge from i to q.

Fig. 2. CoCo-Graph Gi of coagent i

As illustrated in Fig. 2, each coagent i constructs a CoCo-Graph Gi based
on its local observation at each time step t during the complete trajectory of
game. The CoCo-Graph Gi is closely connected with agents within coagent i’s
sight range, and the agents out of sight affect coagent i little. By reconstructing
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the local observation of each coagent i through CoCo-Graph Gi, the observa-
tion is potentially simplified for understanding and reasoning, which is indeed
helpful for understanding of the mutual interplay between agents. We then show
how the connections between agents can be extracted by the designed attention
architecture below.

3.2 Attention-Aware Actor Architecture

In this section, we show how Tri-A can be plugged in existing MARL methods
to improve policy learning. Our aim is to learn a graph that indicates the mutual
interplay between agents and the potential of each neighboring agent being the
target to cooperate with or confront with. Based on the CoCo-Graph introduced
above, we design a soft attention architecture to reconstruct local observations
of each coagent, which could ideally differentiate between the interested agents
and connected but less important agents. More specifically, we train a soft atten-
tion model to learn the weights of each coagent i focusing on neighboring agents
according to its CoCo-Graph Gi at each time step t during the complete trajec-
tory of the game.

Just like football players can observe the movements of other players on the
field, each agent can observe other agents if they are both alive and located within
the sight, including friends and enemies. Therefore we can use the information
within local observation to help build the embedding vectors of both friends and
enemies. First, we separate the local observation o of coagent i into three parts
according to the prior knowledge: oe represents enemy information, of represents
friend information and os represents the information about coagenti itself, as Eq.
(2) shows (we drop the parameter dependence wherever its inferable for clarity
of presentation).

o = (oe, of , os). (2)

where ôe =
∑m

q=1 γq · eq
a and ôf =

∑n
p=1 μk · ep

f , which means of is com-
posed of n friends’ information op

f (for all friends indexed by p ∈ {1, ..., n})
and oe is composed of m enemies’ information oq

e (for all enemies indexed by
q ∈ {1, ...,m}).

Then we encode the information about coagent i itself, friend agent p and
enemy agent q in observation o into embedding vectors es, ep

f and eq
e respectively

by MLP as shown in Fig. 1 at each time step t. Now we can use these embed-
ding vectors to learn the weights of edges in CoCo-Graph Gi (i ∈ {1, ..., n}).
We calculate and normalize the correlation between es and ep

f , and between es

and eq
e within the local observations of each agent through soft attention mech-

anism according to Eq. (3) and Eq. (4) respectively. On the one hand, we hope
that each agent could pay attention to surrounding agents, including both ene-
mies and friends. On the other hand, we hope that agents could understand
the mutual interplay between each other by holding targeted observations, and
thereby promote cooperation.
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λp =
exp(f(es, e

p
f ))

∑n
k=1 exp(f(es, ek

f ))
. (3)

γq =
exp(f(es, e

q
e))∑m

k=1 exp(f(es, ek
e))

. (4)

Then we carry out the information integration by concatenating all parts
of the local observations according to Eq. (5), where the friend information of

and the enemy information are refined through CoCo-Graph. The reconstructed
local observations are then fed into the RNN policy networks to strategize.
The reconstructed local observations have considered the complex interaction
between agents, which is indeed helpful for holding targeted observations and
understanding the mutual interplay between agents, and thus promote better
cooperation naturally.

ô = (ôe, ôa, os). (5)

Since the reconstructed observation has the same form as that of the original
observation, it is straightforward to plug it in any existing deep RL methods for
decision making.

4 Experimental Evaluation

4.1 Settings

The StarCraft Multi-Agent Challenge (SMAC) environment [17] have a rich set
of scenarios that allow complex interactions between agents including cooper-
ation and confrontation, so we evaluate Tri-A in the SMAC environment to
demonstrate the efficacy of our method. In this environment, each agent is a
unit participating in combat against enemy units which is controlled by hand-
crafted policies. Besides, agents receive individual local observation from the
environment, containing distance, relative location, health, shield, and unit type
of other allied and enemy units within their sight range. We consider SMAC
maps with three different scenarios, here we briefly introduce the scenarios in
Table 1. Training and evaluation schedules such as the testing episode number
and training hyper-parameters are kept the same as QMIX [16] in SMAC. The
percentage of episodes where the agents defeat all enemy units, i.e., test win rate,
is reported as the performance of algorithms. All the results are averaged over
5 independent runs with different random seeds. We show that the RL agents
equipped with Tri-A perform better in both convergence speed and the final test
win rate than baseline algorithms. What’s more, we demonstrate that Tri-A as a
plug could be applied across different algorithms, showcasing the generalization
ability.
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Table 1. SMAC maps in three different scenarios.

Name Ally Units Enemy Units Type

3s5z 3 Zealots 5 Stalkers 3 Zealots 5 Stalkers Symmetric & Heterogeneous

1s3s5z 1 Colossi 3 Zealots 1 Colossi 3 Zealots Symmetric & Heterogeneous

5 Stalkers 5 Stalkers

5m vs 6m 5 Marines 6 Marines Asymmetric & Homogeneous

Fig. 3. Median test win rate on map 3s5z

Fig. 4. Median test win rate on map 1c3s5z

Fig. 5. Median test win rate on map 5m vs 6m
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4.2 Validation

We apply Tri-A on three centralized training with decentralized execution
(CTDE) setting algorithms that adopts the architecture of Value Decomposi-
tion (VD), including VDN [19], QMIX [16] and Qatten [22], where agents make
decisions based on local observations within decentralized actors. Since the actor
under the architecture of value decomposition is updated with the backpropa-
gation of the global shared multi-agent Q-value Qtot, we can replace the actor
of these algorithms at will without having to design a loss function specifically
for the actor. Figure 3, Fig. 4 and Fig. 5 have shown the median test win rate of
baseline algorithms (VDN, QMIX and Qatten) equipped with Tri-A and baseline
algorithms equipped with original actors in three different scenarios. We observe
that there is a significant gap between the baseline algorithms and baseline algo-
rithms equipped with Tri-A in all scenarios. By constructing the CoCo-Graph
within local observation for each coagent and focusing on neighboring agents,
the observation is potentially simplified for understanding and reasoning, and
coagents learn faster and perform consistently better than the baseline algo-
rithms. The qualitative performance indicates that Tri-A is indeed helpful for
the understanding of the mutual interplay between agents, and thus promotes
better decision making for each coagent.

4.3 Attention Analysis

Next, we visualize the attention weights of each agent focusing on friends and
enemies at each time step during a complete trajectory of battle to figure out
what has been learned in the attention mechanism and how much effect the
attention mechanism actually contributes to the decision making in Tri-A. For
better understanding, we choose the 2s3z map to illustrate the attention weight
heatmap of coagents focusing on other agents is shown in Fig. 6 and Fig. 8.
We also attach some auxiliary snapshots in Fig. 7 to explain some interesting
segments in the heatmaps. In all the snapshots, the red colored units indicate
the agents controlled by Tri-A.

For 2s3z, the two armies are composed of the same units, 2 Zealots and 3
Stalkers, among which strong Stalkers are much more effective against enemies,
so it is of great importance for Stalkers to learn to protect teammates that are
vulnerable to certain enemies’ attack, and the fragile little Zealots should learn
to stick together and focus fire, ordering units to jointly attack and kill enemy
units one after another. Besides, a very important technique is making enemy
units give chase while maintaining enough distance so that little or no damage
is incurred.

Attention Analysis of Attention-Aware Actor Focusing on Friends.
For qualitative analysis, we visualize the attention weights (λi) of each coagent
i focusing on other friend agents at each time step in a complete trajectory of
2s3z battle as shown in Fig. 6.
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Fig. 6. (a) The attention heatmap of coagents focusing on other friend agents during
a complete trajectory of 2s3z battle. The head title of each heatmap indicates the
unique mark of a specific agent A from our team, including agent camp (F means
Friend), agent id (from 0 to 4) and agent type (s means Stalker, z means Zealot).
Bottom horizontal ordination indicates the unique mark of other friend agents that A
is focusing on, including agent id and agent type. Vertical ordination represents time
steps that increase from top to bottom. (b) The health property of each coagent, which
indicates the remaining blood.

Zealot has short range and short skill cool down, Stalker has a long range
and long skill cool down. Therefore, it’s beneficial for Zealot units to assemble
into formations and fight at the front so that they can focus fire on enemies
and destroy the enemy one by one, and it’s proper for Stalker units to fight at
the back to protect Zealot units from enemies’ attack. As revealed by Fig. 6(a),
Stalkers always pay more attention to fragile Zealots while Zealots also pay more
attention to the other two friend Zealots, which exactly confirms what we have
analyzed above.

Besides, as the health property shows in Fig. 6(b), friend Zealot 3 is dead
at time step 31. We can tell that the attention weights in friend Zealot 3’s
heatmap in Fig. 6(a) no longer changes after time step 31, and friend Zealot
3’s corresponding attention weights in other friend agents’ heatmaps turn to
be very dark after time step 31 compared to other living friend agents. What’s
more, those living agents’ corresponding attention weights in others’ heatmap
turn to be brighter compared to the time step before 31, indicating that the
living agents turn their attention to other friend agents after friend Zealot 3 is
dead.

In order to illustrate the effectiveness of Attention-Aware Actor more intu-
itively, we attach an auxiliary snapshot of an appealing segment in Fig. 7, and
we also extract the CoCo-Graph of an interesting agent (Friend 3) to explain the
complex mutual interplay between agents. As revealed by the snapshot in Fig. 7,
friend Zealot 3 helps friend Zealot 4 attack enemy Zealot 2. The CoCo-Graph
of coagent 3 provides a clear explanation that these fragile Zealots (Friend 3, 4)
have learned to stick together to form a formation so that they can focus fire
on the enemy Zealot (Enemy 2) and achieve the goal of weakening the enemy
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Fig. 7. Snapshot and the surrounding CoCo-Graph of agent 3

combat power as soon as possible. Once the current target enemy is destroyed,
friend Zealot 3 will focus on the target enemy (Enemy 4) that another friend
Zealot (Friend 2) is attacking, and cooperate with that Zealot to attack the
enemy, which is an effective way to win the battle.

Attention Analysis of Attention-Aware Actor Focusing on Enemies.
Figure 8 has shown the attention weights (γi) of each coagent i focusing on enemy
agents at each time step in a complete trajectory of 2s3z battle.

One main tendency is that the corresponding part in heatmaps becomes com-
pletely dark after the corresponding enemy is dead, which means our coagents
will pay no more attention to this dead enemy, and once an enemy is dead, the
corresponding part of our coagents focusing on other living enemies’ becomes
brighter, indicating that our coagents turn their attention to other living ene-
mies.

As we discussed in Sect. 3, the cooperation relationship and confrontation
relationship are changing continuously, which means the attention weights within
a complete trajectory of battle are changing violently. Under these circum-
stances, Tri-A could capture the mutual interplay between agents properly, and
thus promote better understanding and decision-making as we analyzed above.
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Fig. 8. (a) The attention heatmap of coagents focusing on each enemy. The head title
of each heatmap indicates the unique mark of a specific enemy agent B that our agents
is focusing on, including agent camp (E means Enemy), agent id (from 0 to 4) and
agent type (s means Stalker, z means Zealot). Bottom horizontal ordination indicates
the unique mark of five agents from our team, including agent id and agent type.
Vertical ordination represents time steps that increase from top to bottom. (b) The
health property of each enemy, which indicates the remaining blood.

5 Conclusion

In this paper, we present Attention-Aware Actor (Tri-A), a plug designed for
deep multi-agent reinforcement learning method, which learns a much more
observant actor for each agent in a decentralized way by applying attention
to the local observation of each coagent. Without taking all agents into con-
sideration or centralized processing, our method is much more effective in the
case of limited communication. Extensive experiments carried on a series of
battle games in StarCraftII demonstrate that our method improves the perfor-
mance on a number of baseline algorithms which adopts the architecture of value
decomposition. Additionally, we perform the attention analysis to visualize the
attention weights of each coagent focusing on neighboring friends and enemies,
and the results provide intuitive explanations that Tri-A is indeed helpful for
understanding the mutual interplay between agents and thus promote better
cooperation.
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Abstract. Traffic congestion has become an inevitable situation faced
by all countries and the prediction accuracy of traffic flow, as one of the
means to solve this problem, still needs to be improved. Most studies
lack the consideration of the influence of multiple factors such as spatial
factors, time series factors and other external factors, which makes the
prediction effect of traffic flow unsatisfactory. In this paper a method is
proposed based on deep learning that can capture the geographic spatial
relationship among toll stations, the dynamic temporal relationship of
historical traffic flow, extreme weather and calendar types. On the three
metrics of MAPE, MAE, and RMSE, the prediction effect of our model
has increased by 30% compared with KNN, GBRT and LSTM models.

Keywords: Deep learning · Graph convolutional network · Long
short-term memory · Traffic flow prediction · Spatio-temporal data

1 Introduction

With the growth of population and economy, many serious problems have been
brought to modern cities, and traffic congestion has undoubtedly become one of
the main problems faced by most countries in the world. Especially in the rush
time of weekdays or holidays, the large number of vehicles brought huge chal-
lenges to the current capacity of highway. Therefore, it is indispensable to plan
highway reasonably and provide correct guidance for people to travel. In recent
years, with the development of artificial intelligence, more and more researchers
are more inclined to use artificial intelligence technology to solve highway plan-
ning and guild people to travel. Intelligent transportation system (ITS) [2,37]
is one of the important products brought about by the development of artificial
intelligence. Among them, traffic flow prediction, as an important part of the
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intelligent transportation system and the basic index to solve traffic congestion
problem, undoubtedly plays an important role. By analyzing and predicting the
traffic flow, it is possible to learn about the distribution of vehicles in certain
node at highway network, and then to regulate and divert the traffic flow so as
to achieve the effect of alleviating traffic congestion. Traffic flow prediction is
to predict the number of vehicles passing through the certain area in a certain
periodic time. According to the length of periodic time, traffic flow prediction
can be divided into two types, namely short-term traffic flow prediction that its
time period is less than one day and long-term traffic flow prediction that its
time period is more than one day. At the same time, according to the different
spatial scopes, traffic flow prediction can be divided into single-site traffic flow
prediction and the entire network traffic flow prediction.

Although traffic flow prediction has been developed for decades, in the actual
situations, the traffic flow prediction at highway toll stations still has been facing
many challenges. These problems can be divided into three points. The first
point is the lack of consideration of the complex spatial dependence of traffic
flow at highway toll stations. Because the highway is a kind of network structure
where the vehicle in any toll station can reach the designated location, different
toll stations have different influences on the predicted toll station. The second
point is the lack of consideration of the temporal dependence of traffic flow at
highway toll stations. Through analysis [1,39,40], the traffic flow at the same
toll station shows a non-linear change over time. That means, different times
of the same toll station have different effect on the moment to be predicted.
The third point is the lack of consideration of the impact of extreme weather
and calendar types on the prediction of traffic flow at highway toll stations.
Under different weather conditions, the traffic flow will change differently. For
example, in extreme weather conditions, highway may close for individual safety.
By doing so, it may cause a sudden drop in traffic flow in this area. In addition,
the date type is another influencing factor. According to our observation, there
is a significant increase in traffic flow can on weekends and holidays.

In this paper, a GTM (Geographic and Temporal Model) is proposed, which
based on deep learning method. Taking into account the spatial relationship
among the toll stations, the historical temporal characteristics and the calendar
types and the weather conditions of the toll stations, the GTM model can obtain
a more accurate prediction of the traffic flow at the highway toll stations. The
rest of this paper is organized as follows. At Sect. 2, we describe related work with
our paper. Then at Sect. 3, we describe construction process of our prediction
method of traffic flow at highway toll stations. At Sect. 4, we introduce two
experiments to illustrate excellent effect of our method. Finally at Sect. 5, we
conclude our work and discuss our future research direction.

2 Related Work

Nowadays, a large amount of work uses advanced technologies such as big data
to process large amounts of historical traffic data to obtain useful information
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and functions, and then use artificial intelligence methods to obtain prediction
results. We will introduce these methods from three aspects.

The first type of methods that is used to predict traffic flow at highway toll
stations is traditional statistical manners. ARIMA (Autoregressive Integrated
Moving Average model) [3,4,33], VAR (Vector autoregressive models) [5] and
HA (Historical Average) [6] are all classical statistical methods that used to pre-
dict traffic flow. Definitely, it is the advantage of statistical methods to depend on
single factor, easily implement and quickly compute result. In the early develop-
ing stage of intelligent transportation system, these methods are used to predict
traffic flow. However, these methods have obvious weaknesses, that is, they only
consider historical temporal factors without considering other influencing fac-
tors. Since, especially facing the problem of traffic flow prediction that affected
by temporal, spatial and external factors, statistical methods can not get better
prediction accuracy. The second type of methods that is used to predict traffic
flow at highway toll stations is machine learning methods. These models are usu-
ally used to predict traffic flow including SVR (Support Vector Regression) [7],
KNN (K-Nearest Neighbor) [1,8], Bayesian model [9,10] and GBRT (Gradient
BoostRegression Tree) [32]. With the appearance of machine learning methods,
the problem of single feature dependence has been successfully solved. These
methods get final predicted result by analysing the inner relationship of tempo-
ral and other features. The ability to measure the weight relationship between
different features is the advantage of machine learning. However, machine learn-
ing methods too depend on handcraft feature engineering to get better predicted
accuracy, especially when face massive and complicated features, such as predic-
tion traffic flow problem. The third type of methods that is used to predict traffic
flow at highway toll stations is deep learning methods. Recently, as a branch of
machine learning, deep learning methods have become state-of-the-art technol-
ogy and have been applied to various fields [11–13]. At the same time, due to
the characteristics of deep learning methods that are good at capturing tempo-
ral and spatial features, deep learning has also been widely used in traffic flow
prediction problem [14,15]. Traffic flow prediction has been studied for decades
as a common time series problem. In these studies [16–19], people have achieved
better prediction results by using the ability of LSTM (long short-term memory)
and GRU (Gated Recurrent Unit) to model complex functions and the character-
istics of dynamically capturing time relationships. However, these studies ignore
the fact that traffic flow prediction is not a simple time series problem. It is also
affected by spatial relationship. Therefore, under the assumption of ignoring the
impact of spatial relationship, the prediction results are often not very good.
In response to this problem, related researchers use CNN (Convolutional Neural
Network) to obtain spatial relationship. Researchers use grids to divide the high-
way network, and then use CNN to extract the spatial relationship between adja-
cent toll stations to obtain prediction results, such as these [20–23,38]. However,
CNN always maps the traffic flow prediction problem in non-Euclidean space to
Euclidean space, which leads to the loss of spatial information. More recently,
with the popularity of GCN developed by [24,25], more researchers prefer to
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choose GCN to obtain spatial information, such as [15,26–31]. Because GCN
extends the convolution operation to the non-Euclidean space, this operation is
more in line with the real graph structure data.

Therefore, in this paper, we propose a geographic and temporal deep learning
method that belongs to the third type of methods we mentioned above for traffic
flow prediction in highway network. In order to overcome the shortcomings of
the above models that lack multi-dimensional features considerations, our model
uses the advantages of LSTM to capture temporal series features and GCN to
capture spatial features, and fully considers the spatio-temporal factors, extreme
weather features and calendar type to achieve more accurate prediction results
in real cases.

3 Feature Pre-processing and Prediction Method

3.1 Feature Engineering

In order to acquire correlation among toll stations, we first need to construct
highway graph. The graph definition as follow:

Definition 1 (Highway Graph). A highway graph is represented by a undi-
rected graph G = (V,E). Where V is a collection representing all toll stations on
highway graph. E is also a collection representing all the edges on the highway.
eij ∈ E represents correlation between toll station vi and vj, here vi, vj ∈ V and
i, j are a positive integer.

In this paper, we constructed a highway graph from the perspective of geographic
relations. Meanwhile, highway graph is undirected graph, because in actual sit-
uations any points in the highway road network is connected to other points. At
the same time, the graph is constructed from a geographical perspective, which
conform to the business logic, so that the final prediction results have better
interpretability.

Definition 2 (Daily Traffic Flow of Highway Toll Stations). For any toll
station vi, the daily traffic flow is expressed as stvi

. It represent the total amount
of vehicles that passed this toll station vi, on the day t. Here, t represent current
date, vi ∈ V .

From daily traffic flow, we construct historical traffic flow Svi
of toll station

vi. It is represented by the formula (1). Here, d represents the length of the time
window of historical data we need.

Svi
=

⎡
⎢⎢⎢⎢⎣

s1vi

s2vi· · ·
sdvi· · ·

⎤
⎥⎥⎥⎥⎦

T

(1)
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Definition 3 (External Factors). We use P vi
t = (W vi

t ,Dt) to represent the
external factors of the vi toll station on the day t. Here, W vi

t represents weather
condition of the vi toll station on the day t, Dt represents calendar type of the
vi toll stations on the day t.

Firstly, we introduced extreme weather. Through analysis, we found that the
traffic flow at highway toll stations fluctuates significantly under extreme weather
conditions, while under good weather conditions, the traffic flow tends to stabilize.
We use the label encoder method to divide the weather conditions into two types.
The extreme weather conditions include heavy rain, heavy fog, and strong wind
that we analysis from the raw data. We defined this factor as formula (2).

W vi
t =

{
0, otherwise
1, extremeweather

(2)

Secondly, the calendar type plays an important role in the prediction of the
traffic flow at the highway toll stations. We also use the label encoder method to
divide the date types into three categories, namely holidays, weekends and others.
During holidays, the charging mode of highway will be adjusted and people will
have more leisure time to travel so that traffic flow can be effect by this factors.
We define this feature as formula (3).

Dt =

⎧
⎨
⎩

0, otherwise
1, if t is a holiday
2, if t is aweekend

(3)

Definition 4 (Traffic Flow of Upstream Toll Stations). In order to get
better spatial relationship among toll stations, we use V olvit that is a vector
represents the traffic flow of upstream toll station related to vi on the day t.
Upstream toll stations are generally considered to be toll stations where vehi-
cles enter the highway. The specific analysis method can refer to our previous
work [1]. This vector can be represented by the formula (4).

V olvit =

⎡
⎢⎢⎢⎢⎣

volvit
1

volvit
2

· · ·
volvit

k

· · ·

⎤
⎥⎥⎥⎥⎦

T

(4)

3.2 Graph Construction

The creation of the highway graph is very important for us to extract the spatial
correlation among toll stations. A reasonable graph construction method can
greatly improve prediction accuracy of our model. Therefore, we created our
highway topology graph based on three rules. The three rules are defined as
follows.

Connectivity rule. This rule stipulates that the graph we construct is a con-
nected graph. This rule is in line with the actual situation of China’s highway,
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because in real situation, any point is connected to other points. At the same
time, this rule also guarantees that we can achieve the traffic flow prediction for
all toll stations in highway.

Neighborhood rules. This rule specifies how we choose toll stations adjacent
to node vj . This means that we will select adjacent toll stations based on the
geographic topology of the highway.

Bidirection rules. This rule ensures that the highway graph we create is an
undirected graph. This rule is in line with the actual Chinese highway scene,
because any two toll stations are bidirection on the highway. You can reach vj
from vi, and you can also reach vi from vj .

3.3 Traffic Flow Prediction

After the feature processing, the highway graph G we constructed, daily traffic
flow St

vi
, external factors P vi

t and upstream traffic flow V olvit will be input into
our model, the specific model structure can refer to the Fig. 1. This method is
divided into four stages, namely feature engineering stage, feature extraction
stage, feature concatenate stage and linear stage.

In the feature engineering stage, in order to obtain the spatial topological
attributes of the highway, we create a highway graph G according to the rules
specified above. In our work we use adjacency list to represent highway graph
as shown in Fig. 2.

In this example, the stations that can be reached directly from Anyangbei
toll station are connected by arrows, such as Anyang toll station. At the same
time, in order to make better predictions, we also extract historical traffic flow
features, traffic flow of upstream toll station and external features that include
calendar types and extreme weather.

In the spatio-temporal feature extraction stage, we use GCN that is proposed
by Kipf and Welling [36] to extract the spatial relationship of the highway graph
and LSTM to extract the temporal relationship of daily traffic flow. In the GCN
part, we use two layers of GCN, the formula is as follows.

X(1) = Relu(D̂−1/2ÂD̂−1/2XW ) (5)

X(2) = Relu(D̂−1/2ÂD̂−1/2X(1)W ) (6)

Here, X represents the feature of toll stations in graph, including historical
traffic flow Svi

and V olvit traffic flow of upstream toll stations mentioned in
the definition 2 and definition 4 respectively. Â = A + IN , A is the adjacency
matrix of highway network G, IN represents identity matrix of size N . And
D̂ii =

∑
j Âij , i, j ≤ N , D̂ii represents the value of the i-th row and i-th column

in D̂. The weight matrix W is a learnable parameter. X(1) and X(2) represent
the output of the first layer GCN and the second layer GCN respectively. They
have the same feature count of 64.

At the same time, we input historical traffic flow data into the LSTM to
obtain the temporal characteristics of the toll stations. As a kind of recurrent
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Fig. 1. Traffic flow predictoin method

Fig. 2. Adjacency list of highway graph
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neural network, LSTM solves the problem of gradient disappearance and explo-
sion caused by too deep sequence by adding a gating mechanism. LSTM consists
of input gate, forget gate, output gate and cell state. These components make
LSTM memorize the time series and forget the unimportant parts of the time
series. The specific calculation steps can be referred to as follows.

ft = σ(Wf [ht−1, S
t
V ] + bf ) (7)

it = σ(Wi[ht−1, S
t
V ] + bi) (8)

ot = σ(Wo[ht−1, S
t
V ] + bo) (9)

Ct = ft � Ct−1 + it � tanh(Wc[ht−1, S
t
V ] + bc) (10)

ht = ot � tanh(Ct) (11)

In this part, our input is St
V , which represents the traffic flow of all toll

stations on day t. σ and � are a logistic sigmoid function and an elementwise
multiplication, respectively. ft, it, and ot represent the forget gate, input gate
and output gate respectively. In these formulas, W∗ is the weight matrix of
different gates, and b∗ is the bias of different gates. At the same time, both W∗
and b∗ are learnable parameters. Ct represents the cell state on day t, which will
be passed to the next cell on day t + 1. ht represents the temporal relationship
learned by LSTM up to day t. The time window of historical traffic flow as same
long as GCN part. We use historical traffic flow feature matrix for training, and
use the next day’s traffic flow as a label, to train LSTM to learn the temporal
features of traffic flow. Finally, we get the temporal feature matrix ht.

In feature concatenate stage, we merge the spatial feature matrix X(2), tem-
poral feature matrix ht and the external factor matrix PV

t to form a new feature
matrix M , and then enter the matrix into the linear stage. We use a three-layer
fully connected network, including an input layer, a hidden layer, and an output
layer to form a linear stage. In the input layer and the hidden layer, the number
of neurons is 64. According to our task of predicting traffic flow in the output
layer, the number of neurons is 1. The specific calculation steps can refer to the
following.

M (1) = Relu(MW1 + b1) (12)

M (2) = Relu(M (1)W2 + b2) (13)

M (3) = M (2)W3 + b3 (14)

Here, W∗ and b∗ represent weighted matrix and bias respectively and both
are learnable parameters. M (∗) represents output of fully connected network.
M (3) is the final traffic flow prediction of highway toll stations.
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4 Evaluation

4.1 Settings

Our experimental data comes from real system Henan Highway Management
System [34,35]. The system displays real-time traffic flow of highway toll stations
in Henan Province. Based on this system, we collected traffic data, weather
conditions, and calendar types at 269 toll stations from May 2017 to September
2017 to perform this traffic flow prediction task. For historical traffic flow Svi

, we
choose time window d = 15 and for V olvit traffic flow of upstream toll stations,
we choose k = 3. The system is built on a big data framework, and HBase 1.6.0
is a database for storing traffic flow data. We built the storage system with 3
servers each of witch server have 4 cores CPU, 22 GB RAM and 700 GB storage.
Our method implementation is based on python 3.6 and the open source deep
learning framework pytorch 1.7.0. The configuration of machine used to train
our model is Intel (R) Core (TM) CPU i7-9750 2.59 GHz, 16 GB RAM, 1TB
storage and one NVIDIA GeForce GTX 1660 Ti.

In order to evaluate the prediction effect of our model on traffic flow, we
selected three evaluation indicators, namely root mean square error (RMSE),
mean absolute percentage error (MAPE) and mean absolute error (MAE). Here,
n is an integer, representing the number of all toll stations, ŷi represents the
traffic flow prediction for the vi toll station and yi represents the ground truth
of traffic flow for the vi toll station.

RMSE =

√√√√ 1
n

n∑
i=1

(ŷi − yi)2 (15)

MAPE =
100%

n

n∑
i=1

| ŷi − yi
yi

| (16)

MAE =
1
n

n∑
i=1

|ŷi − yi| (17)

4.2 Experiments

We first evaluate the effect of temporal features in our proposed model GTM. We
designed an experiment to compare the prediction result gained by our model
with variant model without LSTM.

Experiment 1: The Effect of Temporal Characteristics. In this experi-
ment, we used the GTM model and its variant model GTMnoL to predict the
traffic flow of 269 toll stations. We selected Xuchangdongqu from all the toll sta-
tions of Henan highway to compare and analyze the differences between the two
models. Because the traffic flow of most toll stations is similar to this station,
this station can represent other stations with generality. The comparison chart
of prediction results can refer to Fig. 3.
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Fig. 3. The prediction traffic flow with GTM and its variant

GTMnoL is a variant of our GTM model that does not use LSTM to obtain
the temporal characteristics of the traffic flow at the toll station. In Fig. 3, it can
be observed that our model GTM, represented by the blue line, is more in line
with the real situation represented by the black line. At the same time, at the
wave peaks and wave troughs of traffic flow, our model also has good learning
ability and can accurately predict. In order to compare our models more closely,
we have given a Table 1 and a Table 2.

Table 1. Prediction performances
at Xuchangdonqu

GTM GTMnoL

RMSE 282.025 421.997

MAE 207.4274 351.864

MAPE(%) 4.437 7.369

Table 2. Prediction performances
at all toll stations

GTM GTMnoL

RMSE 573.256 682.393

MAE 372.092 403.861

MAPE(%) 28.069 23.185

The Table 1 shows the prediction results of the GTM model and its variant
model GTMnoL for Xuchangdongqu. It can be seen from the table that the
GTM model is higher than the GTMnoL model in all three metrics. The GTM
model is improved by 33.16% on the RMSE metric. Through this comparison,
it can be shown that we have achieved better results using LSTM to extract
temporal features. Therefore, the temporal feature is an important role in the
prediction of the traffic flow of highway toll stations. At the same time, the
Table 2 is the prediction average result for all toll stations. From the network-
wide perspective, it also shows that the accuracy of the model GTM prediction is



Geographic and Temporal Deep Learning 395

higher than GTMnoL model. The GTM model is 15.99% higher than the GTMnoL

model on the RMSE metric. However, the MAPE metric did not improve as we
expected to the RMSE and MAE metrics. We guess that the reason for this
problem is that the model GTMnoL without LSTM has a strong learning ability
for toll stations that are more associated with other toll sites, because it mainly
relies on GCN to obtain the spatial relationship of toll stations. For the GTM
model, after adding LSTM to extract temporal feature, our model learns more
comprehensively, thereby reducing the learning ability of toll stations that are
more associated with other toll sites. In general, the MAPE metric of the two
models still belong to same level. Therefore, from the three indicators and the
line cart, it can be seen that the temporal features extracted by the LSTM model
play an important role in predicting the traffic flow on the highway.

Experiment 2: Analysis of the Accuracy of Traffic Flow Prediction
Results on Weekdays and Weekends. To show more clearly that our GTM
model has obtained better results for the traffic flow prediction of highway toll
stations, we further compared the traffic flow prediction results that are obtained
by GTM with results that are obtained by variant GTMnoL model under different
calendar types. Since our testing set uses September 16, 2019 to September 30,
2019, which contains two weeks, we randomly selected two group weekdays and
weekends from these two weeks. 20170916 and 20170920 belong to the weekday
and weekend of the first week, and 20170928 and 20170930 belong to the weekday
and weekend of the second week.

The traffic flow prediction results in highway toll stations that are obtained
by GTM and its variant model GTMnoL are illustrated in Fig. 4 and Table 3.
From the scatter diagram, the GTM model can capture the real traffic flow of
all toll stations well either on weekdays or on weekends. In addition, according
to the metrics in the Table 3, we can observe that the GTM model obtains better
results than the GTMnoL model in RMSE metric. This phenomenon shows that
it is very necessary to comprehensively consider the temporal characteristics and
spatial characteristics of toll stations. However, the scores of the GTM model
on the MAE and MAPE metrics are not consistently better than GTMnoL, but
the scores of the two models are almost at the same level.

Table 3. Prediction performances in different calendar types

GTM GTMnoL GTM GTMnoL

20170916 20170920

RMSE 488.494 525.594 410.185 417.627

MAE 334.164 320.777 322.028 283.176

MAPE(%) 25.151 18.435 27.18 16.553

20170928 20170930

RMSE 588.093 658.360 1114.432 1578.820

MAE 333.209 420.355 322.028 283.176

MAPE(%) 22.021 20.553 39.266 58.505
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Fig. 4. The traffic flow prediction of toll stations in weekdays and weekends

Experiment 3: Prediction Effects Comparison with Other Models. In
this experiment, we use the GTM model to compare with shallow machine learn-
ing models such as GBRT [32] and KNN [1], and deep model LSTM often used
for time-series problem prediction. In order to clearly illustrate the superiority
of our model, we selected two toll stations with a large difference in traffic flow
and compared them. Refer to the Fig. 5.

We chose two toll stations, Luoyang and Zhengzhouxinqu. The daily traffic
flow of their two stations is completely different. Luoyang’s daily traffic flow
is between 4000 and 7000, while Zhengzhouxinqu’s daily traffic flow is between
15000 and 20000. By comparing the prediction results of these two stations, it can
be seen that our model GTM has a good learning ability for all toll stations. At
the same time, compared with other models, our model has the highest accuracy
of prediction results. For detailed metrics comparison, please refer to the Table 4.

Table 4. Prediction performances of different models

GTM GBRT KNN LSTM GTM GBRT KNN LSTM

Luoyang Zhengzhouxinqu

RMSE 208.854 385.904 428.284 522.572 884.770 1566.178 1979.314 1193.320

MAE 176.025 382.159 423.263 411.560 793.238 1556.606 1969.376 1061.904

MAPE(%) 3.475 7.504 8.291 7.669 4.363 8.688 10.985 5.919
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Fig. 5. Comparison of prediction accuracy of different traffic flow

From the Table 4, we can conclude that our model outperforms other algo-
rithms in the three metrics of RMSE, MAE and MAPE. This also shows that
our model can well capture the spatial and temporal characteristics of the traffic
flow prediction problem at toll stations through the combination of GCN and
LSTM.

5 Conclusion

In this paper, we proposed a deep learning method that can take into account
spatio and temporal factors and has achieved good results in dealing with the
prediction of highway toll stations. GTM is a model based on deep learning,
combined with characteristics that GCN can capture the relationship between
toll stations in the perspective non-Euclidean space and LSTM can capture the
dynamic temporal factors of historical traffic flow. Experiments show that our
model can capture the wave peaks and wave troughs of traffic flow at highway
toll stations very well, and has improved three metrics compared with other
models. Our model improves on the RMSE metric by an average of 30%. In
future work, we will try to construct highway graoh from different perspectives
to obtain spatial information from different perspectives.
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Abstract. Human’s daily life is now inextricably bound with online
social networks like Weibo and Twitter, where user’s opinions and emo-
tions are delivered and get influenced by each other frequently. Therefore,
predicting and understanding such phenomenon of social influence, espe-
cially on individuals, becomes crucial for applications like recommenda-
tion and advertising. Although recent studies achieve some predictions
on individual social influence status (active or inactive), the complexity
and diversity of the social structures have not been well solved, and such
works also lack a deep understanding of the influence mechanism itself
like how individuals are affected. Therefore, a structural graph neural
network model (SGN) is proposed to learn the diverse relationships and
quantify the propagated influence between users. The SGN model is con-
sists of two special representation modules and some global layers. The
two representation modules are based on two major social network struc-
tures: friendship structure and influence propagation structure. In the
modules, the well-developed graph neural networks, GCN (Graph Con-
volutional Network) and GAT (Graph Attention Networks), are respec-
tively applied to capture spatial correlations. Besides, the global atten-
tion mechanism then helps to quantify the relationships between influ-
encers and influencees. Finally, experiments on two real-world social net-
works show that the proposed SGN not only outperforms other baselines
on prediction metrics, but is also able to reveal the intermediate neigh-
bors who affect the target most.

Keywords: Social influence status · Structure · Graph neural network

1 Introduction

Nowadays, social networks have aroused close and profound interactions between
users than ever before. Such a phenomenon that a user’s emotions or behav-
iors are affected by others is referred to as social influence. As social influ-
ence becomes ubiquitous and widespread among social networks, the related
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researches cover many areas including political election [1], advertising [9], public
sentiment [11], academic collaboration [15] and so on. Therefore, a deep under-
standing towards the underlying dynamics mechanisms of social influence prop-
agation is extremely valuable.

Previously, extensive works about social influence mainly aim to predict some
global patterns like cascade size or the influence dynamics of the whole society
[10,21,25]. But the differences between individuals and their personal informa-
tion are ignored before, which turn out to be extremely important then. So
recently, there are more user-level influence prediction works, Qiu et al. [24]
achieve an automatic end-to-end approach to discover hidden signals and pre-
dict user’s social influence actions (retweet). Tang et al. [26] take both friendship
and temporal dynamics into consideration, and predict several categories of user
behaviors jointly. However, these works do not focus a lot on the diversity and
complexity of social influence structure itself, thus makes a need for us to analyze
the structures and find some classic structural classifications.

Among the user-level prediction tasks of social influence, a core problem is:
Given the local structure and some prior characteristic features of a user, how to
predict his social influence status, according to [24]. In fact, due to complex user
relationships in social networks [5], the cause of the influence is also diverse.
As shown in Fig. 1, two typical causes from relationships and structures are
friendship and historic influence propagation. Naturally, your friends in the real
world also affect you on social platforms, and the netizens whom you interacted
with before may also continue influencing you in retweets, comments or likes.
Based on this division of the complex social structure, our exact aim is to predict
the target u’s influence status, which equals to identify whether he will be active
about some social contents in the next timestamp.

Besides, the importance of neighbors in social networks is also our concern,
as it could enhance our understanding of social influence. Tang et al. [26] used
to quantify different importance between friends. But in our problem, the social
structures contain not only friends but also some netizens from previous influence
propagation records. And we use neighbors to refer to all these users who might
have a relationship with the target. Then, a method is proposed to quantify the
importance of different structures first and all the neighbors next. In this way,
some vital neighbors would finally be identified to help us understand who is
exactly influencing the targets.

To solve this user-level problem of prediction and identification, also inspired
by the rapid development of graph neural networks, we propose an end-to-end
individual social influence status prediction framework called SGN (structural
graph neural network). Structural features are mined first based on the two
structures mentioned above, and the predictions are accomplished next by using
the features, finally, quantitative indicators of importance for structures and all
the neighbors are calculated, making it reliable to figure out who affects the tar-
get’s social influence status most. In particular, the proposed SGN contains: a)
a friendship interacting module, b) an influence propagating module, c) global
attention mechanism, d) outputs. The friendship interacting module captures
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Fig. 1. Two typical relationships and their structures in social network: friendship and
historic influence propagation. Friendship refers to the users who are friends in real-
world, influence propagation refers to the netizens between whom some interactions
have happened online, the interactions include retweets, comments, likes and so on.
And the individual social influence status (positive or negative) is always decided by
these two structures.

correlations between friends powered by attentioned-GCN, while the influence
propagation module chooses multi-head graph attention network (GAT), as GAT
is more suitable to the directional and dynamic influence propagation structure
[28]. The global attention mechanism is in order to reveal the importance of
different structures and aggregate the local attention indicators from the above
two modules. Experiments conducted on two real-world social network datasets -
Twitter and Weibo demonstrate that the proposed SGN not only outperforms
the baselines on individual social influence status prediction, but also helps us
identify the neighbors of a target who affect him most. To sum up, our contri-
butions are:

– We present a study about the complexity and diversity of social influence
structures and give a typical division: friendship and influence propagation.

– We propose an end-to-end user-level framework SGN, which compute the
representation of each structure, predict the individual influence status, and
figure out the topk important neighbors.

– Experiments conducted on two real-world datasets indicate that the proposed
SGN not only outperform some baselines in prediction task, but also in neigh-
bor importance identification task.

2 Related Work

2.1 Social Influence

Current social influence studies mainly aim to predict global patterns, cascade
size is one of the major measurable indicators of social influence [11,34], and
influence Maximization is another well-known problem, which David et al. [12]
first solve it with famous independent cascade and linear threshold models.
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Recently, there have been some efforts to solve these problems using deep learn-
ing technologies, e.g., a RNN based cascade prediction model DeepCas [17],
a adversarial graph embeddings approach for fair influence maximization [13].
Besides, another major part of studies focuses on the underlying dynamic mech-
anism of influence propagation, there have been several models trying to explain
this mechanism using reinforced [25] or nonhomogeneous [16] poisson processes,
neural popularity prediction [2], or heavy tails [20]. However, researches about
individual social influence and the explainations are inadequate, although [24]
proposed an automatic predictive model, the diversity and homophily of struc-
ture raised from [5] is not solved yet.

2.2 Graph Neural Networks

Recently, graph convolutional network (GCN) [14] model and its variants have
been widely studied and applied in many areas. GCN simplified from [14] aggre-
gate the node features from their one-hop neighbors, Graph attention network
(GAT) [28] introduces attention mechanism and solve the directional graph.
GraphSAGE [7] aggregate features in neighborhood with mean/max/LSTM
pooling. Graph neural networks are thus widely used in structural represen-
tation [30]. Furthermore, combined with LSTM or attention mechanism, these
models are now applied in different areas such as disease-gene association iden-
tification [8], Traffic Forecasting [32], regional economy prediction [31] and so
on.

Based on these contributions of fundamental models, graph neural networks
now get evolved in some more specific and complicated areas. The Dynamic
Graph Learning is one of the rising patterns [6,18,22], which use dynamic graph
solve some time series prediction problems, as traditional GNN models only
take static graphs as inputs. So [33] first uses the snapshots of graphs as inputs
and demonstrates a ST-GCN model to take time as a dimension in previous
CNN layers, and [27] combines the classic neighborhood embedding propagation
with innovative self-propagation process in node aggregations, and [6] raised a
new sampling method based on time series knowledge. Another interests is in
solving some more complicated structures and using a deep model [3,19,23],
like [3] introduces a new Generalized PageRank (GPR) GNN architecture to
adaptively optimize node feature and topological information extraction and
[19] proposes a new supplementary framework (CopulaGNN) which utilizes both
representational and correlational information better.

3 Preliminaries

In this section, we define some important notations and problems. First, the
social networks is a large-scale graph Gsocial = (V,E) where V represents all
the users and E ⊆ V × V could represent all kinds of the relationships between
users. For a specific user u, if there is an undirected edge between him and
another user v, they are friends to each other, if there is a directed edge from
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u to v, it denotes u may retweet from, comment on or likes v, such directed
relationship is defined as social influence propagation. For example, if u retweets
from v, u also receives social influence from v. Besides, as mentioned in Section
I, compared with some global information in the large-scale social network, we
mainly focus on individual social influence status.

Definition 1. Social Influence Status of a exact user u at timestamp t is
defined as a binary status su

t : {0, 1}, where su
t = 1 indicates that user u is

influenced to be active on timestamp t. Active users may have some actions
such as retweet, comment or likes in Twitter. But if u is inactive and has no
action, su

t = 0.

Problem 1. Given the defination of social influence status, the problem of pre-
dicting individual social influence status is defined as: for a user u, we aim
to compute the possibility of his influence status after a time interval Δt based
on his current status su

t and his related social network subgraph Gu :

P
(
su

t+Δt | su
t , Gu

)
.

Due to the diverse and complex relationships in social networks, We divide
the structure into two major categories.

Definition 2. Friendship Structure Graph Gu
f involves target user and his

friends, and the edges indicate friendship or following relationship.

Definition 3. Propagation Structure Graph Gu
p is another major structure,

which records the propagated users as nodes and retweeting process as directed
edges.

More concretely, given the user related social graph Gu
t , it is firstly divided

into friendship structure graph Gu
f and influence propagation structure graph

Gu
p , which denote friends and retweeting relationship respectively. The friendship

structure graph is a triplet Gu
f =

{
V u

f , Eu
f ,Hu

f

}
, where V u

f = {u∪v | d(u, v) ≤ 2}
consist of target user u and his two-hop friends. Eu

f is a set of edges denoting
friendship relationship. Hu

f ∈ R
n∗h is the characteristic feature matrix where

each vector of h dimensions represents some basic information of a user. Simi-
larly, in the propagation structure Gu

p =
{
V u

p , Eu
p ,Hu

p

}
, V u

p denotes the users in
influence propagation routines, the set of directed edges Eu

p represents the prop-
agation paths, e.g., retweet, Hu

p demonstrates characteristic features of involved
users in this structure.

Through the friendship and influence propagation structures, the possibil-
ity of prediction could be modified as:

P
(
su

t+Δt | su
t , Gu

f,t, G
u
p,t

)
(1)

However, only predicting social influence status is inadequate for understand-
ing propagation mechanism, thus we introduce the important intermediate neigh-
bors identity: which is identifying the intermediate users who affect target user
most.
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Problem 2. (Important Neighbors Identity) For a target user u, given his
social information Gu

t and all of his neighbors in both structures, compute impor-
tance indicators of each person Iu, and identify the top k important neighbors
who make most difference on the future influence status of target user u.

4 Our Model: SGN

In this section, we will introduce our proposed model SGN for individual social
influence prediction, the overall framework of SGN is shown in Fig. 2.

First in our proposed SGN, as mentioned before, to simplify the diversity
and complexity of social network structure, we divide it into two structures:
friendship structure and propagation structure, representing two major relation-
ships between users respectively. Then inspired by the well-known graph neural
network, two structural modules a) and b) are established taking the graphs of
friendship and propagation structure as exact inputs and compute the related
representations respectively. In the friendship interacting module, we take the
different importance of friends into consideration and aggregate the impacts in
the locality of target user u through attentioned-GCN. Meanwhile, the influence
propagation module computes the representation by multi-head GAT which is
more suitable to the dynamic and directional propagation graphs. Then, global
attention c) is attached to learn the different importance of two modules and
structures. Finally, the comprehensive attention mechanism through the frame-
work help to predict the individual’s social influence status and identify the
intermediate users who affect the target most d). The details will be discussed
in the following text.

4.1 Friendship Interacting Module

For the friendship interacting module, inspired by the rapidly developed graph
convolutional networks where plenty of works have been done in graph represen-
tation [14,28,29], we choose the common GCN [14] and an attached neighbor
attention mechanism [26] to learn structural information, compute representa-
tions, and finally figure out user’s dependencies.

As shown in the top-left of Fig. 2, for each input of friendship structure
graph Gu

f , GCN represents each node into its embedding vector. Concretely,
GCN model is consist of several convolutional layers, and the node embedding
matrix H(l) get updated using its structural information on each layer as:

H(l+1) = ReLU
(

D̃f

− 1
2
Ãf D̃f

− 1
2
H(l)W (l)

)

Ãf = Af + If

(2)

where W (l) is a parameter matrix of each layer, ReLU is a nonlinear activation
function. H(l) ∈ R

n∗f(l)
is the embedding matrix, where n is the number of

nodes, f (l) denotes the dimensions of embedding vector on each layer, specially,
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Fig. 2. The framework of Structural Graph Neural Network Model (SGN): each user’s
social subgraph Gu is framework input, and the exact inputs of each module are: for
example, friendship subgraph Gu

f and the feature matrix Hu
f . The final outputs are

the prediction possibility of status P (su
t+Δt) and the topk important neighbors set. For

details, the SGN framework contains: a) a friendship interacting module which captures
friendship structural embedding matrix X̂u

f and output the embedding x̂u,f of target

u from GCN layers. Besides, neighbor attentions Af are computed to demonstrate
the importance of friends. b) an influence propagating module which uses multi-head
GAT to get the attention matrix Ap, indicating how much different neighbors influence
the target user u, the module also outputs an embedding x̂u,p. c) the global attention
mechanism indicates the importance of two structures and computes the comprehensive
embedding xu. d) outputs.

H(0) is the characteristic feature matrix Hu
f of friendship structure Gu

f . Besides,
Ãf is the Laplaician matrix of graph Gu

f , where Af and If denotes adjacency and
degree matrix respectively. The final embedding matrix is X̂u

f which contains the
representations of each user in friendship structure (x̂u,f , x̂v1,f , ..., x̂vn−1,f ).

However, an obvious disadvantage of common GCN is that the information
aggregation during convolution is equal and the differences between friends are
ignored. But according to [26], 80% of users tend to contact with 20% of their
friends frequently, which makes a need to quantify the exact impact from dif-
ferent friends to the target user on his individual influence status. Thus, we
introduce the neighbor attentions mechanism, which, for each pair of friends,
an attention factor is computed to indicate the clossness and importance of the
friendship. For each friend v ∈ N(u), the relative attention factor av is:

av =
exp (φ (Wx̂v,f ))

∑
v∈N(u) (exp (φ (Wx̂v,f )))

(3)



408 J. Du and L. Pan

where φ() denotes an activation function, W is the attention parameter matrix,
x̂v,f refers to the embedding vectors gained from the previous GCN. Through
this neighbor attention mechanism, an averaged weighted embedding vector of
target based on structural information could be denoted as:

xu
f = x̂u,f ⊕ Σv∈N(u)av ∗ x̂v,f (4)

where ⊕ indicates an aggregate operation, e.g., concatenation. Meanwhile, A set
of the quantitative importance of target user’s friends Af could be collected.

4.2 Influence Propagating Module

As mentioned in Section I, influence propagation routine (mainly refers to the
retweeting routines) is another crucial component of structural information. But
the common GCN are not suitable enough as propagation data is often directed,
dynamic and random. Besides, in this structure, intermediate users from higher-
hop (not only one-hop neighbors) could have impact on the individual influence
status of the target user. Therefore, we apply the state-of-the-art algorithm GAT
on the propagation graph Gu

p . The details are shown in the bottom-left of Fig. 2.
In fact, a main idea of GAT is to compute an attention coefficient between all the
linked pair of nodes, thus for each node vi, his attention ai,j to his propagation
target vj is:

ai,j =
exp

(
LeakyReLU

(
aT [Whi‖Whj ]

))
∑

vj∈N(vi)
exp (LeakyReLU (aT [Whi‖Whj ]))

(5)

where ‖ denotes concatenating operation between vectors, aT and W are param-
eter vector and matrix, LeakyReLU is the activation function referred to [28].
Then, based on this attention martix Ap = [ai,j ]n∗n and input of the character-
istic feature matrix H ∈ R

n∗f of propagation structure, the embedding matrix
Ĥ ∈ R

n∗f ′
should be:

Ĥ = ReLU (ApHW ′) (6)

where W ′ ∈ R
f∗f ′

is the embedding parameter matrix. To strengthen this pro-
cess, we actually use the suggested multi-head GAT [28] which makes a parallel
computation on K categories of attentions. For the set of parameters matrix
W ′ = {W ′

1,W
′
2, . . . W

′
K} and attention matrix Ap = {A1, A2, . . . , AK}, the out-

put embedding matrix Ĥ is concatenated as:

Ĥ = ReLU (A1HW ′
1 ‖A2HW ′

2‖ . . . ‖AKHW ′
K) (7)

In addition, as shown in bottom-right of Fig. 2, compared with the friendship
interacting module, we further introduce another single-head GAT (which has
only one kind of attention) as:

H = ReLU
(
Aout ĤW ′

out

)
(8)
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to obtain a same-dimentional embedding vector of target user xu
p and the atten-

tion matrix Aout. As the attention matrix Aout only compute impact between
direct neighbors, we use a breadth first search (bfs) algorithm to compute a sim-
ilar set of quantitative importance Ap, which indicates the importance of all the
nodes in propagation structure towards target user u.

4.3 Global Attention and Output

Given the embedding vector from friendship structure xu
f and from propagation

structure xu
p . A global attention mechanism is introduced to differ the importance

of the two structures. Take the attention coefficient of friendship structure af as
an example:

af =
exp

(
Wxu

f

)

exp
(
Wxu

p

)
+ exp

(
Wxu

f

) (9)

and the structural representation xu is:

xu = af · xu
f + ap · xu

p (10)

Then, after a neural layer and softmax function, the model will finally output a
two-dimentioned vector represent whether the user’s individual social influence
is active or not. The negative log-likelihood loss function will be optimized next.

Loss = −
∑

log
(
P

(
su

t+Δt | su
t , Gu

f,t, G
u
p,t

))
(11)

Besides, in order to identify the intermediate users who have most impact
on target individual influence status, plenty of related attentions are learned in
either module or globally. Based on these quantitative users attention set Af ,
Ag and the relative global attention coefficient af and ag, we could first obtain
the final set of impact factors from target’s friends in friendship structure If ,
and the set of impact factors from all the users who participate the influence
propagation in propagation structure Ip. Then through concatenating and sort
operation, we can final figure out the Top k important intermediate users who
affect target user’s individual social influence most as shown below:

Top K (sorted ({If | If = af ∗ Af} ⊕ {Ip | Ip = ap ∗ Ap})) (12)

5 Experiment

5.1 Experiment Setings

Dataset. We use two real-world social network datasets to evaluate the pro-
posed SGN framework on user-level social status prediction – Twitter and Weibo.
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– Twitter [4] The Twitter dataset records the spreading processes on Twitter
before, during, and after the announcement of the discovery of a new particle
with the features of the elusive Higgs boson on 4th July 2012. The friendship
and propagation structure refer to its follower network and retweet network
respectively.

– Weibo Weibo is a famous large-scale Chinese microblogging network. The
dataset here is from [34] and contains the directed following relationship and
their retweets behaviour between 1,776,950 users from 28th July 2012 to 29th
October 2012.

Data Preprocess: Following the practice in existing work [4,24], The users
who are influenced in an extended period T1 and be active in the next rather
short T2 are considered as positive samples, while the inactive ones are nega-
tive. Meanwhile, because of the imbalance in users’ neighbors, we rebuilt the
friendship and propagation structure with RWR(random walk with restart)

Baselines. We validate the effectiveness of SGN by comparison with some basic
and state-of-the-art baselines as follow:

– Logistic Regression (LR) We use LR as a classic classification model. Some
of the user’s characteristics features are used as the input of the model which
includes: Coreness, Pagerank, Hub score and authority score, Eigenvector
Centrality, Clustering Coefficient, The number/ratio of active neighbors and
Density of subnetwork induced by active neighbors.

– Support Vector Machine (SVM) SVM with linear kernel is another clas-
sic supervised classification model. And the same features as LR are the input
of SVM.

– Deepinf [24] Deepinf is now the state-of-the-art model on user-level social
influence prediction problems. Firstly, It maps each user to her D-dimensional
representation through Deepwalk, then concatenates the representation and
the characteristics features as an input of GCN/GAT layers, finally predicts
the user’s social influence status.

– FATE [26] FATE can predict different categories of behaviour of a
user by modeling the friendship and user actions through an attentioned
GCN and temporal dynamic through tLSTM. Here, we only predict one
behaviour(retweet) and set the timestamp of tLSTM as 1.

Parameter Setting. First, the restart probability in random walk is set as
0.8, and the size of either structure graph is 50. Next, in SGN Framework, we
trained two GCN layers with 32/8 hidden units, and two multi-head GAT layers
consist of 8/1 attention heads and 16/16 hidden units. For the global attention
mechanism, the hidden parameter dimension is 16 and then output 2 units for
binary prediction. For detail, we adopted elu as the nonlinearity function and
trained adam optimizer with learning rate 0.005, weight decay 1e-4, and dropout
rate 0.2. In addition, We use 80%, 10%, 10% of the dataset for training, validation
and test, respectively.
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Table 1. Prediction performance between baselines on Twitter and Weibo (%)

Dataset Module Accuracy Precision Recall F1-score

Twitter LR 77.33 72.92 53.41 61.66

SVM 78.15 76.48 54.49 63.64

DeepInf 84.26 85.00 63.93 72.97

FATE 83.95 85.30 63.27 72.67

SGN 85.78 89.36 65.90 75.86

Weibo LR 69.23 62.92 42.25 50.55

SVM 71.34 55.24 44.14 49.07

DeepInf 73.33 85.40 48.12 61.55

FATE 73.73 88.68 48.61 62.80

SGN 74.86 94.84 49.85 65.35

5.2 Experiment Result of Prediction Performances

The prediction performances between all the baselines on Twitter and Weibo
datasets are compared in Table 1. The evaluation metrics are accuracy, precision,
recall and F1-score. We have the following observations:

Our proposed model SGN achieves the best performance on all datasets and
different evaluation metrics. Especially when compared with LR and SVM, SGN
(Twitter) achieves about 10% improvement on AUC and 20% improvement on
F1-score.

And it’s obvious that graph neural networks related models Deepinf, FATE
and SGN achieve significantly better performance compared with 2 classic ML
models. It indicates that the structural features learned from GNN can be ben-
eficial to user-level social influence status prediction. In addition, the better
performances of SGN among GNN models also indicate the effectiveness of our
division of structural graph from both friendship and influence propagation.

What’s more, we can witness the significant improvement of GNN related
models are mainly from Precision, which indicates that the structural features
improve the classification ability especially on positive samples thus can identify
users who will be more likely affected active in the future. It reveals the promot-
ing effects of structural information and implies the existence of some important
users either from friendship structure or propagation structure who effect the
target user to be active. By contrast, the relatively poor correlation between
negative samples and structural information may demonstrate the rather more
complicated reasons for the formulation of negative attitudes. In fact, negative
attitudes should not only come from the neighborhoods, but also be affected by
various objective factors.

5.3 Attention Analysis

Global Attention. We compute the global attention of friendship and propaga-
tion structure in order to investigate their effectiveness and different importance.
The Fig. 3 shows the attention values of propagation structure are higher than
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Fig. 3. The global attention impor-
tance between Friendship interact-
ing module and Influence propagating
module

Fig. 4. Distribution of Top 10 impor-
tant intermediate neighbors who affect
target user most

Fig. 5. The prediction possibility p after removing some nodes from original graph
according to their importance computed by 4 methods

friendship after 20 training epochs. This implies that information in propagation
structure should be more important, and incorporation with Table 1, positive
users are affected by those from their influence propagation routines more.

User Attention. For each user, Their top 10 most important users are com-
puted from the learned user attention mechanism in SGN framework. According
to their belonging structure: friendship only, propagation only, or both, the dis-
tribution was shown in Fig. 4. The most important users are mainly from both
structures, and again, propagation structure turns to be more crucial.

Further, in order to quantify the effectiveness of the attention mechanism and
the top 10 most important users, we chose a positive and negative sample and
output their predicted possibilities after removing part of his neighbors according
to the top 10 list. By contrast, other three groups of nodes are established based
on random, degree and PageRank score. For each group, neighbor nodes would
be successively removed from the original graph according to its rank, then the
model will output the new possibilities of the target user’s status. As shown
in Fig. 5, rather in positive or negative sample, prediction possibility p declines
more when removing the users in our attention top10 list, which indicates the
significant impact in target user’s neighborhood structure. For details in the
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positive sample as an example, first, the head of each group which is removed in
prior refers to important intermediate users selected by each method, thus the
differences between random and others prove the effectiveness of this strategy;
besides, our SGN attention even outperforms degree and pagerank which are
commonly used in nodes importance ranking, this indicates the effectiveness of
our neighbor attentions. Meanwhile, the decline range and trend of possibility p
between two samples also imply that positive users suffer from their important
intermediate neighbors more.

6 Conclusion

In this paper, we study the problem of individual social influence status pre-
diction on diverse structures, and first introduce a division of the structural
information which contains friendship and propagation structure respectively.
Next, we propose an end-to-end prediction model SGN to learn representations
from the two structures through attentioned-GCN and multi-head GAT. Besides,
global and local attention mechanisms help to complete the predictions and to
identify the most important intermediate neighbors who affect the target most.
Experiments are conducted based on two real-world large-scale datasets, and
the proposed SGN is compared with 4 baselines. The result shows SGN outper-
forms both the classic ml models and some current GNN models. Meanwhile,
we validate the importance of the topk neighbors set by comparing our neigh-
bor attention mechanism in SGN with some classic node ranking algorithms like
degree and pagerank. What’s more, those intermediate neighbors seem to be
more important in positive samples, which means they are more likely to make
target users active. For some future work, we would like to come up with some
innovate graph encoders to substitute our model stack here, and also be able to
get better representations of the complex social interaction graphs Besides, we’d
also like to imply time as another important dimension in social networks and
also the social influence prediction problems.
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Abstract. Graph embedding methods convert the flexible graph struc-
ture into low-dimensional representations while maintaining the graph
structure information. Most existing methods focus on learning low- or
high-order graph information, and cause loss of information during the
embedding process. We instead propose a new method that can learn
low and high order graph information simultaneously. The method fuses
structure-preserving model with random walk sampling, which learns
multi-order graph structure information more efficiently. Our method
also utilizes distance-based weighted negative samples to improve the
representations learning. The experimental results indicate that our pro-
posed method provides very competitive results on the node classifica-
tion, node clustering and graph reconstruction tasks for four benchmark
datasets, BlogCatalog, PPI, Wikipedia and email-Eu-core.

Keywords: Deep learning · Unsupervised learning · Graph embedding

1 Introduction

Graph structure widely exists in many scenarios of real world. For example,
the connection between people in social networks, the interaction of proteins
in organisms, and the communication between IP addresses in communication
networks, etc. In the past few decades, many effective graph analysis methods
have been proposed for many applications, such as node classification [2], node
clustering [8], link prediction [14] and so on. Graph structure is very flexible and
complex, many existing graph analytics methods may suffer the high computa-
tion and space cost, and graph embedding is an effective solution for the above
problems [3]. Various graph embedding methods usually try to learn a vector
representation for each node in the graph, thus it is easy to process these vectors
using traditional analysis methods.
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Recently, there are many studies on learning representations from graph
data. For example, DeepWalk model [19] treats nodes as words, random
walk sequences as sentences, and embedded vectors through the skipgram
model [16]. Node2vec [9] uses a biased random walk, which is considered as
an improved DeepWalk model that combines DFS and BFS. Another famous
model, SDNE [27], takes advantage of an autoencoder structure to optimize first
and second order proximity. Although the above methods are very effective,
there are still some disadvantages. DeepWalk tends to learn the context infor-
mation of nodes but ignores the neighborhood information. Node2vec has been
improved, but the above situation still exists. SDNE focuses on first and second
order proximity but neglects higher order proximity. Thus, the methods might
not learn multi-order graph structure information very efficiently. Figure 1 shows
embedding examples of the same Karate club graph.

Fig. 1. Examples of three embedding methods on Karate club graph. It can be seen
from the figure that the DeepWalk method effectively maintains the community struc-
ture, but ignores the low-order structure information within the community (e.g. node
2 and node 12 are very close). SDNE method ignores the community structure infor-
mation, and the embedding representations are very scattered. Our method maintains
not only community information, but also low-order structure.

To reduce loss of information in graph embedding, first, we introduce ran-
dom walk sampling to structure-preserving model. Structure-preserving model
can learn the low-order information of graph structure and generate embedding
vectors containing the above information. Then, we sample the context of nodes
in graph by random walk and force embedding vectors of nodes to learn their
contextual information. Second, empirically, for a node, other nodes at different
hop have different effects on it. Therefore, samples are weighted according to
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their distance from the starting node during negative sampling. Each node will
stay away from the nodes that are relatively far away. The experimental results
indicate the superiority of our proposed method. Our main contributions are
listed as follows:

• We present a new method that fuses structure-preserving model with random
walk sampling for learning multi-order graph structure information.

• We introduce distance-based weighted negative samples, which can improve
the ability of learning representations.

• The proposed model is evaluated on four benchmark datasets and exper-
imental results show that our method provides competitive results on the
node classification, node clustering and graph reconstruction tasks.

2 Related Work

There are the researches on graph embedding, and we briefly introduce the
representative studies here.

Matrix Decomposition. These methods use matrices to store the relation-
ships between nodes and obtain the embedding representation of nodes by matrix
decomposition. For example, GraRep [4] uses SVD to decompose each k-step
transition probability matrix to obtain the node representations, then concate-
nates all these k-step representations and gets final embedding vectors. It inte-
grates global structural information into the learning process. HOPE proposes
a directed graph embedding method for learning asymmetric transitivity [17].
Different from other studies, it learns two vectors for each node to preserve asym-
metric relationship between nodes. M-NMF [28] proposes a unified framework of
representation learning model based on NMF and community detection model
based on modularity, in which the representation of nodes can retain both micro-
scopic and community structure. AROPE [32] is an arbitrary order proximity
preserved graph embedding method. It is used to solve the problem that the
existing methods can only learn fixed order proximity.

Random Walk. These methods convert graph to node sequences with graph
properties by random walk sampling, then apply skipgram [16] or other model on
the sampled sequences to get representations. DeepWalk [19] is one of the most
famous work among them. It uses random walk to sample node path in the graph
to capture co-occurrence information between nodes, and then apply skipgram
model to learn the vector representation of nodes. Different from DeepWalk,
Node2vec [9] uses a biased random walk with return parameter p and in-out
parameter q, which combines DFS and BFS. To make full use of the auxiliary
information in graph, TriDNR [18] uses information from three parties: graph
structure, node content, and node labels to jointly learn node representations.
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Deep Learning. Due to the superiority of deep learning methods, these models
are adopted into the tasks of graph embedding. SDNE [27], take advantage of
an autoencoder structure, that aims to minimize reconstruction errors between
encoder and decoder, for optimizing first and second order proximity. It can pre-
serve both the local and global graph structure effectively even though graph
is very sparse. GCN [13] is a new neural network model designed for embed-
ding graph data through local first-order approximation of spectral graph con-
volution. It can utilize information from graph structure and node features to
learn node representations. GAT [26], a neural network framework that works
on graph structured data, uses masked self-attentional layers to aggregate node
neighborhood information to learn its representation. Many previous approaches
are transductive, [10] proposed an inductive framework that can generalize to
unseen nodes by aggregating local neighborhood information of a node.

Others. Line [23], optimize first and second order proximity by maximiz-
ing edge reconstruction probability through edge sampling. It can be extended
to large-scale networks and suitable for directed, undirected, weighted graphs.
Verse [24] method learns node representations that preserve the distributions
of any selected similarity measure among nodes by optimizing Kullback-Leibler
divergence from the given similarity distribution to embeddings. NodeSketch [29]
proposes a computationally efficient graph embedding technique that can pre-
serve the proximity of higher-order nodes through recursive sketching.

In general, most existing methods focus on learning low- or high-order graph
information, and how to effectively learn multi-order graph information is still a
valuable question. Inspired by previous work, we fuse structure-preserving model
with random walk sampling, in which embeddings preserve low-level (first- and
second-order) and high-level (community structure) graph information.

3 Proposed Method

3.1 Notation

We define a graph G = (V,E), where V is the set of nodes and E is the set of
edges. We use A to denote the adjacency matrix. For an unweighted graph, if
there exists an edge from vi to vj , Ai,j equals one, and Ai,j equals zero otherwise.
For a weighted graph, the value of Ai,j is the weight of the edge between nodes i
and j. Ai,: represents the i-th row of the adjacency matrix, and A:,j stands for the
j-th column of the adjacency matrix. Graph embedding aims to learn a mapping
function f : V −→ Z ∈ R

N×d from nodes to the learning representations, where
N is equal to the number of nodes, d is the specified number of dimensions of our
embedding representations and d << |V |, Z is an embedding representation, and
zi is the embedding representation of node i. We define N(u) as the neighborhood
of node u. Let NRW (u) denote the context nodes of node u obtained by random
walk sampling. Nneg(u) is defined as the negative samples of node u.
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3.2 Structure Preserving Model

We adopt the structure in SDNE [27], which can preserve low order graph struc-
ture effectively. Our main model is an autoencoder structure composed of an
encoder and a decoder. The encoder consists of multiple fully connected layer
and performs non-linear mapping. The input of k-th layer is defined as xk

i , and
the output yk

i is calculated as follows:

x0
i = A:,i, xk

i = yk−1
i

yk
i = Wkxk

i + bk, k = 1, ...,K (1)

The output of the encoder is yK
i , we take it as embedding representation zi

of the node i, and then restore it to the input of encoder through decoder. The
calculation process of decoder is symmetric to encoder. Therefore, the autoen-
coder learns the second order proximity of graph by reducing the reconstruction
loss. The reconstruction loss is defined as:

L2nd = ‖(x̂i − xi) � ai‖22 (2)

where x̂i is the output of decoder, xi is equal to A:,i, � is the Hadamard product,
and ai

j = β if Ai,j > 0. The main function of the Hadamard product is to recon-
struct the non-zero elements first. The loss of second order proximity guarantees
that nodes with similar neighbors will be close to each other in embedding space.

The model also needs to learn first-order proximity, which means that if a
pair of nodes i and j are connected, they should be close to each other. To
preserve first-order proximity, a graph-based loss function is defined as:

L1st = − 1
|N(i)|

∑

j∈N(i)

log(σ(z�
i zj)) (3)

where σ is the sigmoid function (σ(x) = 1
1+e−x ). The loss function of first order

proximity also encourages nearby nodes to have similar representations in embed-
ding space.

3.3 Random Walk Sampling

Although the structure-preserving model can effectively learn low-order graph
structure information, it ignores high-order graph structure information. A graph
can be represented as a set of information flows that contain community structure
by random walk sampling [20]. We first randomly select a starting node, and
uniformly sample a neighbor node of the last visited node until the maximum
length is reached. The objective function of random walk sampling is as follows:

minΦ − logP (vi−Δ, ..., vi−1, vi+1, ..., vi+Δ|vi)

= −log
∏

−Δ≤j≤Δ

P (vi+j |vi)

= −log
∏

−Δ≤j≤Δ

exp(Φ�(vi+j)Φ(vi))
∑|V |

k=1 exp(Φ�(vk)Φ(vi))
(4)
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where the goal is to maximize the co-occurrence probability between nodes. How-
ever, due to softmax calculation is expensive, we do not use hierarchical softmax
in DeepWalk, but use negative sampling. To preserve community proximity, loss
function is defined as:

Lrw = − 1
|NRW (i)|

∑

j∈NRW (i)

log(σ(z�
i zj)) (5)

3.4 Negative Sampling

In order to avoid the calculation of softmax, we introduce positive and negative
samples. And we need to sample several nodes as negative samples for learn-
ing the ground truth effectively. Thus, we define a noise distribution Pn(u) to
pick negative samples for node u. Since many graphs are scale-free (the degree
distribution of a graph follows the power law, as shown in Fig. 2), the noise distri-
bution Pn(u) we use here is actually a uniform distribution. And for each node,
negative samples with different hops should have different weights. It is just like
if the nodes in the graph are farther apart, then they should be “thrown” farther
away in the embedding space. Therefore, we use the shortest distance between
nodes as the weight of negative samples. The negative sample loss is defined as
follows:

Ln = − 1
|Nneg(i)|

∑

vn∼Pn(vi)

svn
log(σ(−z�

i zvn
)) (6)

where svn
is the distance between the negative sample vn and the node vi.

Fig. 2. Power law distribution of nodes in BlogCatalog dataset.
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3.5 Algorithm

Objective Function. To learn low- or high-order graph information, and the
final objective function is:

L = ηL2nd + αL1st + γLrw + δLn + νLreg (7)

where Lreg is an L2-norm regularizer. Our proposed model only use one autoen-
coder structure with parameters θ and does not introduce other structures. And
we only adopt random walk strategy and negative sampling strategy. Our goal
is to get reasonable parameters θ by minimizing loss L, and it is a weighted
linear combination of per objective losses. Therefore, we introduce an efficient
multi-objective optimization algorithm, MGDA-UB [22], to optimize L. Because
tuning these weights manually is very difficult. According to MGDA-UB, the
resulting optimization problem is:

min
α1,...,αT

{∥∥∥∥
T∑

t=1

αt∇ZLt(θsh,θta)
∥∥∥∥
2

2

∣∣∣∣∀t,

T∑

t=1

αt = 1, αt ≥ 0
}

(8)

where θsh are shared parameters, θta are task-specific parameters, Z denote the
representations. In fact, the above optimization problem is equivalent to find a
minimum-norm point in the convex hull of the set of input points [22]. MGDA-
UB is computationally efficient, which requires only a single backward pass. After
computing the gradient ∇ZLt(θsh,θta), the method uses Frank-Wolfe solver [12]
to solve the optimization problem.

Optimization. To get the weights, we need to calculate the partial derivative
∇ZLt(θsh,θta). At first, we calculate the gradient ∇ZL2nd, the detailed mathe-
matical form is shown as follows:

L2nd = ‖β(X̂ − X)‖22 (9)
∂L2nd

∂X̂
= 2β2(X̂ − X) = H (10)

dL2nd = tr((
∂L2nd

∂X̂
)�dX̂) (11)

The decoder here uses three fully connected layers. It can be phrased as
follows:

X̂ = W3σ2(W2σ1(W1Z + b1) + b2) + b3 (12)

To simplify the expression of the formula, it can be rephrased as:

h2 = W1Z + b1,g1 = σ1(h2)
h1 = W2g1 + b2,g2 = σ2(h1)

X̂ = W3g2 + b3 (13)
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Then the differential form of L2nd can be expressed as follows:

dL2nd = tr((
∂L2nd

∂X̂
)�dX̂) = tr(H�W3dg2)

= tr(H�W3(σ
,
2(h1) � (W2dg1)))

= tr((W�
3 H � σ,

2(h1))�W2︸ ︷︷ ︸
H1

dg1)

= tr(H1(σ
,
1(h2) � (W1dZ)))

= tr((H�
1 � σ,

1(h2))�W1︸ ︷︷ ︸
H2

dZ)

∂L2nd

∂Z
= H�

2 (14)

Then we can calculate the gradient ∇ZL1st. From Eq. 3, it can be phrased
as follows:

∂L1st

∂zi
= (− 1

|N(i)|
∑

j∈N(i)

σ,
3(z

�
i zj)z�

j )� (15)

Similarly, it is easy to calculate the gradient ∇ZLrw and ∇ZLneg. And the
above σ1, σ2 and σ3 are element-wise functions. After obtaining these partial
derivatives, we can make use of MGDA-UB method to get the weights of above
objectives. Then the parameters θ can be optimized by using stochastic gradient
descent. We present the our algorithm as follows (see Algorithm 1).

Algorithm 1: Multi-order graph embedding algorithm
Input: graph G = (V, E), adjacency matrix A
Output: embedding representations Z

1 while Parameter convergence do
2 Walks = RandomWalkSampling(G);
3 Select nodes from V as a minibatch B;

4 ZB , X̂B = Autoencoder(XB ;θ);
5 foreach v ∈ B do
6 Select the context nodes of node v as NRW (v) from Walks;
7 Select the neighbors of node v as N(v);
8 Select the negative samples of node v as Nneg(v);

9 end
10 α1, ..., αT = MGDA-UB(∇ZBL1, ..., ∇ZBLT );

11 Update parameters θ with stochastic gradient descent based on ∂L
∂θ

;

12 end

13 Z, X̂ = Autoencoder(X;θ);
14 return embedding representations Z;
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4 Evaluation

4.1 Experimental Setup

Datasets. In order to evaluate the effectiveness of our method, we use four
public graph datasets, including one social network, BlogCatalog,1 one words
co-occurrence network, Wikipedia,2 a subgraph of the Protein-Protein Interac-
tions network (Homo Sapiens),3 and an email communication network between
institution members (the core)4 for node classification, graph reconstruction and
node clustering tasks. The statistics of the above datasets can be summarized
in Table 1.

Table 1. Statistics of the datasets

Datasets #Node #Edge #Category Note

BlogCatalog 10312 333983 39 Multi-label

Wikipedia 4777 92295 40 Multi-label

PPI 3890 37845 50 Multi-label

email-Eu-core 1005 25571 42 Single-label

Evaluation Metrics. We validated our method in three tasks. Specifically,
we use Hamming Loss [7] in multi-label node classification task, which is often
used in multi-label tasks [30,31]. And two well known F1 measures, Macro-F1
and Micro-F1 [25], were used to evaluate the performance in single-label node
classification task. In graph reconstruction, we adopted Mean Average Precision
(MAP) [27]. In node clustering, Normalized Mutual Information (NMI) [5] is
often used in finding non-overlapping communities. However, we here used an
improved Normalized Mutual Information (MGH-NMI) [15] to detect overlap-
ping communities.

Baselines. In our experiments, we mainly verify the ability to maintain the
structure information of undirected graphs. Thus, we compare our method with
the following state-of-the-art methods: DeepWalk [19], Node2vec [9], GraRep [4],
Line [23], SDNE [27], AROPE [32], M-NMF [28] and NodeSketch [29]. For the
first five methods, we use the open source tool, OpenNE,5 for experiments. The
implementation of AROPE used in our experiments is available at https://
github.com/ZW-ZHANG/AROPE. For M-NMF and NodeSketch, we use the
open source tool, Karate Club [21] in our experiments.
1 http://socialcomputing.asu.edu/datasets/BlogCatalog3.
2 http://snap.stanford.edu/node2vec/POS.mat.
3 http://snap.stanford.edu/node2vec/.
4 http://snap.stanford.edu/data/email-Eu-core.html.
5 https://github.com/thunlp/OpenNE.

https://github.com/ZW-ZHANG/AROPE
https://github.com/ZW-ZHANG/AROPE
http://socialcomputing.asu.edu/datasets/BlogCatalog3
http://snap.stanford.edu/node2vec/POS.mat
http://snap.stanford.edu/node2vec/
http://snap.stanford.edu/data/email-Eu-core.html
https://github.com/thunlp/OpenNE
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4.2 Experimental Results

Node Classification. We used the multi-layer perceptron [11] without activa-
tion for multi-label node classification and use linear support vector machine [6]
for single-label node classification. We also adopted 10-fold cross validation in
this experiment. M-NMF and NodeSketch methods in Karate Club tool can not
run on the disconnected graphs. Therefore, there are no experimental results on
PPI and email-Eu-core. The experimental results of node classification are listed
in Table 2. Our method provides competitive results in multi-label and single-
label node classification tasks. And it shows that our method with MGDA-UB
is always superior to the other methods. This also demonstrates that dynamic
weights of multi-objective can help optimize the effect of node classification.
SDNE or Line mainly preserves first and second order proximity of graph. Thus,
DeepWalk or Node2vec always perform better than SDNE or Line, which indi-
cates that the high-order graph structure information needs to be effectively
learned. Overall, our method effectively learns the high-order graph structure
information and provides competitive results in node classification tasks.

Table 2. Experimental results of node classification task.

BlogCatalog Wikipedia PPI email-Eu-core

Hamming loss Hamming loss Hamming loss Macro-F1 Micro-F1

DeepWalk 0.0385 ± 0.0012 0.0414 ± 0.0009 0.0456 ± 0.0008 0.600 ± 0.061 0.752 ± 0.049

SDNE 0.0416 ± 0.0012 0.0394 ± 0.0011 0.0433 ± 0.0013 0.537 ± 0.057 0.694 ± 0.046

Node2vec 0.0392 ± 0.0008 0.0429 ± 0.0011 0.0454 ± 0.0010 0.593 ± 0.057 0.753 ± 0.039

Line 0.0441 ± 0.0010 0.0430 ± 0.0011 0.0543 ± 0.0015 0.522 ± 0.066 0.689 ± 0.063

GraRep 0.0349 ± 0.0010 0.0384 ± 0.0009 0.0419 ± 0.0010 0.593 ± 0.064 0.766 ± 0.048

AROPE 0.0409 ± 0.0011 0.0366 ± 0.0011 0.0402 ± 0.0013 0.593 ± 0.059 0.753 ± 0.051

M-NMF 0.0360 ± 0.0007 0.0343 ± 0.0011 – – –

NodeSketch 0.0417 ± 0.0020 0.0477 ± 0.0029 – – –

Our methoda 0.0344 ± 0.0010 0.0377 ± 0.0011 0.0399 ± 0.0012 0.609 ± 0.081 0.774 ± 0.048

Our method-Mb 0.0333 ± 0.0007 0.0334 ± 0.0009 0.0368 ± 0.0012 0.603 ± 0.034 0.775 ± 0.031
a This is the method with balanced weights of each objective.
b This is the method with dynamic weights of each objective.

Graph Reconstruction. In this experiment, we used inner products to mea-
sure the similarity of vectors. The performance results in Table 3 illustrate
that our method is significantly superior to the other baselines on four bench-
mark datasets. In addition, compared to the second-ranked method, our method
improved by 140%, 5.3%, 72.6% and 66.1%, respectively. In fact, the contribu-
tion mainly comes from the distance-based negative sampling method, and we
will discuss in the section of ablation study. And it shows that our method with
MGDA-UB performs not well. This is because it tries to reduce losses but does
not effectively maintain the balance of tasks. In general, it also shows that our
method can effectively learn low-order graph structure information.
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Table 3. Experimental results of graph reconstruction task.

BlogCatalog Wikipedia PPI email-Eu-core

DeepWalk 0.138 0.416 0.224 0.340

SDNE 0.038 0.077 0.085 0.329

Node2vec 0.203 0.451 0.285 0.233

Line 0.013 0.085 0.126 0.276

GraRep 0.060 0.185 0.137 0.384

AROPE 0.199 0.348 0.151 0.218

M-NMF 0.004 0.336 – –

NodeSketch 0.010 0.044 – –

Our method 0.488 0.475 0.492 0.638

Our method-M 0.186 0.348 0.181 0.615

Node Clustering. K-means algorithm [1] was adopted to cluster nodes in
this experiment. The performance results for node clustering task are shown in
Table 4. PPI is a multi-graph data set and is not suitable for node clustering
task. It can be seen that our method is superior to other methods in overlapping
graphs. And it shows that our method with MGDA-UB performs not very well.
It also shows that the experimental results of SDNE or Line are not very good
because they mainly learn low-order structural information, and they are not
suitable for the task. The performance results indicate that our method can
effectively learn the high-order graph structure information.

Table 4. Experimental results of node clustering task.

BlogCatalog Wikipedia email-Eu-core

MGH-NMI MGH-NMI NMI

DeepWalk 0.0213 0.0017 0.700

SDNE 0.0 0.0040 0.575

Node2vec 0.0226 0.0024 0.702

Line 0.0 0.0022 0.665

GraRep 0.0264 0.0019 0.677

AROPE 0.0 0.0028 0.460

M-NMF 0.0049 0.0019 –

NodeSketch 0.0 0.0014 –

Our method 0.0387 0.0032 0.708

Our method-M 0.0097 0.0041 0.676
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4.3 Ablation Study of Negative Sampling

Since we use distance-based negative sampling method to improve learning rep-
resentations. In this section, we investigate the contributions of distance-based
negative sampling to the performance. Some variants of our method are as fol-
lows:

• Variant-1: It learns low- or high-order graph information without negative
sampling.

• Variant-2: Every negative sample has the same weight.
• Variant-3: It performs negative sampling based on the degree of nodes.

First, we conduct an experiment by removing negative sampling, where our
method learns low and high order graph structure information with only positive
sample. Then, we conduct an experiment where all negative samples have equal
weight. The performance results in Table 5 illustrate that distance-based nega-
tive sampling can effectively improve the ability to learn representations. The
method without negative sampling does not perform well, especially in node clus-
tering and graph reconstruction tasks. This shows that we need not only positive
samples in the training process, but also negative samples as noise to improve
the model. And the experimental results of the method with equal weight nega-
tive samples have improved, but there is still a gap between the distance-based
negative sampling method. If we do negative sampling based on the degree of
nodes, it shows that does not perform well in node classification and node clus-
tering. This is because negative sampling relies too much on nodes with large
degrees and neglects most nodes with small degrees. These results demonstrate
the contributions of distance-based negative sampling method.

Table 5. Experimental results about ablation study of negative sampling on BlogCat-
alog.

Hamming loss MGH-NMI MAP

Our method 0.0344 ± 0.0010 0.0387 0.488

Variant-1 0.0371 ± 0.0009 0.0131 0.058

Variant-2 0.0348 ± 0.0011 0.0159 0.418

Variant-3 0.0363 ± 0.0009 0.0150 0.547

4.4 Study of Hyper Parameters

We investigate the how different hyper parameters affect the performance in
this section. Specifically, we evaluate the results in terms of number of context,
negative samples and embedding dimensions.
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Performance on Different Number of Context. We first show how the
number of context affects the performance in Table 6. We can see that it has
little effect on node classification. In node clustering, results first increase with
the growth of number of context and then remain stable. In graph reconstruction,
results first increase and then drop, and it achieves the best performance of
reconstruction at 24. This shows that learning too many context nodes at the
same time is not good for identifying neighbors.

Performance on Different Number of Negative Samples. From Table 6,
we can see that it has a little effect on node classification. However, it has a
greater impact on graph reconstruction. The more negative samples, the bet-
ter the results of graph reconstruction task. Too many negative samples will
negatively affect node classification and clustering tasks, since this reduces the
learning effect of context nodes.

Performance on Different Embedding Dimensions. At last, we show how
different embedding dimensions affect performance. From Table 6, we can see
that the results of our method become worse as the dimensions increase in node
classification. In node clustering, when the dimensions increase, the performance
initially gets better and then becomes worse. The reason is that too large dimen-
sions will introduce noise, which has negative impact on performance. The influ-
ence on the task of graph reconstruction is volatile.

Table 6. Experimental results of different hyper parameters on BlogCatalog.

Hamming loss MGH-NMI MAP

context = 8 0.0347 ± 0.0012 0.0252 0.473

context = 16 0.0344 ± 0.0010 0.0387 0.472

context = 24 0.0344 ± 0.0010 0.0388 0.488

context = 32 0.0345 ± 0.0006 0.0391 0.482

context = 48 0.0343 ± 0.0008 0.0392 0.444

neg = 8 0.0341 ± 0.0007 0.0393 0.427

neg = 16 0.0342 ± 0.0008 0.0384 0.459

neg = 24 0.0344 ± 0.0010 0.0388 0.488

neg = 32 0.0343 ± 0.0008 0.0388 0.486

neg = 48 0.0349 ± 0.0011 0.0378 0.497

dim = 32 0.0322 ± 0.0006 0.0334 0.403

dim = 64 0.0332 ± 0.0007 0.0331 0.472

dim = 96 0.0340 ± 0.0009 0.0390 0.453

dim = 128 0.0344 ± 0.0010 0.0388 0.488

dim = 256 0.0372 ± 0.0009 0.0278 0.494
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5 Conclusion

In this paper, we present a new graph embedding method that focuses on
learning low and high order graph structure information. Our method fuses
structure-preserving model with random walk sampling, which can learn multi-
order graph structure information simultaneously. Our method also introduces
distance-based negative sampling method for improving the learning representa-
tions by collecting noise samples. It measures the importance of negative samples
through the distance between nodes. We evaluate our embedding method in node
classification, graph reconstruction and node clustering tasks. The experimental
results demonstrate that our proposed method provides very competitive results
compared with seven state-of-the-art baselines on four benchmark datasets.
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Abstract. Recommender systems (RSs) have emerged as an effective
way to deal with information overload and are very popular in e-
commerce. However, because of the open nature of collaborative charac-
teristics of the systems, RSs are susceptible to poisoning attacks, which
inject fake user profiles into RSs to increase or decrease the recommended
frequency of the target item. The traditional poisoning attack methods
(such as random attack and average attack) are easy to be detected and
lack of generality since they usually use global statistics, e.g., the number
of each user’s ratings and the average rating for filler items. Moreover,
as deep learning (DL) becomes more widely used in RSs, attackers are
likely to use related techniques to attack RSs. To explore the robustness
of DL-based RSs under the possible attacks, we propose a novel poison-
ing attack with triangle relations (PATR). The triangle relations refer
to the balance among a fake user and two real users, aiming to improve
attack performance. We also present a novel fake & real sampling strat-
egy, i.e., sampling a set of fake users from the real users, to decrease the
possibility of being detected. Comprehensive experiments on three public
datasets show that PATR outperforms traditional poisoning attacks on
attack effectiveness and anti-detection capability.

Keywords: Deep learning · Poisoning attack · Recommender system ·
Triangle relation

1 Introduction

Recommender systems (RSs) are prevalent in e-commerce since they provide
users with a critical discovery mode to mitigate the difficulties in finding items
that users are interested in [1,2]. The ability to solve information overload has
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driven RSs be widely used in industries (e.g., Amazon, Netflix, and Facebook) [3].
RSs assist users in finding items and help merchants promote new products and
increase retail sales. Unfortunately, due to the openness of the rating systems
in RSs, malicious users unscrupulously attack RSs to achieve nefarious goals
[4,5]. Since RSs have a profound impact on the e-commerce industry, researchers
should take the initiative to consider the possible damages to RSs to protect
customers’ rights and interests better.

There is much effort has been devoted to studying how to spoof RSs to
defend against malicious attacks. A variety of attacks such as sybil attack (i.e.,
illegally infer a user’s preference) [6], unorganized attack (i.e., different attackers
attack the RS without organization), and powerful user attack (i.e., select most
powerful users who can impact RSs) [7] have been studied. In this paper, we
focus on the poisoning attacks [8], which were initially referred to as shilling
attacks [10,11], where malicious users inject fake user profiles (i.e., carefully
crafted ratings) into RSs based on the statistical rating information during the
training time. For example, the average attack is one of the poisoning attacks
that assigns the highest rating to a target item to be promoted and assigns
an average rating to a randomly sampled group of items [11]. Furthermore, we
can divide the existing poisoning attacks into push attacks and nuke attacks
according to the purpose. The push attacks assign the highest rating on the
target item to improve the recommended frequency, and the nuke attacks do
the opposite [8,11–13]. The poisoning attacks can be beneficial to unscrupulous
merchants for increasing their retail sales and reducing their competitors’ retail
sales. Since the two types are similar, we only consider push attacks in this paper.
Researchers have experimented successfully with poisoning attacks on real-world
RSs, such as YouTube, Google search, Amazon, and Yelp [14]. Moreover, Large
companies such as Sony, Amazon, and eBay have been attacked in real life [11].
Although all of these existing approaches have proved effective in some cases,
they still have the following challenges:

(1) Easy to be detected: The generated user profiles lack personalized behav-
ior patterns of real users, which are easily detected [15,16].

(2) Low attack effectiveness: According to the way the statistics are cal-
culated, the traditional poisoning attacks are effective on some traditional
collaborative filtering (CF) methods but do not do well on deep learning
(DL) based RSs, which also means lack of generality [17,18].

(3) Lack of effective metrics: In the field of ranking-based recommender
algorithms, the hit ratio (HK) is generally used to calculate the number
of the target item recommended to real users, which cannot measure the
disorder of top-K recommendation lists [10,12].

To address the above challenges and explore the potential security problems
such as DL-based attacks of RSs, we propose a novel poisoning attack based
on triangle relations (PATR), which includes two parts, a pre-training module,
and a reconstruction module. For the pre-training module, we design triangle
relations to generate more informative user embeddings to improve the anti-
detection capability. As shown in Fig. 1, two cases are considered according to the
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Fig. 1. Triangle relations are designed for the balance of three users. Two cases are
considered according to the target item.

target item, where we focus on the balance of one fake user and two real users.
We use Graph Convolutional Matrix Commissions (GCMC) [19] designed for
recommendation scenarios to implement the pre-training module. We creatively
propose a fake & real sampling strategy for the reconstruction module to generate
the initial fake user representations. Then we use the convolutional auto-encoder
(CAE) [20], which is easy to train and has a lower time cost, to reconstruct the
enhanced fake user representations with the output of the pre-training module.
We consider these deep learning (DL) techniques can help our model attack
DL-based RSs. Our contributions are as follows:

(1) We propose a pre-training module based on triangle relations to assist in
attacking RSs. The pre-training module can generate user embeddings with
real user features, which reduce the probability of being detected; moreover,
we apply CAE to the reconstruction module and combine the outputs of the
pre-training module to reconstruct a set of enhanced fake users.

(2) According to heuristic learning, we present a novel fake & real sampling
strategy to initialize fake user profiles. In addition to directly injecting fake
users, we creatively sample a group of active users directly from real users.
The ablation experiment proves that our sampling strategy is helpful for
anti-detection capability.

(3) We present a new metric named top-K shift (TKS) to measure the dis-
order of the top-K recommendation lists affected. Our experimental results
show that PATR can effectively attack DL-based RSs, and the anti-detection
capability against two detectors is better.
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2 Related Work

Generally speaking, the traditional RSs mainly refers to the RSs based on collab-
orative filtering (CFRSs) [21], which has been successfully applied to practical
scenarios filter out unwanted resources. Among various CFRSs, matrix factor
factorization (MF) [2] is the most popular one. It utilizes potential feature vec-
tors to represent users and items and projects them into the shared potential
space. In recent years, DL develops rapidly, which has been applied to RSs. The
DL-based RSs have better performance than the traditional ones because the DL-
based models are more consistent with the user-item interaction to improve the
recommendation accuracy [17]. For example, adversarial networks (AN), CAE,
and deep reinforcement learning (DRL) have been applied to recommender sys-
tems to improve recommendation performance [17,18].

As far as we know, O’Mahony et al. [4] first research on poisoning attacks
(a.k.a shilling attacks). They define the robustness of RSs and demonstrate
several vulnerabilities of poisoning attacks against CFRSs to facilitate specific
advice [4,11]. Furthermore, Burke et al. [22] and Mobasher et al. [23] investigate
some low-knowledge attack methods for pushing and reducing items, such as
random, average, bandwagon, and segment attacks. They find that rating-based
and ranking-based CFRSs are vulnerable to attack. Given more knowledge and
budget, Wilson et al. [7] propose a powerful attack model that selects the most
influential users or items to attack RSs. Fang et al. [24] study the poisoning
attacks against graph-based RSs. Besides, Zhang et al. [25] utilize DRL to train
the attack agent, which can generate user profiles for data poisoning. Xing et
al. [14] conduct experiments on YouTube, Google, and Yelp. The experimental
results show that manipulating RSs is possible.

Influenced by the popularity of the generative model in the field of image,
some papers are using generative adversarial networks (GAN) [15,16]. Since the
GAN mainly define the mini-max problem without loss function, which cannot
fit well with the research of this paper, and the issues of long training time
and difficult adjustment of parameters [26,27], we choose another generative
model CAE [20]. As far as we know, we are the first to apply CAE to poisoning
attacks. With the triangle relations and fake & real sampling strategy, our model
has destructive attack effectiveness and good anti-detection capability.

3 Proposed Model

This section describes our proposed PATR, which includes a pre-training module
and a reconstruction module.

3.1 Problem Formulation

We use X ∈ RN×M to represent the user-item rating matrix, where N is the
number of all users, including real users and fake users, and M is the number
of items. The user sets and item sets are denoted as U and V, respectively. ui
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represents each user vector in U , and vj represents each item vector in V, where
i, j ∈ {1, 2, ..., N}, {1, 2, ...,M}, respectively. rij represents ui’s rating on vj , and
rmax is the highest rating. The fake user sets denote as F , and |F| is the number
of fake users. fi and f̂i denote each initial fake user vector and reconstructed fake
user vector, where i ∈ {1, 2, ..., |F|}. We use uiPre and vjPre to denote each fake
user embedding and each item embedding generated by the pre-training module,
where j ∈ {1, 2, ...,M}. uiE denotes each fake user embedding generated by the
reconstruction module.

Fig. 2. The overall framework of PATR (Color figure online)

3.2 Pre-training Module

Problem Hypothesis. The traditional poisoning attack methods are easily
detected and have a narrow application range due to simply using rating statis-
tics without special designs. To enhance fake users’ anti-detection capability
and destructiveness, we first propose a pre-training module based on our elab-
orately designed triangle relations according to heuristic learning. The three
nodes in the triangle relations represent three user embeddings of K dimen-
sions, which are denoted as u1 = [x11, x12, . . . , x1K ], u2 = [x21, x22, . . . , x2K ],
u3 = [x31, x32, . . . , x3K ], where xi represents the i-th dimensional data. Each
edge represents the similarity of two adjacent users, which is denoted as L1,

L2, L3, where L1 =
√∑K

i=1(x1i − x2i)2, L2 =
√∑K

i=1(x2i − x3i)2, and L3 =√∑K
i=1(x3i − x1i)2. As shown in Fig. 1, we consider the following two cases and

use euclidean distance to calculate the similarity.
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Case 1: If there are both positive ratings and negative ratings about the target
item, we assume that fake users should be similar to real users who purchased
the target item and rated it highly and stay away from users that rated it lowly.
Moreover, the similarity of the two types of real users should be small. In Fig. 1
(a), u1 is a real user embedding who rated high rating, and u2 is a real user
embedding who rated low rating, and u3 is a fake user embedding. Hence, the
corresponding optimization problem can be formulated as

min L = λ1L3 − λ2L2 − λ3L1 (1)

where λ1, λ2 and λ3 are hyperparameters, and λ1 + λ2 + λ3 = 1.

Case 2: If the target item is a cold item, we consider the second triangle relation.
In this case, we assume that fake users can learn the commonality of real users
and improve the anti-detection capability by minimizing L1, L2, and L3. As
shown in Fig. 1 (b), u1 and u2 are two real users selected randomly. Hence, the
optimization is minimizing the sum of three edges. The formula is

min L = λ4L1 + λ5L2 + λ6L3, (2)

where λ4, λ5 and λ6 are hyperparameters, and λ4 + λ5 + λ6 = 1.

Graph Convolutional Matrix Completion. We use GCMC, a special graph
neural network designed for recommendation scenarios, to generate user and item
embeddings. As shown in Fig. 2, the input of the pre-training module is a graph
structure generated by the user-item interaction matrix, which includes both
real users and sampled fake users. The sampling strategy for the fake users is
described in Sect. 3.3. In each iteration, we combine the triangle relations with
GCMC for training. Specifically, we consider the user-item interaction matrix
a weighted undirected graph G = (W, E ,R). The nodes consist of a collection
of user nodes ui ∈ U with i ∈ {1, . . . , N} and item nodes vj ∈ V with j ∈
{1, . . . , M}, and U ∪ V = W. The edges (ui, rij , vj) ∈ E tagged with labels
represent ratings, where rij ∈ {r1, . . . , rn} = R.

GCMC assigns a specific transformation for each rating, resulting in edge-
type specific messages δj→i,r, from items j to users i of the following form:

δj→i,r =
1

ϕi,j
Wrx

v
j , (3)

where ϕi,j is a normalization constant. Wr is an edge-type specific parameter
matrix. xv

j is the initial feature vector of item node j. Messages δi→j,r from
users to items are processed analogously. After the message passing step, we
accumulate incoming messages at every node by summing over all neighbors
Ni(ui) connected by a specific edge-type r, and by accumulating the results for
each edge type into a single vector representation:
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hu
i = σ

⎡
⎣accum

⎛
⎝ ∑

j∈Ni(ui)

δj→i,1, . . . ,
∑

j∈NR(ui)

δj→i,R

⎞
⎠

⎤
⎦ , (4)

where accum() denotes an accumulation operation such as sum(), i.e., summa-
tion of all messages. σ() represents an activation function such as ReLU. To
arrive at the final embedding of user node i, we transform the intermediate
output hi as

zu
i = σ (Whu

i ) , (5)

where W is the same parameter matrix.
The outputs of GCMC are user embeddings and item embeddings. Because

only the fake user embeddings are required, we pick them out from all the user
embeddings according to the labels.

Algorithm 1. Pre-training Module
Input: The user-item interaction matrix (including fake users and real users) X̃.
Output: Powerful fake user embeddings uPre and item embeddings vPre.
1: Generate initialized user and item embeddings using Eq. (3) to Eq. (5).
2: for the number of training epochs do
3: for the number of iterations do
4: if the target item belongs to Case 1 then
5: Randomly select a fake user embedding uiPre ∈ F , a real user embedding

ujPre ∈ U1 and a real user embedding ukPre ∈ U2 from uPre.
6: Optimize the loss function according to Eq. (1).
7: end if
8: else
9: Randomly select a fake user embedding uPrei ∈ F and two real user embed-

dings.
10: Optimize the loss function according to Eq. (2).
11: end for
12: end for

3.3 Reconstruction Module

In this part, we mainly describe the fake & real sampling strategy and the
reconstruction module. With the outputs of the pre-training module, we apply
CAE to reconstruct enhanced fake users.

Fake & Real Sampling Strategy. Since our goal is to reconstruct enhanced
fake users, we first need to sample a batch of initial fake users. To improving the
anti-detection capability, we design a unique sampling strategy including two
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steps, as shown in Fig. 2. In the first step, we consider the existing sampling
strategies. In addition to the target item, a fake user needs ratings on other
items (the dark blue circles in Fig. 2) to disguise, and these items are called filler
items [10–12]. The sampling strategies are used for filler items. Among many
sampling strategies, popularity sampling (i.e., sample filler items based on their
popularity) performs well [12], so we consider generating a set of fake users F1

by popularity. In the second step, we directly sample a part of users F2 from real
active users to enhance the anti-detection capability, and the light blue circles
in Fig. 2 are the sampled real users’ original ratings. Therefore, the initial fake
users are denoted as F , where F = F1 ∪F2. We set the initial fake users’ ratings
on the target item (the red circles in Fig. 2) as rmax for attacking performance.
The number of F1 and F2 is explained in parameter sensitivity experiments in
Sect. 3.2.

Reconstructing Enhanced Fake Users. We use CAE to reconstruct the
enhanced fake users. CAE is a fusion of an encoder and a decoder composed of
convolutional networks and pooling layers. Convolution is a dot product between
the filter and input data, described as

yl+1
i (j) = Kl

i ∗ xl(j) + bl
i, (6)

where Kl
i and bl

i denote the weights and bias of the i-th layer, and xl(j) is the
j-th local region of the layer l.∗ denotes a dot product operation, and yl+1

i (j)
is the output of convolution operation, respectively. The activation function of
the hidden layer is ReLU, and the activation function of the output layer is
Sigmoid. Max pooling reduces the dimension of feature maps by taking the
maximum among every window. By reducing the number of parameters, the
feature dimension becomes smaller and manageable.

As shown in Fig. 2, the input is the sampled fake users vectors (i.e., the fake
user-item rating matrix), and the encoder ultimately reduces input data into
latent user embeddings uE . The user embeddings represent the lowest level space
in which the input is reduced, with essential information preserved with a strong
correlation between input features. To enhance the anti-detection capability of
the fake users, we consider uE generated by the encoder is similar to the fake user
embeddings uPre generated by the pre-training module. Further, to maintain the
destructiveness of fake users, we keep the ratings of fake users for the target item
as high as possible. The optimization is described as

LEncode = min
θ

|F |∑
i=1

(Dist(uiE , uiPre) + ‖rmax − uiE � vtPre‖), (7)

where u iE and u iPre represent the fake user u i’s embedding generated by the
encoder and pre-training module, respectively. |F | is the number of fake users.
Dist() is the euclidean metric, v tPre represents the target item embedding gen-
erated by the pre-training module, and u iE � v tPre is u i’s rating on the target
item. θ defines the parameters of the encoder.
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The decoder acts as the mirror image of the encoder. The number of nodes
in every layer increases and reconstructs the user embeddings to output as a
similar input via transposed convolution. The process is described as

LDecode = min
φ

|F |∑
i=1

Dist(f̂i, fi), (8)

where f̂i and fi are the reconstructed and initialized fake user ui’s vector, respec-
tively. φ represents the parameters of the decoder.

We combine two loss function as the final loss, which is

L = αLEncode + βLDecode, (9)

where α and β are the hyperparameters, and α + β = 1.

Algorithm 2. Reconstruction Module
Input: Initial fake users’ rating matrix XF (i.e., initial fake users’ vectors).
Output: Reconstructed fake users’ rating matrix X̂F , the parameter θ for the encoder.

E and the parameter φ for the decoder D.
1: for number of training epochs do
2: for number of iterations do
3: Uniformly sample a minibatch of fake users F ′.
4: for each fake user f ′

i ∈ F ′ do
5: Let the fake user embeddings u′

iE generated by the encoder be similar to
the fake user embeddings u′

iPre of the pre-training module using Eq. (7).
Set the rating of u′

iE for the target item to rmax using Eq. (7).

6: Let the reconstructed fake user vector f̂ ′
i generated by the decoder be similar

to the input f ′ using Eq. (8).
7: end for
8: end for
9: end for

4 Experiments and Analysis

In this section, Experiments are conducted to verify the effectiveness of our
model. We mainly focus on the following questions.

– Q1: Does our proposed model PATR have a significant attack effectiveness
on DL-based RSs?

– Q2: Is PATR more likely to evade detection?
– Q3: Are our hypothesis and designs (the pre-training module and sampling

strategy) conducive to PATR?
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4.1 Experimental Setup

We use three benchmark datasets in our experiments: FilmTrust,1 Ciao,2 and
ML-100K.3 Each dataset is randomly split by 9:1 as training set and test set,
respectively. Table 1 shows the details of the datasets. To avoid the cold start
problem, we filter out users with fewer than ten ratings (They are too sensitive
to attacks). Three layers of convolution with 512, 256, and 128 neurons are used
in GCMC and CAE. The number of injecting fake users account for 5% of the
number of real users, and the number of filler items for each fake user profile in
F1 accounts for 1% of the number of real users.

Table 1. Dataset statistics

Dataset Users Items Ratings Sparsity

FilmTrust 1,058 2,071 35,497 98.86%

ML-100K 934 1,682 100,000 93,70%

Ciao 7,375 105,114 284,086 99.96%

Attack Models. In this paper, we choose the following four traditional poison-
ing attack methods as baseline methods.

(1) Random Attack [11]: Random attack is a naive attack model. The set of
filler items are assigned to random ratings with a normal distribution around
the mean rating value across the whole dataset, and the target item is given
the maximum rating value rmax.

(2) Average Attack [11]: Average attack is a somewhat more sophisticated
attack than random attack and requires knowledge of each item’s average
rating in the system. Each introduced user rates items not in the target set
randomly on a normal distribution with a mean equal to the average rating
of the rated item. The target item is assigned rmax.

(3) Bandwagon Attack [10]: Bandwagon attack, also known as popular
attack, takes advantage of the items with high popularity in the dataset
and calls these items selected items. These selected items and the target
item are assigned the maximum rating value rmax. The ratings on the filler
items are determined randomly in a similar manner as in average attack.

(4) Unorganized Attack [9]: unorganized malicious attacks allow the concur-
rence of various attack strategies, and the number of rated items, the target
item, and the rating functions can be different. Each attacker produces a
small number of attack profiles with their own strategies and preference.

1 https://www.librec.net/datasets/filmtrust.zip.
2 https://guoguibing.github.io/librec/datasets/CiaoDVD.zip.
3 https://grouplens.org/datasets/movielens/100k/.

https://www.librec.net/datasets/filmtrust.zip
https://guoguibing.github.io/librec/datasets/CiaoDVD.zip
https://grouplens.org/datasets/movielens/100k/
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Recommender Algorithms. In this paper, we focus on two DL-based RSs,
i.e., neural matrix factorization (NeuMF) [28] and deep matrix factorization
model (DMF) [29]. NeuMF is a fusion of MF and multilayer perceptron (MLP),
allowing two models to learn individual embeddings and combine them by con-
necting their final hidden layers. DMF takes the user-item interaction matrix as
input and extracts the features of the users and items into a low-dimensional
space through the novel loss function based on binary cross-entropy.

Table 2. Attack effectiveness against NeuMF.

RS NeuMF

Metric TKS@10 HR@10

Dataset FilmTrust Ciao ML-100K FilmTrust Ciao ML-100K

PATR 0.542 0.708 0.627 0.0362 0.0823 0.0513

Random 0.334 0.571 0.443 0.0072 0.0326 0.0027

Average 0.337 0.643 0.357 0.0064 0.0637 0.0025

Bandwagon 0.425 0.750 0.425 0.0141 0.0248 0.0033

Unorganized 0.375 0.689 0.378 0.0076 0.0523 0.0025

PATRt 0.418 0.530 0.569 0.0232 0.0635 0.0183

PATRs 0.501 0.665 0.424 0.0137 0.0687 0.0258

Table 3. Attack effectiveness against and DMF.

RS DMF

Metric TKS@10 HR@10

Dataset FilmTrust Ciao ML-100K FilmTrust Ciao ML-100K

PATR 0.574 0.682 0.776 0.164 0.054 0.0479

Random 0.457 0.486 0.329 0.0071 0.0025 0.0024

Average 0.407 0.535 0.305 0.0069 0.0025 0.0019

Bandwagon 0.519 0.682 0.563 0.0875 0.0208 0.0037

Unorganized 0.530 0.498 0.489 0.191 0.0231 0.0035

PATRt 0.389 0.635 0.403 0.087 0.042 0.0094

PATRs 0.530 0.678 0.730 0.073 0.0512 0.0154

Metrics. We propose a new metrics top-K shift (TKS) to measure how much
the top-K recommendation lists affected after the attack. We assume that
each user recommendation list without the attack is L, and the recommen-
dation list after the attack is L̃. TKS calculates the number of items not in
L after the attack. For example, if the top-K recommendation list of u1 is
L1 = {23, 1, 5, 7, 34} before attack and L̃1 = {5, 1, 18, 22, 34} after the attack,
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then the item 23 and item 7 that should have been recommended to user u1

are missing in L̃1. The bigger TKS indicates better attack effectiveness. Because
there are some differences in the order of items among the top-K recommenda-
tion lists generated by the same RS, we do not consider the specific order bias
for each item. TKS is defined as:

TKS =
∑N

i=1 |Nabsent|i
K ∗ N

(10)

Where K is the length of each user’s recommendation list, N is the number
of the recommendation lists, Nabsent is the number of items not in L after the
attack.

Another metric is HR [10–12]. Let Ru be the set of top-K recommendations
for user u and Hu,i denotes whether the target item i is in the recommendation
list of user u. For each target item i, Hu,i is assigned to 1, where i ∈ Ru, otherwise
Hu,i is assigned to 0. As with TKS, the bigger HR indicates the better attack
effectiveness. The metric is defined as:

HR =

∑
u,i Hu,i

|U | ∗ N
(11)

In this work, the K in the top-K recommendation lists is set to 10, which
means the metrics are TKS@10 and HR@10.

4.2 Experimental Results and Analysis

Attack Effectiveness. The researchers prefer to deliberately choose the long
tail items in previous literature because the long tail items are more sensitive to
attack methods, and reflect better attack effectiveness. To accurately reflect the
effectiveness of our attack, we do not especially choose the long tail items and
randomly select ten items that do not exist in top-K recommendation lists when
RSs are not attacked. To verify the contribution of our proposed pre-training
module and sampling strategy, we remove these two parts respectively for com-
parison. The way without the pre-training module (triangle relations) is denoted
as PATRt, and the method without fake & real sampling strategy (only use reg-
ular widespread sampling) is denoted as PATRs. Table 2 and Table 3 show the
average performance of attacking NeuMF algorithm and DMF algorithm, respec-
tively, and we bold the data with the best performance. It can be seen PATR
can achieve the best performance in most cases and the second-best occasionally.
The average increases(compared to the second-best attack method and a nega-
tive growth if PATR is the second-best) of TKS@10 in NeuMF and DMF are
4.26% and 5.06%, respectively, proving that PATR can make recommendation
lists more disordered. Meanwhile, the average increases of HR@10 are 98.84%
and 67.46%, which means PATR pushes the target item to more real users. Nei-
ther PATRt nor PATRs performs as well as PATR, which proves that the triangle
relations and fake & real sampling strategy are helpful to attack effectiveness.
The experiments of attack effectiveness can answer the Q1 and Q3.
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Fig. 3. Anti-detection capability against DLDRA and DegreeSAD. (a) and (b) are the
results of DLDRA on the FilmTrust dataset. (c) and (d) are the results of DegreeSAD
on the ML-100K dataset.

Anti-detection Capability. We apply two detectors, i.e., a state-of-the-
art recommendation attack detector based on deep learning (DLDRA) [30]
and a classic detector in recommender systems via selecting patterns analy-
sis (DegreeSAD) [31] to verify the anti-detection capability of our attack. The
metrics are precision and F1. The datasets are FilmTrust and ML-100K. The
baseline attack models and the selection method of target items are the same as
the attack effectiveness experiments. As shown in Fig. 3, we can observe clearly
that the traditional poisoning attacks perform poorly, which means these attacks
result in mission failure. The anti-detection capability of PATR is better than
other methods. Specifically, both the precision and F1 are the smallest in the two
datasets. Moreover, PATR makes the detector be the most unstable. Therefore,
PATR has better anti-detection capability than baseline methods (answer the
Q2). In ablation experiments, PATRt and PATRs are also better than the tradi-
tional poisoning attacks but less than PATR, which indicates that our proposed
triangle relations and fake & real sampling strategy are conducive (answer the
Q3).

Sensitivity Analysis. In this paper, we use some hyper-parameters and con-
duct experiments to determine the value of these hyper-parameters. We set λ1

through λ6 mentioned in Sect. 3.2 to 0.45, 0.45, 0.1, 0.35, 0.35, 0.3, respectively.
In the sensitivity analysis, we focus on the encoder loss α, the decoder loss β,
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Fig. 4. Sensitivity analysis for β and γ. HR@10 measures the attack effectiveness, and
precision measures the anti-detection capability.

and the ratio of user groups F1 and F2 in the sampling strategy for balancing
our model’s attack effectiveness and anti-detection capability. We use the Ciao
dataset, and the metrics are HR@10 and precision, respectively. The higher the
value of HR@10, the better the attack effectiveness. The smaller value of pre-
cision means the better anti-detection capability. We denote the ratio of F1 as
γ. As shown in Fig. 4 (a) and (b), they are the sensitivity analysis of α. When
α is 0.2, HR@10 is the best, while the anti-detection is poor. When α is 0.3,
the attack effectiveness is the second best, and the anti-detection is the best.
Therefore, we compromise by setting α to 0.3, while β is 0.7. Similarly, we set γ
to 0.5, i.e., the number of F1 and F2 is the same.

5 Conclusion

In this paper, we focus on poisoning attacks. To reduce the probability of being
detected, we optimize the sampling strategy for fake users by directly sampling
a set of users from the real users. Furthermore, we adopt triangle relations and
design a pre-training module. Finally, we propose a reconstruction module that
combines CAE with the pre-training module’s outputs to generate enhanced fake
users. Our experiments on three real-world datasets show that our proposed
model PATR outperforms baselines in attack effectiveness and anti-detection
capability.
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Abstract. The self-driving technology has been developed rapidly in the
past decades, due to new sensors, and car manufacturers have become
more open. However, fully self-driving vehicles for the public still has a
long way to go. Most studies try to focus on self-driving in special scenes,
such as park sightseeing car, express logistics vehicle, sweeper, indoor
service robot, and special vehicles in the mining area or seaport area. One
of the critical issues is that the cost of a self-driving vehicle should strictly
be controlled for commercial uses. This paper presents a low-cost LiDAR-
based moving obstacle detection and tracking for self-driving container
trucks in the low-speed seaport area. We build a CNN model for obstacle
detection with the bird’s eye view (BEV) map generated from two low
density LiDARs equipped at the head of a container truck. A boosting
tracker is used to achieve real-time processing speed on the embedded
module of Tx2. Simulation on the collected data shows that our Strided-
Yolo model can achieve the highest mAP on the BEV projection map
than other models.

Keywords: Obstacle detection and tracking · Autonomous truck ·
Multiple LiDAR · Deep learning · Seaport area

1 Introduction

In the past two decades, self-driving technologies have attracted interests from
both academic researchers and commercial capital, especially from some IT giants,
such as Waymo [32] from Google and Uber [1], who have published their self-
driving passenger vehicles. However, besides many technical problems, the legal
issues related also constrain the accessibility of self-driving vehicles to the pub-
lic. Recent researches [6,16,19,23,31,35] begins to explore the applications of
self-driving in specific scenarios, especially in the closed or semi-closed area with
low speed, such as self-driving mine vehicles, container trucks and agricultural
vehicles.
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
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Different from the research phase, a demo self-driving vehicle can be equipped
with the best sensors for different targets [2,8]. Considering the commercial usage,
the cost of the sensor solution is strictly constrained for large-scale deployment of
self-driving vehicle. Selection of related equipment and sensors is a big challenge
for container trucks. Moreover, different from normal vision-based detection tasks,
the decision system in self-driving relies highly on accurate sensing data of the
surrounding environment. Because the traditional camera-based front-view can-
not offer accurate location information of on-road obstacles, almost all self-driving
systems rely on the Light Detection And Ranging (LiDAR) data. Table 1 com-
pares several of the reported solutions, it can be seen that research projects, such
as KITTI, nuScenes and Argoverse use top mounting solutions for small vehicle.
For commercial solutions, Waymo uses four short-range LiDAR on each side of
the vehicle and a high resolution LiDAR on the top. Audi auto uses 5 Velodyne-16
on the top, and Tusimple highway solution uses two high resolution LiDAR on the
each side of the truck head, and one static front-view LiDAR on the top. The main-
stream solution is to install multiple LiDARs to ensure safety, but at the expense
of sensor costs. Especially for large trucks, the blind area of a single LiDAR top
installation scheme is too large.

Table 1. Comparison of the current reported LiDAR solutions.

Dataset/solution Vehicle Lidar Position

KITTI [8] VW Passat station wagon Velodyne 64E Top

nuScenes [2] Renault Zoe electric car Velodyne 32 Top

Waymo [15] Waymo 1 Mid-range & 4
short-range

Top+side

Argoverse [3] Ford Fusion Hybrids Velodyne 32 * 2 Top

A2D2 [9] Audi Car Velodyne16*5 Top

Tusimplea Truck 4 range LiDAR & 1 static
LiDAR static

Top+side

a https://www.tusimple.com/

Although the price of current LiDAR sensors dropped quickly in the past sev-
eral years, the cost for a redundant perception system still very high, especially
when some dense LiDAR (such as Velodyne HDL-64E or HDL-32E) is used.
Therefore, our system tries to reduce the cost by combining two low density
LiDAR (Velodyne VLP-16) as the basic sensor module in our fully self-driving
container truck.

This paper presents a deep learning-based CNN model for low-cost LiDAR 3D
point cloud vehicle detection. With a series of point cloud pre-processing, such
as distance filtering, frame accumulation, ground elimination and bird’s eye view
(BEV) projection, we can generate stable obstacle features for later detection
and tracking. We build a new dataset with dual-LiDAR and GPS-RTK collected
with our own self-driving container trucks in a seaport area in China. A well-
designed lightweight CNN model is then trained based on this dataset. Both

https://www.tusimple.com/


Low-Cost LiDAR-Based Vehicle Detection 453

off-line and on-road tests show that our tracking system can achieve reliable
results in real-time.

The contributions of this paper can be summarized as follows:

– A low-cost LiDAR-based obstacle detection and tracking system that uses
only two low density LiDAR and GPS-RTK is designed. The system combines
traditional point cloud process modules (ground removing and point cloud
BEV projection) and CNN model together to achieve high accuracy. The
total cost is also reduced.

– A lightweight CNN model is proposed to fulfill the real-time detection task
based on the refined BEV map of LiDAR point cloud.

– A new dual-LiDAR based point cloud dataset in the seaport area is also
presented based on a novel dataset collected from real seaport in Ningbo.

The rest of this paper is organized as follows. In Sect. 2, we review the LiDAR-
based detection and related CNN architectures. We present our sensor solution
and the low-cost LiDAR-based vehicle detection and tracking system in Sect. 3.
In Sect. 4, we evaluate our system with a real LiDAR dataset collected from a
seaport area in the east coast of China. Finally, we summarize the advantages
and disadvantages of our system in Sect. 5.

2 Related Work

LiDAR-based obstacle detection in the self-driving area can be divided into two
main categories: LiDAR 3D point cloud detection and LiDAR projection based
detection.

2.1 LiDAR 3D Point Cloud Detection

The LiDAR 3D point cloud detection model often uses raw LiDAR point cloud
or voxelized point cloud as the input to later deep learning models.

The 3D FCN [12] first changes the traditional 2D convolutional network
module into 3D full convolutional network module to process the raw 3D point
cloud from LiDAR. Therefore, the 3D FCN can use 3D bounding boxes as labels,
and predict the target in a 3D manner. Simulation on Kitti dataset [7] shows that
the 3D FCN can achieve better performance than traditional point cloud based
detection approaches. In this way, the whole training process can be completed
in an end-to-end way.

Due to the randomness of LiDAR point cloud, the representation of the same
object is much disordered than pixel based pictures. Voxelization is commonly
used to reduce this kind of randomness. The VoxelNet [40] first transfers raw
point cloud into equally spaced 3D voxels, but the down-sampling process also
reduces the features of the point cloud. A voxel feature encoding (VFE) [27] layer
that combines with the region proposal network architecture is then presented for
3D object detection. This model can achieve effective representation of vehicles
and human beings with a Velodyne HDL-64e.
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Due to the huge computation of high dimensionality of point cloud and voxel,
PIXOR [37] can achieve real-time 3D object detection through a proposal-free,
single-stage detector that outputs oriented 3D object estimates decoded from
pixel-wise neural network predictions. This model considers a series of optimiza-
tion including feature representation, network architecture, time consumption
and detection accuracy.

In [13], the authors present a 3D Backbone Network to solve the 3D feature
extraction task. With this backbone, it is much easier to extract rich 3D feature
maps by using sparse 3D CNN [34] operations, and benefit for later operation
such as detection or classification. This module can transfer raw 3D point cloud
into multiple 3D images efficiently way. Experiments on KITTI also show their
model can achieve a reliable result in detection tasks.

In PointGrid [11], a full CNN of classification network and a U-Net segmen-
tation network are presented for different tasks with raw point cloud input. Both
of the two networks begin with a pointgrid [11] input layer that can encode the
raw point cloud into multi-dimension matrix for later convolution. This model
can achieve state-of-the-art performance in related tasks.

2.2 LiDAR Projection-Based Detection

Due to the huge computation needed for processing the 3D point cloud, reducing
the 3D point cloud into 2D projection is a common way. Moreover, this kind of
projection can be fused with camera images as multi-model-based algorithms.

Cristiano [21] proposed Bilateral Filter based upsampling to match the front-
view of point cloud projection with related images. Different filter parameters are
analyzed to match the field of view of both sensors (LiDAR and camera). Based
on this work, different multiview [14,18,20,22] CNN models are proposed for
related on-road obstacle detection, sense reconstruction [17,38] and segmentation
[5,36] tasks for self-driving.

Xiaozhi Chen et al. [4] also proposed a multiview 3D object detection net-
work that fused different fields of both the LiDAR projection maps and the
camera image as input. In their model, both LiDAR-based frontview and BEV
projections are used to generate region proposal along with the images.

Complex-YOLO [28] presented an Euler-Region-Proposal based on BEV pro-
jection of 3D LiDAR point cloud. This net can predict not only the bounding box
of the obstacle, but also the heading angle with the 3D bounding box reconver-
sion module. Simulation on the KITTI dataset shows that this model can achieve
real-time detection at 50 frames per second (FPS) on an NVidia Titan X.

Most of the current LiDAR-based detection models are designed based on
the dataset of KITTI and nuScenes with a single LiDAR mounted on the vehicle
roof, this kind of setup is only suitable for small size vehicles. However, the
container trucks are very large, the vehicle head and body will block most of the
laser beams, and lead to blind spot. The mounting of the sensors has a great
influence on the distribution of the point cloud; therefore, the deep learning
model constructed based on the data collected by different solutions cannot be
used on other systems. Moreover, the above mentioned models are only designed
for high-performance GPU server and do not tested on vehicle environments.
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3 Dual-LiDAR Perceptive System

However, as we mentioned above, most of current research works that utilize
deep learning model [25] to process 3D point cloud are based on the KITTI
dataset. This means that those works can only work with dense LiDAR such as
Velodyne HDL-64E. This LiDAR sensor can offer 360◦ of 64 scan lines of the
surrounding environment; however, the price of the sensor is too high. When
using low-dense LiDAR such as Velodyne VLP-16 that can only offer 16 laser
scan lines, the sampling information may drop to 1/4 of that of the Velodyne
HDL-64E. Figure 1 shows the difference between our system and KITTI dataset.
This means that we can get less stable sensing data for the later process. That
is a big challenge for on-road obstacle detection and tracking for self-driving.
Recent works rarely consider the sparse sampling of low-cost LiDAR and vehicle
environment deployment as we do.

Fig. 1. The left figure shows a BEV LiDAR point cloud projection based on our system,
and right one is based on the Velodyne HDL-64E of KITTI dataset.

Figure 2 shows the perception module of our sensor solution for the self-
driving container truck. It can be seen that the two low density LiDARs are
equipped on the corners of the vehicle head. Both of the two LiDARs’ laser scan
lines can reach the front area and can be combined as a 32 scan line. For the
side areas, each LiDAR covers one side. This sensor deployment simulates the
attention mechanism of human drivers.

Although our system has lower sensing performance than dense LiDAR, we
investigate several refined modules together to enhance the raw point cloud
feature. The vehicle has a maximum speed of 30 km/h in the seaport area. And
most vehicles are container trucks with huge size, making them easier to be
detected and tracked.
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Fig. 2. Two low density LiDARs are equipped on the opposite side of the container
truck head (left). The front sensing field (cross-coverage area) is covered by both
LiDARs and can achieve double density, and the side-coverage areas are covered by one
LiDAR (right). The bottom one is a full sensor scheme used in our self-driving truck.

Fig. 3. Workflow of detection and tracking system for our dual-LiDAR container truck

Figure 3 illustrates the whole workflow of dual-LiDAR container truck detec-
tion and tracking system. We first calibrate the two LiDAR into the same vehicle
body coordinate (with the RTK-GPS as the origin point). For LiDAR BEV pro-
jection, two kinds of maps are generated. The H-Map only considers the Height
(z-axis) of each point, and the final H-Map contains only one channel (Gray).
The HDD-Map considers the Height (z-axis), Depth (y-axis), and Density [39]
values of point cloud as a three-channel-map. Equation 1 is the calculation of
Density value at each point of i, where Ci is the total points in the local cell.
And then, we merge each three successive frames according to the GPS into
one to enhance the point cloud features. As the LiDAR sample frequency 10 Hz
and installed as in Fig. 2, three-overlapped-frame for the side-view can achieve
48 scan lines, and for front-view can achieve 96 scan lines. We also propose a



Low-Cost LiDAR-Based Vehicle Detection 457

simple voxel-height-based algorithm to remove the scan lines on road surfaces.
This also leads to clearer obstacle features for later detection.

Dense(i) = min(1.0, log
Ci + 1

64
) (1)

With the above pre-processing, the final BEV map will be fed into a
lightweight CNN detection model and trained in an ‘end-to-end’ fashion with
carefully labeled bounding boxes. A boosting tracker [10] is used for tracking
the obstacles in each frame. We update the tracking items with the CNN detec-
tor each 0.5 s to reduce the time consumption of convolution.

3.1 Data Collection and BEV Map Projection

All the data used for model training and testing are collected from a seaport
area with our self-driving trucks. Totally, there are three long sequences collected
on both sunny and rainy days. The two Velodyne VLP-16 are equipped at the
vehicle head of 1.7 m height, therefore, we filter the raw LiDAR point cloud with
the following distances: x ∈ [−30 m, 30 m], y ∈ [−10 m, 50 m] and z ∈ [−1.7 m,
2.8 m]. In this way, each frame of the point cloud contains a 60 * 60 square with
4.5 m height. This height limitation can cover all the other trucks. Each frame of
point cloud generates a 480 * 480 pixel image; therefore, 1 m equals 8 pixels in
the image. Different from previous works that do not pay attention to the back
view of the vehicle, our ego vehicle is in the back center of the BEV map. For
safety reasons, about 10 m of the vehicle tailstock are also considered, because
the container truck is nearly 7 m long.

For each long sequence, only the frame that contains obstacles is selected
as the short sequence. Therefore, most of the short sequences contain 1 to 8
obstacles. And then, we label the BEV frames, and check the bounding boxes
with several different people. The final dataset contains similar sequences of 4647
(sunny), 4594 (cloudy and small rain) and 3973 (sunny) frames, with each having
two kinds of projection maps (based on BEV) and well labelled bounding boxes.

3.2 Lightweight CNN Detector

We combine a well designed lightweight convolutional neural network detector
with the commonly used multi-target tracker to solve the obstacle tracking task
for our self-driving vehicles. And the boosting tracker is used as the basic tracker
in the multi-target tracking framework.

Considering the detection performance highly affects the later tracking, the
key requirement is to detect all the obstacles efficiently. We combine a resized
StridedNet [30] front-bone with the Yolo detection layer as the Strided-Yolo
model. Figure 4 and Table 2 are the detailed CNN architecture of our detector
model. Large kernel size of 7 ∗ 7 convolutional layer is first used, followed by
small kernel of 3 ∗ 3 with a stride of 2 that can reduce the original image into
1/2 of the original size. Alternate stacking of 3 ∗ 3 and 1 ∗ 1 convolutional layers
with different filters at 3–17 layers are used to extract the rich features. At the
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second last layer, we up-sample the map and combine it with layer 8. In this
way, we use layers 18–23 to extract a two-layer-pyramid-feature at two different
scales for Yolo layer.

For tracking stage, we eliminates the point cloud beyond the bounding boxes
generated from the detection model. And then, the point cloud containing only
the targets uses the same BEV projection to generate the feature maps. At last,
the boosting tracker from Opencv is adopted for target matching of consecutive
frames.

Strided Conv

Strided-Yolo Architecture

Result

Pyramid Features

Common Conv

Fig. 4. The architecture of Strided-Yolo model.

Table 2. The detail architecture of Strided-Yolo model.

# Layer Parameter Other OP

1 Conv 7 * 7 * 64/2 Maxpool (2 * 2/1)

2 Conv 3 * 3 * 128/2 Maxpool (2 * 2/1)

3 Conv 1 * 1 * 128/1 Maxpool (2 * 2/1)

4 Conv 3 * 3 * 256/2 Maxpool (2 * 2/1)

5 Conv 1 * 1 * 128/1 Maxpool (2 * 2/1)

6 Conv 3 * 3 * 256/1 Maxpool (2 * 2/1)

7 Conv 1 * 1 * 128/1 Maxpool (2 * 2/1)

8 Conv 3 * 3 * 512/2 Maxpool(2 * 2/1)

9 Conv 1 * 1 * 256/1 *4

10 Conv 3 * 3 * 512/1

11 Conv 1 * 1 * 256/1

18 Conv 3 * 3 * 1024/2

19 Yolo

20 Combine 8 + 18

21 Yolo
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4 Experimental Study

4.1 Data Augmentation

Different from version-based image detection, the projection of LiDAR point
cloud has more stable features than images. The commonly use projection algo-
rithms mentioned in Sect. 3 use the distance values for sampling. And this kind of
data will not be affected by the lighting conditions of the environment. Moreover,
the commonly used data augmentation methods, such scale, flip and Gaussian
Noise, also have very tiny effects during training. Therefore, we first test our
dataset on the benchmark model the, tiny version of Yolo and Yolo-3l [26], on
two kinds of projection maps (H-map and HDD-Map). Sequences 1 and 2 are
used for training, and Sequence 3 is used for testing. For the random mode, we
deployed the above mentioned augmentation methods on the dataset and use
only the raw dataset for the non-random mode.

Table 3. Comparison of the training process with and without randomize for LiDAR
projection data.

Model Yolov3-tiny Yolov3-tiny Yolov3-tiny-3l Yolov3-tiny-3l

Modality H-Map HDD-Map H-Map HDD-Map

FPS 90.3 84.5 79.5 75.0

BFLOPs 7.12 7.25 9.32 9.45

Random RPs/Img 20.15 20.63 14.7 15.84

IOU 60.17% 59.53% 59.61% 63.52%

Recall 77.85% 77.26% 79.32% 85.68%

Non-random RPs/Img 16.66 16.08 13.56 13.19

IOU 60.27% 61.60% 62.83% 64.22%

Recall 80.43% 82.5% 84.85% 85.96%

Table 3 illustrates the RPs per image, IOU and Recall of the two models
trained and tested on our dataset. For H-Map based models, each frame con-
tains only one channel of LiDAR BEV map, the FPS (Frame Per Second) and
model sizes (Billion Float Operations Per Second, BFLOP) are slightly faster
and smaller than the HDD-Map (three channels) based models, respectively. It
can be seen easy that, the models achieve larger IOU and Recall when train-
ing without data augmentation methods. The Recall of Yolov3-tiny trained on
H-Map increases by nearly 10% when shut down the random mode in training
phase. However, this kind of difference is not so significant for Yolov3-tiny-3l
models trained on HDD-Map. The RPs/image is the region proposal detected
by the model per image, lower value means the model can reach similar or higher
detection accuracy by generating less proposals. This means that when dealing
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with LiDAR point cloud projection maps, there is no need to use the tradi-
tional data augmentation method. The later training also shuts down the data
augmentation function.

The H-Map contains only one channel of the LiDAR point cloud projection,
and the models trained on the HDD-Map performs slightly better than the H-
Map based models. However, the improvement of HDD-Map is still not very
remarkable for it has triple scales of information. This also means that there is
much redundant information in the HDD-Map.

4.2 Comparison of Models

We evaluate our model and compared with several state-of-the-arts CNN archi-
tectures. Three different kinds of enhanced LiDAR projection map are used: 1)
c1f3g1: H-Map with the combination of three successive frames and elimination
of the ground; 2) c3f3g0: HDD-Map with the combination of three successive
frames and without elimination of the ground; 3) c3f3g1: HDD-Map with the
combination of three successive frames and elimination of the ground. Figure 5
illustrates the related projection maps. It can be seen from Fig. 5(b) that simply
combining three successive frames can increase the features of the obstacle; how-
ever, the scan lines on the ground also lead to noise. In Fig. 5(a) and Fig. 5(c), an
H-Map and an HDD-Map with elimination of the ground are generated. With-
out the ground, the vehicle features are clearer and may help improve the later
detection.

(a) c1f3g1 (b) c3f3g0 (c) c3f3g1

Fig. 5. Difference between three different projection maps with a combination of three
frames and elimination of the ground. (c = channels, f = frames, g = ground. PS.
c1f3g1 = 1 channel of the projection map)

Along with the Strided-Yolo model, we also train 4 different detection mod-
els (i.e., Yolov3-tiny, Yolov3-tiny-3l, XNor [24], and HetConv [29]) on the three
enhanced LiDAR projection maps (i.e., c1f3g1, c3f3g0, and c3f3g1) for compar-
ison. Figure 6 illustrates the Precision-Recall curves of the five models on the
three kinds of projection maps. The point where the line meets the curve is the
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break event point (BEP), where precision = recall. It can be seen easily that
the PR curve of Strided-Yolo can cover all the other curves in Fig. 6(a) and
Fig. 6(c). This means that our Strided-Yolo preforms the best on the two kinds
of LiDAR projection maps. In Fig. 6(b), the Strided-Yolo and Yolov3-tiny show
very similar values at the BEP. The XNor model performs the worst in all the
cases, and cannot even converge when dealing with stacked point cloud.
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Fig. 6. Precision-Recall Curves of different CNN models with the three projection
maps.

Figure 7 shows the PR curves of Strided-Yolo trained on the three stacked
projection maps (i.e., c1f3g1, c3f3g0, and c3f3g1) and single frame maps (c1f1g0
and c3f1g0). It can be seen that with more frames, the model can achieve better
performance. By eliminating the ground, the models (c1f3g1 and c3f3g1) can
achieve higher performance. The models trained on HDD-Map (c3f3g1) and H-
Map (c1f3g1) show very similar RP curves.

Table 4. Mean average precision (mAP) of the compared models under different IOU
thresholds.

Map IOU Model

Yolov3-Tiny Yolov3-Tiny 3l XNor HetConv Strided-Yolo

c1f3g1 0.35 67.85% 71.21% 44.57% 46.90% 73.20%

0.5 55.96% 60.70% 35.35% 40.14% 66.87%

0.75 10.81% 10.97% 9.30% 5.17% 31.01%

c3f3g0 0.35 66.98% 62.64% 1.62% 44.45% 64.37%

0.5 52.75% 41.78% 1.22% 37.37% 57.10%

0.75 3.75% 6.06% 0.76% 4.91% 19.89%

c3f3g1 0.35 68.03% 71.16% 0.02% 46.06% 70.16%

0.5 54.50% 61.50% 0.00% 39.60% 66.37%

0.75 11.48% 9.37% 0.00% 5.02% 29.88%
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Fig. 7. PR curves of Strided-Yolo on the three projection maps vs. single frame maps.

In Table 4, the mean average precision (mAP) of each model at different
intersections over the union (IOU) and LiDAR projection maps is listed. Three
kinds of IOU (i.e., 0.35, 0.5 and 0.75) are calculated, and it can be seen that
the Strided-Yolo model can achieve the highest mAP in most occasions. Even
for IOU = 0.75, the Strided-Yolo can still remain about 30% of mAP when
training with c1f3g1 and c3f3g1 projection maps, and the value is much higher
than the rest of other models. This also means that our model is robust enough
for real road conditions. For small IOU (0.35), the Strided-Yolo only performs
slightly worse than Yolov3-Tiny and Yolov3-Tiny-3l when using c3f3g0 and
c3f3g1, respectively.

Traditional LiDAR detection methods, such as the commonly used DBSCAN
clustering [33], are not considered, because they are highly depend on manual
tuning, and the robustness of the parameters is very poor. As we tested, the
DBScan cannot learn the point cloud distribution of the target, and only relies
on the point cloud distance features, which will introduce a large number of
false detection results (such as stockade, container, portal crane, etc.), or detect
the car head and body as two independent targets. Another disadvantage of the
point cloud clustering algorithms is that they cannot provide an accurate target
contour, and therefore cannot be used to predict the target size. This makes the
quantitative evaluation of traditional algorithms very difficult.

Table 5. Time complexity of the final model with different input projection maps on
Tx2.

Map Preprocess Detection Tracking Total

c1f3g1 0.105 s 0.008 s 0.0046 s 0.1176 s

c3f3g0 0.162 s 0.009 s 0.0046 s 0.1756 s

c3f3g1 0.108 s 0.009 s 0.0046 s 0.1216 s
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4.3 Tracking Test

Although the stacked point cloud projection map of c1f3g1 has only one channel
of the feature (with the elimination of the ground), it can achieve the highest
mAP for Strided-Yolo. Therefore, we use it as our BEV projection map.

The detection and tracking are based CUDA and CNN model, and the pro-
cessing speed is obtained based on the mean value of the point cloud for 500 con-
secutive frames, hence the speed. Therefore, the speed is an order of magnitude
higher than Arm cpu-based preprocessing. Moreover, the number of dynamic
targets in a single frame in the port area is generally about ten, and the match-
ing speed of the boosting tracker is almost negligible. We stack each 3 successive
frames of point cloud, and the average processing time for stacking and eliminat-
ing the round on Nvidia Jetson Tx2 is listed in Table 5. Most time consumption
spends on pre-processing, and the detection and tracking time can be ignored.
Moreover, as the Strided-Yolo can achieve very similar performance on the HDD-
Map of c3f3g1 and H-Map of c1f3g1, their computational delays are also very
close. We choose the c1f3g1 as our final projection map for it has better mAP
on all IOU, as shown in Table 4. As the pre-processing module consume a large
processing time of 0.1 s, we try to update the detection results for the tracker
each 0.5 s. And the tracker will keep tracking for the next 5 frames (i.e., 0.5 s).
This means that we stack each 3 continuous point cloud frames for detection,
and use the next 5 single frames for tracking.

We also conduct an on-road test with our dual-LiDAR perceptive system on
the Nvidia Jetson Tx2 along with other systems on a fully self-driving container
truck. The total tracking accuracy can achieve about 87% (with IOU threshold as
0.35), and errors occur mostly when other trucks are driving out of the predefined
sensing field of the ego-vehicle.

5 Conclusion

This paper has presented a novel deep learning-based vehicle detection system
with two low-cost LiDAR for container trucks in the seaport area. Compare to
other commercial solutions presented in Table 1, our sensor cost for low-speed
truck is more than half lower than Tusimple. We employ the traditional LiDAR
point cloud method to enhance the point cloud by merging continuous frames
and eliminating the ground. This will help to maintain clearer vehicle features
in BEV projection maps. Different kinds of projection maps are trained with
a well-designed CNN model. A comparison with state-of-the-art models shows
that our model can achieve the best performance on most occasions. We also
test our system on the low-power embedded module of Tx2 with our self-driving
system.

Acknowledgment. This work has been supported by China Postdoctoral Science
Foundation (2020M681798), Qianjiang Excellent Post-Doctoral Program (2020Y4A001)
and 2020 Zhejiang Postdoctoral Research Project (ZJ2020011). JITRI Suzhou Auto-
motive Research Institute Project (CEC20190404). Chongqing Autonomous Unmanned



464 C. Zhang et al.

System Development Foundation and Key Technology Strategic Research Project (2020-
XZ-CQ-3). The authors would like to thank Plusgo for their cooperation during data
collection.

References

1. Bai, M., Mattyus, G., Homayounfar, N., Wang, S., Lakshmikanth, S.K., Urtasun,
R.: Deep multi-sensor lane detection. In: 2018 IEEE/RSJ International Conference
on Intelligent Robots and Systems (IROS), pp. 3102–3109. IEEE (2018)

2. Caesar, H., et al.: nuScenes: a multimodal dataset for autonomous driving. In: Pro-
ceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recogni-
tion, pp. 11621–11631 (2020)

3. Chang, M.F., et al.: Argoverse: 3D tracking and forecasting with rich maps. In:
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition, pp. 8748–8757 (2019)

4. Chen, X., Ma, H., Wan, J., Li, B., Xia, T.: Multi-view 3D object detection network
for autonomous driving. In: Computer Vision and Pattern Recognition, pp. 6526–
6534. IEEE (2017)

5. Dong, X., Niu, J., Cui, J., Fu, Z., Ouyang, Z.: Fast segmentation-based object
tracking model for autonomous vehicles. In: Qiu, M. (ed.) ICA3PP 2020. LNCS,
vol. 12453, pp. 259–273. Springer, Cham (2020). https://doi.org/10.1007/978-3-
030-60239-0 18

6. Gao, J., Yan, W., Yin, S., Tian, D., Xing, L.: Research on the applicability of auto-
mated driving vehicle on the expressway system. Technical report, SAE Technical
Paper (2020)

7. Geiger, A., Lenz, P., Stiller, C., Urtasun, R.: Vision meets robotics: the KITTI
dataset. Int. J. Robot. Res. 32(11), 1231–1237 (2013)

8. Geiger, A., Lenz, P., Urtasun, R.: Are we ready for autonomous driving? The
KITTI vision benchmark suite. In: 2012 IEEE Conference on Computer Vision
and Pattern Recognition, pp. 3354–3361. IEEE (2012)

9. Geyer, J., et al.: A2D2: Audi autonomous driving dataset. arXiv preprint
arXiv:2004.06320 (2020)

10. Grabner, H., Grabner, M., Bischof, H.: Real-time tracking via on-line boosting.
In: Proceedings of the British Machine Vision Conference (BMVC), vol. 1, pp.
1409–1422 (2006)

11. Le, T., Duan, Y.: PointGrid: a deep network for 3D shape understanding. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition,
pp. 9204–9214 (2018)

12. Li, B.: 3D fully convolutional network for vehicle detection in point cloud. In: 2017
IEEE/RSJ International Conference on Intelligent Robots and Systems (IROS),
pp. 1513–1518. IEEE (2017)

13. Li, X., Guivant, J.E., Kwok, N., Xu, Y.: 3D backbone network for 3D object
detection. arXiv:1901.08373 (2019)

14. Li, Y., Niu, J., Ouyang, Z.: Fusion strategy of multi-sensor based object detec-
tion for self-driving vehicles. In: 2020 International Wireless Communications and
Mobile Computing (IWCMC), pp. 1549–1554. IEEE (2020)

15. Sun, P., et al.: Scalability in Perception for Autonomous Driving: Waymo Open
Dataset. arXiv:1912.04838 (2019)

https://doi.org/10.1007/978-3-030-60239-0_18
https://doi.org/10.1007/978-3-030-60239-0_18
http://arxiv.org/abs/2004.06320
http://arxiv.org/abs/1901.08373
http://arxiv.org/abs/1912.04838


Low-Cost LiDAR-Based Vehicle Detection 465

16. Mokhtar, B., Azab, M., Fathalla, E., Ghourab, E.M., Magdy, M., Eltoweissy,
M.: Reliable collaborative semi-infrastructure vehicle-to-vehicle communication for
local file sharing. In: Wang, X., Gao, H., Iqbal, M., Min, G. (eds.) CollaborateCom
2019. LNICST, vol. 292, pp. 698–711. Springer, Cham (2019). https://doi.org/10.
1007/978-3-030-30146-0 47

17. Ouyang, Z., et al.: A cGANs-based scene reconstruction model using lidar point
cloud. In: IEEE International Symposium on Parallel and Distributed Processing
with Applications. IEEE (2017)

18. Ouyang, Z., Cui, J., Dong, X., Li, Y., Niu, J.: SaccadeFork: a lightweight multi-
sensor fusion-based target detector. Inf. Fusion 1, 1 (2021)

19. Ouyang, Z., Niu, J., Liu, Y., Guizani, M.: Deep CNN-based real-time traffic light
detector for self-driving vehicles. IEEE Trans. Mob. Comput. 19(2), 300–313 (2019)

20. Ouyang, Z., Wang, C., Liu, Yu., Niu, J.: Multiview CNN model for sensor fusion
based vehicle detection. In: Hong, R., Cheng, W.-H., Yamasaki, T., Wang, M., Ngo,
C.-W. (eds.) PCM 2018. LNCS, vol. 11166, pp. 459–470. Springer, Cham (2018).
https://doi.org/10.1007/978-3-030-00764-5 42

21. Premebida, C., Garrote, L., Asvadi, A., Ribeiro, A.P., Nunes, U.: High-resolution
lidar-based depth mapping using bilateral filter. In: 2016 IEEE 19th International
Conference on Intelligent Transportation Systems (ITSC), pp. 2469–2474. IEEE
(2016)

22. Qi, C.R., Su, H., Nießner, M., Dai, A., Yan, M., Guibas, L.J.: Volumetric and
multi-view CNNs for object classification on 3D data. In: Proceedings of the IEEE
Conference on Computer Vision and Pattern Recognition, pp. 5648–5656 (2016)

23. Qin, K., Wang, B., Zhang, H., Ma, W., Yan, M., Wang, X.: Research on application
and testing of autonomous driving in ports. Technical report, SAE Technical Paper
(2020)

24. Rastegari, M., Ordonez, V., Redmon, J., Farhadi, A.: XNOR-Net: ImageNet classi-
fication using binary convolutional neural networks. In: Leibe, B., Matas, J., Sebe,
N., Welling, M. (eds.) ECCV 2016. LNCS, vol. 9908, pp. 525–542. Springer, Cham
(2016). https://doi.org/10.1007/978-3-319-46493-0 32

25. Redmon, J., Farhadi, A.: YOLO9000: better, faster, stronger. In: 2017 IEEE Con-
ference on Computer Vision and Pattern Recognition. IEEE (2017)

26. Redmon, J., Farhadi, A.: YOLOv3: an incremental improvement. In:
arXiv:1804.02767 (2018)

27. Shi, S., et al.: PV-RCNN: point-voxel feature set abstraction for 3D object detec-
tion. In: Proceedings of the IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition, pp. 10529–10538 (2020)

28. Simon, M., Milz, S., Amende, K., Gross, H.-M.: Complex-YOLO: an Euler-Region-
Proposal for real-time 3D object detection on point clouds. In: Leal-Taixé, L., Roth,
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