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Preface

This volume is a collection of the most important research for the future
intent-based networking deployment provided by different groups of researchers
from Ukraine, Germany, Slovak Republic, Switzerland, South Korea, China, Czech
Republic, Poland, Brazil, Belarus and Israel. The authors of the chapters from this
collection present in depth extended research results in their scientific fields.

The volume consists of 28 chapters.

Chapter 1 presented by M. Beshley, M. Klymash, H. Beshley, O. Urikova and
Y. Bobalo Future Intent-Based Networking for QoE-Driven Business Models,
describes that, until now, business process management had been the driving force
behind optimization and operational efficiency for companies. But the digital age
that we are experiencing requires companies to be agile and responsive. To be part
of this digital transformation, a new level of network automation is needed. These
authors proposed a conceptual model for the construction of a heterogeneous
software-defined intent-based network. The basic principle of the proposed IBN is
to translate the information business intentions of users into appropriate network
configurations for all devices based on network analytics and machine learning.
One of the main types of intent refers to the specification of services. The
service-level agreement (SLA) model is an example of service-specific intent used
at different operation stack levels. The authors proposed a gradual transition from
traditional SLAs to new experience-level agreements (ELAs) necessary to imple-
ment the concept of IBN for digital business models. So, the quality of experience
(QoE) business aspect will be one of the media value chains of future networking.

Chapter 2 Designing HDS under Considering of QoS Robustness and Security
for Heterogeneous IBN by A. Luntovskyy and M. Beshley focuses on designing
paradigms for intent-based highly distributed system (HDS). A suitable framework
for building HDS is often service-oriented architecture (SOA) and micro-services
(MS), which combine agile development processes and flexible interaction models.
HDS is systematically involved in the creation of artificial intelligence (AI). The
neural networks and machine learning (ML) technologies are extensively integrated
into the internal structures of HDS. A key goal of ML for HDS is the ad hoc
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deployment of certain workflow steps and learning algorithms that are performed
without human intervention. The time factor and the amount of data required for
learning are among the most important performance and quality of service
(QoS) metrics for applications and HDS. The authors analyze how secure IBN
solutions are in realistic scenarios using techniques such as VPN, PKI/ TLS,
blockchain in desktop and mobile environments.

In Chapter 3 Intent-Based Placement of Microservices in Computing
Continuums, J. Spillner, J. Freitag Borin and L. Fernan-do Bittencourt explore
the programmable computing infrastructure that is becoming increasingly available
in heterogeneous devices and data centers. This greater choice leads to the ability to
run applications and network services on top of them with an improved match to
required or desired performance. The remaining challenge is to account for com-
puting resources without forcing software engineers to reflect them directly into the
software design. In this chapter, the authors present continuum computing scenarios
and describe the current state of the technology. In addition, the authors demon-
strate how application placement can be managed declaratively based on mean-
ingful human and business vocabulary within this intent-based abstraction. This
method promotes application portability and resilience, important characteristics for
the effective digital transformation of entire industries. Once knowledge of appli-
cations and resources is gained, it becomes possible to create seamless software that
adapts to existing infrastructure. This is especially relevant for the initial deploy-
ment of software units, in particular microservices, as well as for any migration due
to changing conditions. The authors proposed various strategies for deploying
microservices in the future intent-based computing continuums.

In Chapter 4 Infrastructure as Code and Microservices for Intent-Based Cloud
Networking, M. Kyryk, N. Pleskanka, M. Pleskanka and V. Kyryk present a
new mechanism for deploying, managing infrastructure and creating and delivering
microservices for future intent-based cloud networks. The process of building
infrastructure is similar to the software programming process, where some scripts,
modules, providers and version control systems are used together. The processes of
building serverless microservices and how to create new content, reduce mainte-
nance, scale easily and deliver new features to users faster have been explored. The
main advantage of serverless platforms is that they allow you to focus on writing
code without worrying about infrastructure management, auto-scaling or paying for
more than you use. With Cloud Functions and Cloud Run, you can create
high-quality microservices that improve the performance of your application or site.
Cloud Run and Cloud Functions are serverless platforms offered by Google Cloud,
but they have nuances that can make one preferable to the other in certain situa-
tions. The unique advantages and disadvantages of each platform are explored. To
ensure continuous integration and deployment of applications and infrastructure,
enterprises will need DevOps tools in the future, which include intent-based net-
works (IBNs). Numerous manual tools and automated IT operations platforms are
being replaced by artificial intelligence (AI), machine learning (ML) and network
orchestration. User intentions are defined in human language, so cloud service
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providers must translate them into IT policy using natural language processing
(NLP) to ensure the quality of service (QoS)/quality of experience (QoE).

Chapter 5 Intent-based Adaptation Coordination of Highly Decentralized
Networked Self-Adaptive Systems by I. Shmelkin, D. Matusek, T. Kluge,
T. Springer and A. Schill proposes the concepts and approaches of self-adaptive
systems as a promising solution to serve as a basis for designing and implementing
intent-based networked systems. Particular attention is paid to role-based concepts
that allow continuous design and implementation of system variability at runtime.
An example scenario from the IoT domain is used to continuously illustrate the
concepts and demonstrate how networked self-adaptive systems can benefit from
the role-based concepts introduced.

In Chapter 6 Intent-Based Routing in Delay- and Disruption-Tolerant Network,
F. Walter, J. Irigon de Irigon, O.de Jonckère and T. Springer propose the
architecture of delay and disruption-tolerant networks (DTNs), which provides
communication between nodes in networks with no continuous end-to-end con-
nectivity. This introduces the bundle protocol, which encapsulates application data
and allows it to be transmitted over heterogeneous channels with forwarding and
saving. Although a myriad of routing algorithms has been proposed for DTNs, in
current deployment scenarios, they are applied in a non-adaptive manner and are
often configured statically for the entire network. With the emergence of
intent-based networking technologies, it becomes plausible that the DTN domain
can benefit tremendously from the portability of these concepts. In this context, the
authors note the close connection between intention-based networks and existing
work on self-adaptive systems. Based on this, methods for providing adaptive
routing in DTNs are described and future predictions for improving node config-
uration and routing in DTNs using intent-based networking concepts are provided.

In Chapter 7 QoE-Oriented Routing Model for the Future Intent-Based
Networking, A. Pryslupskyi, M. Beshley, H.Beshley, Y. Pyrih and
A. Branytskyy propose an IBN concept model using the northbound interface
(NBI) of the SDN architecture to declare customer intentions. Using the proposed
IBN architecture, authors offer the ability to accept incoming data from end users,
configure networks according to customer intentions, verify the correct design,
implement the necessary network configurations and then continuously monitor the
execution of system intentions and make changes as needed. The quality of
experience (QoE) intents in this approach are set as a score from 1 to 5, where the
highest score means the best quality of service. The intents are then passed to the
SDN controller and automatically translated by developed IBN manager into
pre-assembled network policies in the form of QoE routing rules. The proposed
QoE-aware routing implemented in the IBN system was compared and evaluated
against the default routing system in traditional SDN, and the new system resulted
in much less packet loss than the default routing and hence much higher video
quality.

Chapter 8 Complex Investigation of the Compromise Probability Behavior in
Traffic Engineering Oriented Secure Routing Model in Software-Defined Networks
by O. Lemeshko, O. Yeremenko, M. Yevdokymenko, A. Shapovalova and
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O. Baranovskyi is devoted to the study and analysis of the results of the behavior
of the trade-off probability in a secure routing model in software-defined networks
oriented to traffic engineering (TE). In the context of the study, the classical flow
model, based on load balancing in accordance with the principles of the traffic
engineering concept, has been enhanced and augmented with conditions that allow
for the consideration of network security parameters in the process of obtaining a
routing solution. Thus, the secure routing model TE was obtained, the novelty of
which lies in the modified conditions of load balancing taking into account network
characteristics such as topology, features of transmitted traffic, as well as bandwidth
and probability of its compromise. This model reduces congestion on channels in a
network with a high probability of compromise, while allowing more traffic to pass
through secure channels without causing congestion. For comparison, the power
and exponential forms of the functional dependence of the weight coefficients on
the channel compromise probability were used to derive secure routing solutions.
The investigated flow routing model based on secure traffic engineering is proposed
for use in the data plane of a software-defined network.

Chapter 9 Intelligent Traffic Engineering for Future Intent-Based Software-
Defined Transport Network by V. Andrushchak, M. Beshley, L. Dutko,
T. Maksymuk and T. Andrukhiv addresses traffic engineering (TE) in the future
software-defined infrastructures using machine learning (ML) and neural network
techniques. The software-defined networking (SDN) architecture can be used to
implement intent-based networks (IBNs), allowing the automation of network
management tasks using elements of artificial intelligence (AI) and ML. An
intent-based optical transport network infrastructure adapted to the use of
SDN-based intelligent TE algorithms and optical label switching (OLS) technology
is proposed. An algorithm for determining the states of the intention-based
software-defined transport network (IBSDTN) based on ML k-means and c-means
algorithms is proposed. An intelligent TE method using graph neural networks is
proposed to provide the required quality of service (QoS) parameters based on user
intentions during peak hours. Using a vector of network parameters, which also
takes into account the energy consumption parameter, a given algorithm manages
network resources to provide the necessary QoS parameters.

Chapter 10 The Approach to Flow Management in Virtual Computational
Environment for Up-to-Day Telecom Networks by L. Globa, M. Skulysh,
D. Parhomenko and K. Yakubovska proposes an “endless train” method to
reduce the decision time for load balancing for the future SDN-based network
architecture. This method, instead of analyzing the state of the input stream and
simultaneously the state of the resources, analyzes only the state of the computa-
tional resources in order to decide on the necessary resources based on the current
task requirements. This reduces the decision time to select the server serving the
input stream. The chapter proposes a solution to the problem of organizing the
application flow management system and its redistribution among the available
computing resources. To verify the effectiveness of the proposed method, an
implementation scheme using MS Azure was developed. The process of dynamic
deployment of additional virtual servers (virtual machines) to handle flows in case
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of congestion was tested. The test results show the effectiveness of overload pre-
vention, but it increases the consumption of computing resources.

Chapter 11 Calculation of Quality Indicators of the Future Multiservice
Network by B. Zhurakovskyi, S. Toliupa, V. Druzhynin, A. Bondarchuk and
M. Stepanov considers the main quality indicators of a future multiservice net-
work, such as: delay; delay variation (jitter); number of packets with errors; and
number of lost packets. Not all types of traffic are sensitive to packet delays, at least
not to those delays that are typical of multiservice networks. The purpose of this
study is to assess the quality of the multiservice network through simulation. The
analysis of the behavior of the network when it receives different types of traffic,
real-time traffic, data traffic and mixed traffic, was carried out. The obtained results
showed that the most critical to changes in the parameters of the next-generation
multiservice network is such a quality indicator as the delay.

In Chapter 12 Intelligent Detection of DDoS Attacks in SDN Networks, N. Peleh,
O. Shpur and M. Klymash propose intelligent DDoS attack detection in SDN
networks based on log analysis. Using SDN management and introducing a
self-learning element, it is proposed to teach the SDN controller to detect attacks
using information about the flow state, session duration and its source, using
information from logs and flow tables. For this purpose, it is necessary to divide the
total traffic flow into abnormal and normal. By identifying repeated client requests
that are the result of a DDoS attack, it is possible to create appropriate rules to block
them. To do this, the authors propose to define traffic behavior metrics using the
Kullback–Leibler approach to identify flow anomalies over the course of a session.
By using machine learning, the SDN controller will block the IP domains from
which DDoS attacks are just initiated.

Chapter 13 Mathematical Methods of Reliability Analysis of the Network
Structures: Securing QoS on Hyperconverged Networks for Traffic Anomalies by
N. Kuchuk, A. Kovalenko, H. Kuchuk, V. Levashenko and E. Zaitseva con-
siders the approach to QoS provisioning in hyperconverged networks with traffic
anomalies. Analytical dependencies for calculating the statistical characteristics of
traffic by its samples are proposed. The authors prove that all considered statistical
characteristics are uniquely defined by means of only three parameters: fractal
exponent; traffic process intensity; fractal tuning. The mathematical model of the
anomalous traffic is offered. The model is adequate to real traffic and takes into
account the fractal nature of the anomaly. The model uses the properties of scale
invariance. Packet losses are compensated by an increase in message transmission
time, which leads to the formation of long statistical time dependencies. In the
resulting model, the effect of losses and the cause of extended dependencies are
formally accounted for by introducing a fractional integration operation. The
anomalous traffic model of the hyperconverged system was used to construct a
short-term forecast. The prediction is fed into the system hypervisor and used to
quickly reallocate resources. Experimental demonstration of QoS provisioning in a
Cisco HyperFlex HX220c M4 Node hyperconverged system network during traffic
anomalies uses the proposed approach.
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Chapter 14 Parametric Analysis of Statistical and Correlation Characteristics
of Discrete Processes in Dynamic Systems with Non-Stationary Nonlinearities in
Time for the Secure Intent-Based Networks by V. Dubrouski, A. Semenko,
M. Kushnir and M. Steita presents the results of numerical modeling of dynamic
systems with nonlinear feedbacks based on first-degree polynomials with con-
straints on the dynamic range of possible values and nonstationary in time non-
linearities with two and three degrees of freedom. Requirements for generating
sequences with acceptable auto- and intercorrelation functions for use in informa-
tion transmission and security systems have been determined. Practically realizable
structural and functional schemes of signal generation devices have been proposed.
The regions of nonlinear system parameters, in which discrete processes with given
spectral time and statistical characteristics are formed, are defined.

Chapter 15 Methodology of ISMS Establishment against Modern Cybersecurity
Threats by V. Susukailo, I. Opirsky and O. Yaremko discusses an approach to
creating an information security management system (ISMS) that provides the
necessary controls to prevent currently widespread cybersecurity threats, including
in the future intent-based networks. Authors analyze the most common attack
vectors and techniques over the past three years to identify a set of information
security practices that can minimize the risks associated with today’s cybersecurity
threats. An analysis of cybersecurity systems such as ISO 27001/2, CIS Top 18,
NIST 800-53 and their distinguishing features was conducted. This chapter pro-
poses an algorithm for creating an ISMS with a detailed explanation of each step
and the controls needed to implement the system. The document defines cyberse-
curity technologies for management systems, which are defined according to the
type of infrastructure. A document management structure and risk management
methodology are proposed, current awareness strategies are analyzed, and a road-
map for training roles in the ISMS is defined.

Chapter 16 QoE Estimation Methodology for 5G Use Cases by R. Odarchenko
and T. Dyka considers the problems of functioning of quality assurance systems in
the fifth-generation networks as well as the importance of quality of service in
wireless and mobile networks and analyzed the main features of 5G technologies.
Standard definitions and the most important developed measurement methods are
given. The chapter demonstrates significant improvements and approaches to ser-
vice quality control to meet user experience expectations.

In Chapter 17 Software Implementation Research of Self-Similar Traffic
Characteristics of Mobile Communication Networks by I. Strelkovskaya,
I. Solovskaya, J. Strelkovska and A. Makoganiuk, a self-similar traffic charac-
teristic study was carried out for a queueing system (QS) of the form WB/M/1/∞,
which simulates the servicing of self-similar traffic using a two-parameter Weibull
distribution. Using the Laplace-style transform, an analytical expression for finding
the qualitative characteristics of self-similar traffic is obtained, for which software
solutions based on Python are proposed. The obtained results will allow at the stage
of planning, design and further operation of mobile communication networks to
choose the configuration of connections between base stations by the criterion of
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average waiting time and in the real processes of network operation to take into
account its construction.

In Chapter 18 Universal Method of Multidimensional Signal Formation for any
Multiplicity of Modulation in 5G Mobile Networks, Berkman, L. Kriuchkova,
V. Zhebka and S. Strelnikova propose a new method of forming a multidimen-
sional signal with amplitude phase difference modulation (MAPDM signal) OFDM
technology for 5G mobile networks. This method allows to increase the noise
immunity of the reception in 2 times compared to the two-dimensional OFDM
signals. Information parameters of the MAPDM signal are the amplitude, phase and
temporal distance between the boundaries of the parcels, as well as the interval of
signal integration. Improved noise immunity is achieved by increasing the equiv-
alent energy of the signal determined by the distance between the two nearest points
of the signal, thus increasing the resolution of the receiver. The use of MAPDM
signal allows to approach the rate of information transfer to the channel capacity,
which is necessary for the implementation of mobile 5G networks.

In Chapter 19 AI-Enabled Blockchain Framework for Dynamic Spectrum
Management in Multi-Operator 6G Networks, T. Maksymyuk, J. Gazda,
M. Liyanage, L. Han, B. Shubyn, B. Strykhaliuk, O. Yaremko, M. Jo and
M. Dohler propose the fusion of blockchain and AI technologies to address the
issue of multi-operator spectrum management in decentralized 6G deployment. The
authors provide a framework for applying the blockchain and AI to the overall 6G
network management by the unlimited number of mobile network operators via the
distributed ledger infrastructure. A particular case of the spectrum management
using deep learning is proposed, and some simulation results are outlined for
determining the efficiency of the proposed framework in terms of resource allo-
cation among multiple operators with different bandwidth demands.

In Chapter 20 Estimation of Energy Efficiency and Quality of Service in Cloud
Realizations of Parallel Computing Algorithms for IBN, I. Melnyk and
A. Luntovskyy propose and discuss the main approach for increasing the efficiency
of paralleling algorithms based on the use of arithmetic logic relations and the
theory of recurrence matrices, a method for computing computer cooling systems
based on solving the Boltzmann thermodynamic balance equation and a compar-
ative analysis of RS codes and convolutional error correction codes. Computational
examples are also given to illustrate the discussed methods. Thus, the chapter
defines and justifies a combined integrated approach for intent-based networking
(IBN). Quality of service (QoS) parameters, such as better performance, security,
data rate and latency, are fully guaranteed here through the implementation of
parallel computing in cloud environments.

Chapter 21 Modeling of 5G Energy Efficiency on Example of Germany as
Technological Basis for Intent-Based Networking by D. Wasiutinski and
V. Vasyutynskyy examines whether the new 5G network, which must be not only
fast but also energy efficient, would be a reasonable solution for this. In this regard,
the authors compare the existing 3G and 4G mobile networks with the new 5G
network in terms of workload and energy efficiency based on various options for
the development of data volumes in German mobile networks. The authors estimate
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the energy consumption, future data consumption and especially the energy effi-
ciency of the current networks and the fifth generation of mobile networks for the
coming years in Germany by statistical analysis using various models and
extrapolations. The result shows that 5G is indeed more energy efficient than 4G,
but only for a certain amount of data per mobile cell. Nevertheless, with the growth
of mobile traffic in the coming years, 5G will clearly lead to improved energy
efficiency compared to previous technologies.

Chapter 22 Methods of Signal Detection and Recognition to Perform Frequency
Resource Sharing in Cognitive Radio Networks by V. Bezruk, S. Ivanenko,
O. Fedorov and Z. Nemec considers the problem of spectrum sensing in cognitive
radio networks and poses the problem of improving the efficiency of signal
detection procedures by using non-traditional methods of signal detection and
recognition. Such methods make it possible to assign unknown signals to a special
class of signals for which no prior information is provided. The chapter is devoted
to the study of algorithms based on methods for detecting changes in the proba-
bilistic properties of signals. Studies are conducted on samples of real signals,
typical for both VHF/UHF and IEEE 802.22 frequency bands.

Chapter 23 Model of Increase of Spectral Efficiency of Use of Frequency
Resource of Low-Orbit System with Architecture of the Distributed Satellite by
V. Saiko, S. Toliupa, V. Nakonechnyi, M. Brailovskyi and V. Domrachev is
devoted to a review of the known ways to improve the efficiency of OFDMA
mobile communications systems. To improve the spectral efficiency of using the
frequency resource of a low-orbit satellite network with a distributed satellite
architecture a model proposed for cognitive multiuser access with OFDMA.

This model includes a block to determine the required number of frequency
subchannels, as well as a new algorithm for determining distorted carriers and an
algorithm for choosing the OFDMA (RU) working frequency section for the rel-
evant frequency channels. To assess the effectiveness of the developed model,
simulation of channels with a bandwidth of 20 MHz under the influence of inter-
ference with a bandwidth of 1 MHz. It follows that compared to the original ITU
algorithm, the proposed RU suppression method gives a significant simulation gain,
namely the efficiency of subcarriers has increased significantly compared to the
original algorithm.

In Chapter 24 Optical Signal Decay and Information Data Loss in Wireless
Atmospheric Communication Links with Fading, I. Bronfman, I. Juwiler,
N. Blaunstein and A. Semenko investigate optical signal attenuation based on the
effects of attenuation and scattering of gaseous structures and hydrometeors (rain,
snow and clouds), as well as turbulent structures, which have a predominant
influence on the rapid attenuation of optical signals propagating through atmo-
spheric channels with attenuation. The signal data parameters including bandwidth,
spectral efficiency and bit error rate (BER) have been analyzed to predict and
improve QoS taking into account all the features occurring in atmospheric com-
munication links. An optimal algorithm was found to predict the total signal
attenuation considering the different meteorological conditions occurring in the real
atmosphere at different altitudes and different frequencies of radiated signals.
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Finally, a method was proposed to estimate the data flow parameters: throughput,
spectral efficiency and BER, taking into account the effects of rapid attenuation of
atmospheric turbulence, which distorts the information signals transmitted via such
channels.

Chapter 25 Control Methods Research of Indicators for Intelligent Adaptive
Flying Information-Telecommunication Platforms in Mobile Wireless Sensor
Networks by L. Uryvsky, O. Lysenko, V. Novikov and S. Osypchuk is devoted to
the formulation of the problem of controlling an intelligent adaptive network of
flying information and telecommunication platforms (FITPs). The chapter considers
features of construction and functioning of mobile wireless sensor networks
(MWSNs) with FITP. An approach to creating new architectural, algorithmic and
technical solutions for building intelligent control systems based on MWSN with
FITP capabilities is proposed. The paper analyzes the construction methods and
protocols of intelligent adaptive FITP. The concept of intelligent adaptive FITP
control for application in emergency protection zones or critical infrastructure is
developed. Methods to increase the throughput capacity of MWSN with FITP are
investigated, and a mathematical model is presented. The methods for increasing
channel interference immunity for MWSNs with FITP are analyzed. A general
statement of the problem of investigating the interference immunity of MWSN
channels with FITP based on the creation of a mathematical model is presented.
Quality indicators of interference immunity of MWSN channels with FITP are
presented. A mathematical model for interference immunity research and com-
parison for wireless communication systems in Gaussian and Rayleigh channels is
proposed.

Chapter 26 Technologies for Building Intelligent Video Surveillance Systems
and Methods for Background Subtraction in Video Sequences by A. Babaryka,
I. Katerynchuk and O. Komarnytska is devoted to the analysis and improvement
of video analytics functions in intent-based video surveillance systems in order to
improve the detection efficiency of dynamic objects in video surveillance sectors. It
is found that video analytics methods using background subtraction and object
recognition methods have significant drawbacks, namely: Algorithms cannot dis-
tinguish an object from the background when contrast is low; some moving objects
can be recognized as background; algorithms are critically dependent on lighting
conditions, etc. Thus, the aim of the research is to improve the method of detecting
dynamic objects in video sequences using background subtraction methods based
on pixel analysis of frames using elements of expert systems theory. An intelligent
video surveillance system (IVSS) based on intention is a video surveillance system
with the ability to automatically analyze data from the video cameras and perform
necessary tasks, such as generating alarms or warnings. Users can create the tasks
themselves in such a system in the form of their intentions and transmit them to the
main center of the intelligent system.

Chapter 27 An Ontological Approach to Detecting Non-Relevant Information
on Web-Resources and Social Networks byM. Dyvak, A. Melnyk and S. Mazepa,
addresses the important scientific and applied problem of identifying irrelevant and
unreliable information on Web resources, which is an important direction for the
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development and implementation of methods of data mining in the future
intent-based social networks. The analysis of modern methods and tools for the
assessment of irrelevant and unreliable information is provided in terms of
assessing sources of information. This analysis highlights the main problem areas,
which arise in the process of their operation. The system of indicators for filtering
unreliable and irrelevant information, which is derived from several sources, has
been proposed. On the basis of this system, the method of checking the information
from Web resources for relevance and reliability is implemented. This approach is
based on the possibility of using a predetermined resource, the data from which is
only reliable. The method of revealing unreliable and irrelevant information, taking
into account the peculiarities of its distribution through the relevant pages in social
networks and the use of multitask classification of information obtained from dif-
ferent data sources, was developed. The use of the proposed intelligent methods of
data processing together with other methods of intellectual analysis used to evaluate
the information obtained from the Internet will significantly improve the efficiency
of the process of establishing the irrelevance and unreliability of information, as
well as build an assessment of a particular Web resource for publication and dis-
tribution of such information.

Chapter 28 Application Peculiarities of Deep Learning Methods in the Problem
of Big Datasets Classification by B. Rusyn, O. Lutsyk, R. Kosarevych and
Y. Obukh is very important for the development of future intent-based network,
because the learning systems (popularized by deep learning and neural networks) in
the future intent-based networks are able to learn without depending on user pro-
gramming or articulation of rules. However, they need a learning or training phase
under required big datasets. In machine learning tasks, there is a correlation
between the amount of data used to train a model and its subsequent accuracy with
both test and control data. Most often, it arises in the problem of lack of data to
create a quality sample of training. A representative sample of training is largely
responsible for the correct training of the model in the classification. There is no
universal approach that gives an unambiguous answer to the question of how much
data and what size is needed to train a particular model with predictable accuracy.
The authors optimize the total time spent on the creation of the training sample, its
building and evaluation, as well as make it possible to automate the process of
creating a quality training sample for arbitrary classification models. The authors
proposed a new method for estimating the quality of a training sample of big
datasets has been developed. The method is based on the assumption that the
quality of a training sample can be represented by a set of a finite number of
characteristics, each of which describes certain properties of data. The correlation
between the characteristics of a training sample and the accuracy of a classifier
trained on the basis of this sample is established using a linear regression model.

To reduce the computational complexity, it was proposed to use a method of
data dimensionality reduction without loss of data structure, based on minimization
of the Kullback–Leibler distance that is very vital for intent-based network per-
formance. This allowed us to move to the construction of the characteristics of the
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training sample with much less computational cost and a compact representation
of the feature space.

The experiments obtained on various test training samples showed that this
method gives results comparable to those obtained by training a neural network. At
the same time, the estimation time of the training sample by the proposed method
increases the speed of obtaining the result by order of magnitude. This allows us to
use it effectively for the preliminary estimation of the training sample, which makes
it possible to adjust its size before training the network on big datasets.

Mykhailo KlymashJuly 2021
Mykola Beshley

Andriy Luntovskyy
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Introduction

So-called intent-based networking (IBN) is founded on well-known
software-defined networking (SDN) and represents one of the most important
emerging network infrastructure opportunities. The IBN is the beginning of a new
era in the history of networking, where the network itself translates business
intentions into appropriate network configurations for all devices. This minimizes
manual effort, provides an additional layer of network monitoring and provides the
ability to perform network analytics and take full advantage of machine learning.
The centralized, software-defined solution provides process automation and
proactive problem solving as well as centralized management of the network
infrastructure. With software-based network management, many operations can be
performed automatically using intelligent control algorithms (artificial intelligence
and machine learning). As a result, network operation costs, application response
times and energy consumption are reduced, network reliability and performance are
improved, and network security and flexibility are enhanced. This will be a benefit
for existing networks as well as evolved LTE-based mobile networks, emerging
Internet of things (IoT), cloud systems and soon for the future 5G/6G networks. The
future networks will reach a whole new level of self-awareness, self-configuration,
self-optimization, self-recovery and self-protection.

Systems integration will require an interdisciplinary approach as many tech-
nologies come together for future network deployment, including machine learning,
SDN, blockchain, artificial intelligence, network functions virtualization (NFV),
network slicing, quality of service management, cloud computing and advanced
security methodologies (Fig.1). With the emergence of new services and applica-
tions, 5G/6G intent-based networks are investigated to satisfy a wide range of users
and meet their needs in terms of end-to-end latency, reliability and scalability, to
promote the use of mobile devices and provide flexible and efficient network
connectivity. SDN and NFV, on the other hand, can be considered key technologies
for transforming current networks into software-defined networks where 5G/6G
goals are achieved. SDN provides a programmability feature that is essential to
facilitate 5G network operation while reducing operational costs. NFV allows
network resources to be virtualized and decoupled from hardware platforms,
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facilitating programmatic enhancement of network functionality, thereby making
the network easier to deploy and more adaptable to possible changes.

Future intent-based 6G networks will require precise spectrum management, due
to many available spectral bands with different characteristics and much higher
number of mobile network operators with different business models and types of
offered services.

With the development of network systems, customer needs and behavior have
changed. The focus shifts from improving network performance to improving the
perception of quality of experience (QoE). Providing according to the intentions of
users of a given level of QoE for services and applications becomes a fundamental
task in the implementation of end-to-end resource management in the concept of
IBN. The main idea of using IBN is to change the paradigm of the network
infrastructure: Now it is not the user with his application that adapts to the capa-
bilities of the network, but the network changes its settings according to user
requirements. Thus, for information systems based on IBN technology, the task of
system administrators goes from manual configuration to programming and
defining an intelligent network development strategy.

In this series, we provide a more detailed view of our own concept of IBN,
which is built on SDN with subsequent network virtualization and software
implementation of network functions with a significant improvement in service
quality, which feels like the usual quality of experience (QoE), which can be every
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time monetized. The protection against usual risks for networked data from intru-
sions is guaranteed. Such networks already create convenient conditions for
reducing their cost and cost of their operation (the expenditures, namely CAPEX
and OPEX). In the future, IBN guarantees for energy efficiency, optimal power
usage effectiveness (PUE) and minimizing CO2 emissions (CO2 footprint).
Intent-based networking raises new challenges for researchers to investigate,
redesign and develop SDN-based future networks in the 5G/6G era.

Mykhailo Klymash
Mykola Beshley

Andriy Luntovskyy
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Abstract. The Quality of Experience (QoE) business aspect will be one of the
media value chains of the future networking. Therefore, new Service Level Agree-
ments (SLAs) such as Experience Level Agreements (ELAs), which are based
solely on QoE, should be the main pinnacle of future intent-based networking
(IBN) projects to improve business and customers quality. Moreover, we present
intent-based network management using Software-Defined Network (SDN) per-
spective in relation toQoE-business aspects. In this chapter we proposed a concep-
tual model for the construction of a heterogeneous software-defined intent-based
network. This model allows providing effective distribution and redistribution of
common resources adapting to the changing requirements of business customers
regarding the Quality of Service (QoS) provision. It is proposed to use a com-
prehensive indicator of QoS for users, formed in the form of QoE assessment.
This is the main criterion for adaptive management of resource reallocation in the
context of changes in the importance of business processes in the IBN concept
implementation. The proposedmodel of IBN allows to guarantee the ordered level
of service by analyzingQoE estimates of users according to the newELA contract.
Themodel alsomakes usemachine-learning capabilities to manage the network in
response to changing business requirements. They are used to regulate and perform
routine tasks, adjust policies, respond to system events, and verify that necessary
goals are met and actions are taken. The system not only configures changes to the
network, but also enforces them andmakes the necessary adjustments. In addition,
such a system is considered the next stage in the development of SDN and is based
on the principles of intelligence and software infrastructure to provide a higher
level of analysis and determine which tasks need to be automatized.

Keywords: Quality of experience (QoE) · Intent-based network (IBN) · Service
level agreements (SLAs) · Experience level agreements (ELAs) ·
Software-defined network (SDN) · Quality of service (QoS)

1 Introduction

New information and communication technologies are increasingly penetrating all
spheres of life. Their active use in business is caused primarily by the improvement
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of business management and control systems [1]. First of all, this involves automation
of business processes, such as introducing electronic document management, organi-
zation of video and audio content, provision of online services to the public and cus-
tomers [2]. These in turn led to the emergence and spread of the concept of “digitaliza-
tion” as a process of transferring information into digital form. Unfortunately, existing
information systems and business processes in the digital transformation are no longer
effective, old methods of communication are experiencing transformations, models and
consumer behavior are changing [3]. Customers are becoming more and more impor-
tant for adaptive service delivery, constant communication, individualization of offers
from companies [4]. Business organizations, in turn, are interested in finding new ways
to optimize their business processes and improve efficiency and competitiveness [5].
Currently, there is no unified concept of creating a network infrastructure management
system. And also, there are no clear standards for themanagement of the redistribution of
network resources. Modern resource management models and such traditional functions
as monitoring and analysis network performance must also solve such vital problems as
adaptive management of resource allocation and redistribution in info-communication
systems under conditions of their constraints [6–8].

The relevance of this problem is due not only to the fact that always in the process
of network functioning may arise a conflict when several users turn to the same service
resource. But also, the fact that in any info-communication network, sooner or later,
there is a situation when network resources become limited, and one of the services
has to be preferred [9]. Limited resources can arise with the emergence and introduc-
tion of new services without installing additional physical resources (productive server
equipment, router, switch), functional breakdown or maintenance of servers and net-
work equipment, increased cost of maintenance, and reduced consumption of resources
provided, for example, by telecommunications service providers [10]. Also temporary,
but excessive consumption of resources by one of the services can lead to increased con-
gestion on communication channels, network devices, and servers, etc. In the process
of adaptive resource management, info-communication systems should be guided by
the importance of all business processes in the infrastructure of corporate enterprises,
respectively, and the types of services responsible for the efficiency of running the busi-
ness processes themselves [11]. The system should also be working on analyzing the
priority of service requests and assessing their needs in the overall resources of the info-
communications network [12]. Naturally, in the course of the everyday activities of any
corporate enterprise, the significance of business processes can change. These changes
manifest themselves at the organizational level, caused by changes in the business objec-
tives of the enterprise and force majeure contingencies. In particular, the emergence of
COVID-19 pandemic has led to a significant increase in information traffic and a lack
of resources for its quality maintenance in all classes of network infrastructure and the
like.

For this reason, an essential task for both telecommunications market players and
scientists aimed at developing future networks is the development of an autonomous
systemof adaptivemanagement of resource reallocationof info-communication systems.
In particular, it is essential under conditions of limited available network resources
when new service requests appear [13]. For its execution, services require part of the
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resources already used by other services. To do this, the future network model must
take into account the importance of business services, both those that are running and
new ones, as well as the possibility of changing over time the priorities concerning
the allocation of network resources due to changes in the importance of the business
processes they support [14]. Accordingly, the new resource management model should
be able to diagnose and evaluate the functions and procedures of business processes and
their relationship to rationally manage network resources adapted in the context of the
development goals of the infrastructure itself [15].

2 Intent-Based Networking for Adaptive Business Process
Management

Thus, with the development of business, diversity of services and user requirements
to the quality of service (QoS), the concept of Intent-Based Networks (IBN) comes
to the fore as a tool for intelligent management of info-communication networks. It
allows to abstract away from the details of configuration and functioning of separate
network elements and focus on the behavior of the whole network, as a system for
providing service in accordance with the requirements and ensuring quality of service
on the basis of users’ intents [16–18]. The basic principle of IBN is to translate the
information business intentions of users into appropriate network configurations for all
devices based on network analytics and machine learning. Functional architecture of
the IBN is depicted in Fig. 1. There are four essential components of the intent layer:
the Knowledge Base (KB), the data storage, the reasoning mechanism, and the agent
architecture [19]. The KB contains an ontology of intent and specific knowledge, such as
the current state of the system.TheDatamonitors network objects and is used for efficient
storage. The Data contains the topology of the network and inventory information. The
Data is primarily responsible for forwarding updates to KB dynamically whenever new
objects are deployed to the network, an object is removed, or a topology change occurs.
The Data ensures that the topology of the network is modeled and communicated to the
Agent. Updating the model with more accurate estimates or when the business intent
changes is themost vital state of theData. TheReasoningMechanismuses the knowledge
graph and provides a central coordinating function for finding actions, assessing their
impact, and sorting their execution. The Agent architecture finally allows the use of any
number of models and services. The Agents can includemachine-learning-basedmodels
or rule-based policies or realize the services needed in the cognitive reasoning process.

For an Agent to be usable, it must be registered and described in a knowledge base.
Its description can be added and changed at any time, allowing the lifecycles of models,
policies, and additional services to be separated from the overall lifecycle of the cognitive
layer.

The metadata of an agent consists of a description of the agent’s interface and its
functions, roles, and features. For example, we implemented a machine learning model
that can suggest base station configurations that optimize the quality of service. This
model is registered as an agent in the role of “suggesting” actions on configurations.
A separate lifecycle allows the model to be replaced with an improved version as it
becomes available, regardless of cognitive release cycles.
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Fig. 1. Functional architecture of the IBN

We’ve also demonstrated agents in the “predictor” role with the capability to assess
the impact of actions on Key Performance Indicators (KPIs). The agent in the “observer”
role would monitor sources of data, maintaining up-to-date state knowledge. An agent in
the “executor” role can perform actions on the network using, for example, the network
management functions installed.

One of themain types of intent refers to the specification of services. Service-specific
intentions define the expected functional and operational characteristics. The Service
Level Agreements (SLAs) model is an example of service-specific intentions that are
used at different levels in the operations stack [20].

SLAs are the objects of Business Support Systems (BSSs). SLA-based intentions
define the promised service and include details of expected performance and business
consequences, such as delivery charges and penalties in case of failure [21–23].

This scheme of making decisions based on a given intent and executing actions
by sending intent to lower-level subsystems is the key mechanism for the interaction
of intent-based operations, under which the entire operational stack of autonomous
networks is built [24].

We propose an autonomous network resource management system that takes into
account the importance of business services, both those that are running and new ones.
This system provides the ability to re-prioritize the allocation of intermediate resources
due to changes in the importance of the business processes they support. Accordingly,
the newmodel of resource management has the ability to diagnose and evaluate business
process functions and procedures and their interrelationships for the purpose of rational
management of network resources adapted in the context of the development goals of
the infrastructure itself.
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To formalize the new model of adaptive redistribution of network resources, we
introduce the following changes:

E = {ei}, i = 1, n it is a space, the elements of ei of which are the resources and
services that are required in the IBN. The convergence of resources and services into a
common space is done because information services may require a network resource,
the allocation of which creates new network tasks for management. Space E includes
all available resources of the IBN and all possible services that are transmitted in the
system to ensure the operation of existing and planned business processes. In the process
of adding network resources due to the expansion and modification of infrastructure or
installation of new business services that were not provided, as well as in the case of
irreversible removal of resources or services, the dimension of space E increases or
decreases. Accordingly, to do this, we formalize the space in the form of two subspaces,
namely:

S = {si}, i = 1, n it is a subspace of space E, the elements Si of which are services
that ensure the functioning of business processes of infrastructure (corporate enterprises);

R = {ri}, i = 1, n is a subspace of space E, the elements ri of which are responsible
for the resources used by the services Si.

To select resources or services from the space E, we introduce n-dimensional vectors
V r and V s, the first of which defines the elements of network resources, and the second
- the elements of services. The elements of the vectors take the value 0 or 1, and 1 is set
at those positions, for example, the vector V r that correspond to the resource itself, and
0 - services.

We will set w1, ...,wn a coefficients of importance of resources and services. These
coefficients are determined by network management policies, and when policies change,
they are subject to some adjustment to adapt to changing user requirements.

We set the matrix of the use of C = ‖c‖, i, j = 1, n resources, the cij element of
which determines the normalized utilization factor of the ei element of the ej element.

Set the X = (x1, ..., xn) vector, which defines the services from the subspace S that
are currently running:

xj =
{
1, if the service Sj is under execution (transmission);
0, otherwise.

(1)

Let’s set the vector, which defines those services generated from the matrix P, exe-
cution (transfer), which can be canceled to free resources, or their use of resources can
be reduced to ensure the management of the transmission of important new services that
appear in the IBN:

tj =
{
1, if the service Sj can be canceled;
0, otherwise.

(2)

The maximum efficiency of the IBN will be ensured by a kind of centralized intelli-
gent control systemwhen themost important business process services required by users
at a certain point in time of its operation will be performed, it is necessary to maximize
the next target F function:

F = max
n∑

i=1

wixi. (3)
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This objective function (3) implies the achievement of themaximum total importance
of services that are performed and planned to be performed taking into account the new
values of importance factors, adjusted when changing network management policies.

Since the Cij element in the C matrix is the normalized coefficient of use of the Sj
service by the rj resource, the total use of any resource cannot exceed one, the condition
will always be fulfilled:

n∑
i=1

pij · xi ≤ 1 (4)

to all j = 1, n.
Let a new service appear for a certain business process, S

′
k , k = 1, n, for which the

xk = 0 condition was previously fulfilled. If there are not enough resources to implement
it, it is necessary to either free up resources to implement S

′
k , or decide that S

′
k cannot

be implemented because it is not important enough, given the resource constraint policy
that is currently used in the centralized management system.

Determine the number of rj free resources in the IBN:

rj = 1 −
n∑

i=1

cij · xi (5)

to all j = 1, n.
For each resource rj required for a new service S

′
k , check the fulfillment of the

condition:

rj ≥ ckj (6)

to all j = 1, n, and if this condition ismet, it means that the IBNhas a sufficient number of
resources required to transfer the service S

′
k additional management for the redistribution

of resources is not required.
If the system does not have enough unused resources required for the S

′
k service,

the network management system automatically frees up some of the network resources
allocated to less important services. Define �rj, j = 1, n as the amount of rj resource
that is missing to pass the S

′
k service:

�rj = rj − ckj (7)

to all j = 1, n.
Then for adaptivemanagement of redistribution of resources it is necessary to find all

such Sj services which cancellation will release the resources necessary for S
′
k service.

Let’s define the main criteria which are considered at the decision of this problem.

1.Withdraw part of the resources from those services whose total importance isminimal:

min
n∑

i=1

witi. (8)
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2. Stop transmitting the least number of less important services that are in the transfer
stage:

min
n∑

i=1

tixi. (9)

3. The release of a rj resource may require the termination of some background services,
which, given the interdependence of resources and services, may lead to the release
of some rj∗ resources more than necessary, which will ultimately reduce network per-
formance. The following criterion is taken into account to prevent excessive resource
release:

⎧⎪⎪⎨
⎪⎪⎩
bj =

n∑
i=1

cijti − �rj;
bj =→ min;
bj ≥ 0.

(10)

to all j = 1, n, and the value of bj is the amount of resource that is released, will
always be positive, because you need to release a resource not less than the required
amount.

To solve management problems taking into account criteria 1–3, are typical tasks
of combinatorics - to find a certain set of elements that meet the given criteria, genetic
algorithms can be used. The difficulty of quickly finding a set of tasks that meet these
criteria is to go through a large number of combinations for each of the resources. To
simplify the search, we introduce the c∗

i parameter, which characterizes the value of the
average use of resources of the IBN by the i-th service:

c∗
i =

n∑
j=1

cijUj

n∗ (11)

for j = 1, n, where n∗ is the number of non-zero components cijUj, and Uj determines
the use of the resource by the sj service, and

Uj =
{
1, if the service sj uses the resource rj;
0, otherwise.

(12)

The introduction of the c∗
i parameter is made under the assumption of the existence

of a proportional relationship between the utilization factors of different resources by
one service, ie it is assumed that if the Sj service. uses one of the resources with a large
coefficient value, then other resources will also be used with a large coefficient. For
example, if a service requires a large amount of bandwidth, it will use more network
channel resources. In the process of adaptivemanagement to resolve the conflict between
the new S

′
k services, and services that already use the same network resources, depending

on the value of c∗
i , there are three options:
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1. At c∗
i = 0 the Si service uses resources that are not claimed by the new service S

′
k .

2. If c∗
i � c∗

k , then the Si service uses small amounts of resources claimed by the S
′
k

service, in particular, the denial of Si service will not affect the solution. For example,
a slight reduction in the bandwidth of the current service channels will not affect the
quality of the service itself, and the reduced resource will be allocated by the network
to service the new service.
3. In other cases, the Si task uses significant amounts of the same resources that S

′
k

claims.

Thus, themanagement system, allocating resources for a new S
′
k task leads to the task

of flexible redistribution of resources between existing Si tasks when changing service
policies, should search for services to be deleted among those executable services that
can free up sufficient network space.

Given that the problem of management in real conditions requires large computa-
tional costs, we propose an algorithm for its solution, which can significantly reduce the
list of options. Moreover, this algorithm gives an exact solution except in cases where
one of the coefficients cij significantly deviates from the average value of c∗

i , which is
very rare.

The essence of the algorithm, which is launched every time a new service appears
or there is a redistribution of service priorities in network nodes, is as follows.

Initially, all elements are arranged in order of importance:

wi + 1 > wi. (13)

Among the elements of space E stand out services: S = Vz × E.
These services are not considered, the importance of wi which is more important

than the wk task of S
′
k . The imax is determined - the upper limit for the considered tasks.

For each service, the average use of c∗
i , i = 1, 2, ..., i max resources is calculated.

To free up resources, services that meet one of the following criteria are deleted:

1. The least important services should be deleted:

Ti = 1, if
i∑

j=1

c∗
j < c∗

k , for i = 1, 2, . . . , imax. (14)

2. The least number of services must be deleted:

Ti = 1, if
i∑

j=1max

c∗
j < c∗

k , for 1 = 1max, . . . , 2, 1. (15)

3. The most resource-intensive services with minimal importance should be removed.
To do this, the services are arranged according to the values of qi = c∗

i /wi, so that
qi+1 < qi, and then the choice of services is made according to the second criterion.
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After determining the services that can be removed in principle, the amount of
released resources is compared and the resource with the maximum max�rj deficit is
determined. The set of services which are blocked for release of resources on one of the
above criteria is defined and is replaced by c∗

j value of the j-th resource.
The use of the proposed model in the management systems of information and

communication systems allows for effective allocation and redistribution of common
resources in the process of new services and change the importance of their business
processes. The proposed formalized approach to resource allocation, taking into account
the changing importance of services, can be used in intentionally oriented information
and communication networks of the new generation.

3 Future Insights of QoE Based Network Management

However, it should be borne in mind that with the development of infocommunication
systems, customer needs and behavior have changed. The focus shifts from improving
network performance to obtaining the necessary additional resources (particularly for
services responsible for important business processes) to improving the quality of experi-
ence of users (Quality of Experience,QoE) based on available network resources through
rational managing them [25]. Thus, the paper proposes a gradual transition from tradi-
tional Service Level Agreements (SLAs) to new Experience Level Agreements (ELAs)
necessary for the implementation of the concept of IBN [26–28].

Understanding (perception)
Expectations by the supplier

Correct understanding
Expectation

QoE responds

Quality of service

Perception QoE is 
not responding

USER

Promised
quality of 

service under 
the SLA

Actual quality of 
service according to 

SLA

Quality criteria for service 
provision

Quality standards

`

- interval
- logical connection

1

2

3

4

Expected quality 
of service 

according to the 
ELA agreement

IBN transition

Fig. 2. Transition from SLA to new ELA intents for future IBN
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In assessing the quality of service perception, there are four stages (intervals) that
affect the assessment of the quality of its provision, which can be defined as the intervals
between the expected and actual quality of service. In this paper, a scheme is proposed
that takes into account the differences between the expected and actual quality of service
delivery (Fig. 2).

The first interval is between the consumer’s expectation of the required quality of
service and the perception of these expectations by the service provider. If the service
provider does not understand the wishes and expectations of the consumer, it is unlikely
that the service will be provided to the consumer according to his expectations. Thus, it
is necessary that the service provider understands the desire (intentions of the user) that
the service was provided to the consumer according to his expectations.

The second interval is between a correct understanding of the consumer’s expecta-
tions and the quality criteria of the service provided by the service provider in order to
meet the expectations and expectations of the consumer. In this case, there is a transition
from Service Level Agreements (SLAs) to Experience Level Agreements (ELAs).

The third interval is between quality standards and the actual quality of services, i.e
the ability of the supplier to provide the required level of service quality. In fulfilling the
requirements for the provision of services, the network providermust support this process
with appropriate resources. Where, according to existing solutions, standard SLAs often
do not justify the expected level of quality of service perception. Thus, using the IBN
network there is a transition to agreements on the level of expected quality of service
and, accordingly, the fourth interval is formed.

The fourth interval is between the expected ordered quality of the user in order
to obtain the required level of quality of service perception and the quality of service
provided by the network based on the user’s intentions.

Accordingly, the main obstacle to the widespread implementation of ELA agree-
ments for the concept of intent-oriented network is the lack of a unified view on the
formation of input mathematical description of QoE evaluation systems based on known
QoS criteria for various infocommunication services and unexplored cost optimization
and according to the received profit.

Accordingly, most researchers argue that in the process of designing next-generation
networks, including IBN, it is necessary to focus on the choice of the number of service
quality indicators that are taken into account in the synthesis of the network. The number
of partial parameters that characterize the quality of the real system can be very diverse
and large.Thismeans that themore partial quality parameters are taken into accountwhen
optimizing IBNs, the more perfect such a system will be. That is why in practice there is
an optimal number of quality parameters that need to be considered. The introduction of
additional quality parameters does not lead to improvement, but to deterioration of the
results of optimization of new generation IBNs. However, most modern networks take
into account the standard parameters of service quality, for optimization, each of which
has its own values according to the established recommendations of telecommunications.
The paradigm shift in the concept of service provision, which was associated with a
general change in the functioning of standard networks in the direction of developing
the concept of IBN, is expressed primarily in the fact that the roles of operator and
user have changed significantly. Now the user and the operator act as allies in a single
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process of informatization, and such interaction can be considered the evolution of
modern methods of providing services.

Thus, when developing a new quality management system for the provision of infor-
mation services, it is logical to use a systems approach: the problem of quality assurance
should be addressed not in isolation, but within the framework of interaction with the
user. Satisfaction of user requirements includes both technical (parameters of the quality
of network operation) and non-technical (subjective perception by end users) aspects
[6]. In the process of adaptive service management, it is necessary to control both the
compliance of service characteristics with regulatory indicators and, if necessary, to
make adaptive adjustments to the standards.

Thus, based on the above, the formation of service quality includes both an objective
assessment of network characteristics and a subjective expert assessment of the user. And
if the parameters of the network can be determined using the appropriate equipment,
then taking into account the perception of users of the quality of services received, this is
done using the ratio of QoS offered by the operator and QoS perceived by the customer,
or QoE.

At this time, the network must have a device that compares the difference between
the required level of quality and the actual provided network provider, and if the com-
parison process deviates from the allowable value, then the control signals are reported
to the required network transformation. The network must remember and analyze the
state of the network and the appropriate assessment of the quality of customer service,
as well as be able to configure the network based on experience. This approach can be
implemented by introducing machine learning algorithms of the artificial intelligence
subclass into the service management system, which is the main idea of IBN. Thus, the
network configuration and functionality of the network equipment automatically change
depending on the changing requirements of the user. The network not only responds to
the user’s current requests, but also analyzes its benefits and current environment, pro-
viding relevant information to the network controller, who is responsible for centralized
management of the entire network.

Also important is the technological transformation of architectural models for build-
ing infocommunication systems using trend network technologies, in particular the main
of which is the technology of software-configured networks, allowing you to literally
program and reprogram networks in real time to meet specific business needs. and user
requirements as they arise.

In this chapter we proposed a conceptual model of a heterogeneous software-defined
intent-based network. This model, unlike the existing ones, allows efficient allocation
and redistribution of shared resources, adapting to the changing requirements of busi-
ness users regarding the quality of service provision. The main idea of the proposed
IBN concept is in the change of paradigm of network infrastructure: now it is not the
user and his application that adapts to the capabilities of the network, but the network
changes its configuration to the requirements of the user. Provision of the specified level
of QoE services by the user becomes a fundamental problem for the implementation
of end-to-end resource management in the IBN concept [29–31]. Thus, for the devel-
opment of a new system of adaptive quality management of information services, a
system approach is used in this work. In particular, the quality problem is not solved
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in isolation by operators, but in close interaction with the users of services. To do this,
the IBN controller analyzes the state of the network and the corresponding custom
QoE scores of users, characterizing a certain level of service quality. This controller
also automatically adjusts the network configuration based on the accumulated experi-
ence and developed new methods of resource allocation and traffic engineering at each
level of the conceptual network. This approach is implemented by introducing machine
learning algorithms of the artificial intelligence subclass into the service management
system. In this way, the network configuration and functionality of the network equip-
ment automatically changes according to changing user requirements. For this purpose,
the conceptual model of the heterogeneous IBN network is based on the principles of
centrality, programmability, abstraction and openness, using SDN, NFV, SDR, Big Data,
IoT and Cloud computing technologies. The conceptual model of intent-based IBNwith
adaptive quality management of service provision for mobile operator is shown in Fig. 3.
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Fig. 3. A conceptual model of intent-based network for future mobile communication system

User service scenarios in a proposed future IBN mobile communication system
can be formally described as follows. There is a set of N corporate services φ : φ =
{S1, S2, ..., SN }, a set �, there is a set of business user services, which are provided
by providers � : � = {P1,P2, ...,Pw}, and a set F consisting of a set i and users
F : F = {User1,User2, ...,Useri}. Each user can use N different networks belonging
to the set X : X = {D1,D2, ...,DN } to access one or more information services, with
a certain ordered level of quality of service QQoEr . A user Useri during a session in the
system can be represented by a tuple:

c〈m,i,QoEr ,w,N 〉 = 〈m,Useri , SN , {P1,P2, ...,Pw} ,DN ,QQoEr

〉
. (16)
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The value c〈m,i,QoEr ,w,N 〉 is understood as follows: during the session number m the
user Useri has access to services through the network DN , receiving services according
to the set SN , with a ordered quality QQoEr . This formalism (16) is proposed to be used
for two fundamental purposes necessary for the knowledge block of the IBN controller.
Namely, to describe, represent, and control user behavior in a heterogeneous network
and to obtain data on the change in user profile according to the criterion of ordered
quality of service by investigating aspects of their activity in the network and intuitively
explaining their behavior. In addition, the given user service model (Fig. 1) in IBN
network allows intuitive formalization of clusters of users with the same type of quality
of service Qi requirements based on machine learning algorithms, in particular using
k-means clusteringmethod. Thus, for the users, which are included in a particular cluster
UCi ClusterQoEr is formed by IBN/SDN controller its own network configuration policy in
the form of program code for adaptive resource management and to ensure the necessary
quality of service provision. In the general case, the integral indicator of the quality of
service provision Q is associated with a certain dependence with the partial indicators
qi, which can also be in functional dependence with each other:

F = Q(q1, q2, ..., qi, ..., qn). (17)

Let in the given dependence (17) all partial indicators be independent changes.
Accordingly, the influence of partial indicators on the complex quality indicator is
formalized in the form of a complete differential of the function Q:

dQ = ∂Q

∂q1
dq1 + ∂Q

∂q2
dq2 + ... + ∂Q

∂qi
dqi + ... + ∂Q

∂qn
dqn. (18)

Partial derivatives before dqi values are considered as weights of partial
q1,q2,…,qi,…,qn. quality indicators related to the functional dependence of the complex
indicatorQ. The ∂Qi/∂qi expression shows how the quality ofQ services changes when
the partial qi quality indicator changes (at fixed values of other indicators). Based on the
above, the expression is formalized:

wi = ∂Q

∂qi

∣∣∣∣qi = qi0, i = (1, n), (19)

where wi is weighting factor of the i-th partial quality indicator.
Accordingly, Eq. (18) is written as a comprehensive indicator of the quality of service

provision:

dQ = w1dq1 + w2dq2 + ... + widqi + ... + wndqn. (20)

Equation (20) is a consequence of the linearization of the function Q at a point whose
coordinates qi = qi0, i = (1,n).

wi = fi(q1, q2, . . . , qi, . . . qn). (21)

From expression (21) it is seen that the wi weighting factors expressed in (4) are
functions of many variable partial qi quality indicators. In cases where qi values are
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specified, numerical wi values are determined by substituting in Eq. (20) specific values
of partial quality indicators.

Accordingly, the system of differential equations for adaptive intention-oriented
quality management of services in a conceptually heterogeneous IBN network (Fig. 3)
is formalized in the form (22):

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dQServer(Cloud) = ∂QServer(Cloud)

∂q1
dq1 + ∂QServer(Cloud)

∂q2
dq2 + ... + ∂QServer(Cloud)

∂qi
dqi + ... + ∂QServer(Cloud)

∂qx
dqx;

dQSwitch2 = ∂QSwitch2
∂q1

dq1 + ∂QSwitch2
∂q2

dq2 + ... + ∂QSwitch2
∂qi

dqi + ... + ∂QSwitch2
∂qy

dqy;

dQServer(Edge) = QServer(Edge)

∂q1
dq1 + QServer(Edge)

∂q2
dq2 + ... + QServer(Edge)

∂qi
dqi + ... + QServer(Edge)

∂qn
dqn;

dQBBU = QBBU
∂q1

dq1 + QBBU
∂q2

dq2 + ... + QBBU
∂qi

dqi + ... + QBBU
∂qz

dqz;

dQSwitch1 = ∂QSwitch1
∂q1

dq1 + ∂QSwitch1
∂q2

dq2 + ... + ∂QSwitch1
∂qi

dqi + ... + ∂QSwitch1
∂qm

dqm;

dQBS = ∂QBS
∂q1

dq1 + ∂QBS
∂q2

dq2 + ... + ∂QBS
∂qi

dqi + ... + ∂QBS
∂qv

dqv;

QoE(QoSE2E )network = dQServer(Cloud) + dQSwitch2 + dQServer(Edge) + dQBBU + dQSwitch1 + dQBS ;
QoE(QoSE2E )network ≈ QQoEr .

.

(22)

From Eq. (22) it follows that to ensure the user-ordered level of QQoEr service
quality (in IBN ideology is understood as the
user’s intention), it is necessary, centrally, flexibly, adaptively and consistently man-
age dQServer(Cloud), dQSwitch2, dQServer(Edge), dQBBU , dQSwitch1, dQBS service quality at
each level of the conceptual IBN network (Fig. 2), providing the ordered end-to-end q of
QoE(QoSE2E)network service. Where QoE is the subjective evaluation of a service at the
application level by the user who uses the service. QoS is a set of network and channel
layer technologies, the use of which allows more efficient use of network resources,
especially during streaming traffic to provide the required level of QoE.

Based on the above conceptualmodel of network construction, it is similarly possible
to provide adaptive quality management services for wired operators, taking away the
subsystems: SDR radio access base stations (2G/3G/4G/5G/Wi-Fi), SDN of access level
aggregation switches and BS aggregation, BBU/EPC/SGW mobile network kernel vir-
tualization subsystem. The model of building an IBNwith adaptive quality management
for the leading communication operator is shown in Fig. 4.

Accordingly, the system of differential equations for adaptive intentionally oriented
quality management of service provision in the conceptual IBN network for the leading
communication operator (Fig. 4) is formalized in the form (23):
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

dQServer(Cloud) = ∂QServer(Cloud)

∂q1
dq1 + ∂QServer(Cloud)

∂q2
dq2 + . . . + ∂QServer(Cloud)

∂qi
dqi + . . . + ∂QServer(Cloud)

∂qx
dqx;

dQSwitch2 = ∂QSwitch2
∂q1

dq1 + ∂QSwitch2
∂q2

dq2 + . . . + ∂QSwitch2
∂qi

dqi + . . . + ∂QSwitch2
∂qy

dqy;

dQServer(Edge) = QServer(Edge)

∂q1
dq1 + QServer(Edge)

∂q2
dq2 + . . . + QServer(Edge)

∂qi
dqi + . . . + QServer(Edge)

∂qn
dqn;

dQSwitch1 = ∂QSwitch1
∂q1

dq1 + ∂QSwitch1
∂q2

dq2 + . . . + ∂QSwitch1
∂qi

dqi + . . . + ∂QSwitch1
∂qm

dqm;

QoE(QoSE2E )network = dQServer(Cloud) + dQSwitch2 + dQServer(Edge) + dQSwitch1;
QoE(QoSE2E )network ≈ QQoEr .

(23)
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Fig. 5. A conceptual model of intent-based network for corporate class

Accordingly, the system of differential equations for adaptive intentionally-oriented
quality management of services in the intentionally oriented network of the corporate
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class (Fig. 5) is formalized in the form (24):
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

dQServer = ∂QServer

∂q1
dq1 + ∂QServer

∂q2
dq2 + ... + ∂QServer

∂qi
dqi + ... + ∂QServer

∂qn
dqn;

dQSwitch = ∂QSwitch

∂q1
dq1 + ∂QSwitch

∂q2
dq2 + . . . + ∂QSwitch

∂qi
dqi + . . . + ∂QSwitch

∂qm
dqm;

QoE(QoSE2E)network = dQSwitch + dQServer;
QoE(QoSE2E)network ≈ QQoEr .

(24)

We considered business perspectives by using SDN, SDR and NFV to the exist-
ing infrastructure, and it became clear that this approach proposed more opportunities
for revenue generation in the value chain of services. Integrating SDN combined with
NFV into IBN can bring exciting opportunities. NFV combined with SDN will result
in lower CAPEX/OPEX, streamlined operations and shorter time-to-market for new
entrants. Aligning QoE factors with service characteristics, business elements and sys-
tem performance parameters is challenging. Because if one considers QoS only as a
representative aspect of QoE, other non-technical aspects such as business factors (e.g.,
cost, promotions, advertising) are likely to be overestimated. Furthermore, in the future,
new applications and services with high demands will be driven primarily by verti-
cal industries. The billing schemes are further expected to evolve through the use of
virtualization, revealing more dynamic characteristics.

4 Conclusion

We argue that new methods for measuring QoE at various connection points are needed
to ensure QoE-centric business in the future networks. Also, the definition of new classes
of QoE to ensure a common understanding among all stakeholders in the service delivery
chain. Essentially, ELAs require the formulation of a new QoE-centric business frame-
work and the development of effective marketing strategies when considering differenti-
ated or personalized levels of QoE in the future IBN. We have proposed a mathematical
model for adaptive management of resource reallocation of info-communication net-
works to implement the IBN concept. For this purpose, the model takes into account
the importance of business services, both those that are running and new ones, as well
as the possibility of changing priorities over time regarding the allocation of network
resources due to changes in the importance of the business processes that they support.

We considered QoE-driven business perspectives by using SDN, SDR and NFV to
the future IBN infrastructure, and it became clear that this approach proposed more
opportunities for revenue generation in the value chain of services and customers
satisfaction.
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Abstract. So-called Intent-Based Networking (IBN) is founded on well-known
SDN and represents one of the most important emerging network infrastructure
opportunities. Their potential economic and social benefits cannot be overesti-
mated, as networks will also reach a whole new level of self-awareness, self-
configuration, self-optimization, self-healing and self-protection. This will be a
benefit for existing networks as well as evolved LTE, emerging Internet of Things
(IoT) and Cloud systems, and soon for future 5G/6G networks. The running soft-
ware, data and content within IBN is loose-coupled and highly-distributed. HDS
means “Highly-Distributed Systems”.

Keywords: IBN · SDN · QoS and QoE · Energy efficiency · IDS · IPS ·
Blockchain · Sensor networks · 5G/6G ·ML · AI · CAPEX · OPEX

1 Motivation and Introduction: HDS for IBN

In recent years, IBNhas increasingly found itsway into heterogeneous Software-Defined
Networks (SDN).

The distinguishing features of the IBN that we feel sets them apart from others in
the networking field [1–5]:

• Multiple consideration of the IBN aspects based on SDN
• IBN provide robust QoS and usual QoE as well as attractive up-to-date content
• IBN are deployed under wide function softwarization and virtualization (NFV)
• Any modern (fixed, radio, SAT-based, wireless or mobile) network technology can be
configured and dynamically used as well as networking heterogeneity can be rapidly
consolidated

• IBN are mostly energy-efficient and economizing of expenditures (CAPEX – Capital
Expenditures, OPEX – Operational Expenditures), as well as in mid-term also CO2
footprint minimizing

• IBN content is per definition intrusion protected as well as their workflow and the
transactions are secured via usual PKI and up-to-date Blockchain technology
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• And the last but least: IBN content, data and software, use service-oriented concept,
is highly-distributed and loose-coupled; IBN content is integrated, composed and
processed via SOA and Micro-Services.

Wewill provide for you a clearer demarcation of our own concept of IBN, i.e. “intent-
based networking”, which is built on SDN with subsequent network virtualization and
software implementation of network functions with a significant improvement in service
quality, which feels like the usual QoE (Quality of Experience), which can be every time
monetized. The protection against usual risks for networked data from intrusions is
guaranteed. Such networks already create convenient conditions for reducing their cost
and cost of their operation (the expenditures, namely, CAPEX and OPEX). In the future,
IBN will guarantee energy efficiency, optimal PUE (Power Usage Effectiveness) and
minimizing CO2 emission (CO2 footprint).

The analysis of modern literature highlights this IBN trend in the development of
heterogeneous IP networks, which include sensor networks and the routes of IoT (e.g.
NB-IoT, LTE-CatM, LoRa, 6LoWPAN, EnOcean), DSL, ATM, MPLS, WiFi-6, as well
as hierarchical 4G, 5G cells and radio relay areas [14, 15, 22, 24].

When distinguishing the categories of OoS and QoE by the method of expert assess-
ments, we would like to introduce a specific quality parameter Q, which consider also
the network security, for example, as the intrusion probability (IDS), the percentage of
Intrusion Detection & Intrusion Prevention [6–12].

The rest of the chapter is organized as follows:

• Section 2 shows the used Design Paradigms for so-called HDS (Highly-Distributed
Systems for IBN).

• Section 3 depicts Service Composition via Micro-Services for IBN.
• Section 4 of this chapter considers QoS Robustness and IBN Security.
• Conclusions and outlook finalize the work and show why we mean this work as a
WIP: Work-in-Process.

2 Designing HDS

2.1 Distributed Systems

The term “Distributed Systems” has been used for many years for applications, which
operate in modern combined wired-wireless-mobile networks under clear cooperation
goals, as well as have no centralization in memory access or synchronization in the
clocking. The distributed applications are constructed on the sample n-tier and often
possess redundancy in form of server and database replications. They follow established
SOA (service-oriented architecture) concept and can be often organized as cloud-centric
structures. Significant architectural transformations in network services and distributed
systems characterize an ongoing trend nowadays [3, 6, 12, 19, 21, 23, 32]. The clouds,
clusters with explicit cooperation goal (e.g. parallelized computing) as well as grids
belong to the above-mentioned systems.
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2.2 Highly-Distributed Systems

The term “Highly-distributed systems” include all modern combined, wireless, and
mobile networks and have a complex internal structure. This technology should be well
protected, maintaining the maximum possible value of the QoS parameter (higher DR
and availability, low latency).

HDS allows us to deploy flexible structures based on SOA and micro-services, as
well as deploys efficient communication models like P2P, cloud-fog or M2M, which
will allow us to resolve distribution conflicts in a short time and support fast access to
data analytics.

Since 2005, P2P systems, the C-S communication model, as well as server-less
structures (SLMA, robotics) have gained popularity. In 2011, cloud solutions became
popular too.With the predominant use of load-balanced “thin clients”with the delegation
of functionality to the cloud [1–3, 6]. Sowhat dowemean by the term “highly distributed
systems”? The distinguishing features of HDS are as follows (Fig. 1):

1. Advanced communication models (C-S with Clouds, Fog, P2P, M2M).
2. Advanced methods for performance management and optimization as well as for

QoE (Quality of Experience (Fig. 2) increasing.
3. Advanced SWT (Fig. 3) (agile approaches like XP, DevOps, Kanban, Scrum,Micro-

Services [18, 22, 24]).
4. Advanced Data Analytics regarding solving of “Big Data” shortcomings [17] via

Machine Learning (ML), refer Fig. 4.

HDS systems can be efficiently used and provide powerful modern apps only if they
achieve needed QoS requirements and parameters (refer Fig. 1), such as: Performance;
Reliability; Scalability as well as support necessary security and privacy. HDS cooperate
with basic modern technologies and/or offer the apps for such technologies on existing
digital platforms, e.g. such subject like: Blockchain (Decentralized Transactions, Data
Mining, Smart Contracting) [13, 26–31]; Machine Learning and Neural Networks; IoT,
5G networks and Robotics. For rapid development of efficient HDS the novel SWT
approaches and process models are widely used, like Scrum and DevOps (refer Fig. 3).

The appropriate construction basis for HDS are often SOA and Micro-Services
(refer Sect. 2), which combine development process agility with flexible communi-
cation models [7–11]. Systematically, HDS are involved in the creation of AI (Artificial
Intelligence). The neural networks and ML (Machine Learning) techniques are widely
integrated into internal structures of HDS. The main purpose of ML for HDS is a spe-
cial deployment of some workflow steps and learning algorithms, which are performed
without human intervention. The time factor and amount of data, which are required for
training, belong to the most important indicators of performance and QoS for apps and
HDS.
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Fig. 1. To the motivation on HDS [18, 22]

2.3 HDS Construction Paradigms π1-π4

The followingHDSconstruction paradigmsπ1-π4 canbe formulated taking into account
the above-discussed positions:

• Paradigm π1. The first paradigm is the use of advanced architecture models (M3-M5)
for efficient communication, providing advanced QoE and energy autarky within IoT
Apps.

• Paradigm π2. The next one is the deployment of modern SWT process models
(like Scrum) and use of flexible Micro-Services, leading to the efficient decentral-
ized highly-distributed systems (so called HDS), which provide better scalability,
reliability and reconfiguration.

• Paradigmπ3. The further paradigm regards security, privacy, authentication and com-
pulsoriness of HDS workflow steps, modules and services under use of Blockchain
technology. However, as the main disadvantage of the Blockchained IoT, the per-
formance reduction by real-time services as well as energy consumption become a
critical position.

• Paradigm π4. In addition to the classic algorithms, MLmust be also integrated within
HDS applications imperatively to overcome Big Data problems.

The SOA (Service-Oriented Architecture) via Web Services and Micro-Services are
frequently the regular constructionmaterials for apps in theworld of IBN, i.e. Distributed
and Highly-Distributed Systems (HDS) like e.g. so-called “Lego pieces”. The providers
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of such basic elements are often called SOA providers, which follow non-monolithic
software modules concepts. Due to Service Composition rules the modern distributed
apps can be loosely coupled or constructed as well as EAI (Enterprise Application
Integration based on Services) can be provided, inter alia for the clouds [22].

2.4 Demarcation of Web Services and Micro-services

The demarcation of Web Services and Micro-Services is given below. Firstly, let us to
illustrate and explain the evolution for app implementation in Distributed Systems and
HDS, please use the one depicted below in Fig. 2:

Fig. 2. Evolution of app implementation [6, 12]

The given diagram presents the short periodization in the app implementation in
distributed systems or in HDS. Since the 1990s, the implementation of apps in dis-
tributed systems has been striving for ever looser coupling of the components with each
other or convenient adaptation or EAI under heterogeneity conditions. The cost factor
(CAPEX/OPEX) is also reduced through source code unification and increased reusabil-
ity. The depicted evolution goes from initial OOP thru middleware (MW) components
under use of RPC, RMI to SOA via WS and Micro-Services [3, 6, 12, 14, 15, 18, 22].
The approach follows consequently to increasingly looser coupling (refer Fig. 2).
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2.5 Three Main Questions

The following three questions arise in front of us:

1. Which of known SWT (software technology) process models offer an efficient basis
for the expansion and deployment of Micro-Services?

2. Which architecture components use Micro-Services?
3. Which main platforms for Micro-Services Deployments can be used?

The first question can be answered based on Fig. 3:

Fig. 3. SWT process models in context [18, 23]

A process model organizes a workflow for creative production (SW development)
into various, structured sections and phases, which are assigned to corresponding tech-
nologies, tools, languages, protocols and methods of the organization (refer Fig. 3). The
mostly known of them are listed below:

1. AOP – Aspect-Oriented Programming (Xerox PARK);
2. BPMN – Business Process Model and Notation (OMG);
3. IDEAL – SW process of Carnegie Mellon University;
4. MDA – Model-Driven Architecture (OMG);
5. OOA – Object-Oriented Analysis (P.Coad, E.Yourdon);
6. RAD – Rapid Application Development (J.Martin, B.Boehm);
7. RUP – Rational Unified Process (P.Kruchten, Rational);
8. SOA – Service-Oriented Architecture (Web Services);
9. SSADM – Structured systems analysis and design method (T.de Marco,

E.Yourdon);
10. UML – Unified Modeling Language (G.Booch);
11. V-Model – SW process federative model (Germany);
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12. XP – eXtreme Programming (M.Fowler).

For instance, Scrum as an efficient process model (refer Fig. 4) can be considered
[3, 6, 12, 18, 23].

Scrum is a virtual analogy to rugby sports and describes the successful teams, which
are working on the development of a project or SW product together and involved in
close human communication.

Fig. 4. On scrum method explanation [7–11]

As an iterative SWT process model, Scrum does not describe classic project phases,
but instead attaches the values of so-called continuously usable results (artifacts) right
from the beginning of the project.

The Scrum is oriented on three basic principles for three people (Roles), four
meetings (Sprint) and six results (Artifacts).

Scrum is nowadays a “de facto” agile SWT standard and is interoperable with
advanced SOA as well as Micro-Service architectures.

Based onConway’s Law, themicro-services are involved in flexible SWdevelopment
[7–11].

For unified definition of a software project, roles, events and artifacts (i.e. obtained
handmade results) must be assigned. The defined roles belong to the Scrum workflow:
Development Team, Scrum Master, Product Owner. Furthermore, a so-called Sprint
Process with regular meetings with validation and review of project results must be
processed.

The typical slogans by software development under use ofMicro-Services via Scrum
process model (refer Fig. 3 and 4) are as follows:

• Slogan 1: “One for all and all for one” (a musketeer slogan);
• Slogan 2: “Do twice in half time” (s. XP);
• Slogan 3: Unix-Philosophy („Do One Thing and Do It Well!”);
• Slogan 4: Two pizzas teams (6–8 people can be satisfied with two big pizzas) – refer
Fig. 5.
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Fig. 5. Two pizzas concept [7–11]

IBN content uses normally the Micro-Services as building material for the running
distributed apps. The use of Micro-Services: what does it mean indeed?

1. Concept for modularization, specific organization and SWT approach
2. Component basis: a single Micro-Service, independent and technically oriented
3. Flexible architecture: Micro-service architecture is represented as a large entity

across all individual micro-services.

The mostly popular citations about [7–12]:

• James Lewis: “Micro-Service is a small application that can be deployed, scaled and
tested independently. This application and its code should be easy to understand and
do exactly one job.”

• Sam Newman: “Micro-Service is a self-executable software component that collabo-
rateswith other software componentswithin an integrated application.Micro-Services
should take on a role within a specialized business domain.”

The next question is as follows: which architecture components useMicro-Services?
Using, for example, Scrum approach, a much more flexible MS-based structure

can be derived from WS-based 3-tier structure (Macro-Services). Using an application
scenario for a supermarket, one can design simpler and more casual coupling of the
services, whereby the access times to the layers involved are saved, especially on the
data layer (refer Fig. 6) with individual database (DB) control.

Which main platforms for Micro-Services Deployments can be used? The main
platforms and frameworks for IBN software implementation with Micro-Services are as
follows: Netflix, Spring, Kubernetes. The comparison of their main properties is given
in Fig. 7.

Let’s give an example. A gateway with MS acts as a service provider and can deliver
the required codes from the content specific MS1, MS2, MS3 under use of widespread
protocols and interfaces like HTTP/REST, AMQP/JSON-RPC, WebSockets/ WAMP to
several apps like Browser App, Native App, Server App. An appropriate example of MS
use is given below (Fig. 8):



Designing HDS Under Considering of QoS Robustness and Security 27

Fig. 6. Quasi-monolithic approach vs. micro-services [18, 23]

Fig. 7. Micro-services platforms at glance [7–11]
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Fig. 8. Micro-services as architecture components [18, 23]

3 Service Composition in Highly-Distributed Systems

And, furthermore, the next question for use of HDS in IBN must be answered. What
does “service composition” mean? Are there differences in service composition forWeb
Services andMicro-Services? The following distinguishing features are to be determined
[12–25, 32]:

• Service composition is as a rule process- and service-oriented;
• Web services, Micro-Services and their platforms are very suitable as an implemen-
tation basis;

• Service composition offers component and source code reusability (Fig. 9);
• The approach provides solution embedding and offers fine granularity for the process
business logic (Fig. 10);

• Flexible design paradigms are available (refer previous Sections);
• Much looser coupling, in contrast to so-called quasi-monolithic architectures of
applications in convenient distributed systems and networks (refer previous Sections).

The difference in use of Web Services and Micro-Services can be explained with
Fig. 11. Web Services are usually oriented for EAI (external coupling) in the style
“Business-to-Business” or “Business-to-Consumer” and heterogeneity breakdowns. In
contrast, by the use ofMicro-Services is acting about an internal flexible structure. Some
known authors (Sam Newman) call the convenient approach under use of Web Services
and SOA as “quasi-monolithic” or, even, “monolithic”, which is completely incorrect
(refer Fig. 2). They would like only polemicize and, therefore, underline the importance
to the Micro-Service Architecture transition. Let’s compare the both (refer Fig. 11).
As you can see, there is n-tier-structure with more flexible composition and intrinsic
interaction between the services as a rule.
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Fig. 9. Micro-services: reusability [6, 12]

Fig. 10. Micro-services: embedding and granularity [6, 12]

The following questions can be asked on this point:

1. What are the advantages of centralized or decentralized composition of services
(Web Services or Micro-Services)?

2. Clarify the differences between the both concepts: orchestration and choreography
(Fig. 12).

The service composition is generally possible via two general approaches (refer
Table 1): a) ServiceOrchestration (CentralizedApproach); and b) Service Choreography
(Decentralized Approach).
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Fig. 11. Micro-services: intrinsic view [18, 23]

Fig. 12. Micro-services as architecture components [6, 12]

The given comparison (refer Table 1) depicts that choreography differs from an
orchestration with respect to where the logic that controls the interactions between the
services involved should reside.
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Table 1. Comparison orchestration via choreography

Centralized approach Decentralized approach

Service orchestration represents a single
centralized executable business process (the
orchestrator) that coordinates the interaction
among different services. The orchestrator is
responsible for invoking and combining the
services

Service choreography is a global description
of the participating services, which is defined
by exchange of messages, rules of interaction
and agreements between two or more
endpoints

The relationship between all the participating
services are described by a single endpoint
(i.e., the composite service)

Choreography employs a decentralized
approach for service composition

The orchestration includes the management of
transactions between individual services

The choreography describes the interactions
between multiple services, where as
orchestration represents control from one
party’s perspective

Orchestration employs a centralized approach
for service composition

Choreography employs decentralized
approach for service composition

The Micro-Services’ demarcation to SOA is given in Table 2 below:

Table 2. Comparison SOA and micro-services

SOA Micro-Services

Both SOA and Micro-Services use services as architectural elements

SOA uses the services for integration of
different apps (EAI)
Frequently external integration, as internal
also available

Micro-Services bring a structure to an App
under use of the services
Better internal integration

So-called quasi-monolithic structure n-tier structure

The combination of the services (Service
Composition) can be “orchestrated” or
“choreographed” (so-called Orchestration or
Choreography), and the portals can provide a
common GUI for all services (central or
decentralized composition)

Each Micro-Service can include a GUI and
implement the business processes in similarity
to a SOA with Orchestration (centralization)

Conclusion for the comparison: loosely coupled, more flexibility by Micro-Services
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4 Considering of QoS Robustness and Security

4.1 QoS Robustness and QoE

With the development of IBN and HDS, the user needs and behaviour have significantly
changed. The focus shifts from improving network performance and QoS parameters to
improving the perception of Quality of Experience (QoE).

Providing according to the intentions of users of a given level of QoE for services and
applications becomes a fundamental task in the implementation of end-to-end resource
management in the concept of IBN.

The main idea of using IBN is to change the paradigm of the network infrastructure:
now it is not the userwith his application that adapts to the capabilities of the network, but
the network changes its settings according to user requirements. Thus, for information
systems based on IBN technology, the task of system administrators goes from manual
configuration to programming and defining an intelligent network development strategy.
In the future, the developed information technology IBN will automate the management
of all domains of the network, including campuses, branches,WAN, IoT, 5G, 6G and Big
Data, providing a significantly new level of automation, improving service efficiency,
innovation and network infrastructure.

Intent-based networking raises new challenges for researchers to investigate,
redesign, and develop SDN-based networks in the 5G/6G era.

4.2 CIDN for IBN

The widespread modern Intrusion Detection Systems (IDS) evaluate and prohibit the
potential hackers’ attacks that are directed against a computer system or a network.
IDS increase data security significantly in opportune to the classical firewalls which
lonely deployment is not satisfying. Intrusion Prevention Systems (IPS) are the enhanced
IDS which provide the additional functionality aimed at discovering and avoiding of
the potential attacks [1, 2]. Nevertheless, as a rule the classical IDS/IPS are operated
autonomously. They are not able to detect temporary unknown hackers’ threats, which
becomemore sophisticated and complex year by year. Those dangerous threats can serve
to disrupt the operation of IBN: data centres, IoT and robotic clusters round-the-clock
in 24/7-mode. Therefore, the cooperation and collaboration of the IDS within a network
is of great meaning [1, 2]. A CIDN is a further concept for a collaborative IDS/IPS
network intended to bridge over the disadvantage of the standalone defence against the
unknown dangerous attacks (Fig. 13). The CIDNs allow the participating IDS as the
network peers to share the detected knowledge, experiences and best practices oriented
against the hackers’ threats [1–3, 15, 25].

The main requirements to the construction of a CIDN and the support of such func-
tionality are as follows: efficient communication at short up to middle distance, robust-
ness of the peers (IDS) and links, scalability and mutual compatibility of individual par-
ticipating peers (single IDS). The typical interoperable networks are as follows: LAN,
3-5G mobile, Wi-Fi, BT and NFC. Collaborative intrusion detection networks (CIDN)
consist frommultiple IDS-solutions under use of multiple “things”, robots, gadgets, PC,
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Fig. 13. Example of peer cooperation within a CIDN [6, 15]

end radio-devices and installed firewalls as well of the groups of users which are divided
into the clusters – peers (titled as users Alice, Bob, Charlie, Dave etc.).

The coupling between the groups is loosely or tightly. However, the reputation of
the users is quietly different (cp. Fig. 13): good, compromised (refer Buddy), malicious
(refer Trudy and Mallory). Additionally, the insider attacks to CIDNs are possible (e.g.
by Emmy with temporary “good” reputation).The CIDN can efficiently prevent such
multiple attacks A1–9 (cp. Fig. 13) by peer-to-peer cooperation. This type of networking
improves the overall accuracy on the threats assessment. The cooperation among the
participating single peers (IDS-collaborators) became more efficient within a CIDN.

Unfortunately, the CIDN can become itself a target of attacks and malicious soft-
ware. Some malicious insiders within the CIDN may compromise the interoperability
and efficiency of the intrusion detection networks internally (Table 3). Therefore, the
following tasks must be solved: selection of the peers (collaborators), resource and trust
management, collaborative decision making [1–3, 15, 25].
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Table 3. CIDN functionality

Certain CIDN
examples

Detection and
prevention of the
attacks A1–A9

Topology type Focus Specialization on the
further threats

Indra + Distributed Local SPAM

Domino + Decentralized Global Worms

Abdias + Centralized Hybrid Trojans

Crim + Centralized Hybrid Social Engineering,
web appl. firewalls

5 Summarizing

The final question can be formulated here: what role do Micro-Services play in the
development of HDS in IBN?

Distributed Systems

• The term “Distributed Systems” has been used for many years for the applications,
which operate inmodern combinedwired-wireless-mobile networks under clear coop-
eration goals, as well as have no centralization in memory access or synchronization
in the clocking.

• The distributed applications are constructed on the sample n-tier and often possess
redundancy in form of server and database replications. They follow established
SOA (service-oriented architecture) concepts and can be often organized as cloud-
centric structures. Significant architectural transformations in network services and
distributed systems characterize an ongoing trend nowadays.

• The clouds, clusters with explicit cooperation goals (e.g. parallelized computing) as
well as grids belong to the above-mentioned systems.

Highly-Distributed Systems

• Since 2005 the P2P systems (Internet of Things, fog) in combination with convenient
C-S communication model as well as server-less structures (SLMA, robotics) have
gained in popularity. Then the Cloud-based solutions became a trend (2011) under
predominant use of the load-balanced “thin clients” with functionality delegation to
the clouds under use of macro- and micro-services.

• The access to the resources and data follows under use of service concept. The more
flexible Micro-services bring a structure to the HDS instead of convenient external
app integration (EAI).

• Under use of fog computing the IoT solutions are constructed.
• The workload is shifted on the edge to the energy autarky and resource economizing
small nodes.

• The service execution is guaranteed and secured, inter alia, via CIDN and Blockchain.
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6 Conclusions and Outlook

This work can be positioned as WIP: Work-in-Process. What else do we have?
In any case, in addition to the convenient n-tier and cloud-based structures, we need

further comparison and analysis of furthermodels: P2P,M2Metc.Which implementation
basis do you choose for this target Web Services, Micro-Services or else) and why?

When comparing both convenient solutions with new solutions (HDS in IBN), we
need an evaluation of decreasing development complexity (KLOC, manly hours) and
costs (CAPEX/ OPEX), the reusability of the source code (components, SOA, patterns),
the use of a possible current processmodel (such as Scrum, or alternatively,XP,DevOps),
scalability and so-called utility analysis.

In addition, the assessment of the performance and QoS parameters in realistic
scenarios is very important (data volumes, throughput, and latencies).

In the case of HDS software development, up to 25%of the total costs are attributable
to security-related routines. For this reason, the analysis of how secure the IBN solutions
are in realistic scenarios using methods such as VPN, PKI/ TLS, Blockchain in the
desktop area and in the mobile environment.
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Abstract. Programmable computing infrastructure is increasingly available at
heterogeneous locations across devices and data centres. This greater choice leads
to opportunities to run applications and network services on top with improved
matching of required or desired characteristics.A remaining challenge is to address
the computing resourceswithout forcing software engineers to reflect themdirectly
into the software design. An emerging helpful notion on the infrastructure level
is that of computing continuums of various types, such as fog-cloud or sensor-
edge-cloud continuum. The emerging continuum computing paradigm is hence
seen as evolution of cloud computing. It exploits recent execution technologies to
guarantee loose coupling between applications and infrastructure as well as late
and dynamic placement optimisation. Thus, it leads to fluid and osmotic distributed
applications with inherent knowledge about how well specified constraints are
fulfilled at any point in time. We suggest that continuums are therefore a suitable
abstraction to learn in networked software engineeringwith benefits for application
design, implementation and deployment. In this chapter, we present continuum
computing scenarios and outline the current state of technology. Furthermore, we
demonstrate how application placement can be controlled declaratively based on
meaningful human and business vocabulary within this abstraction. This method
contributes to application portability and resilience, important characteristics in
the efficient digital transformation of whole industries.

Keywords: High-performance computing · Microservices · Cloud · Intents · Fog

1 Introduction

Computing capacity has become available everywhere in ubiquitous form, through vis-
ible and invisible devices. Some of that capacity is typically idle and not contributing
meaningfully to complex data processing, while the remaindermay be exhausted in burst
scenarios. A key concern is therefore for any planned computing activity: Where do we
compute?

Given that the computing activity can be not only a monolithic process, but can be
modular for instance in the form of composite microservices, that concern can then be
refined to: How do we decompose and position our computation in order to maximise
the capacity utilisation or other, user- defined utility goals?
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Due the heterogeneity of hardware and networking topologies, addressing this
concern in a general way requires a powerful abstraction and notation.

Continuums have been proposed as a novel abstraction layer to express a continu-
ous range of capacities [1]. Continuums range from networked sensor nodes referred to
as the Internet of Things (IoT), handheld devices, robots, industrial production equip-
ment and other far edge hardware, over edge and fog intermediate infrastructure poten-
tially consisting of multiple layers, to more centralised cloud, multi-cloud and even
high-performance computing (HPC) facilities. Inspired by the mathematical concept of
continuously (albeit not necessarily linearly) progressing curves, such computing con-
tinuums provide similar curves, but for a variety of non-functional characteristics [2].
For instance, the latency to detect an anomaly in a data stream increases the more far
away the detection code is executed from the point of data acquisition. It is therefore,
from a latency perspective, desirable to detect anomalies locally at a sensor rather than
in the cloud. In contrast, the available memory is usually growing with this distance
and is maximised in the cloud. This means that continuums are multi-spectral targets
for any compute activity, and mathematical optimisation can be applied, constrained by
technological aspects such as network protocols and software artefacts, to address the
concern of decomposing and placing the compute activity to maximise the utility.

Figure 1 shows typical computing continuums and their use cases along with the
typically associated characteristics for one of the continuums. It is clear that given enough
investment,manyof the characteristics can be harmonised, for instance, by bringingmore
compute power to the edge by installing more processor cores. However, this comes at
a cost whereas the concept of continuums is able to exploit existing hardware with its
resource differences. Moreover, several sensor nodes and other IoT equipment are not
capable of running user-provided code at all or only in specific forms, limited to certain
programming languages and frameworks such as MicroPython [3].

The intelligent computing continuum has been specifically proposed to automate
some of the placement decisions. This paves the way for merely expressing the intent as
utility function, raising the abstraction level further and thus allowing for more dynamic
continuums whose topology and capacity changes with the computing activities being
adjusted to still converge against the goal. Intelligent continuums promise resource and
data management at different levels with largely heterogeneous computing and network-
ing capabilities. They fulfil the promise by proper resource management, placement and
scheduling with explicit knowledge, including a consideration of partial lack of knowl-
edge, about the continuum and application characteristics within the ecosystem. Eventu-
ally, intelligent continuumsmay turn into intelligent data fabrics for elastic cloud-to-edge
intelligence [4].

Intelligent continuums are therefore useful to translate intent from the soft- ware
design level to operational practice. But this translation is subject to many unsolved
challenges, including insufficient coveragewithwireless connectivity capable of network
slicing, unknown energy consumption trade-offs, too complex federation concepts and
overload throughmassivemobility [5]. Themain challenges from a software engineering
and placement perspective, related to orchestration, are:

1. Understanding and modelling application requirements, in terms of non-functional
characteristics. An example would be a licence plate detection application based on a
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Fig. 1. Typical computing continuums and resulting computing characteristics

video camera that would require low latency (to alert police before the car leaves the
area), high throughput (to raise the likelihood of detection with better quality video
streams), high reliability (ability to process a secondary video stream), and high privacy
(early blurring of any faces recognised in the streams, as only the licence plates are of
interest).
2. Modelling and monitoring of infrastructure capacity. This primarily means tracking
the available resources in terms of CPU/GPU cores, frequencies and instruction sets,
available main memory, persistent storage, network links, hardware security tokens and
secure computation enclaves, and other special features that form the basis of matching
the application requirements. Apart from the basic hardware description, in dynamic
contexts this information would change at high frequency by taking also the current load
for all shared resources and the current reservation status for all exclusive resources into
account.
3. Decision making on where the processing should occur. This is a match- making pro-
cess optimising the combination of application requirements with resource availability
at any point in time, including the initial deployment of applications, redeployment in
dynamic scenarios as well as per-request planning for already deployed applications
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even in static scenarios. At this stage, the user intent on what constitutes optimality must
be expressed and evaluated. The decision making is furthermore subject to external
constraints in privacy, security [6] and, primarily setting limits to scalability and usage
density, the utility capacity for electricity and connectivity.
4. Application orchestration. When a decision has been made, all application compo-
nents must be managed, including seamless service offloading preferably without down-
time and data transfers. This challenge also involves technical decisions on caching,
cross-layer replication and migration, as well as on execution choices involving virtual
machines and containers, both as long-running services and as per-request instantiations.
The necessity to mi- grate can in particular be triggered either by changing conditions in
the infrastructure and the application workload, or by device mobility, causing the intent
utility functions to yield different optima that will be described in the next section.

The concrete realisation of algorithms and systems to meet all challenges depends
largely on the far edge devices. For instance, mobile and non-mobile devices can share
edge and fog resources, but a proper resource allocation in the layered hierarchy is then
needed. An appropriate notion is that of a cloudlet, a specific part of the computation not
executed in the cloud but in a fog environment close to the devices and itself commu-
nicating with the cloud as needed. Moreover, the realisation depends on the permitted
cost/performance ratio driven by overhead costs for the modelling and monitoring pro-
cesses aswell as bottlenecks for the dynamicmigrations. Eventually, the optimality of the
modelled utility functions may be relaxed with near-perfect results that can be achieved
in a fraction of the time. This is especially crucial in massively parallel scenarios where
thousands of sensors, people and devices are coupled and 90% optimality for all is better
than the optimum for 90% with unforeseen consequences for the remaining 10%. It is
also important for integrated microservice engineering and quality assurance processes,
in particular in DevOps contexts, that require sub-second checking of the feasibility of
placement during code commits.

To convey the advantages of a continuum for engineering better software, in this
chapter we describe two concrete processes: An initial placement matchmaking between
applications and infrastructure with multiple implementations (RBMM [7] and Contin-
uum Deployer [8]), and a simulated migration and re-placement with wireless handoff
and application migration implemented as MobFogSim [9]. A general overview about
software engineering concerns for continuums is given beforehand.

2 Placement, Migration and Other Software Engineering Concerns

Initial placement andmigration are two closely related steps within a wider software ser-
vice lifecycle. Software optimised for continuums shall be adaptive and liquid, allowing
for optimal execution in any constellation of underlying hardware infrastructure. ‘Cod-
ing the Continuum’ has been one of the first works that looked at continuums from a
software engineering perspective and explored techniques to achieve such software [10].
While earlier abstractions such as network-procedure calls (RPC) allowed software to
cross hardware boundaries, the inherently high latency led to the manifestation of falla-
cies and therefore to functionality and usability problems [11]. The fallacies still apply,
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but they manifest less often, so that continuums are now set as next- generation abstrac-
tion. Hence, coding the continuum departs from conventional fixed terms such as ‘cloud’
and ‘edge’ and rather puts the (sometimes dynamic) characteristics of these resources
into the focus. These characteristics combine basic properties such as speed and location
into holistic measures so that a function executing on a slower computer nearby may
deliver its results faster than the same function executing on a far-away faster machine.
A continuum-aware programming model thus combines function, data and trust fabrics
along with the associated cost. Therefore, the user intent can be expressed as a set of
utility functions, for instance to maximise performance as location-speed trade-off that
is shifted depending on device proximity due to the distance-based networking cost.

Similar ideas are represented in ‘Harnessing the Computing Continuum’, with
emphasis on abstract machine models so that programming is elevated from the device
level to intellectual goals and intents [12]. A mapping of user intent to the resource level
is encapsulated by the abstract machines.

However, exploiting resource characteristics requires high-quality knowledge about
them. The quality is determined by valid, accurate, up-to-date specifications.Without the
knowledge, blind computing ensues. Various approaches to capture cost, characteristics
and constraints exist, including CloudPick [13], SCRIMP/ParaOpt [14] and FaaSCC
[15]. Apart from static capturing, monitoring can be used to get dynamic information on
resource utilisation. Monitoring can also be used to detect the geo-coordinates of mobile
devices to support mobility-based placement and migration.

On a practical application level, descriptions of microservice resource constraints
also need to be collected. There are de-facto standards from industry, for instance,
resource limits in Kubernetes deployment objects such as Docker container images
(and therefore in Helm charts) and AWS Lambda function configuration (and there-
fore in Serverless Application Model packages). Nevertheless, these facilities are not
always used, with only around 25% of Docker images and 63% of Lambda functions
declaring resource limits according to a public sample [8]. Dynamic approaches such as
the Microservice Artefact Observatory can be used to determine unspecified resource
constraints [16].

Once the knowledge about both applications and resources is available, liquid soft-
ware that adapts to the available infrastructure becomes feasible. This concerns especially
the initial placement of software units, in particular microservices, as well as any migra-
tion due to changing conditions. In the next sections, we assume the existence of the
knowledge and refer to the previously mentioned works for strategies on how to retrieve
missing information. Table 1 shows exemplary knowledge on deployment decision fac-
tors based on the categorisation proposed in [7], scoped to apply to either the application
A and/or the resources R. Additionally, external context information including jurisdic-
tion, business strategy, date/time and system load as well as user intent must be available
in machine-processable format.

3 Matchmaking as Planning Phase for Initial Placement

The aim of achieving an initial placement by matching application requirements, bro-
ken down to individual microservice requirements, and infrastructure capacity is the
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Table 1. Subset of deployment decision factors

Scope Name Values (examples)

A, R Memory 128 MiB, 2 GiB

A, R Runtime Python:3, java

A, R Latency 5 ms

A, R Duration 900 s

A, R Zone Intranet, dmz, internet

A Vulnerability Backdoor, CVE-477

A Consistency True, false

A Complexity High, medium, low

A Port 9233

R Country gb, cn

R Geolocation WGS84 47°29′N 8°43′E
R Trust High, low

R Billing Monthly, pay-per-use, free

R Gpu True, false

rapid transition from development to operation. In this section, a sample application is
described, formalised preliminaries are presented and four matchmaking approaches –
greedy, rule-based, SAT and advanced intent-based matching – are described. The rule-
based approach is based on RBMM [7], whereas the greedy and SAT-based approach is
based on the Continuum Deployer [8].

3.1 Example Description

To better convey the methods for initial placement, a running scenario is introduced
that references the characteristics from Table 1. A machine manufacturer intends to
deliver real-time insights into the machine performance, including in potential faults in
the context of predictive maintenance. The machine ships with an on-board computer
C1 equipped with 2 GB RAM and a 3 GHz CPU. Moreover, the machine operator can
attach the machine to a cloud service C2 with the equivalent of 2 GHz CPU performance
and 1024 MB RAM instances. The insights application consists of two microservices
M1 and M2 implemented as containers, each requiring at least 800 MB RAM (or more
depending on theworkload), and fully exhausting the CPU capacity during heavy analyt-
ics, represented by a nominal 1.5 GHz requirement per microservice. Moreover, a third
microservice M3 implements the predictive maintenance forecast. It is implemented
as a workflow consisting of three consecutively invoked cloud functions F1–F3, each
requiring 100 MB RAM and a small share of the CPU.
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3.2 Preliminaries: Definitions and Models

We define a composite application A to consist of a number of software artefacts ai
which are loosely coupled and instantiated as application execution units, or parts, with
certain scaling factors, i.e.A = {s0 × a0, s1 × a1, . . . }.Acontinuum resource collection
R consists of independent resources ri whose owners or operators can differ, leading to
further differences in location as well as technical characteristics including the resource
level (infrastructure, platform, middleware).

Both artefacts and resources have certain properties, althoughnot all of themare guar-
anteed to be explicitly expressed in machine-readable descriptions. Sometimes, they are
also loosely expressed, for example a runtime environment java without corresponding
version number. Therefore, we assume those deployment factors to contain a measure of
uncertainty, i.e. F = {u0 × f0, u1 × f1, . . . }. In component notation, resource factors are
offered whereas artefact factors are required. Some factors only exist for either artefacts
or resources, while others exist for both; this is expressed by the factor scope (A, R or
both).

A deployment plan (assignment) is the projection A→C+PRusedR under a set of con-
ditionsC and a set of preferences P. Conditions must be fulfilled (e.g. sufficient memory
to run the application,monthly cost notmore than a certain limit)whereas preferences are
used to determine the winning resource combination out of several that fulfil the condi-
tions (e.g. smallest possible latency). Multiple preferences can be combined by weights,
i.e. P = {w0 × p0,w1 × p1, . . . }. All conditions and preferences are expressed with
application-specific rules (�) referencing arbitrary deployment factors F and applying
to any pair (ai, ri).

Our model is limited by not taking data dependencies or workflows into account.
Specifically, we assume for simplicity that any application part can generate data and
transmit it freely to any other part. We acknowledge this limitation while claiming
that even the simplified model advances systematic deployment methodologies beyond
current deployment tool designs for clouds and continuums. On the other hand, the
model is flexible by allowing to skip certain factors so that a subsequent matchmaker or
deployment tool can perform further micro-optimisation. These skipping rules, together
with the deployment rules as well as propagation and accumulation rules, lead to a highly
flexible approach that fits multiple deployment patterns and topologies.

3.3 Greedy Matching

A greedy strategy returns the first matching association of microservices to the available
resources for each service. This is a very fast strategy, but also one that may get stuck,
not finding or a combination that works although one exists, or deliver a suboptimal
result instead of finding the best combination. Consider the following case documented
in Table 2. Although a match is found after four steps, the allocation is not optimal.
Placing the maintenance service M3 first would require only one cloud instance instead
of three. Of course, this example is simplified and does not take data affinity, pricing or
runtime compatibility into account. Nevertheless, it shows that greedy matching is fast
at the cost of a risky outcome.
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Table 2. Greedy matching protocol

Round A R Result

1 M1 C1 Fits; adjust C1: 1.5 GHz, 1.2 GB RAM

2 M2 C1 Fits; adjust C1: 0 GHz; 0.4 GB RAM

3 M3 C1 Does not fit (will starve)

4 M4 C2 Fits; requires 3 instances

3.4 Rule-Based Matching

Rules (Ψ ) applying to factors are composed of propagation rules (�π), skipping rules
(�σ ) deployment rules (�δ) and accumulation rules (�α). They are applied in this
order: First, propagation rules use invariants to complement missing factors or change
existing factors in application compositions and resource sets. On this basis, skipping
rules temporarily hide factors – marking them to be skipped during processing – so that
they remain intact in the output mapping and serve as input for further post-processing.
Then, matchmaking is performed with deployment rules, and all successful assignments
imply the use of accumulation rules to adjust post-deployment resource characteristics.
In case an assignment is reverted, for instance through back- tracking, the accumulation
rules are executed in inverse order to roll back forecasted resource modifications.

3.4.1 Rules

Propagation Rules
By considering a hierarchical application and resource model, it is possible to specify
which factors at lower levels invariably influence those at higher levels, and vice-versa, as
well as lower level siblings (up-, down- and side- propagation). The hierarchy can have
multiple levels, although on the application side many composition formats adopted
in industry only support two levels. Resources can however have sub-resources, for
instance a VM instance offering both CPU and GPU computing access. Through propa-
gation, further efficiency gains can be achieved when only modelling some of the factors
that have to be modelled manually or whose automated acquisition consumes a lot of
time. For instance, a software composition affected by a security vulnerability in one
constituent unit is considered itself tainted, representing an up-propagation, whereas
another component in the same composition remains unaffected by itself. Specifically,
the following propagation rules, including two trivial ones, are useful in continuums and
need to be expressible as pre-processing step in matchmaking.

1. Replication. All factors in a trivially apply to all other instances of the same artefact.
This applies to all static factors as well as, assuming they share the same resource, to
dynamic runtime-related ones such as maximum task processing rate. However, in
our work we apply these rules before deployment and thus do not consider dynamic
factors.

2. Subsumption. The resource needs of A are trivially defined as the con-junction of all
resource needs of the constituent a including scaling factors (up).
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3. Bounding. The upper bound of latency in a is mirrored in A (up).
4. Tainting. Any quality deficiency or security vulnerability in a is mirrored in A (up),

and any trust level in r is mirrored in the subset of R that shares the same operator
(side).

Skipping Rules
A potential use case of matchmaking is generating a subset of valid deployment map-
pings, and further post-processing it with another matchmaking or optimisation tool that
might use different algorithms for achieving increased output precision. Skipping rules
mark attributes such as CPU or memory needs by the application, and the corresponding
offered capacity by the re- sources, effectively leading to them being skipped during
the matchmaking. Afterwards, they get reinstated on the resulting mapping. Possible
skipping rules are:

1. Context. Skip CPU and memory factors, deferring these technical details to later,
and instead perform matchmaking primarily on context factors.

2. Feasibility. Pre-check whether a deployment is technically feasible at all by skipping
non-technical factors such as trust, country or geolocation.

Deployment Rules
These rules set constraints on where each application part a can be deployed. We require
the deployment rules to express the following scenarios:

1. An application processing sensitive personal information shall not be deployed in
hosting locations whose jurisdiction does not support certain minimum guarantees
on privacy.

2. An application subject to a vulnerability shall only be deployed into the demilitarised
zone (DMZ), not in the internal network behind the firewall.

3. Any application part a needs to be deployed into a resource with sufficient memory.
For latency-sensitive applications, the entire application A needs to fit within one
resource.

Accumulation Rules
Due to resource sharing and resource utilisation in general, each deployment leads to
some changes in factors. We differentiate between constant factors unimpeded by any
deployment (e.g. location of a datacentre) and those changing their values according
to accumulation rules, for instance, available memory being reduced by any running
application. More accurately, we assume that resource access is either unlimited, shared,
or exclusive.

A concrete set of rules might look as follows:

1. The amount of free memory in r is reduced by the memory claimed by a (shared).
2. The range of free port numbers in r is reduced by any allocated port in a (shared).
3. A GPU available as sub-resource in r is occupied by any a claiming to perform GPU

computing (exclusive).
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The distinction into resource access models influences the permissible algorithms.
Under the assumption that resources are infinite (|R| = ∞) or largely available beyond
what can possibly be consumed by A, as in most clouds, a simple combinatorial match-
making can be performed. Otherwise, a complex assignment and satisfiability problem
needs to be solved. For constrained devices, we propose a depth-first recursive tree
search where after each candidate assignment its validity is determined by successful
matchmaking of the remaining subtree, otherwise rolled back.

3.4.2 Rule-Based and Weighted Matchmaking Concept

The matchmaking process guarantees that if a deployment of A including its constituent
parts, e.g. microservices, to R is possible, a valid deployment plan is returned.

Design and Architecture
RBMM’s matchmaking component operates as a service to be queried by deployment
tools after scanning the composition description and artefacts to be deployed. Figure 2
outlines the process of acquiring the factors through automated scanning (acquirer tools)
and manual curation, creating an instance of the models of A and R, and submitting them
to the matchmaker to yield a resource-aware deployment plan.

The goal of the matchmaking process is to achieve an optimal deployment by
creating, rating and ranking all possible assignment combinations of A → R.

Fig. 2. Matchmaking based on collected factors, rules and constraints

We briefly describe an exemplary fast combinatorial algorithm assuming infinite
resource availability and amore thorough recursive tree search assuming finite resources.
These algorithms are suitable for simple scenarios but would be replaced with more
capable ones in actual deployment systems.

Combinatorial Algorithm
The iterative combinatorial algorithm attempts to perform a mapping of all resources
on all application parts. For any part a mapping has been found and validated according
to deployment rules, the accumulation rules are applied. As further resources are then
skipped, the algorithm complexity is approximately O(n × n

2 ) for |A| = |R| = n.
Tree search Algorithm
In the recursive tree search, again for each application part a mapping is attempted.
Any successful mapping of ai applies the accumulation rules, followed by a recursive
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invocation of A\ai, i.e. the set of application parts without the one already mapped. In
case the invocation returns a valid result, it is proven that all application parts have been
mapped successfully. Otherwise, the accumulation is reversed and the next resource is

mapped for ai. The complexity is approximately O(n × (n−1)2

2 ).

Matchmaker Library Implementation
First, we implemented the matchmaking algorithms as a Python library, and com-
plemented it with a test tool to synthetically generate applications, resources and
rules.

In an experiment with 10’000 application parts and the same number of resources,
i.e. 100 million possible combinations, around 488 million factor comparisons were
generated. On a single-core Intel i7 processor with 2.60 GHz, using only deployment
and accumulation rules, the iterative combinatorial matchmaking took 3.3 s.

For a more modest scenario with 200 application parts and resources, i.e. 40’000
possible combinations and 175’275 factor comparisons, the combinatorial matchmaking
finished in less than 0.05 s. For this scenario, the recursive algorithm implementation
became feasible and finished in 80.1 s.

3.5 SAT Solver Matching

The constraint satisfaction problem (CP-SAT) solver [17] offers multiple options with
regard to the optimisation target. Evaluated are six single and multiple targets, including
the maximisation of idle CPU, the minimisation of idle memory, or the maximisation
of idle combined resources. This solver uses constrained programming to define rules
and constrains that describe the resource matching problem in mathematical terms.
Afterwards this optimisation is solved as optimal as possible. The results of this solver
differ from the greedy ones: if this solver cannot come up with an optimal solution the
run will fail and all resources are displayed as unschedulable. This feasibility constraint
is enforced on each label group (if labels are defined).

3.6 Towards Advanced Intent-Based Matching and Placement

The previously explained matching approaches (greedy, rule-based and SAT) are con-
cerned with system-level metrics that are understood by software engineers and opera-
tors, but not on the business level. Intent-based placement becomes possible if the intent
can be expressed in business terminology. This requires replacing static resource con-
straints with utility functions as well as, to ensure their understanding, typical domain-
specific performance profiles. For instance, in the domain of artificial intelligence, a
user wants to train 50 AI models in one hour and needs appropriate resources (mostly
involving GPUs) to perform that task. The models themselves are rather small, there-
fore resource locality is less of an issue and remote cloud resources can be considered.
In the domain of e-commerce and web hosting, a user wants to ensure 1000 Wordpress
page views per minute are possible to reach a certain audience. In the factory automation
domain, a user wants to ensure that a million observation transactions can be stored in
an in-memory database per day.
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The proposed approach foresees a rich application description on the level of
microservice metadata as shown in the following example that is based on Kubernetes
manifests:

The application thus self-declares its ability to accommodate certain intents in
using this application just in a test scenario or in a large-scale production environment,
and adapts its resource utilisation to the chosen performance profile that most closely
represents the desired intent.

4 Conclusion

The chapter contains theoretical methods and approaches to the placement of microser-
vices. The simulation and other practical results aimed to Application Migration for
Changing an Existing Placement will be published in another way. These experimen-
tal routines will show the readers how to simulate mobility and migration in cloud-fog
continuums, particularly on the fog level as well as proof the examined theoretical meth-
ods and approaches for the placement of microservices. It will be based on a technical
realisation as MobFogSim, an extension of iFogSim with mobility concerns.
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Abstract. Infrastructure as Code (IaC) has been recently receiving increasing
attention in the research community, mainly due to the new approach in software
design, development, deployment, and operations management. DevOps engi-
neers efficiently maintain and continuously improve Infrastructure as Code. In
this chapter, we present a new mechanism of infrastructure deployment, man-
agement and microservices building and delivery for future intent-based cloud
networking. The process of setting up an infrastructure is similar to the process of
programming software, when some scripts, modules, providers, and Version Con-
trol System are used together. The processes of how to build serverless microser-
vices and how to create new content, reduce maintenance, scale easily, and deliver
new features to users faster have been investigated. The main benefit of serverless
platforms is that they let you focus on writing code without worrying about man-
aging infrastructure, auto-scaling, or paying for more than what you use. With
Cloud Function and Cloud Run, you can create high-quality microservices that
will enhance the experience of your app or website. Cloud Run and Cloud Func-
tions are serverless platforms offered by Google Cloud, but they have nuances that
can make one preferable to the other in certain situations. The unique advantages
and disadvantages of each of the platforms have been investigated.

Keywords: Automated network deployment · Infrastructure as Code · DevOps ·
AIOps · Deployment · Intent-based cloud networking · Cloud run · Cloud
function · Google Kubernetes cluster · Version control

1 Introduction

Up until recently, IT infrastructure management was a laborious task. All hardware
and software for the applications had to be manually configured and controlled by sys-
tem administrators. However, new trends, including cloud computing, have improved
approaches to organizing, developing, and maintaining IT infrastructure. The most
important component of this trend is «Infrastructure as code - IaC».

The IaC is a model in which the process of setting up an infrastructure is similar
to the process of programming software. Essentially, applications can contain scripts
that create and manage their own virtual machines. Infrastructure as Code uses a high-
level coding language for description of the entire existing infrastructure in the form
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of code as well as the tools, which automate the provisioning of IT infrastructure and
implementation of a real infrastructure from it [1–6].

Infrastructure as code is the process of managing data centers, not by physically con-
figuring equipment or using interactive configuration tools, but by utilizing configuration
files. System administrators and technicians should focus on service development, rather
than IT infrastructure maintenance. The manual process often causes several problems
that have to be addressed [7–9]:

– High cost. You need to hire many professionals to manually set up the necessary IT
environment. In addition to paying all these people, they also need to bemanaged.This,
in turn, leads to higher overhead costs and adds more complexity to communication.

– Scalability and availability (slow installs). To manually set up an infrastructure, engi-
neers need to rack the servers, and then configure the hardware and network to the
proper settings. Those processes are time-consuming and often errors arise.

– Monitoring and performance visibility. When you have a problem with your infras-
tructure, how do you determine exactly where the problem comes from? Is this a net-
work, server, or application problem? You need tools that give you a comprehensive
overview of how your entire IT infrastructure works.

– Environment inconsistencies. As the infrastructure grows, more and more people are
joining the manual deploying configurations, which causes inconsistencies and over
time it becomes difficult to reproduce the same environments. These inconsistencies
lead to critical differences betweendevelopment, quality assurance, and the production
environments and cause deployment problems.

With the implementation of the IaC tools, productivity increases, quality of any
software installation improves, and the software development life cycle becomes more
efficient. Developers will be able to complete more projects in less time. Infrastructure as
Code is made possible by the Infrastructure as a service (IaaS) platforms, which enable
on-demand provisioning and requesting of cloud resources through remote APIs [10,
11].

2 AIOps and Benefits of Infrastructure as Code

There are two categories of tools for IaC:

– Configuration management tools, which are designed to install and manage software
on existing servers (like Ansible, Chef, Puppet);

– Provisioning tools (like CloudFormation and Terraform), which are designed to pro-
vision the servers on their own, leaving the job of configuring those servers (and rest
of your infrastructure, like load balancers, databases, networking configuration, etc.)
to other tools.

In fact, most configuration management tools can perform some degree of provi-
sioning, and most provisioning tools perform some level of configuration management,
the only difference being that one type or another is better suited to certain tasks [12,
13].
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IaC means to manage your IT infrastructure using configuration files. So, infrastruc-
ture configuration takes the form of a code file.

Since it is just text, it can be easily edited, copied, and distributed. You can put it
under source control (git, cvs, bitbucket etc.), like any other source code file. In turn, it
allows you to quickly create as many instances of your entire infrastructure as you need,
in a different location from your source code file. You will be able to create resources
consistently without error while reducing management and manual setup time. The
schema for Infrastructure deployment is below (Fig. 1):

Fig. 1. Infrastructure deployment in the cloud platform

The key components of this schema:

– Developers/Authors – the persons, who will create infrastructure design and develop
the code;

– Code in VCS – all the components in your infrastructure (buckets, IAM, network,
VMs, K8s, etc.);

– Infrastructure provider – Cloud provider, that provides platform, where all infrastruc-
ture components will be stored (GCP, AWS, Azure, etc.);

– Up and running environments;
– Services – list of microservices running on prepared environments.

Within an IaC workflow, you can deploy the infrastructure multiple times in a stan-
dardizedway, whichmeans that software development and testing is accelerated because
development, intermediate stages, quality assurance testing, and production environment
are separated. Once the infrastructure you describe meets all the requirements, you will
be able to deploy it in the cloud environment the right way. When new requirements
appear, you can consider them and repeat the process as many times as needed.

However, even when using IaC we have to control our infrastructure, use some
monitoring and health status mechanism to collect metrics and logs. Those metrics
and logs allow us to control the status of our Infrastructure and Services and apply
some scaling mechanism on demand. To ensure continuous integration and deployment
of applications and infrastructure, enterprises will need DevOps tools that incorporate
Intent-based networking (IBN) [14]. Multiple manual tools and automated IT operations
platforms are substituted by artificial intelligence (AI), machine learning (ML), and
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network orchestration. Users’ intents are defined in a human language, therefore cloud
providers have to translate them into IT infrastructure policy using natural language
processing (NLP) to guarantee quality of service (QoS)/quality of experience (QoE).

According toGartner, by 2023, 30%of large enterpriseswill be using artificial intelli-
gence for IT operations (AIOps) platforms and digital experiencemonitoring technology.
Moreover, AIOps platforms will become the prime tool for analysis of monitoring data
[15].

AI is used for management and maintenance of IT infrastructure and operations.
AIOps Platform enables DevOps teams to respond more quickly (even proactively) to
slowdowns and outages, with a lot less effort and more efficiency.

The Infrastructure as Code Workflow diagram below (Fig. 2) is a very simple model
that shows the logical flow of IaC operation.

Fig. 2. Infrastructure as code workflow for intent-based cloud networking
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Storing the infrastructure description in the version control system makes it acces-
sible, and changes are reflected for all members of your team. In addition, you can
always revert to the previous version if the new version shows errors. In addition, the
version control software can be configured to automatically launch the tool to update the
infrastructure in the cloud when approved modification is added. The automation IaC
workflows helped reduce the complexity of cloud systems administration.

Infrastructure as Code brings a lot of benefits and is getting more popular among the
DevOps Engineers. The main benefits of IaC are (Fig. 3):

– Speed. You can deploy different environments, from development to production
including QA, and more; launch virtual servers and preconfigured databases, load
balancers, storage systems, network infrastructure, or any other cloud service accord-
ing to your requirements. By writing and running code, you can organize backup and
disaster recovery by deploying your infrastructure environments in other locations
where your cloud provider operates.

– Consistency. Despite efforts tomaintain some consistency in the infrastructure deploy-
ment process by using standard operating procedures, manual infrastructure manage-
ment will result in misconfiguration because people are not perfect. And no matter
how hard they try, human error always appears. IaC resolves that problem and reduces
the possibility of errors by using standardizing the setup of infrastructure from the
configuration files.

– Accountability. Since IaC uses source control (or version control), we can track who
and when made a specific change to the infrastructure component, and we can try to
understand for what purpose.

Consisten-
cySpeed

Cost BBenefits of IaC Accountability

ScalabilityEfficiency

Fig. 3. The main benefits of IaC
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– Scalability. Infrastructure deployments with IaC are repeatable and stable. You can
write code once, then reuse it many times rapidly and reliably, avoiding manual setup
and misconfiguration dependencies.

– Efficiency.You can increase software development efficiency by employing the infras-
tructure deployment from code. It makes the whole process safer and the issues or
errors can be identified earlier, before running your infrastructure in production. Pro-
grammers and QA engineers can use sandbox environments for development and
testing, and, in addition, developers can be more involved in the code review process.
It’s very important for Continuous Deployment (CD) process [16].

– Lower Cost. The automation of infrastructure configuration and lowering the costs
of infrastructure management is one of the main benefits of IaC. By reducing the
time for manual work, productivity is increased and staff costs are saved. The use of
IaC deployment automation tools makes the process of building and configuring the
infrastructure more efficient, reducing the costs and effort involved, and allows IT
specialists to spend more time looking at innovative solutions.

3 GCP Cloud Functions for Microservices

The Google Cloud Platform (GCP) lets us build, deploy and run applications, websites
and services onGoogle’s infrastructure.GoogleCloudFunctions is a serverless execution
environment for creating and connecting cloud services bywriting simple single-purpose
functions that are joined to events transmitted from your cloud infrastructure. It’s one of
the trending technologies nowadays.

Although we will cover only Google Cloud features, you can use similar services
from other providers (AWS Lambda, Microsoft Azure, IBM Cloud Functions etc.).
The choice of platform depends on various factors, such as functionality, performance,
pricing, and more.

It is easy to run and scale code in a fully managed environment and the Cloud
Function is triggered when the observed event occurs, so there is no need to provide any
infrastructure or manage any servers. Cloud Function provides the ability to users to pay
only for what they use (Function as a service, FaaS).

Cloud Functions can be written in multiple programming languages (Python, Go,
Java, .NET, Ruby, Node.js, PHP, etc.) and are executed in language-specific runtimes.

Cloud Functions takes care of managing servers, configuring software, updating
frameworks, and patching operating systems. The software and infrastructure are fully
managedbyGoogle, so that you just add code. Furthermore, the provisioningof resources
happens automatically in response to events and automatically scales based on the load.

GCP Cloud Function Investigation plan (Fig. 4):

micro - just to check what is the minimum needed for setup and basic execution time of
requests when function is dummy;
small - check if there is possibility to use Flask and native routing capability as well as
emulate execution time and time outs;
basic - by usage of Flask, Connexion and other SDK provide ability to have API to get
and update info in DB, log execution process, cache data.
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Execution of Micro:

$ gcloud functions deploy cfpoc-1 --allow-unauthenticated --
entry-point=test_v1 --memory=128MB --runtime=python37 --
source=./ --trigger-http

Deploying function (may take a while - up to 2 minutes)...

$ #<<< Cold Function
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-1
real    0m0.430s 
$ #<<< Warm Function
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-1
real    0m0.287s     

Micro Summary:

– Deploying from local machine may take up to 2 min
– To be able to deploy Cloud Function, Cloud Build service must be enabled. (Is it true
for any deployment? e.g. from repo)

– There is a difference between cold and warm execution.

Execution of Small:

#<<< Deploy v2 function with routing
$ time gcloud functions deploy cfpoc-2 --allow-unauthenticated 

--entry-point=test_v2 --memory=128MB --runtime=python37 --
source=./ --trigger-http

Deploying function (may take a while - up to 2 minutes)…

$ #<<< Cold execution for V2 function
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-2/hi/Nazar
Hi there, Nazar 
real    0m1.498s 
$ #<<< Warm execution
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-2/hi/Test_V2
Hi there, Test_V2 
real    0m0.334s 
$ time curl -X POST https://us-central1-sandbox05a33547.cloud-

functions.net/cfpoc-2/hi/Test_V2/congrats -d '{"some": "data"}'
Hi there Test_V2, congrats on b'{"some": "data"}'!
real    0m0.285s 
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Fig. 4. GCP cloud function flow and execution plan

Small Summary:

– Deploying from local machine may take up to 2 min, but took 58 s;
– With a stacking of request processing in Flask, ability to do native flask routing was
achieved;

– There is a difference between cold and warm execution and here it is more obvious;
– With a few tricks there is ability to transfer parameters and data to stacked process
handler.

Execution of Basic:
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$ #<<< Deploy v3 function with routing and OpenAPI validator 
between client and handler

$ time gcloud functions deploy cfpoc-3 --allow-unauthenticated 
--entry-point=test_v3 --memory=128MB --runtime=python37 --
source=./ --trigger-http

Deploying function (may take a while - up to 2 minutes)…

$ #<<< Cold check for cfgpoc-3
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-3/health
{

"status": "OK"
}
real    0m2.628s 
$ #<<< Warm check for first time of cfgpoc-3

$ time curl https://us-central1-sandbox05a33547.cloudfunc-
tions.net/cfpoc-3/health

{
"status": "OK"

}
real    0m1.298s 
$ #<<< Warm check for second time of cfgpoc-3
$ time curl https://us-central1-sandbox05a33547.cloudfunc-

tions.net/cfpoc-3/health
{
"status": "OK"

}
real    0m1.205s

Basic Summary:

– Deploying from local machine took almost 2 min, but includes multiple files;
– There is a difference between cold and warm execution and here it is more obvious;
– There is a possibility to use cache as global variables (Table 1).

Performance Results
During the Cloud function deployment process it is easy to establish the requirements.txt
file and an entry point has to be provided. By execution of one command it can be
deployed to Cloud. It is also possible to deploy from a zip file that is located locally or
on Google Storage as well as from Source Control or Google Registry.

After deployment the new function version will be active and the entire traffic will
be directed to a new function without the ability to split it. Traffic management can be
done by other services.

Cloud Function Application pushes some important metrics and logs to Cloud Log
and NewRelic Cloud. All these metrics and logs will be used for AIOps and allow us to
automate and accelerate many tasks more scalably, predictably, rapidly and efficiently
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Table 1. Cloud function performance results

Micro Small Basic

Client side GCP logs Client side GCP logs Client side GCP logs

First call 476 90 1499 1150 2638 2268

Second call 373 103 327 25 568 119

40 calls avg 320 52 350 79 343 79

than manual methods alone. We can make real-time predictions and prevent potential
errors by using AI’s ability to perform continuous log analysis, anomaly detection,
predictive maintenance, root cause diagnostics and other critical functions [17].

GCP Cloud Function Summary
Cloud Function can be used for a small size microservice with the following in mind:

– Cloud Function warming up issue:

• warming can take more than 2 s and depends on initial implementation;
• amount of dependencies influences the warming up process;
• potentially Cloud Function may stay warm up to 15 min (but there is no guaranty
by GCP);

• potentially “ping” like activitymay be used to warm function, but there is still 50/50
chance that it will be warm;

• cold start may be minimized by trimming package size and dependencies and by
usage of lazy-load technique.

– Inability to set custom FQDN for Cloud Function HTTP type [18];
– Anyway CNAME is available and can be configured on GCP;
– URL path always contains function name as a prefix;
– HTTP requests are always redirected to HTTPS;
– Background tasks are not recommended and should be avoided [19];
– Sending email from Cloud Function is forbidden. It is also a marker that in future list
of restricted outbound ports can be extended;

– Cloud Function execution is limited to 60 s by default but can take up to 9 min;
– Out of the box there is no possibility to do traffic separation forGreen/Blue deployment
[20];

– Deployment:

• Extremely easy to deploy function from local machine;
• Local debugging is fast and easy with a help of functions-framework;
• There is ability to deploy cloud function from repository and follow CI/CD process
automatically.
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4 GCP Cloud Run - Highly Scalable Containerized Applications

Cloud Run is a managed compute platform that enables you to run stateless containers
that are invocable via HTTP requests. Cloud Run is serverless: it abstracts away all
infrastructure management, so you can focus on what matters most — building great
applications [21].

Since docker image is mandatory as input element for Cloud Run, developer is free
to use any software to provide the functionality and handle requests, so we decided to
implement it as python application with use of uWSGI as http server, Flask as web
framework and Context for API handlers.

Requirements for Application

– Application can handle POST and GET requests,
– Application should handle different paths and arguments in path as well as in query,
– Possibility to use cache in functions,
– Possibility to talk to other services inside and outside of GCP (e.g. Firestore DB,
on-prem ELK as Access log collector),

– Cold and warm starts and how they influence the execution,
– Measure request execution time,
– Compare the solution to Cloud Function option.

Cloud run Deployment and Execution Flow (Fig. 5):

Fig. 5. GCP cloud run flow and execution plan

There are 2 steps to run GCP Cloud Run. The first one is to build docker image from
source code and push it to Google registry. The next one is deployment of application
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image from GCR to Cloud Run. Cloud Run accepts container images built with any tool
which follows the container contract [22].

The Summary of Requirements:

– The container must listen for requests on 0.0.0.0 on the port defined by PORT
environment variable

– The container should not implement any transport layer security directly, it is ter-
minated by Cloud Run for HTTPS and proxied as HTTP to the container without
TLS;

– Responses must be sent within the time specified in the request timeout setting after
it receives a request, including the container instance startup time;

– Environment variables K_SERVICE as name of the Cloud Run service and
K_REVISION as revision being run;

– The filesystem is writable but it is in-memory filesystem and does not persist when
the container instance is stopped;

– After startup, computation can be done only in scope of a request. Instance does not
have CPU allocated out of request processing;

– An instance can be shut down at any time. SIGTERM signal is sent on termination
with 10 s period before being shut down;

– Instance will not be kept idle for longer than 15 min.

There are several ways to build a container. For this one investigation, Dockerfile
option has been selected [23].

Some calculations from performance testing are presented below (Fig. 6):

– Request rate is around 10 millions per 5 days:

Fig. 6. Serverless microservices performance testing
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per day = 10 000 000 / 5 days = 2 000 000
per hour = 2 000 000 / 24 hours = 83300  
per second = 83300 / 60 minutes / 60 seconds = 23,14 = ~ 23. 
To be able to utilize CPU and Memory resources properly from 

time prospective, 10-20 concurrent users per instance were de-
fined.

$ # Cold start
$ time curl --location --request GET 'https://test-poc-

k5kabakx3a-uc.a.run.app/health'
{

"run": "COLD",
"status": "OK"

}
real    0m3,776s
$ # Warm start 1
$ time curl --location --request GET 'https://test-poc-

k5kabakx3a-uc.a.run.app/health'
{

"run": "WARM",
"status": "OK"

}
real    0m0,364s
$ # Warm start 2
$ time curl --location --request GET 'https://test-poc-k5ka-

bakx3a-uc.a.run.app/health'
{

"run": "WARM",
"status": "OK"

}
real    0m0,304s 

As it can be seen the first call is cold and run variable value is “COLD” that shows
the first application start that takes 3,7 s to execute. Next two calls are warm and take less
than 400 ms for client to finish. Also the run variable value is “WARM” that is cached in
the first call, so it shows that this is a good approach - to use cache ability to save CPU
time (Table 2).

Performance Result
There is some period of time, when serverless microservice is warming up. In that time,
response time is much longer than it can be in general. This is so-called First Call
problem. We can see this situation on the Figs. 7, 8. Let’s look at a visual representation:

As it is shown even if applications are warmed there is still a period of time when
the service is warming up, but in general request latency is low. Cloud Run seems to be
more beneficial in comparison with Cloud Function from a performance point of view.



64 M. Kyryk et al.

Table 2. Cloud function/cloud run response time

Cloud function Cloud run

Client side GCP logs Client side GCP logs

First call 5923 5399 5254 3574

Second call 1685 851 1376 290

40 calls avg. 1053 744 414 83

40 calls/sec 937* 859* 352 69
* - Cloud function and cloud run were warmed up before test.

Fig. 7. Cloud run application response time

Fig. 8. GCP execution time (logs to firestore)
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Applications running in Cloud Run have integration with Application Perfor-
mance Management (APM) to provide better availability, efficiency and automation
for deployment and management of cloud infrastructure.

Below are results of application performance monitoring for Internal Services and
integrations with External Services (Figs. 9, 10 and 11):

Fig. 9. GCP service, amount requests per minute

Fig. 10. GCP service, average response time

GCP Cloud Run Summary
Cloud Run warming up issue:

- warming can take more than in Cloud Function use case, but the whole startup flow is
in container, so it can be tweaked;
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Fig. 11. GCP service, resources utilization

- amount of dependencies influence the warming up process the same way as for Cloud
Functions;
- to speed up warming the recommendations are the same as for Cloud Function;
- start the process inside container quickly.GCPdetects that instance is ready by checking
port availability;
- use global variables to introduce object caching inside of application and concurrency
features by periodical review of concurrency/CPU/Memory settings;
- build small images that do not influence the container start time, but influence the image
deployment;
- setup a minimum amount of instances that need to be always warm or periodically poll
instance;
- Cloud Run natively supports ability to set custom FQDN per service [24];
- HTTP requests are always redirected to HTTPS;
- it is not possible to define external port other that 443;
- background tasks are not recommended and should be avoided [25];
- Cloud Run execution is limited to 300 s by default, but can be changed;
- out of the box there is possibility to do traffic management during new version
deployment (rollbacks, gradual rollouts, and traffic migration) [26].

5 Conclusion

In this chapter, authors explain a new approach to deploy and manage any infrastruc-
ture and microservices. Authors point out that correct and simple way to do that is by
using Infrastructure as a Code - IaC and Version Control System - VCS. Those tech-
niques enable you to manage infrastructure with configuration files rather than through
a graphical user interface, so you can build, change, and administer your infrastructure
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in a safe, consistent, and repeatable way by defining resource configurations that can be
versioned, reused, and shared.

Generally, there are a few ways, how to deploy microservices. In this article two
of them were investigated: Cloud Function and Cloud Run. Each of these methods has
some limitations and some key features.

Authors show performance results for both methods. Based on the results, the main
problem is Cold Start, which takes too much time, which can be unacceptable for some
applications. There are a few features that differentiate Cloud Run fromCloud Function:
Cloud Run was developed to cover HTTP API use case; Cloud Run requires container
to spin up instances, so there is a freedom from development point of view; Cloud Run
natively supports ability to set custom FQDN per service; HTTP requests are always
redirected to HTTPS; there is possibility to do traffic management during new version
deployment; minimum number of instances can be configured, so there always exists a
warm instance.

So, IaC process together with version control, enables us to quickly deploy, destroy,
re-deploy or change our infrastructure. With Cloud Run microservice deployment, we
can achieve higher performance for the application and reduce costs, because GCP
resources will be only on demand in most cases.

Microservices, running as Cloud Function or Cloud Run all the time pushes key
metrics and logs to Cloud Log and Cloud APM. These metrics and logs will be used for
AIOps and will allow us to make online detection of issues and prevent potential errors
using the AI’s and ML’s ability to learn from previous errors and prevent it happening
again. Finally, all these tools will help with developing and deploying microservices on
a continuous basis with CI/CD.
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Abstract. One challenge, that information technology faces, is how to
cope with continuous contextual changes and the need for adjustments of
the underlying networked system during runtime. In application domains
like the Internet of Things (IoT) among others, system adjustments
can’t be performed in a device-by-device manner due to a large num-
ber of spatially distributed autonomous nodes. As a consequence, inno-
vative approaches for autonomic management are required for such sys-
tems. A promising solution for network infrastructures are intent-based
approaches. With the idea of declaratively specified goals for network
functions, operators can holistically manage the network infrastructure
at a high level of abstraction. Anyway, concrete design and implementa-
tion concepts are required to enforce intents within a networked system of
autonomous nodes in a coordinated manner to ensure consistent behav-
ior of the system according to the declared intent. In this chapter, con-
cepts and approaches of self-adaptive systems are explored as a promising
solution to serve as a basis for designing and implementing intent-based
networked systems. The authors focus particularly on role concepts that
allow a continuous design and implementation of system variability at
run time. An example scenario from the IoT domain is used to continu-
ously illustrate concepts and to demonstrate how networked self-adaptive
systems can benefit from the introduced role-based concepts.

Keywords: Internet of Things · Intent-based Networks · Self-adaptive
systems · Roles · MAPE-K · Distributed systems

1 Introduction

Application systems in many fields like smart cities, autonomous driving,
robotics, or networking infrastructures rely on large sets of networked units that
operate autonomously but need to collaborate to contribute to an overall objec-
tive. With their growing complexity and scale, such systems cannot be managed
c© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Klymash et al. (Eds.): Future Intent-Based Networking, LNEE 831, pp. 69–100, 2022.
https://doi.org/10.1007/978-3-030-92435-5_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92435-5_5&domain=pdf
https://doi.org/10.1007/978-3-030-92435-5_5


70 I. Shmelkin et al.

in a device-by-device manner. Rather, autonomic management approaches are
necessary that enforce operational goals and outcomes specified declaratively
by operators allowing holistic management at a higher abstraction level. This
declaratively specified operational guidance is called intent in the domain of
Intent-based Networks (IBN).

This book chapter explores the use of concepts from the domain of self-
adaptation for intent-based management of networked autonomous units. A sce-
nario from the domain of smart farming is introduced in which a set of drones
needs to continuously adjust their behavior to eventually fulfill the collabora-
tive task intended for the swarm. After identifying major challenges for intent-
based management of networked self-adaptive systems based on the scenario,
the authors describe a conceptual framework with a strong focus on the concept
of roles for modeling and implementing self-adaptive systems. This includes the
notion of natural types and role types, the Compartment Role Object Model
(CROM) as well as SCROLL, a method-call interception domain-specific lan-
guage.

To enforce intents in a networked system of autonomous units, information
flow and control structures need to be carefully designed. Thus, concepts for
decentralized control based on the MAPE-K feedback loop are reviewed and
concepts for each stage of the MAPE-K control loop are introduced to allow
efficient management of changes of the networked system of autonomous nodes.
The resulting overall system architecture comprises a monitoring component, a
graph rewriting system for analyzing and planning, as well as a protocol for the
coordinated execution of adaptation operations based on the notion of adapta-
tion transactions. With a case study from the IoT domain, the authors demon-
strate how networked self-adaptive systems can benefit from the introduced self-
adaptation concepts based on roles.

2 Application Scenario

A scenario from the domain of smart farming will be used throughout the
chapter to illustrate the challenges and concepts for decentralized coordination
of autonomous units with an intent-based approach. In the scenario, a swarm of
drones gets assigned the task to explore a field area, e.g., for soil analysis, crop
monitoring, the need to apply fertilizers, or the impact of rain and storms. There-
fore, the drone swarm explores a larger area of fields to capture the current state.
The authors assume that the drones are equipped with communication devices
for cellular networks and ad-hoc communication based on WiFi as well as a
camera that can operate in low and high-resolution modes.

Individual drones operate either in roaming or inspecting mode. The roam-
ing mode is used to examine an area according to potential anomalies. It is
characterized by high flight speed, altitude, and distance to neighbor drones as
well as a low camera resolution that limits required processing power, memory
consumption, and energy for operation. Once a potential anomaly is detected,
a subset of drones will examine the territory in more detail by entering the
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inspecting mode. In the inspecting mode, flight speed, altitude, and distance
to neighbor drones are decreased to low, the camera resolution, however, is set to
high. The image detection processes the high-resolution camera image to detect
and record areas with anomalies.

Following an intent-based approach, the intent for the swarm can be formu-
lated as follows: The swarm should explore the field area completely and with
minimal redundancy while discovering and recording all anomalies. All drones in
the swarm need to operate in a coordinated manner to cooperatively fulfill the
intent.

The initial formation of the drones in the example is a line with a set of
drones, that have the roaming mode activated. All drones belong to the swarm
and are coordinated by one master drone, that is determined by leader election.
When a drone detects a potential anomaly, the formation needs to be changed,
since a subset of drones should now change the operation mode to inspect-
ing to further examine the anomaly, while the majority of the drones continue
to explore the field. To allow the drones in the inspecting mode to operate
independently from the main swarm, the swarm is split by the swarm master.
The drones in the sub-cluster elect a leader among themselves while the swarm
master continues to manage the rest of the drones from the main cluster. After
the split, the drones in the main cluster rearrange to form again a line with
constant spacing and continue to explore the field area. The sub-cluster starts
to inspect the field area with the potential anomaly at low altitude, speed, and
distance to the neighbor. When done, the master of the sub-cluster initiates a
reintegration with the main cluster which is coordinated by the master drone of
the main cluster.

Intent

Swarm coordination

Autonomous unit Autonomous unit Autonomous unit

Fig. 1. Control layers for intent-based adaptation coordination

As shown in Fig. 1, intent-based adaptation coordination usually involves
multiple layers of control. An intent, as specified for the drone swarm above,
is, e.g., defined by a drone operator. It declares a goal that the swarm should
achieve. The intent needs to be decomposed into a set of sub-intents that can be
achieved step-wise by the swarm and that eventually lead to the fulfillment of the
overall intent. These sub-intents need to be mapped to specific operations that
can be performed by the swarm and finally by single drones in the swarm. At
the layer for swarm coordination, the operations that have to be performed
by particular drones are identified. In addition, swarm coordination triggers the
changes which are necessary for the swarm (e.g., splitting or joining the swarm,
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changing the operation mode of a subset of drones) to fulfill a particular sub-
intent. Finally, the autonomous units adapt their operation mode according
to the plan provided by the swarm coordination and collaboratively perform the
necessary operations to fulfill particular sub-intents.

Driven by the intent, the drone swarm should adapt itself to enforce the intent
declared by the drone operator. Thus, the drone swarm needs to be designed and
implemented as a distributed self-adaptive system. Especially, fully centralized
control structures are strong limitations as drone swarms and sub-clusters should
operate autonomously. In the following, the authors describe an approach for
designing self-adaptive systems of autonomous units that can be managed by
intents. The approach is based on the concept of roles for continuously modeling
and implementing self-adaptive systems and a decentralized control loop. The
fundamental concepts are introduced next.

3 Intent-Based Self-adaptation with Roles

Autonomic computing systems are “computing systems that can manage them-
selves given high-level objectives from administrators” as defined by Kephart
and Chess (2003). Self-management - “that frees system administrators from
the details of system operation and maintenance” - is considered as key prop-
erty. Thus, autonomic computing systems can be directly linked to intent-based
systems. Intents can be considered as high-level objectives declared by an admin-
istrator that free administrators from the details of system operation and main-
tenance.

Salehie and Tahvildari (2009) organize properties as self-management and
self-configuration, also known as self-* properties, in a hierarchy with self-
adaptiveness at the top level. Accordingly, self-adaptiveness can be considered
as generalized property subsuming all self-* properties. Similarly, self-adaptive
systems are a general term for systems that implement self-* properties.

Self-adaptive software is defined by Oreizy et al. (1999) as software “that
modifies its own behavior in response to changes in its operating environment.

The goal of self-adaptation is to let the system itself collect additional data
about, amongst other things, the operational environment, dynamics in the avail-
ability of resources, and variation of user goals to manage itself based on its
high-level system goals (Weyns 2020). This shifts away the maintenance effort
from the system administrator to the system itself. In the literature, two strate-
gies for how self-adaptation can be used in practice (i.e., internal and external
self-adaptation) are described.

Internal Self-adaptation makes systems able to cope with changes in the
operational environment, dynamics in the availability of resources, and vari-
ations of user goals by itself with minimal to no required human intervention
(Weyns 2020). In the self-adaptive community, such changes are often referred to
as uncertainties. The self-adaptive system handles those uncertainties by being
hardwired to do so within its program code. Such systems use low-level mecha-
nisms like exceptions and time-outs to detect a problem close to its error source
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(Cheng et al. 2005). This approach, however, is limited as it makes it difficult
to detect and correct overall system anomalies. Also, modifications and mainte-
nance of the system are difficult as the self-adaptation logic may be scattered
around the system code (Cheng et al. 2005).

External Self-adaptation overcomes the limitations of the internal app-
roach by separating the self-adaptive capabilities of a system from its domain-
specific purpose. This is done by splitting the system into a managing and a
managed part. The managing part is a control layer that interacts with the
domain-specific, the managed, part of the system. This interaction comprises
monitoring of the system and its environment as well as the execution of adap-
tations within the system to cope with uncertainties. The managing layer today
is often realized as a control loop, from which the MAPE-K control loop is a pop-
ular representative. The authors identified this approach to be a good candidate
for creating the intent-based system that was introduced in Sect. 2. Therefore,
this chapter is continued by introducing the principles of the MAPE-K control
loop.

3.1 The MAPE-K Control Loop

The Monitoring, Analysis, Planning, Execution and Knowledge Components
(MAPE-K) feedback loop (see Fig. 2) is implemented using the autonomic man-
ager (Kephart and Chess 2003) and represents a decomposition of the steps
needed to allow for autonomic computing (Brun et al. 2009). Sensors first are
used to monitor information about the context and computational environment
and effectors, secondly, perform changes on the underlying system (IBM 2005).
In between, the monitored data is analyzed and a suitable plan for autonomic
change is created. The feedback loop is working as follows:

1. Monitoring: The monitoring component is using sensors or probes in applica-
tions to gather information about the environment, a system, or the internal
state of the managed application. The information that was collected this
way is then written into the knowledge component for future reuse.

2. Analysis: The gathered information is used in combination with historical
data and further information from the knowledge to make a diagnosis about
the current system state with respect to high-level system goals.

3. Planning: The planning component generates adaptation plans based on the
diagnosis from the analysis stage. These plans are afterwards propagated
to the execution component. This could either be a single instruction or a
complex sequence of actions.

4. Execution: The execution component of the MAPE-K loop performs actions
from the generated plans using effectors, i.e., interfaces to the managed appli-
cation that allow to adapting it.

5. Knowledge: The control loop uses the knowledge base for information sharing
about metrics, adaptation plans, historical adaptations performed, etc. The
knowledge could either be created locally by the autonomic manager, obtained
externally, or passed manually into the repository.
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Fig. 2. MAPE-K feedback loop

3.2 Patterns for Decentralization in Control Loops

Although the overall intent (or phrased differently, the high-level system goals)
is set in the application scenario, the organization of MAPE-K components that
is used could be structured in various ways. Weyns et al. (2013) introduced
different patterns for decentralizing and designing self-adaptive systems with
each having its advantages and disadvantages. Generally speaking, the already
presented abstract concept of the MAPE-K feedback loop in Fig. 2 does not
make any assumptions about the concrete architecture and distribution of the
MAPE-K components of a distributed self-adaptive system. By using an appli-
cation scenario, the authors want to introduce possible architectural patterns
and discuss their practicability for the scenario.

Decentralized Coordination Pattern. A good starting point for a decentral-
ization of the MAPE-K components is decentralizing every aspect of the feed-
back loop. This is conceptualized by the “decentralized coordination” -pattern.
Every drone would have its own MAPE-K feedback loop implemented and thus
monitors its context and internal state. The monitored data is then analyzed,
plans are generated and afterwards executed. In this approach, there is no cen-
tral instance for either of the MAPE-K stages. This generally allows for good
scalability, low communication overhead for local adaptations, and no single-
point-of-failure. On the other side, finding a consensus for many participating
drones could be difficult and scalability might be compromised in that case.
Besides that, consistency could be lowered in a fully decentralized approach and
sub-optimal adaptation decisions would be the consequence. Problems of main-
taining consistent adaptations in an acceptable time for larger system sizes have
been shown in experiments by Weißbach et al. (2017b).
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Information Sharing Pattern. Better scaling with respect to the communi-
cation could be achieved by the “information sharing pattern”. This pattern is
a special case of the decentralized coordination pattern (Weyns et al. 2013). It
provides better scalability and has less stringent interaction. Only the monitor-
ing components of the drones are exchanging information and monitoring data.
The A-P-E components do not need any coordination and allow for a more direct
execution of the adaptation. With this pattern, local optimal objectives are more
likely reached but global goals are approached worse (Weyns et al. 2013).

Master/Slave Pattern. The Master/Slave pattern could overcome the prob-
lem of worse accomplishment of global goals. It is suitable for scenarios in which
slave components monitor themselves but let master nodes decide about the
adaptation and decision making. Adaptations are executed locally afterwards.
This has the advantage of efficient decisions for global objectives and provides
guarantees, but generates overhead since data must be collected at the master
and the adaptation actions must be distributed among all slaves afterwards. In
large systems, this might lead to bottlenecks and could introduce a single point
of failure. With an appropriate leader election mechanism, this problem could
be overcome.

Regional Planning Pattern. A related, but more scalable approach, is the
pattern of regional planning. A layered separation of concerns is introduced,
which means that several MAPE-loops are delegating their planning to intercon-
nected planning components. Each region, i.e., a group of collaborating drones
performing a task together, has its own planner which is connected with all the
other planners in the overall system and thus enables a layer for separation of
concerns. The amount of data and frequency of interaction with the planner
is reduced, but the run-time coordination of the execute phase among differ-
ent regions is not possible. Additional overhead due to the aggregation of local
analysis with the other planners might be introduced because coordination is
needed.

Hierarchical Self-adaptation Pattern. The last pattern to be discussed is
the hierarchical self-adaptation pattern. The adaptation logic is structured and
the complexity of self-adaptation can be managed with that approach. By using
this approach, separation of concerns can be achieved, since bottom layers focus
on concrete adaptation for their own and higher levels of the system have a
broader perspective on all devices. A downside of this method is the fact, that
separation of all concerns is hard to accomplish, especially when the goals of
different subsystems are interfering. Weyns et al. (2013) claim that there is no
guarantee that an overall solution for an adaptation is optimal for all participants
(Fig. 3).

All of the presented patterns have their advantages and disadvantages,
depending on the use case. The authors’ application scenario includes a collec-
tive monitoring unit with sensors and monitoring probes on each of the drones,
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Fig. 3. Patterns for decentralize MAPE functions

which is not supported by any of the proposed patterns from Weyns et al. (2013).
Besides that, the master drone should contain an analysis and planning com-
ponent to generate adaptation plans for the whole drone swarm, but with the
slave drones also having those two components integrated with a deactivated
state to allow every drone to play the master role in case a new leader is elected.
Therefore the master/slave pattern is not suitable, because the A-P components
are available only once in for the whole system. Moreover, emerging clusters for
specific tasks in the scenario should be able to have their own A-P components
which would allow for fast local changes. The decentralization pattern has all
of the needed components integrated, but the concept of decentralization pro-
scribes a central unit which the authors’ concept needs for the monitoring stage,
as it functions as one central interface for other drones in the cluster to send
monitoring data to. Besides that, the decentralization pattern allows every drone
to plan adaptations for the whole cluster, whereas only the master should take
on this task. The information sharing and regional planning patterns are not
suitable for the scenario, since the execution of the foreseen adaptations must be
coordinated consistently among all participants and these two patterns do not
consider communication and coordination between the execution components.
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Due to the downsides of the existing patterns for the chosen scenario, a
hybrid pattern will be used for the drone swarm that was designed based on the
following assumptions:

– Each drone contains a drone runtime capable to perform the roaming and
inspecting operations. This runtime is the managed element according to ?.

– Each drone contains all MAPE components and is capable to act as a master
drone for a (sub-)swarm. The MAPE components are part of the autonomic
manager.

– Each drone can communicate using WiFi and cellular. Especially, it is
assumed that each drone has a stable link to the network with a very low
probability of disconnections.

– The number of drones in the swarm is moderate with a common size of 10 -
30 drones.

The hybrid pattern foresees a collective monitoring component that also con-
tains a database with the system knowledge as depicted in Fig. 4. Independent
of the swarm organization, each drone monitors its state and propagates state
information to the collective monitoring component. Based on the assumption
of a small swarm size the number of messages exchanged between for monitoring
the swarm is low compared to the information sharing or decentralization pat-
tern where all drones pairwise exchange monitoring messages. Due to the stable
network connection, the collective monitoring component is also permanently
available. Replication inside the monitoring component further ensures that the
collective component does not become a bottleneck for the system.

M

M E

Drone runtime
(SCROLL)

K

M E

Drone runtime
(SCROLL)

Master Drone 
(by leader election)

Slave Drone
(swarm member)

Drone runtime
(SCROLL)

M E

A P

Slave Drone
(swarm member)
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managed application 
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Fig. 4. Hybrid control loop for intent-based swarm coordination
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For analysis and planning the Master/Slave pattern is used. To avoid a strong
dependency on a single drone, potentially all drones can perform the analysis
and planning based on the system knowledge provided by the centralized com-
ponent. The master drone that performs analyzing and planning is determined
on-demand by a leader election. This avoids a single point of failure in case the
master drone becomes unavailable. At the same time, overhead for decentral-
ized analysis and planning can be avoided. Simultaneously, master drones for
managing sub-swarms can be dynamically determined.

The adaptation plan is propagated to the execution component residing at
the master drone. The execution phase is performed according to the decentral-
ization pattern, i.e., each drone performs the necessary adaptation operations
locally while coordination messages are exchanged between all involved execu-
tion components to ensure coordinated execution of all adaptation operations.

In Sect. 2, the authors identified that role-based self-adaptive systems are
one promising solution to manage an intent-based networked drone swarm. The
basics of self-adaptivity together with the advanced concepts of control loops
and various control loop patterns were already introduced in this section. The
chapter is continued by introducing the notion of roles and technologies that
are based on roles, i.e., the Compartment Role Object Model and SCROLL,
a method-call interception domain-specific language that allows implementing
role-based CROM-models.

3.3 Foundations of Roles

With each new domain that identifies the benefits of using computer systems,
and therefore, software, to support their goals, also new challenges for model-
ing and implementation of the needed software arise. In contrast to currently
predominantly used modeling techniques, which focus on modeling entities and
relationships, as well as their object-oriented counterpart for implementing soft-
ware, the notion of roles and role-based technology promises an intuitive and
natural way of modeling and implementing software.

Bachmann’s and Daya’s notion of roles (Bachman and Daya 1977) is treated
as the first occurrence of roles in the scientific literature. The authors identified
that to this time, the most conventional file records and relational file n-tuples
are role oriented (Bachman and Daya 1977), as they usually organize entities like
employees, customers, patients, or students that indeed are roles that are played
by individual persons (Steimann 2000). Based on this finding, Bachmann and
Daya introduced a network model that amongst other characteristics, allowed
to re-use the same piece of code to iterate through a set of syntactically distinct
fields (Steimann 2000).

This initial idea on roles has then received increased attention as multiple
researchers developed it further. Sowa first distinguished between natural types
and role types and later made the addition that role types are a subtype of
natural types to strengthen his new modeling concept (Sowa 1984), (Steimann
2000). Guarino separated those concepts even more by identifying that natural
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types are characterized by semantic rigidity and in contrast, role types are not
(Guarino 1992).

For example, consider a cluster of drones in a networked system that operates
towards identifying structural anomalies in a field, as described in the application
scenario in Sect. 2. In its essence, one drone is a natural type as it requires no
relationship to exist and has rigid, static attributes. When this drone starts
to operate in a cluster to fulfill a specific mission (i.e., roaming the field or
inspecting the crops), a relationship is forged between the drone, its cluster, and
the current mission. The relationship between the drone and its cluster can be
described by the non-rigid role types ClusterMaster and ClusterSlave, whereby
only one ClusterMaster can be present within one individual cluster. Referring to
the two modes for operation (i.e., roaming and inspecting) that were introduced
in the application scenario, a drone on a mission can also be described by a role
type, i.e., RoamingDrone or InspectingDrone.

Steinmann et al. have surveyed then-contemporary literature on roles and
identified 15 role features which were later extended by Kühn et al. by an addi-
tional 11 features (Kühn et al. 2014). As Steinmann et al. already denoted, some
features conflict with others, and hence that there is no single definition of roles
integrating all of them (Steimann 2000). That also means, that each role-based
modeling and programming approach is not able to express the full set of fea-
tures but has to focus on a subset. Therefore, one can derive multiple classes of
approaches on role-based languages from the literature (Leuthäuser 2017):

1. Languages like UML describe the relational nature1 of roles. A role name
explains how an object participates in a relationship. The participating
object, however, can also be a role. For example, as mentioned above, a drone
can participate in a cluster as the ClusterMaster role type. The ClusterMas-
ter, however, can then play the role Coarse on a specific mission.

2. Next, there is a behavioral nature2 of roles. In that, object behavior is
controlled by the currently active context. Changing the context during exe-
cution also changes the behavior of the involved objects. ObjectTeams/Java
is one example for such a language (Herrmann 2005). Referring to the appli-
cation scenario, a drone can change its behavior depending on the mission
that is currently active. Another example would be, that a ClusterMaster has
superior capabilities compared to a ClusterSlave, however, both still are role
types of the same natural type “Drone”.

3. The contextual nature3 of roles describes the ability of role types to be
active within a defined context, e.g., there cannot be a cluster without a
ClusterMaster. There are currently still no known languages that focus only
on the contextual nature of roles (Leuthäuser 2017).

The Compartment Role Object Model (Kühn et al. 2015) is an approach which
is combining all three natures of roles. As described above, the application
1 Roles are usually related to other roles (Kühn 2017).
2 Role’s ability to change the objects’ behavior (Kühn 2017).
3 Roles are defined within a certain action, stage, or more generally context (Kühn
2017).
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scenario relies on all of them, hence, CROM is a suitable technology to rely on
for modeling. An overview of CROM’s concepts and definitions is given in the
next section.

3.4 The Compartment Role Object Model (CROM)

In the preceding section, the metamodel CROM was identified as one fitting
technology for modeling the role-based view on the application scenario. CROM
is defined as a tuple over the concepts M = (NT, RT, CT, RST, fills, parts, rel).
Each of the tuple’s elements is described below. The description is assisted by
Fig. 5:

A natural type (NT) is a rigid4 non-founded5 type with a unique identity,6

that contains a minimal set of necessary fields and methods that are statically
bound to the very nature of the instance. In Fig. 5, the Player Drone is the
only natural type.
With anti-rigid, founded and from their player types derived identity, a role
type (RT) is the opposite of a natural type. Figure 5 features several role
types, i.e., ClusterMaster and ClusterSlave (both existent within the com-
partments Inspecting and Roaming, as well as Coarse, which is only exis-
tent in the Roaming compartment and Focused, which is only existent in the
Inspecting compartment.
A compartment type (CT) represents a founded type with unique identity
that is rigid. It can only exist with at least one role type related to it. The
compartment type describes the context in which natural types fill different
role types. Therefore, when the compartment Roaming is active, a natural
type Drone, that is a ClusterSlave or a ClusterMaster, can fill the Coarse role
type in which its speed and altitude are specified to fixed values.
The relationship type (RST) brings at least two role-types into relation
with each other. It is a rigid, founded type with an identity, that is derived
from the role-types it relates to each other. Figure 5 features the relationship
type fills between a role type and a role type, a natural type and a role type,
or a compartment type and a role type.
A fills relation relates a player type7 with a role type. The player can be
a natural type or a compartment type. It is allowed for a role type to have
multiple player types bound to it. In the example, the player Drone fills
either a ClusterSlave or a ClusterMaster role type. Furthermore, the Coarse
and Focused role types can be filled by the respective ClusterMaster and
ClusterSlave role types.

4 Here, rigidity denotes that an instance has to be a member of this type for its whole
lifetime (Albuquerque and Guizzardi 2013).

5 Foundedness means that a type cannot exist without the existence of other types
(Albuquerque and Guizzardi 2013).

6 Here, identity characterizes whether the instance of a type has a unique, derived, or
composed identity (Albuquerque and Guizzardi 2013).

7 A player is an object that is bound to a role during run time.
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The parts function assigns each role type to a specific compartment type.
A role type cannot be part of multiple compartment types. This also tells,
that the ClusterMaster and ClusterSlave role types within the Roaming com-
partment type are indeed different roles than the ones with the same names
but within the Inspecting compartment type.
Finally, the rel function assigns relationship types to specific role types that
are part of the same compartment type.

Fig. 5. CROM/CROI Model for a drone in the application scenario.

Additionally, to allow modeling an instantiated version of a CROM, Com-
partment Role Object Instance (CROI) was created. CROI is a tuple over the
concepts I = (N, R, C, type, plays, links) and its elements are introduced below:

A natural (N) is the instantiated version of a natural type (NT).
A role (R) is the instantiated version of a role type (RT).
A compartment (C) is the instantiated version of a compartment type (CT).
The type function simply returns the type of the given instance, i.e.,
type(Coarse) = role type.
The plays relation assigns exactly one player to a role. Also, a compartment
can be assigned to a role. The play relation is the instantiated equivalent to
the fills relation.
The links function returns all related roles for the input relationship type.

CROI, additionally, is extended by a constraint model, that constrains roles and
relationships. In the following, possible constraints are listed:



82 I. Shmelkin et al.

role-implied constraint: An object playing a role of role type A is required
to also play a role of role type B (but not necessarily the other way round).
For example, it is necessary that each drone that plays the role Coarse in
the Roaming compartment also plays a role in the role group Cluster, i.e.,
role-implied[Coarse, Cluster] (see role groups below).
role-prohibited constraint: An object playing a role of role type A is never
allowed to play a role of role type B, and vice-versa. In Fig. 5, a drone that
plays the role of a ClusterMaster cannot play the role of a ClusterSlave and
vice-versa, i.e., role-prohibited[Master, Slave].
role-equivalent constraint: An object playing a role of role type A is required
to also play a role of role type B, and vice-versa.
role-dontcare constraint: No constraint is applied for an object playing a
role defined in the pair (A,B).

Furthermore, the constraint model extends CROI by adding role groups, which
allows defining constraints over a group of roles instead of only one specific
role. Role groups are defined by the three definitions describing their syntax, an
atoms function, and the semantics of role groups which are discussed in detail
in the dissertation thesis of Kühn (Kühn et al. 2015), (Kühn 2017)). Also, Kühn
introduces formal proofs and additional aspects of CROM, CROI, role groups,
and constraints, however, the authors omitted details that are not required for
the modeling process in Sect. 4. It is to be noted, that CROM is also the basis for
multiple tools in the role-based community, including FRaMED,8 FRaMED-io9

and SCROLL.10

So far, the authors have introduced how self-adaptivity can be built into
systems. Also, the authors have identified that the role-based approach provides
an intuitive and natural way of modeling and implementing systems. Based on
that, CROM was introduced as a meta-model for role-based systems. The chapter
is continued by introducing SCROLL, which allows implementing the concepts
of CROM into software.

3.5 Scala Roles Language (SCROLL)

The domain-specific language (DSL) SCROLL is an extension of its host lan-
guage Scala. It is designed as an embedded method-call interception DSL
(Lämmel 2002),(Mernik et al. 2005). SCROLL is fully implemented in its host
language Scala and requires no additional language compiler or tooling. It is
compiled to Java Virtual Machine (JVM) bytecode and, therefore, can be run
by almost any machine. SCROLL implements the concepts of CROM, there-
fore, allowing users to implement programs that use roles and their surrounding
compartments. It also supports the advanced features of CROM, allowing to
define constraints, role groups, and role group constraints as described in the
previous section. SCROLL is designed with a layered approach, that consists of
8 https://github.com/Eden-06/FRaMED-2.0.
9 https://github.com/Eden-06/FRaMED-io.

10 https://github.com/max-leuthaeuser/SCROLL.

https://github.com/Eden-06/FRaMED-2.0
https://github.com/Eden-06/FRaMED-io
https://github.com/max-leuthaeuser/SCROLL
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the four layers usage layer, configuration layer, meta-object protocol layer, and
specification layer (only the usage layer is relevant for users of SCROLL). As
identified earlier in this contribution, roles are a fitting candidate to support
flexibility during modeling. SCROLL allows to translate those models into run-
ning code. Therefore it is very supportive to achieve the goal of designing and
implementing a role-based self-adaptive system that has an intent. To under-
stand how SCROLL is structured and more importantly, how it can be used by
programmers, the usage layer will be described in the following.

The Usage Layer provides programmers with the basic functionality to
embed roles in their code. With SCROLL, programmers can augment any class
with new behavior during run time. For simplicity, the features provided by this
layer will be explained with an example software that provides a drone with
the ability to solve a task, that is determined by an active mission. For that, a
class (the role) can be bound as an extension to another class (the player) (see
Listing 1.1, line 44). This provides the player with potentially new attributes and
functions that are provided by the role. In the example below, the drone can fly
to a certain location while playing the Coarse-Role, however, when the Focused-
Role is active, the drone will analyze an anomaly (see Listing 1.1, lines 51 and
24). CROM specifies that dynamic binding of classes (i.e., roles) is possible
when the roles are enclosed within a compartment. SCROLL supports that by
allowing a class to inherit from the compartment trait (see Listing 1.1, lines 1,
3, 19), which adds SCROLL’s basic API functionality to the inheriting class,
allowing to use the play-call together with the option to access functions and
attributes of the played role by using the +-operator. Additionally, the usage
layer of SCROLL supports the definition of constraints, role groups, role group
constraints, and role restrictions, all of which are covered in more detail within
the thesis of Leuthäuser (Leuthäuser 2017).

Listing 1.1. Example of a SCROLL application that implements the CROM-Model
from Figure 5.
1 object SmartFarming extends Compartment {}
2
3 class Roaming extends Compartment {
4 class Coarse() {
5 val speed = 100
6 val altitude = 50
7 def fly(x,y) {
8 move_to_coordinate(x, y, speed , height) {...}
9 }

10 }
11 class RoamingClusterMaster () {
12 /* ...Master -Routines ... */
13 }
14 class RoamingClusterSlave () {
15 /* ...Slave -Routines ... */
16 }
17 }
18
19 class Inspecting extends Compartment {
20 class Focused () {
21 val speed = 50
22 val altitude = 30
23 def fly(x,y) {
24 analyze_anomaly(x, y, speed , height) {...}
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25 }
26 }
27 class InspectingClusterMaster () {
28 /* ...Master -Routines ... */
29 }
30 class InspectingClusterSlave() {
31 /* ...Slave -Routines ... */
32 }
33 }
34 case class Drone(Drone_id: uuid)
35
36 main_loop (){
37 val smart_farming = new SmartFarming {
38
39 val drone = new Drone (1)
40
41
42 if(! anomaly) { /* No anomalies found - Roam! */
43 val roaming_mission = new Roaming {
44 drone play new RMaster () play new Coarse()
45 drone.fly(x,y)
46 }
47 }
48 else { /* Anomaly found - analyze it!*/
49
50 val inspecting_mission = new Inspecting {
51 drone play new IClusterMaster () play new Focused ()
52 drone.fly(x,y)
53 }
54 }
55 }
56 }

In the example, three compartments are defined. The SmartFarming com-
partment acts as the root compartment. In the main loop, a natural Drone scans
the fields for anomalies. If no anomaly is present, a nested Roaming compartment
instance is created, in which the natural Drone plays the role of a master and
a role that implements the Coarse searching behavior. If an anomaly is found,
an Inspecting compartment instance is created, where the Coarse search role is
replaced by a Focused search role.

As depicted, the code implements a minimal loop that continuously adapts
the system behavior by introducing and toggling role instances. However, the
definition of adaptations is hidden in the code. Thus, with increasing complexity,
it becomes difficult to grasp and reason about the specifications, which makes
the system hard to develop and maintain. Following the philosophy of model-
driven software engineering, declarative modeling of the adaptations is more
feasible. The user-defined adaptation models can then be utilized in a feedback
loop provided by the framework. In the following sections, the foundations for
modeling such adaptations with rewriting rules and constraints instead of code
are discussed.

3.6 Modelling Runtime Adaptations

As described above, the CROM meta-model can be used to model the archi-
tecture of role-based software architectures. However, only possible structural
adaptations are modeled with roles, i.e., what to adapt. Adaptation scenarios
that describe when to adapt have to be implemented as code. However, the
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declarative modeling of adaptations is more feasible as it enables more concise
problem definitions and improves software maintainability.

Modeling adaptations for self-adaptive software has been investigated exten-
sively in the Models@Runtime (M@RT) community, which aims to bring model-
driven software engineering to self-adaptive systems and make use of software
models at runtime (Giese et al. 2012). Models to adapt include structural and
behavioral models of the system. Adaptations can then be modeled as rules and
constraints defined on the model.

Reference Architecture. A reference architecture for Models@Runtime sys-
tem as proposed by Aßmann et al. (2014) is depicted in Fig. 6.
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Fig. 6. M@RT reference architecture (Aßmann et al. 2014)

Here, the system is comprised of three individual layers:

– The base layer contains the models of the managed system. This includes
context-models, configuration-models, capability-models, and plan-models of
the system. Context-models describe the current state of the environment
as measured by sensors, e.g., the current temperature. The configuration-
models of the system describe the current configuration, usually focused on
the architecture of the managed system, e.g., a component model depicting
the current architecture of the system. On the other hand, capability-models
describe how the system can be adapted. Finally, plan-models describe what
actions should be executed to realize an adaptation.
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– The configuration management layer contains a feedback loop that re-
configures and adapts the managed system. The central component is the
reasoner, which derives possible variations of the current system configura-
tion based on the context- and configuration-models from the base layer. A
monitoring component keeps these models up to date for access by the rea-
soner. Possible adaptations are evaluated against the goal model contained
in the goal management layer. The analyzer component then computes an
adaptation plan, if necessary, to fulfill the system’s goals. The feedback loop
can be implemented following the MAPE-K pattern presented in Sect. 3.1; in
this case, the reasoner fulfills the roles of analyzing and planning, while the
analyzer component relates to the execution part in the MAPE loop.

– The goal management layer comprises models that describe the system’s
goals. Goal models can change over time, e.g., in response to changes in the
context-models of the system.

As outlined in Sect. 3.6, the proposed framework is based on the reference
architecture for systems using models at runtime. Thus, the core of the system
consists of the same active components depicted in Fig. 6, which form the MAPE-
K feedback loop as described in Subsect. 3.1:

– The monitoring component aggregates the current state of the system and
directly corresponds to the monitoring step in the MAPE-K loop.

– The reasoning component consists of an analysis and planning component
and derives a plan to adapt the system based on the information that was
aggregated by the collective monitoring component. In the presented case, this
results in a set of modifications of the role graph, i.e., role additions, removals,
and state updates. The reasoning component implements the analyzing and
planning steps in the MAPE-K feedback loop.

– The execution component equates to the same step in the MAPE-K loop
and decides how to apply the derived plan and executes it.

As the proposed framework builds on roles, the authors use CROM models to
describe the system architecture of the managed system. Therefore, capability-,
configuration-, and context-models are modeled with CROM. Plan-models con-
sist of graph rewriting rules and graph constraints which in turn are defined on
the CROM architecture models.

As mentioned, all relevant system models are available to the central reason-
ing component in the configuration management layer, including the plan-models
used to describe how to adapt the system. Rule-based models are commonly used
for this purpose.

Graph Rewriting. Of these, graph rewriting rules are a prominent subclass.
Graph rewriting is a technique to declaratively rewrite patterns in graph-based
models. The following section provides a high-level overview based on Heckel and
Taentzer (2020). A complete introduction to graph rewriting including formal
foundations can be found in Rozenberg (1997).
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Simple graphs are defined by a tuple (V,E), where V is a set defining the
graph’s vertices and E is a set of tuples (A,B) each defining an edge in the
graph from vertex A to B. Graphs can be decorated with labels, which are
defined as elements of an additional set included in the graph definition. Labels
are associated with edges and vertices by (partial) functions labv : V → LV and
labe : E → LE . Furthermore, graphs can be typed by mapping each vertex and
element to a respective element defined in a type graph. This results in a pat-
tern shared with domains like object-oriented programming which defines classes
and objects. Typed graphs can be attributed with additional named informa-
tion, commonly data sets with algebraic operations which can be computed by
expressions (e.g., integer, string, and boolean values).

TG

type

Drone

x: Int

y: Int

Field

isObstructed: Boolean

inspects

G
Drone 1: Drone

x = 10

y = 5

First field: Field

isObstructed = true

inspects

Fig. 7. Example typed graph for a minimal drone model

A minimal example for an attributed labeled and typed graph is depicted in
Fig. 7. As shown, typed attributed graphs can represent data structures. Further
features known from object-oriented design, such as inheritance, can be modeled
by additional edges of a certain type, or by decorating other graph elements with
new attributes.

Based on typed attributed graphs, rewriting rules can be modeled. Rules
generally consist of a left-hand and right-hand side, where the left-hand side
describes the pattern to be matched and the right-hand side describes the graph
pattern it should be rewritten to. Upon application of the rule to a graph, one
occurrence of the pattern is rewritten. Here, a rule is defined that matches a
drone vertex in the graph that does not currently inspect a field. This pattern is
called a Negative Application Condition (NAC). Upon application of the rule, a
field is matched and a corresponding edge is added.

To restrict the application of a graph rewriting rule, constraints may be
defined on the model. Constraints can enforce the presence or absence of a spe-
cific pattern in the graph. Consider the following example for the minimal drone
example presented, graphically represented in Fig. 8: A drone has to be inspect-
ing a field at any point in time. The constraint defines an invariant that may
never occur in the graph, which in this example is that no drone may be present
that does not inspect a field.
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NOT
Drone

Field

inspects

Fig. 8. Graphical representation of a graph constraint

As such, OCL constraints known from object-oriented modeling can be
mapped to graph constraints.

To summarize, graph rewriting rules and constraints allow declarative mod-
eling of architectural adaptations and invariants.

3.7 Conceptual Framework for Intent-Based Adaptation
Coordination

The conceptual framework proposed by the authors assembles the described con-
cepts to support Intent-based self-adaptiveness in distributed networked systems.
Intents and sub-intents are modelled as CROM compartments. Each compart-
ment contains a set of graph rewriting rules and graph constraints as intro-
duced in Sect. 3.6, as well as nested compartments that represent sub-intents.
Thus, rules and constraints implement the behaviour necessary to map intents
to adaptation plans. Adaptation plans consist of the role change operations for
all involved autonomous nodes that are necessary to fulfil the respective intents.

Each autonomous node in the network system contains an implementation
of an autonomic manager according to the M@RT reference architecture. The
reasoning component of the M@RT reference architecture is the key component
for mapping intents. It calculates a set of architectural modifications required to
service the system’s goals. As described, graph rewriting rules and constraints
are used as planning models. The rules reference the CROM models that describe
the role-based architecture of the system and possible role-plays.

CROM models are directly related to typed graphs by mapping naturals,
roles, and compartments to records. Role-plays, as well as relationships between
roles, are mapped to directed edges. The authors differentiate between rules that
must be executed when the selection part is matched and optional rules that can
be executed. Constraints on the other hand represent invariants that must hold
in any valid state of the system. Optional rules are executed as necessary to fulfil
the defined constraints. Naturals can be created programmatically by SCROLL
code, e.g., for the creation of the drone natural instances that represent the
drones in the real world, as well as the creation of an anomaly object if detected.
The creation of roles and thus adaptation of the system is limited to the graph
rewriting system.
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The main feedback loop as described in Subsect. 3.2 is implemented by the
following steps according to the M@RT reference architecture:

1. Periodically, a request is sent to the collective monitoring component. If
drones or anomalies are sensed that are currently not represented in the CROI
world model, their representation as naturals is created.

2. The system checks for rewriting rules present in active compartments. Manda-
tory rules are executed for every match until no rule matches. Afterwards,
optional rules are executed if necessary to fulfil the constraints defined in
active compartments.

3. If no more rules are applicable, the difference between the original and modi-
fied architecture is calculated. The set of differences forms a transaction with
an adaptation plan which brings the system from one valid state into another.
The final component, the analyzer, then executes the transaction.

To conclude, the planning step in the feedback loop consists of calculating an
adaptation plan out of declared intents that defines a set of roles to be played
or revoked, as well as updates to their state. Details about the intent-based
adaptation process are illustrated in the next section using the smart farming
example introduced in section Sect. 2.

4 Case Study

In the following section, the authors present a case study to illustrate the imple-
mentation of the proposed conceptual framework. As a concrete use case, the
following situation is selected. The drone swarm started to roam the field in a
line formation. One drone is elected as master of the swarm. While roaming, a
drone has detected a potential anomaly and reported the information. Following
the implemented M@RT reference architecture, the actions performed by the
three active components, i.e., Monitor, Reasoner, and Analyzer, are discussed
in detail which are necessary to adapt the swarm. The intended reaction is a
split of the swarm into a main and a sub-cluster with the sub-cluster of drones
inspecting the anomaly.

4.1 Monitoring Component

The monitoring component represents the first stage of the managing subsys-
tem’s control loop, as depicted in Fig. 2. For a highly dynamic intent-based
system of autonomous drones, numerous different patterns for the control loop
were compared regarding their applicability for the presented application sce-
nario in Subsect. 3.2. The authors concluded, that it is best to use a hybrid
approach of multiple patterns, as it offers the most benefits regarding resilience,
fault tolerance, system’s state representation, and persistence (see Fig. 4).

Consequently, the monitoring stage for the intent-based adaptation of the
drone swarm consists of two levels in the hierarchy, as depicted in Fig. 4, including
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a centralized monitoring instance that aggregates data about all components of
the self-adaptive system and distributed monitoring sensors, which are located
once on each drone.

The distributed monitoring sensors provide each drone with the feature to
summarize all their properties, in-memory variables, and contextual information
as a JSON object and push this object to a collective monitoring instance via
HTTP/S in a fixed recurring interval. This allows the centralized monitoring
component to have a picture of the state of the whole swarm, while each drone
may stay agnostic of it. For that, in the case study, drones provide data about

– their orientation (IMU data, GPS coordinates),
– their cluster and if they are assigned with the leader role,
– information regarding their mission, i.e., inspected checkpoints, found anoma-

lies, recorded pictures, and available storage capacity,
– the battery charge level,
– and the integrity of their system, e.g., if any part of the drone is damaged.

The centralized monitoring component in its essence is a programmable
interface, that allows drones to send HTTP/S packets about their properties,
in-memory variables, and contextual information to a database in a structured
way. The interface is designed as a REST API, which accepts JSON Objects as
input and takes care of organizing the data that is received by individual drones
to picture the state of the whole swarm. For that, the drone’s information is
transformed and aggregated within a database. This database also acts as a
knowledge repository, as the hybrid pattern suggests (Fig. 4). By design, the
main monitoring component is highly scalable, as it acts only as an interface to
a scalable database, hence, it does not impose any bottlenecks or single-point-
of-failures on the system. This, however, limits the number of database systems
from which can be chosen from, as the database has to be horizontally scalable
as well, and needs to support time-series data. The support for time-series data
is important, as monitoring systems in a control loop fashion essentially always
produce time-series data.

The data that is provided by the drones is aggregated to extract additional
knowledge about

– how many clusters exist,
– the state of each cluster, i.e., which drones participate in a cluster and which

role do they play (ClusterMaster/ClusterSlave),
– the state of the field, i.e., how many anomalies exist and where they are

located,
– the area, which was already covered by the swarm,
– the position of each drone in the area.

The entirety of this data can then be used to reason about a set of high-level
system goals. This is the intent, that is declaratively specified for the swarm.
This step is carried out by the reasoning component, which is active on the
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drone that plays the ClusterMaster. It can query the REST API of the central-
ized monitoring component to receive a JSON Object, that provides a detailed
overview of the swarms’ current state.

Consider the following state of the intent-based system as an illustrative
example: One drone just reported an anomaly to the centralized monitoring com-
ponent, while all drones are currently active in only one cluster. Consequently,
all drones currently are in roaming mode. Once the ClusterMaster queries the
centralized monitoring component for the aggregated system knowledge, the fol-
lowing set of data is transmitted:

– There is one cluster available.
– A list of all drones within this cluster and which role they play, i.e., one

ClusterMaster and multiple ClusterSlaves.
– There is one anomaly that is not yet investigated.
– Data about the area, that was already covered by the swarm,
– and the position of each drone in this area.

4.2 Analysis and Planning

In the following section, an exemplary implementation of adaptation rules for
the application scenario envisioned in Sect. 2 is given.

As outlined in the application scenario introduction, all drones start in a
straight line with the intent of searching the field for anomalies. The system
is initialized by selecting a master drone via leader election. In the beginning,
all drones form a single cluster with a single elected master drone. This single
root cluster compartment corresponds to the intent predefined in the application
scenario. Sub-intents are represented as nested compartments.

Subsequently, the Reasoner component, which is responsible for analyzing
and planning adaptations, is started on the master drone. Then, the main plan-
ning feedback loop of the system is run. This consists of the three steps lined
out in Sect. 3.6. After pulling the current state of the system from the monitor-
ing component, the set of graph rewriting rules and constraints contained in all
active compartments is evaluated until no more mandatory rules are matched
and a solution to satisfy all constraints is found.

In the application scenario, a subcluster of drones is split off as soon as an
anomaly is found. This can be implemented as a constraint contained in the
root intent compartment: If an anomaly object is matched, there has to be a
compartment present in which three drones play the inspecting mode role.

Also, an optional rule is defined that matches a drone and an anomaly and
implies the subcluster compartment as well as the role played by the drone. In the
subcluster compartment, a constraint defines that drones have to hold a constant
spacing. The reintegration with the main swarm is realized by a mandatory rule
defined in the root compartment: If all anomalies that have been assigned to
a subcluster have been investigated, the compartment and contained roles are
removed. The drones are then reassigned to the main cluster. This behavior
implements the fulfillment of the intent.
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The rules and constraints necessary to implement the desired behavior for
the intent defined by the scenario are described in Table 1. A concise pseudo-
code specification is used, which corresponds to the graphical definition given
in Sect. 3.6. The syntax used splits the matched pattern and the derived pat-
tern by an arrow ->. Individual objects are assigned to temporary variables.
Role-plays are written as “player” plays “role” in “compartment”. Attribute
values of objects (e.g., the property inspected of an anomaly) are accessed using
object.property. Negative Application Conditions (NAC) are depicted by a lead-
ing ! followed by a subpattern to be matched in parenthesis. An exclamation
mark is also used to remove matched patterns on the right side of the rule. For
rules, the definition reads as “for each match of the left part, the right part
has to be created”. For constraints, the definition reads as “for each match of
the left part, the right part must be matched anywhere in the model”. Arrays
are defined by square brackets, e.g., [3]Drone() defines an array of three drone
objects. Consider the following iteration of the feedback loop as an illustrative
example: After requesting the most recent snapshot of the system from the moni-
toring component, the planning component evaluates the ruleset. The monitoring
component reports that there are drones in coarse flying mode and an anomaly
that is not yet under investigation. Thus, the planning component has to find
a configuration where the currently unfulfilled constraint number 1 is satisfied.
This is achieved by matching optional rule number 2 on three separate drones
and the anomaly, thereby creating an inspection role played by each drone in
the compartment. Finally, the planning component constructs a transaction that
defines the adaptations needed to transform the system architecture. It does so
by calculating the difference between the new architectural model derived by
evaluating the defined rules and the old architecture. In this case, the transac-
tion contains the replacement of the coarse inspection roles played by the drones
with focused inspection roles in a new cluster compartment.

In the following section, the execution of the derived transaction is discussed.

4.3 Decentralized Execution of Adaptation Plans

The execution component according to the hybrid pattern approach introduced
in Fig. 4 is responsible for distributing and executing the derived adaptations by
the planning component to fulfill a sub-intent. Furthermore, the success of the
execution process must be monitored by the component. First, an overview of
the adaptation execution process and its steps will be given.

The execution process as referenced by the MAPE-K feedback loop starts by
receiving an adaptation plan from the analysis and planning component.

One of the participants takes the role of the execution master, which can be
assigned dynamically. In the case study, the execution master role is assigned
to the master drone of the (sub-)cluster. The master is responsible for the coor-
dination of the transaction execution among the participants, which is crucial
because a central unit for steering the execution does not exist. To ensure safe
and consistent changes, coordination between the peers is mandatory. On each
local node runtime, changes have to be performed in a way that no data gets lost
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Table 1. List of rules and constraints defined for the case study

Type Description Definition

1 Constraint in root If an anomaly is found,
there has to be a
compartment with three
drones playing the
inspecting role

a = Anomaly(inspected = false)

-> c = Cluster(), ds =

[3]Drone(), ds[0..2] play

Inspecting in c, c.anomaly ==

a

2 Optional rule in root For every pair of drones
and anomalies, there can
be a subcluster with the
drone inspecting the
anomaly

a = Anomaly(inspected =

false), d = Drone() -> c =

Cluster(), d play i =

Inspecting in c, c.anomaly = a

3 Constraint in cluster An even spacing between
drones is maintained at all
times

c = Cluster(), d = Drone(), d2

= Drone(), d play Inspecting

in c, d2 play Inspecting in c,

d != d2 -> |d.position -

d2.position| == 10

4 Mandatory rule in cluster If an anomaly has been
investigated, the cluster is
removed

c = Cluster(), d = Drone(), a

= Anomaly(), c.anomaly == a,

a.investigated -> !c

5 Constraint in root Every drone has to be part
of a cluster at all times

c = Cluster(), d = Drone() ->

d play Coarse in c || d play

Inspecting in c

6 Mandatory rule in root If there is a drone that is
not currently member in
any cluster, it defaults to
the coarse roaming role in
the root cluster

c = Cluster(), d = Drone(),

!(d play Inspecting in Cluster

|| d play Coarse in Cluster)

-> d play Coarse in c

and no inconsistencies occur. This state in which changes can be done safely is
called a quiescent state. Those steps are discussed in more detail in the following.

The authors attempt to use the decentralized Weißbach (Weißbach et al.
2017a, 2017b) protocol for role-based coordinated self-adaptation execution. A
big advantage of the Weißbach protocol is the support of decentralized adapta-
tions. The decentralization allows the drones to organize themselves in swarms to
fulfill subtasks and lets the emerging sub-cluster of drones adapt independently
of each other. Decentral coordination is essential for the transaction execution
since the drones flying in the field act autonomously without any central coordi-
nation unit and so must be able to control the adaptation execution on their own.
This allows for better scalability according to Subsect. 3.2 while a single point
of truth and bottleneck is avoided. The protocol allows for runtime execution of
adaptation plans and so introduces a variability of the system, either parametric
or structural adaptations. Drones can execute local adaptations autonomously
but refer to the adaptation plan provided by the master to ensure consistent
adaptation of the swarm. However, the small overhead due to the coordination
of those adaptations is unavoidable to distribute the actions among the partici-
pants.
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The execution protocol is based on a two-component architecture on the
respective drones in the application scenario. Each drone contains a so-called
Adaptation Manager (AM), which can be referred to as the execution component
in the hybrid pattern approach as depicted in Fig. 4, and a Role Runtime, which
is the SCROLL runtime in the application scenario. The AM of the master drone
is responsible for the coordination and distribution of the execution and initiation
of the plan on the respective drone runtime. The drone runtime contains the
application logic based on the role concept already introduced in the previous
chapter.

The aim of the Weißbach protocol is the adaptation of distributed nodes at
runtime, which requires a methodology to safely change the internal structure
in a running system. If the system is suddenly halted or performed the updates
regardless of the current internal state and ongoing computations, it would risk
data loss and errors since important tasks could be executed at the moment of
the execution. Therefore the role runtime and drone runtime respectively have a
lifecycle with different operational states, which determine whether the runtime
can be adapted or updated or not. A simplified version of an exemplary role
lifecycle is illustrated in Fig. 9. Generally, a running application has the current
role in the bound state and the respective role is active. In this state, it would be
disruptive to perform adaptations at run-time. To safely adapt the application,
the application and its dependencies have to be passivated. In this state, the
played role can be unbound and changed into the desired one. Note, that the
Active state has two internal states, i.e., Idle and Processing.

Together with the lifecycle of the role runtime the Weißbach protocol intro-
duces the usage of a quiescent or safe state. Kramer and Magee (1990) introduced
the quiescent state of a node as a state where it is not engaged in a transaction
that was initiated by the node and that the node will not initiate any new trans-
actions. Furthermore, it is not engaged in servicing other nodes’ transactions.
The quiescent state is very disruptive and requires the affected nodes and the
indirectly affected nodes to halt during the change process, hence the system
is not allowed to process data and fulfill its tasks until the whole change has
been performed and the adaptation transaction has been finished. Note, that
the term transaction in the definition of quiescence differs from the authors’
understanding of an adaptation transaction. The adaptation transaction in the
understanding of Weißbach et al. (2017b) refers to a unit of different adapta-
tions to be performed atomically, i.e., all changes should be performed or none
at all. Transactions have a unique id and consist of one or multiple adaptation
operations. The goal is to perform transactions consistently. In case of a failure,
intermediate changes will be rolled back before activation of the changes.
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Fig. 9. Simplified role runtime lifecycle derived from Weißbach et al. (2017b)

Concerning the case study, the starting point of the execution is receiving
the adaptation operations generated by the planner on the master drone as
depicted in Fig. 4. The plan is passed to the execution component of the mas-
ter drone, which is then responsible for distributing the plan among all affected
participants using the Weißbach protocol (Weißbach et al. 2017b). An adapta-
tion transaction which is initially distributed by the execution module on the
master drone contains information about the drone to be adapted, the current
roles, and the roles to be played after the adaptation, the current compartment,
and the goal compartment. It is also possible to perform group adaptations,
i.e., multiple adaptations on several drones belong to one transaction which is
then executed atomically. In the case of an error, all temporary changes of the
respecting transaction are reverted to recover a consistent state and the drones
stay unaffected and remain in their current role, i.e., roaming or inspecting. The
distributed adaptations are only executed and activated if all of the affected
peers acknowledge the changes and successfully prepare the activation of the
changes. Otherwise, no changes will be performed.

A part of an exemplary transaction structure is presented in Fig. 10. This
transaction is the result of the plan by the planning component to switch three
drones into the inspecting mode since an anomaly on the field was found. The
figure shows the transaction with the adaptation operation for one drone. The
other two drones’ operations are structured as the shown one, respectively, and
belong to the same transaction ‘transaction1’. The three operations must fin-
ish successfully since they belong to one transaction, otherwise, all changes get
reverted. An adaptation operation has a unique id and type of operation. In
the figure, the current role ‘Coarse’ of ‘drone1’ will be exchanged by the role
‘Focused’ with the ‘exchange’ operation. Other operation types are the addi-
tion, removal, or cloning of the role to another entity, migration of a role, or the
creation of a collaboration of certain roles, and disbanding the collaboration.
Besides that, operations contain an order number for a successor/predecessor
relationship, which is ‘1’ in the example. In the case that the drone contains
internal state information, the protocol can be used to transfer the internal
state of the old to the new role to preserve important information. This can
be required by the planning component. Most important, information about the
target and source node to be adapted is provided in the adaptation operation. In
the example, drone1 with the current roles Coarse and ClusterSlave in the com-
partment Roaming with the IP-address 192.168.0.10 will play the roles Focused
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and ClusterSlave in the compartment Inspecting. The source node information
is used to identify the correct node to be changed. The three drones intended to
be adapted form an independent swarm in the compartment ‘inspecting’ with an
own master drone, which is responsible for the coordination in the new partial
swarm.

Fig. 10. Exemplary transaction in the application scenario

The drone in the application scenario which is currently playing the roles
ClusterSlave and Coarse will be adapted to play the roles ClusterSlave and
Focused afterward, as in the exemplary transaction in Fig. 10. To achieve that,
the affected role Coarse needs to be passivated first as depicted in Fig. 9. If the
role was passivated successfully, the new role ‘focused’ gets added to the system
and is first in the unbound state. It will be bound then and remains in the passive
state, too. If all drones agree on the respective transaction and are prepared for
the execution, the passive new role can be activated and the role Focused is
now played actively. The old role Coarse can be unbound and removed from the
system.

To allow the drone to fly in a quiescent state, i.e., a safe state for adaptation
is reached, a stronger separation of concerns regarding the played roles for the
inspection of the field and the drone control needs to be defined since not every-
thing should be halted during that phase. The roles which are designated to
change are allowed to impact the flight height and speed, but should not contain
the drone control since the passivation of the drone control would result in a
crash when the drone remains passive or quiescent for too long. In that phase,
basic processes as gliding and flying should work and only role-specific behav-
ior as scanning behavior and specific communication in compartments should
be affected by the passivation. That guarantees that the drone is still able to
fly but the behavior which is meant to be changed is not performed during the
adaptation transaction.

5 Conclusion and Future Work

Due to the highly decentralized and distributed nature of networked systems
of autonomous units, their management is a challenging task. While keeping
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a human in the loop is often required to create trust in systems deployed in
practice, it is almost impossible for an administrator to manage such systems in
a device-by-device manner.

Using intents is a promising approach since it allows administrators to declare
high-level goals for the system but relieves them from manual reconfiguration
since the system manages itself in an autonomic manner driven by operational
guidance from operators.

To bridge the gap between high-level intents and change operations per-
formed at each autonomous node in a coordinated way, the authors propose the
use of self-adaption concepts. Particularly, a conceptual framework for intent-
based adaptation coordination has been introduced in this chapter, that builds
upon roles, control loops, and decentralization patterns for them to structure
the system and provide decentralized control structures where necessary.

For the implementation, each autonomous node contains an autonomic man-
ager according to the Models@Runtime reference architecture. The reasoning
component is the key component to map intents. It relies on the modeling of
intents and sub-intents as compartments in CROM and calculates necessary
architectural modifications based on the graph rewriting rules and constraints
specified for each compartment. It uses the information about each autonomous
unit and the overall state of the networked system gathered during the monitor-
ing phase and produces an adaptation plan in form of an adaptation transaction.
The execution of the adaptation transaction ensures that all autonomous nodes
perform changes atomically, i.e., either all changes at all involved nodes are per-
formed or non at all. This guarantees that the networked system is transformed
from a valid configuration to another valid configuration for every adaptation
transaction.

While the authors presented with the case study how an intent-based app-
roach for adaptation coordination can be designed and implemented, there are
still challenges that need to be addressed in the future to build robust, scalable,
and secure solutions for practical use.

In the current version of the proposed framework, each autonomous unit com-
prises a local role runtime, i.e., SCROLL. Even though role-plays are triggered
by the graph rewriting system, business logic inside of roles is still implemented
with code. As such, a middleware abstracting the distribution of objects across
the network is desirable in order to enable the developer to communicate between
objects without reimplementing a complete network transport and concurrency
layer. To address this, the authors plan to introduce a distributed role runtime
that extends the actor model of concurrency as proposed by Hewitt and Baker
Jr (1977) with roles.

Regarding the graph rewriting environment, the system is currently not able
to adapt to situations and intents unforeseen by the developer, i.e., there is no
learning aspect. In future iterations, a reinforcement learning approach based
on probing optional graph rewriting rules can pose a solution to this aspect.
Additionally, the augmentation of graph rewriting rules with control flow and
optimization aspects is to be investigated to support the development of more
complex scenarios.
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The implementation of the monitoring stage, which was inspired by IBM’s
blueprint for autonomic computing IBM (2005), is specifically tailored to the
presented application scenario. This has the consequence, that implemented arti-
facts in that stage cannot be re-used for different scenarios. Reasoning from that,
a more general solution for the monitoring stage, which can function in different
application scenarios, associated with different domains, is desirable. As intro-
duced in the case study, roles may be used to dynamically adapt a system’s
functions. In the future, one could research the applicability of the role-based
approach to the MAPE-K stages of the managing subsystem.

Currently, the execution of the adaptation transactions follows the concept
of atomic changes, i.e., all changes are performed successfully or none at all. In
addition, due to the presented quiescence criteria, the system is halted for a long
time and no tasks can be started during that state. Therefore, further investi-
gation into the direction of execution with the concept of eventual consistency
for self-adaptive systems (Tomforde and Gruhl 2020) is a promising direction. If
an error occurred during the adaptation process and all changes must be reset
to the current configuration, the eventual consistency approach would allow the
successfully adapted nodes to work in their new configuration and the erroneous
node must be dealt with separately. This would allow already adapted parts of
the system to return to work again and so the global downtime gets reduced.
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Abstract. The Delay- and Disruption-tolerant Networking (DTN) architecture
enables communication between nodes in networks that lack continuous end-to-
end connectivity. For this purpose, the Bundle Protocol is introduced, encapsu-
lating application data and allowing their store-carry-forward transmission over
heterogeneous links. Although a huge number of routing algorithms has been
proposed for DTN, in current deployment scenarios, they are applied in a non-
adaptive manner and are often configured statically for the whole network. With
the advent of Intent-based Networking technologies, it becomes plausible that the
DTN domain could vastly profit from a transfer of these concepts. The chapter
investigates this general thesis. In this context, the authors point out a strong
relationship between Intent-based Networking and existing work on self-adaptive
systems. Based on that, techniques for enabling adaptivity in DTN routing are
outlined and a future perspective on enhancing node configuration and routing in
a DTN with the application of Intent-based Networking concepts is given.

Keywords: Delay- and disruption-tolerant networking · DTN · IB-DTN · DTN
routing · Self-adaptive systems · Adaptive DTN routing · Runtime adaptation ·
MAPE-K loop ·Multicast forwarding · CGR · SPSN · IMCEB

1 Introduction

Delay- and Disruption-tolerant Networking (DTN) technologies enable communication
in environments where nodes cannot rely on permanent, bidirectional, and low-latency
end-to-end connectivity. For this purpose, DTN protocols exploit a series of contacts
between nodes to deliver messages based on a store-and-forward data transmission
scheme. These contacts can even be unidirectional and, in between them, nodes may
be moving and “carrying” the data physically. The DTN architecture can be used in
manifold scenarios to support communication between humans or machines, e.g., using
satellites, submarines, various sorts of vehicles, or even humans as “carriers”.

With no stable end-to-end connectivity available, monitoring the network state and
keeping configurations of devices consistent across a DTN deployment at scale is partic-
ularly challenging. A device-by-devicemanagement of nodes is only possible in an asyn-
chronous manner (e.g., via the Asynchronous Management Protocol [6]), but becomes
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a complex issue in large-scale deployments. Furthermore, due to inherent end-to-end
delays, no timely reaction to changes in the network may be possible. An attractive
solution to this problem is to enable the nodes to manage themselves in an autonomic
manner driven by operational guidance from operators or outside systems as proposed
for Intent-based Networking (IBN). Driving network configuration by intents, i.e., a
set of operational goals and outcomes defined in a declarative manner [1], allows an
operator to manage DTN deployments holistically at a higher abstraction level.

This book chapter discusses the use of IBN concepts for the management of DTN
deployments. After analyzing the particular challenges of applying IBN in conjunction
withDTN, a conceptual approach for enabling Intent-basedDTN(IB-DTN) is introduced.
Two key concepts implied by the overall approach are described in detail afterwards,
namely, a concept for adaptive routing that enables nodes to autonomously configure
themselves according to propagated intents and changed network state, and a multicast
routing and forwarding technique to deliver such monitoring information and intents
reliably to a set of nodes. The chapter especially highlights the parallels between IBN
and autonomic computing and demonstrates the use of concepts for self-adaptationwith a
special focus on decentralization for enforcing intents at the nodes in a DTN deployment
in an autonomous manner.

2 Foundations

2.1 Delay-/Disruption-Tolerant Networking

In extreme networks such as mobile ad hoc networks (MANET), vehicular ad hoc net-
works (VANET), underwater networks, or space networks, end-to-end communication is
challenging because link disruptions and delays may respectively be frequent and high.
For instance, in space networks, disruptions may occur due to the occultation of a node,
and delays on a single link may be high due to the extreme ranges and the propagation
of the signal being limited by the speed of light.

Such high delays and disruptions render the use of traditional (i.e., Internet) proto-
cols and routing techniques in these environments complicated. Indeed, an end-to-end
connection is in most cases not possible and topology changes as well as end-to-end
delays often prevent acknowledgments through the same path. The mentioned topol-
ogy changes also render most of the routing algorithms used in conventional networks
inapplicable.

2.1.1 DTN Architecture

It was only in the late 1990s that challenging networks became areas of increased interest,
with the democratization of the use of wireless protocols. In 2001, Vint Cerf and other
scientists from the Jet Propulsion Laboratory (JPL) proposed the Interplanetary Internet
(IPN) [2].

Soon afterwards, Kevin Fall proposed that the IPN principles could be applied to
other kinds of challenging topologies and proposed the generalized term “Delay-Tolerant
Networking” (DTN) for this domain [3].
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In 2007, the Delay-Tolerant Networking Architecture [4] has been presented, allow-
ing nodes to operate in a store-and-forward manner. In a Delay-tolerant Network, mes-
sages are buffered until the next transmission opportunities. In parallel, the Bundle
Protocol [5] defines a format to allow the messages to contain enough data to enable
an application to progress upon reception of a single message. Due to this particular-
ity, the Bundle Protocol operates between the application and the underlying transport
or network layer. Therefore, the Bundle Protocol Agent requires a Convergence Layer
Adapter (CLA) to bridge with the underlying protocol it relies on. To this end, several
CLAs exist, e.g., for the Licklider Transmission Protocol (LTP) [13] applicable to space
links, as well as for TCP, UDP, and other transport protocols.

However, the whole Bundle Protocol stack operates independently to the underlying
network protocols it uses. For identifying application endpoints, the DTN architecture
relies on Endpoint IDentifiers (EID). Any Bundle Protocol Agent can subscribe to such
an EID to deliver locally the bundles which have this EID as destination. EIDs use the
syntax of URIs [4], composed of a scheme name and a scheme-specific part and, thus,
offer a lot of flexibility.

2.1.2 DTN Routing

Routing and forwarding a bundle in a Delay-tolerant Network includes defining possible
next hops for the bundle, storing it persistently until a transmission opportunity occurs,
and, in some cases, enqueueing it for transmission via a specific contact to a specific next
hop node. Determining the most-viable route (or even the most-viable next hop) in DTN
is a challenging task, as the topology is rarely static and the intervals of connectivity
between the nodes are not always predictable, therefore, finding an end-to-end path for
a message is not a trivial task. Furthermore, bundle transmissions may be optimized for
a variety of factors, such as end-to-end delay, overall delivery probability, or resulting
network load, that cannot be precisely estimated. Thus, many routing algorithms for
DTN have to rely on opportunistic and/or probabilistic mechanisms [7].

Routing algorithms like Epidemic Routing [8] or Spray anWait [9] leverage a simple
flooding-based approach: Bundle copies are transmitted to neighbors regardless of their
properties to maximize the chance to have any of the copies reaching its destination. In
the case of Spray andWait, flooding is limited to a maximum number of copies. Routing
algorithms like PRoPHET [10] leverage a history of encounters to infer probabilistic
patterns from observed connectivity in an attempt to maximize the delivery probability.

Conversely to these opportunistic routing techniques, another class of networks exists
in the DTN domain: Deep space missions, satellite networks, and public transportation
networks (PTNs) are suitable candidates for schedule-aware or deterministic routing
schemes (e.g., [11]), as upcoming contacts between the nodes are predictable. Indeed,
in the deterministic case, each DTN node knows about the intervals of connectivity
between all nodes in the network in advance thanks to the schedule or contact plan.

The contact plan has to be updated periodically on each node for the continuous
functioning of the routing algorithms which rely on it, to, on the one hand, remove the
expired contacts, and, on the other hand, push forward the horizon of the contact plan by
adding further expected contacts to it. As long as a contact plan is available, nodes can
leverage path finding algorithms to schedule bundles, rendering it possible to determine
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a next hop for a givenmessage based on theminimal expected delay and only forwarding
a single copy of the message via the associated contact.

2.2 Intent-Based Networking

The general motivation of this chapter is to provide a perspective on employing Intent-
based Networking concepts in Delay- and Disruption-tolerant Networking. However,
there is no unique, clear definition of IBN available in literature. Thus, the definition
employed in this chapter is briefly sketched here.

Overall, the current Internet Research Task Force draft on Intent-based Networking
concepts [1] is taken as a conceptual basis. The authors of this draft break up the functions
of an Intent-based Network into two categories, Intent Fulfillment and Intent Assurance.
While the former processes user1 input in the form of intent specified to the system
and attempts to realize it in the network, the latter provides validation and monitoring
capabilities, to ensure that the network’s operation is aligned with the specified intent.

The Intent Life-cycle proposed in this draft document is shown in Fig. 1. It becomes
evident that additional processing steps are added that are not present in conventional
network configuration concepts: In the course of Intent Fulfillment, the user intent is
translated into a course of action, which is used to feed a process continuously monitor-
ing, analyzing, and validating the network’s compliance with the user intent. Based on
that and the course of action derived from the user intent, the process plans and optimizes
the network configuration (see Sect. 7 of [1]). Intent Assurance, however, leverages the
results of analyzing network observations performed within the aforementioned pro-
cess. Those are abstracted into information related to the user intent in order to enable
reporting to the user space.

Fig. 1. The Intent Life-cycle proposed in [1], Fig. 1

1 It shall be noted that a user is identified to be “generally, an administrator of the responsible
organization” (Sect. 6.1, [1]). Thus, the terms user and operator are used interchangeably in
this chapter.
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Overall, the Intent Life-cycle represents two stacked, adaptive processes or control
loops: The inner loop, i.e., the right half of Fig. 1, is executed by network devices
autonomously and provides adaptivity without any user interaction. The outer loop
involves the user, however, on a much more coarse-grained and abstract basis than nec-
essary in traditional networkmanagement. This way, an Intent-based Network facilitates
configuration andmanagementwith a largely reduced need for runtime user intervention.

2.3 Self-Adaptive Systems

Kephart and Chess [15] define “computing systems that can manage themselves
given high-level objectives from administrators” as autonomic computing systems.
They considered self-management as the key concept that frees system adminis-
trators from the details of system operation and maintenance with four aspects,
namely self-configuration (automated configuration following high level policies), self-
optimization (automated continuous improvement), self-healing (automated problem
detection, diagnosis, and repair), and self-protection (automated defence against mali-
cious attacks or cascading failures). These properties are considered as self-CHOP prop-
erties and are a subset of so called self-* properties introduced in the literature.

Salehie andTahvildari [18] organize self-* properties in a unified hierarchical setwith
the fourmentioned properties forming themiddle level of three levels, calledmajor level.
The lowest level, called primitive level, consists of self-awareness (the system is aware
of its own state and behaviors) and context-awareness (the system is aware of the oper-
ational environment). The top level, named general level, contains global properties of
self-adaptive software summarized as properties of self-adaptiveness. Accordingly, self-
adaptiveness can be considered as generalized property subsuming all self-* properties
and self-adaptive systems as general term for systems that implement self-* properties.

According to Oreizy et al. [17], self-adaptive software modifies its own behavior in
response to changes in its operating environment. The term operating environment refers
to anything observable by the software system, such as end-user input, external hardware
devices and sensors, or program instrumentation. As part of an conceptual approach
for self-adaptive software systems they propose a life-cycle for adaptation management
including evaluation andmonitoring of observations, planning of changes and deploying
change descriptions.

A parallel can be drawn between the proposed life-cycle and the MAPE-K control
loop that is widely accepted for the implementation of autonomic and self-adaptive
systems. Kephart and Chess [15] define autonomic systems as interactive collections of
autonomic elements. They structure an autonomic element into an managed element,
i.e., the software system to be adapted, and an autonomic manager that monitors and
controls the managed element. The autonomic manager implements a MAPE-K loop
to control the managed element as specified in [16]. It monitors the managed element
for self-awareness and the operating environment for context-awareness, analyzes the
monitored information to determine if changes are required, plans necessary changes
and executes the plan to adapt the behavior of the managed element.Knowledge contains
information such asmonitoring history, behavioral constraints, and policies that is shared
among the four functions.
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To accomplish control in distributed self-adaptive systems, Weyns et al. [19] iden-
tified a set of decentralization patterns for the MAPE-K loop, namely the Decentral-
ized Coordination Pattern, the Information Sharing Pattern, the Master/Slave Pattern,
the Regional Planning Pattern, and theHierarchical Self-adaptation Pattern. The selec-
tion of one of these patterns is highly use case dependent. As advantages and disadvan-
tages are discussed based on an application scenario in [19], the paper can be used as a
reference to guide the decision process.

3 Toward an Intent-Based DTN

In this section, an exampleDTN scenario for interplanetary communication is introduced
that will be used throughout the chapter to illustrate the discussed concepts. The scenario
description is followed by the proposal of a principle approach to apply Intent-based
Networking concepts to manage DTN deployments.

3.1 Example Scenario

As foundation for describing the challenges and opportunities of applying Intent-based
Networking in the DTN context, the concrete example scenario depicted in Fig. 2 will
be used in the rest of this chapter. The example scenario represents an interplanetary
DTN deployment, connecting a Mars inter-network with persistently-connected as well
as intermittently-connected sub-networks via ground stations and relay satellites to the
terrestrial Internet. It is assumed that the network is controlled by operators located on
Earth and leverages different techniques for routing and forwarding in different parts
of the network: While connectivity on Earth and within some sub-networks on Mars is
persistent, the satellite links are only available intermittently (but can be scheduled). In
both cases, a deterministic routing algorithm can be used as transmission opportunities

Fig. 2. Example scenario for the application of intent in a self-adaptive DTN
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(contacts) can be scheduled.Within some opportunistic sub-networks onMars, however,
replication-based heuristics have to be applied for forwarding data. It is further assumed
that, by default, network nodes shall optimize their forwarding decisions for a high
delivery probability and lowend-to-enddelays. This policy is considered as the intent that
is initially specified by the network operator and expected to be realized by all nodes. In
consequence, the deterministic routing algorithm may select routes based on end-to-end
delivery delay and the opportunistic algorithms may use a comparably high replication
count to achieve high delivery probabilities with low delay.

At some point in the lifetime of the sketched network, a relay satellite fails, leading to
a decrease in overall link capacity between Earth and Mars. The rate of data generation,
however, does not decrease, leading to the same amount of network traffic that has to flow
via the remaining links. In response to the outage, some of the applied routing techniques
may even increase load on the network as alternative paths have to be selected or the
replication count is increased to achieve an increased delivery probability. Overall, this
behavior may result in a congestion situation, which may only be observed in a part
of the network and cannot be quickly detected by all nodes. Especially nodes that are
generating traffic and are, thus, responsible for the high load put on the remaining links,
may not be aware of any issue with the overall network performance.

On the contrary, it can be expected that operators become aware of the link outage
as well as the resulting degradation in network performance due to monitoring data
provided by the Intent Assurance functions, which may indicate that the specified intent
cannot be fulfilled anymore. On that basis, they may trigger processes to fix or re-deploy
the failed relay satellite. Additionally, it is necessary to resolve the occurring degradation
of service to allow continued operation of the network, e.g., to ensure the delivery of
critical science data as well as communication related to repairing the infrastructure.
At this point, in an IBN-enabled DTN deployment, an operator could specify a new
intent to a) prioritize such data and b) optimize forwarding of all other data to reduce
congestion. Nodes can react to this, e.g., by reducing the number of copies created
or preferring rarely-overloaded paths over those with minimum latency. They may also
choose a different routing and forwarding technique appropriate to the new intent, which
mitigates the overall congestion situation.

In this example, Intent-based Networking would be an ideal tool to enable operators
to facilitate smooth operation of the network while giving them appropriate time to
address any technical issue.

3.2 An Intent-Based Networking Approach for DTN

A. Lerner [14] identifies that an Intent-based Networking system requires to “[ingest]
real-time network status” and “continuously validates (in real time) that the original
business intent of the system is being met”. Obviously, these criteria cannot be met in a
DTN scenario with a centralized system as, by design, no real-time operation is feasible.

To enable intent-based concepts in such a network nevertheless, modifications of
the IBN control loop sketched in Sect. 2.2 are necessary to cope with the specific char-
acteristics of DTN. Specifically, for facilitating intent-based DTN operation, a further
subdivision of the intent processing life-cycle is proposed by the authors; a split into two
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distinct segments, based on the expected quality of network connectivity (i.e., expected
delays and disruptions) relative to the operator (or intent-based network user).

Figure 3 depicts the proposed adaptation to the intent life-cycle (adapted from Sect. 7
of [1]). The Operator Source Segment (OSS) consists of systems for which good con-
nectivity characteristics (i.e., low end-to-end delays, infrequent disruptions) toward the
network operator are expected. One or multiple Target Configuration Segments (TCS),
on the other hand, are expected to ingest and act upon the intent specified by the operator,
although they may not be well-connected to the respective OSS.

Fig. 3. Modified intent life-cycle for IB-DTN

The necessary asynchronous and delay-tolerant mode of operation is enabled by
splitting the IBN functions to translate between intent and actions of the network into
two steps each; a network-segment-independent and a network-segment-dependent pro-
cessing step. Between those steps, the native DTN architecture is leveraged to forward
necessary information via DTN bundles between the two defined network segments.

Fig. 4. Layered process of intent translation and enforcement

The resulting layered process of intent enforcement is depicted in Fig. 4.As described
in the example scenario, the intent is declared and ingested by the network operator in
the user space. A DTN node in the Operator Source Segment translates the initial intent
to a more specific but still segment-independent intent specification. The resulting intent
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specification is propagated to the DTN nodes in the Target Configuration Segment where
each DTN node autonomously translates and enforces the intent.

3.3 Self-Adaptation Concepts for Intent-Based DTN

As pointed out in Sect. 2, an analogy can be identified between the Intent Life-cycle
depicted in the IRTF draft [1] andMAPE-K feedback loops used to control self-adaptive
systems. According to the layered control structure introduced for intent enforcement,
two nested control loops can be used to translate and enforce the intent declared by the
operator at the Operator Source Segment at the one hand and the Target Configuration
Segments, i.e., the DTN nodes at the other hand.

Fig. 5. Feedback loop structure for Intent-based DTN

The authors designed the feedback loop structure shown in Fig. 5 based on the
patterns for decentralized control in self-adaptive systems proposed in [19]. To imple-
ment the intent life-cycle in a topology of distributed and autonomous DTN nodes, the
Intent is first handled by the planning component of a DTN node in the Operator Source
Segment. The planning component performs the segment-independent translation/refine
operation of the intent as specified for the modified intent life-cycle in Fig. 3. The exe-
cute component is responsible for forwarding the refined intent to the DTN nodes in
the Target Configuration Segment.

The DTN nodes in the Target Configuration Segment are structured based on
the Information Sharing Pattern specified in [19]. According to that decentralization
pattern, DTN nodes share state information captured in the Monitoring phase but
perform Analyze, Planning, and Execution of intent-related adaptations autonomously.

Information sharing includes also theDTNnode in theOperator SourceSegment, i.e.,
monitoring information is forwardedwithin theDTNnetwork between the two segments.
The control cycle is closed when changes of the network state become apparent to the
operator based on the monitoring information reported to the User Space. As described
in the example scenario, the operator can react on such changes by declaring a new
intent.
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3.4 Open Issues for Intent-Based DTN

Based on the introduced overall concept, two major gaps can be identified, which need
to be addressed in an IB-DTN approach:

1. The inner loop of the intent life-cycle needs to be specified in detail. Self-adaptivity is
essential for realizing intent in a DTN deployment, because due tomobility, resulting
disruptions, or long end-to-end delays, the network characteristics in the Target
Configuration Segment may change faster than information about them changing
can even reach the Operator Source Segment. Thus, intent has to be specified in a
fashion independent of the network characteristics, and self-adaptivity is required in
the Target Configuration Segment of the DTN.

2. Considering the DTN forwarding step, information (e.g., updates of the intent or
monitoring information for Intent Assurance) has to be distributed throughout the
network. However, it does not have to be distributed to all nodes in most cases;
e.g., if the routing behavior should be controlled via intent, only nodes that may be
intermediate DTN routers need to be addressed.

Section 4 focuses on technologies to address the first gap. While a principle control
structure based on the MAPE-K control loop is specified for this purpose in Fig. 5,
the following subsections focus on the technical details for adaptive DTN routing and
present two concrete state-of-the-art approaches. Afterwards, in Sect. 5, an exemplary
solution to the DTN forwarding issue for deterministic networks is outlined.

4 Adaptive DTN Routing

Self-adaptive concepts in DTN routing enable nodes to autonomously react to changes
in network state and characteristics and facilitate optimization of their forwarding deci-
sions. As such, self-adaptive techniques are important building blocks for intent-based
operation of the network: The goals for which bundle forwarding shall be optimized can
be specified by an operator via intent and the network will autonomously adapt to reach
these goals.

As pointed out in Sect. 3.3, the adaptation occurs on each network node, in an
iterative process that represents the inner loop of the modified Intent-based Networking
life-cycle outlined in Sect. 3.2 and, thus, also maps to the MAPE-K loop from the theory
of self-adaptive systems as described in Sect. 2.3.

Figure 6 depicts the resulting adaptive process and shows individual operations to
be performed in the four core processing steps when applying it to DTN routing:

1. Monitoring of local network characteristics. The basis of any system reacting to
changing characteristics of a network is the observation of these characteristics.
This can include traffic and link state monitoring, the collection of contact and node
properties reported by local subsystems such as the communication system, and the
consolidation of the collected data into an easily storable and exchangeable format.
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2. Analysis of observations. In the second step, the observation data are analyzed,
aggregated, and validated to derive the information necessary for the next step. This
can include the discovery and prediction of changes in the network, e.g., based on
the comparison to historical data.

3. Derivation of a plan to address the changes. From the accumulated information
about changes in network characteristics, an appropriate reaction, e.g., a new routing
algorithm or a new set of parameters, is derived in this step.

4. Execution of the plan. Finally, the planned reaction is executed, possibly including
the (re-)configuration of subsystems or devices.

Fig. 6. Loop representation of an adaptive DTN routing technique

One further aspect in this cycle is especially important in DTN routing, the synchro-
nization of knowledge. A central knowledge base readily-accessible to all nodes cannot
exist, thus, to enable adaptive DTN routing, nodes have to be aware of network charac-
teristics around them (e.g., current and expected future neighbors, contact probabilities,
or even concrete contact intervals, expected data rates, and so on), to an extent which
depends on the type of adaptations necessary. Hence, to make nodes aware of these net-
work characteristics as well as the effects of previous re-configurations of the system,
knowledge synchronization becomes an integral part of the loop. This synchronization
can occur at two points: Either an “early” synchronization is performed based on the
results of the monitoring step, or the output of the analysis step is distributed. While the
former allows for maximum flexibility by enabling distributed, local analysis, the latter
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may provide for a more compact representation (i.e., summarized, analyzed data instead
of raw observations) and less network load resulting from the information exchange. A
combination of both is also imaginable.

It should be noted that the amount of data to be distributed also varies with the used
consolidation and compression approaches as well as with the size of the network:While
in small DTN deployments it might be viable to synchronize knowledge of all nodes
and contacts, larger networks may be segmented into regions [20, 21] or using a similar
concept with dedicated gateways between individual parts of the network, which reduces
the amount of data that has to be synchronized to those relevant to the local segment or
region. Additionally, due to the inherent delays and disruptions in a DTN, it cannot be
expected that all DTN nodes share the same level of knowledge at all times. Rather, a
principle of “eventual convergency” of state has to be applied.

With respect to the above-mentioned cycle, it can be discovered that some oppor-
tunistic DTN routing algorithms already perform these steps to some extent, e.g., the
PRoPHET routing protocol [10] derives probabilities to reach every possible destination
node via every encountered neighbor and then calculates transitive probabilities based
on values distributed by other nodes. However, in any case known to the authors, such
mechanisms are very specific to the routing protocol that implements them.

Overall, besides other existing models for classification (e.g., those presented in [7]),
DTN routing techniques can be divided into different classes based on their degree of
adaptivity:

1. No adaptation. The routing technique does not possess any form of reactivity to
changing network characteristics.

2. Adaptation of parameters. The routing technique discovers and learns specific
parameters from the network, which it uses to enhance forwarding decisions, e.g., by
controlling replication count or choosing routes based on a specificmetric depending
on the network characteristics. In this case, the same base algorithm is used, but gets
provided with parameters derived from the network characteristics.

3. Adaptation of the algorithm. The routing technique is able to select from a set of
different routing algorithms depending on discovered or learned network character-
istics. Such an approach can be also described as a “meta routing algorithm” which
wraps a set of specific routing algorithms and chooses one that fits the current state
of the network best. The selected algorithms may again be part of class 2, i.e., be
able to adapt parameters.

Sections 4.1 and 4.2 outline two exemplary approaches to providing routing
adaptivity of classes 2 and 3, respectively.

4.1 Contact Prediction-Based DTN Routing

The first exemplary approach adapts the data leveraged by a routing algorithm: In a
network that allows for contacts being scheduled, it is possible to react to minor inac-
curacies or ambiguities of the contact plan through the inference of contact properties.
An example for a network allowing for this approach to be used is a small-satellite data-
ferry network. So-called Ring Road networks [24], as shown in Fig. 7, facilitate Internet
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connectivity in remote areas. For that purpose, low earth orbit (LEO) satellites transport
DTN bundles via their physical motion between decoupled ground stations (cold spots)
and Internet-connected ground stations (hot spots).

Fig. 7. Ring Road: A small-satellite data-ferry network (Fig. 3.1 from [25])

As satellite orbits are deterministic, satellite-to-ground-station contact intervals can
be pre-computed. This way, it becomes possible to plan future transmissions using
deterministic routing algorithms, e.g., Contact Graph Routing (CGR) [11]. However,
some aspects cannot be computed as easily in advance: Due to low-cost hardware being
leveraged in these networks and probabilistic effects (e.g., weather and interference)
impairing transmissions, contacts may fail unexpectedly or offer less bandwidth than
expected. Furthermore, some nodes may be more unreliable than others. In summary,
this means that not all aspects associated with the contacts are fully known in advance.
As a result, it may be necessary for a node to plan data transmissions differently, e.g., by
increasing the amount of redundancy or planning less data for upcoming contacts. This
requires a specific form of adaptation; the inference of contact characteristics.

A concept enhancing deterministic DTN routing by such a technique is proposed in
[25] and consists of the following core processing steps:

1. Contact Observation. In a first step, encounters with other nodes are observed and
recorded. Based on this information, the contact time intervals plus further factors
such as the available data rate during each contact can be measured.

2. Node Metric Inference. From the available contact observations, so-called node
metrics are calculated, which consist of a numerical representation of factors that
determine the properties of contacts between two given nodes. For example, metrics
related to the reliability of a specific node as well as the quality of the communication
link between two specific nodes can be inferred.
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3. Contact Prediction. Node metrics allow for improving the predictions of future
contacts. These are still based on known initial data (e.g., location vectors and orbital
parameters), but can be enhanced by the knowledge gained through the metric-based
description of involved nodes.

4. Routing. The contact plan resulting from the previous step is used for calculating
routes via an extended variant of Contact Graph Routing. A node can then schedule
bundles for transmission via these routes and, again, observe the contact intervals
during which the transmission does (or does not) occur.

To make other nodes aware of locally-discovered network characteristics, a Met-
ric Distribution step is added before performing the Contact Prediction. In this step,
available information about node characteristics is synchronized throughout the net-
work. Compared to distributing contact observations, performing the data exchange after
the Node Metric Inference step reduces the amount of data which has to be exchanged
to the pre-processed form of node metrics. This way, even in large networks, only a
minor amount of data has to be exchanged.

Overall, it becomes obvious that this concept represents a closed loop aswell; the four
processing steps indicated above are repeatedly executed in order and can be transferred
to a loop representation as depicted in Fig. 8, representing a specific realization of the
generic loop shown in Fig. 6.

Fig. 8. Contact prediction-based routing modeled as an adaptive loop

4.2 Adaptation of the Routing Algorithm

In some use-cases, the mobility or connectivity of DTN devices may change more dras-
tically than what can be compensated with changes in parameterization. Especially in
terrestrial use-cases, accidents or disaster situations may impair a network. Additionally,
the load may change radically in different parts of the network due to unforeseen traf-
fic changes. Environmental characteristics (e.g., mobility and load behavior) define an
operating environment recognized by nodes at run time, which can be taken as a basis to
switch and parameterize routing algorithms autonomously. For that purpose, each node
decides autonomously when to switch, selects and parameterizes the routing algorithm
to achieve the network operator’s intent based on the sensed operating environment.



Intent-Based Routing in Delay- and Disruption-Tolerant Networks 115

In [23],Dabideen andRamanathan adapt the routing algorithmdepending on the con-
nectivity available in the node’s region. In a dense region, nodes switch to a MANET2-
based routing algorithm assuming end-to-end connectivity; in sparse regions, a DTN
alternative not making this assumption is chosen. CARTOON [22] proposes the adap-
tation of the DTN algorithm according to congestion likelihood. The author considers
Epidemic routing as the best strategy to spread information within a DTN, as long as
congestion does not happen. Therefore, nodes use Epidemic routing as long as the fre-
quency of encounters is lower than a well-defined threshold; otherwise, a probabilistic
alternative is used.

Deterministic algorithms, such as CGR [11], are expected to achieve a high end-
to-end delivery probability with fewer replicas than their opportunistic counterparts,
further minimizing congestion providing that contacts adhere to the schedule. However,
for example in a terrestrial public transport network, in the event of a disaster or acci-
dent that blocks paths unexpectedly, the use of an outdated contact plan could preclude
communication and partition a network applying such an approach exclusively. As soon
as this mobility change is recognized, a node stops predicting future mobility behavior
based on the history of contacts. Instead, a replication-based approach, e.g., Spray and
Wait, could be used to improve the likelihood of bundle delivery, ignoring the inaccurate
contact plan. Some use-cases such as public transport networks are characterized by
repetitive behavior even if some paths are blocked, which allows for the use of more
sophisticated algorithms: When, e.g., a tram line deviates, vehicles adopt a new trajec-
tory that often remains the same until the cause of the change is resolved. Therefore,
over time, nodes may recognize the new operating environment as “predictive” (i.e.,
having recurring patterns) and switch to a routing algorithm able to explore the history
of contacts, avoiding the replication of messages to nodes that are unlikely to support
their delivery.

In the following, an approach facilitating such an autonomous adaptation of the rout-
ing algorithm is outlined. A key concept to understand the presented approach is con-
text: In Sect. 2.3, the operating environment has been defined as the information set
that describes the state of the network (i.e., the reality from the node’s viewpoint). This
state combines multiple metrics, e.g., information about contacts, link utilization, buffer
utilization, and energy. Frequently, it helps to define ranges for a metric to describe a
situation. For example, a node may be considered prone to congestion if the buffer uti-
lization is greater than 80%; If this metric decreases below 60%, or if a decrease over
time is noticed, it can be said that this node is not prone to congestion anymore.

Sometimes, a combination of states within specific ranges defines a situation: For
example, suppose a node notices that the observed contact opportunities match the con-
figured contact plan considering an acceptable error margin, and contact opportunities
are most of the time sufficient to exchange the stored bundles. In that case, a node
may deem this situation as normal. If, over time, the buffer utilization increases and
the number of bundle candidates that cannot be routed during a contact opportunity

2 Although someDTNuse-cases can be considered “mobile” and “ad-hoc”, the termMANET was
coined before the emergence of DTNs and generally refers to ad-hoc networks providing end-
to-end connectivity.
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increases, the combination of those metrics could indicate build-up of a congestion sit-
uation. Alternatively, if the number of observed contact opportunities not matching the
contact plan rises, the situation may be labeled as random by the node. In summary,
based on the exchanged information, a node senses its operating environment. Then,
it uses this information to select a class of metrics able to describe roughly a situation
that is referred to as context in this work. Discretizing the classes of metrics from the
operating environment and their combinations allows for defining rules to determine the
behavior a node should follow when it realizes it is in a given situation.

Fig. 9. Adapting the routing algorithm at runtime

To enable adaptive switching of the routing algorithm, the authors propose a subdi-
vision of the planning phase of the self-adaptation process performed on each node, as
shown in Fig. 9:

1. Identify context. A node maps the operating environment into a context based on a
set of rules and the current characteristics of the local network acquired at runtime.
Considering the examples mentioned earlier, different contexts could be defined
according to the network density (e.g., connected and disconnected) in [23]; In
[22], contexts were defined based on the frequency of encounters (e.g., congestion-
prone and congestion-free); Finally, e.g., in public transport networks (PTNs), con-
text could be defined according to the knowledge about future encounters: scheduled,
if a schedule is given and respected; probabilistic, if a schedule is not provided or
respected, but mobility is repetitive; random, if mobility seems to be unpredictable.

2. Routing algorithm choice. In this step, the node chooses one among the routing
algorithms available for the present context category that is considered the most
suitable according to the defined intent. A set of well-defined rules that map contexts
and intents onto routing algorithms should be provided. In proposals such as [22, 23]
the choice is trivial since there is only one routing algorithm per category. However,
in the PTN example, there could be multiple routing algorithms in each category.

3. Parametrization. Similarly, a set of rules derived from extensive simulations or
practical experience maps contexts and intentions into a set of parameters for the
chosen routing algorithm. Such parameters can be values used in an objective func-
tion (e.g., parameters to PRoPHET’s delivery predictability calculation) or affect the
routing outcome to take into account aspects of congestion control (e.g., limit the
maximum number of copies or hops for messages).
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To translate the intent into a concrete algorithm and parameterize it, it is additionally
necessary to relate each intent to a set of contexts of interest. In each context there might
be a set of one or more suitable routing algorithms. All relevant contexts and the related
routing algorithms have to be defined during the design of the individual sub-networks
with respect to their characteristics and topology. For example, the most appropriate
routing algorithm and its parametrization for a given operational environment can be
defined through experimentation or simulations.

4.3 Application to Example Scenario

In the concrete example described in Sect. 3.1, nodes can be divided into zones (or
delay- and disruption-tolerant sub-networks) with different characteristics. The effect
caused by the change of intent can be distinct in different sub-networks. Assuming that
the initial intent is to maximize delivery probability and minimize end-to-end delays, an
adaptive routing technique (see Sect. 4.2) may define two possible contexts: determin-
istic or opportunistic. When two nodes meet, a node is in a deterministic context if it is
possible to calculate a route to the destination node based on the contact plan; otherwise,
it is in an opportunistic context. Thus, nodes on Mars that have persistent connectivity
are expected to be most of the time in a deterministic context. In a deterministic context,
a schedule-aware routing algorithm such as Contact Graph Routing (CGR) [11] can be
considered the most suitable approach to forward bundles. As CGR uses an objective
function to calculate the “distance” from source to destination and find the shortest path
for a given metric, it can calculate paths with the least expected end-to-end delay. How-
ever, some DTN nodes in the presented example face intermittent connectivity, i.e., they
could have opportunistic contacts. In this case, it is not possible to calculate a short-
est path in advance, since such contacts cannot be precisely planned. A node in this
situation finds itself in an opportunistic context, in which other routing algorithms are
more appropriate. If the opportunistic contacts occur repeatedly, a history-based routing
algorithm such as PRoPHET [10] could be chosen. Otherwise, a simpler algorithm like
Epidemic [8] could be used to propagate information. The most appropriate algorithm
is chosen autonomously by each node from the information about the network behavior
collected and shared during the contact opportunities, as described in Sect. 4.2.

In the example scenario, after the failure of one of the links, the transmission capacity
between Mars and Earth is reduced. Over time, this can lead to congestion and bundle
drops. When operators become aware of the situation they react, changing the intent
to reduce traffic between Mars and Earth. This change may modify the contexts to be
recognized, and consequently, the routing algorithms suitable for each context. For the
discussed use case, the new intent could result in three possible contexts: determinis-
tic with congestion awareness, opportunistic, and congestion-prone opportunistic. The
modification to the deterministic context could lead to a different parametrization of
the schedule-aware routing algorithm to use an alternative objective function as dis-
tance, taking into account link utilization or least-used paths and avoiding paths via
Mars-Earth links if possible. Furthermore, nodes that are in an opportunistic context can
autonomously evaluate if they are in a congestion-prone opportunistic context according
to the operational environment, e.g., based on the rate of bundles sent and received over
time, the rate of dropping bundles, the local buffer utilization, or the rate of bundles
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forwarded that are expected to be sent via a Mars-Earth link at a later point in time. If the
node recognizes its context as congestion-prone opportunistic, it could choose a routing
algorithm that tries to avoid congestion or at least limit the number of replicas. Nodes in
such a context can instruct the applied routing algorithm via parametrization to reduce
and limit the number of copies created per bundle.

Overall, the change in intent in the example scenario leads to different input to the
planning phase of the adaptive process performed on each network node, as outlined
in Sect. 3. On that basis, a simple, intuitive specification of a new intent by a network
operator can lead to adaptive re-configuration of nodes specific and optimized to the
individual sub-networks.

5 A Multicast Approach for Intent-Based Node Configuration

For enabling intent-based DTN, beside facilitating self-adaptivity in the nodes, a cen-
tral challenge to overcome is the communication of intent plus monitoring data to the
responsible nodes in the network, which has to occur at the boundary of both segments
identified in Sect. 3. On the “forward path” of the intent life-cycle depicted in Fig. 3,
communication toward all network nodes responsible of realizing the intent needs to
occur, while on the “backwards path” the forwarding of monitoring data back to the
network operator is necessary.

As this boils down to a set of nodes in both cases, which, however, does not have to
consist of all nodes in the network, a multicast forwarding technique is necessary. Such
a technique for the case of scheduled networks is presented in the following subsections.
In the other case of an opportunistic network in which the set of configurable nodes
cannot be made available to the operator, a simple broadcast approach may be leveraged
in a first step. However, reducing the overhead incurred by such a scheme and restricting
the group of intent receivers is a problem requiring further research and is, thus, only
discussed briefly in the outlook in Sect. 6 of this chapter.

5.1 Multicast in Deterministic DTN

This section focuses on the specifics of multicast approaches which leverage a contact
plan, i.e., those applicable to deterministic networks. In many cases, the multicast algo-
rithm can be considered independently to the underlying path-finding algorithm (for
example, the DTBR routing approach presented below could use interchangeably one
path finding algorithm or another). Thus, the authors cover these two topics in two dif-
ferent subsections. First, an overview of multicast algorithms for scheduled DTNs is
given, followed by an overview of possible underlying path-finding and unicast routing
algorithms.

5.1.1 Multicast Algorithms

Algorithmswhich leverage a schedule for path-finding can be called “tree-based routing”
[29]. The authors present in this section several important variants from the state of the
art.

In Static Tree-based Routing (STBR) [29], the source node computes a shortest-path
tree to the intended receivers for the bundle, and forward the message to the next nodes.
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These forwarding nodes will then compute a tree from the source to the destinations,
and forward the message if they are part of the tree. This naive static approach seems
to be meant to introduce shortest-path tree utilization for multicast purposes but has
important issues: Firstly, all of the nodes need to share the same contact plan. Even if it
is often the case in practice, we can imagine networks where the nodes do not share the
same contact plans for optimization reasons, or networks where maintaining an accurate
contact plan on each node is challenging, leading to periods when the contact plan for
some nodes is inaccurate. Secondly, this approach does not distribute the computational
load in an optimal manner: The forwarding nodes need both parts of the tree, i.e., the
upstream and downstream branches, even though the bundles will only be sent through
the downstream branches. Finally, the nodes are not allowed to leverage the knowledge
of their close neighborhood to find better paths for the remaining destinations to serve,
leading to a lack of flexibility.

To tackle those issues, Dynamic Tree-Based Routing (DTBR) [29] was presented.
The approach relies on a special header extension which contains the list of remaining
destinations to be served for the specific bundle. When a bundle has to be forwarded, a
shortest-path tree to the remaining destinations is computed with the forwarding node as
source. In contrast to STBR, this reduces necessary computations only to the downstream
branches. If the tree has more than one first hop, the forwarding node splits the set of
remaining destinations accordingly for each copy of the bundle. This header approach
can be considered an adaptation of Xcast [30] from the IP world to the DTN world and
is more flexible compared to STBR because the nodes along the path do not have to
agree on the paths to take, allowing a node with better knowledge of its neighborhood
to schedule bundles for better downstream paths.

Fig. 10. Multicast bundle forwarding with IMCEB to a multicast group containing all nodes in
the network, with node A as the source

It was later proposed to move the set of remaining destinations from the message
header to a bundle extension block [31], and a prototype implementation of this concept
has been developed within the Interplanetary Overlay Network (ION) [27] software
using Contact Graph Routing as the underlying path-finding algorithm. As depicted in
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Fig. 10, the extension block shall gather the remaining destinations to serve along a
downstream branch. Of course, the downstream nodes do not have to agree on the paths
that were expected by the upstream nodes: A node defines the IMCEB only for the
transfer to the neighboring nodes and the responsibility to serve the remaining nodes
of a branch is transferred to the according neighboring node with the IMCEB, which
allow this next node to apply a different branching than the one an upstream node would
have predicted. As a consequence, a node might receive two copies of the same bundle
having a different IMCEB attached. The decision to leave the two versions of the bundle
in the memory and route them separately, or to merge the two IMCEB to keep a single
copy of the bundle in the memory (and possibly adapt the route volume consumption of
the already scheduled copy) is the responsibility of the routing algorithm and does not
conflict with the IMCEB’s functioning.

Similar to DTBR, Space Minimizing Tree Based Routing (SMTBR) [28] is an algo-
rithm which aims to compute thin trees (trees with fewer edges) to reduce the number of
participating nodes and, thus, the number of bundle copies. The algorithm is built on top
of a generic shortest-path tree search, and uses the concept of importance to select relay
nodes. The simulations show that having a reduced number of relay nodes increases
drastically the delivery latency, while on the other hand reducing the number of message
copies. The two variants of the algorithm take an extra value as parameter, which impacts
the number of relay nodes in the resulting tree. However, the DTBR approach has some
issues: The first difficulty is to set this value in an optimal manner. Furthermore, the
increased delays could cause issues if gateways to other network partitions are affected
by the increased latency.

5.1.2 Path-Finding Algorithms

The reference unicast routing algorithm for scheduled networks is Contact Graph Rout-
ing (CGR) [11, 26], with its reference implementation being part of ION. CGR is a delay-
tolerant single-copy routing technique leveraging a version of Dijkstra’s shortest-path
algorithm and was originally designed for deep space missions. CGR indeed supports
huge delays on single links induced, e.g., by an interplanetary range between nodes. The
routes, which in CGR represent the entire path from a local node to a destination, are
stored in a route list, and CGR selects a suitable route (route selection) to schedule a
bundle or computes new ones if needed (route search).

The very first particularity of CGR is the utilization of a time-varying graph of
contacts. In analogy to airline scheduling, the vertices can be seen as flights and the
edges as layovers. [12] The contact graph can be considered as a simple and intuitive
way to manage the time variance in connectivity, much as flights are an easy way to
manage time variance in air travel planning. The main problem of this design is that
CGR’s complexity increases with the number of contacts rather than the number of
nodes in the network, which, depending on the horizon of the contact plan, can be
arbitrarily high.

The second particularity of CGR is the tracking of the volumes of contacts and routes.
Indeed, only a certain volume can be transmitted via a single contact. CGR assumes this
volume simply being the contact bandwidth (average data rate) multiplied by the contact
duration.
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Moreover, the volume tracking of the routes increases the complexity, as scheduling
a bundle for a route possibly affects the volume of the other routes sharing a contact with
this route. Consequently, the volume of an arbitrary route has to be recalculated after
each bundle scheduling, as CGR doesn’t support tracking of the dependencies between
the routes.

Finally, the proposed strategy to compute alternative routes in CGR relies on Yen’s
algorithm,which is known tohave ahigh complexity.Moreover, the number of alternative
routes thatwill be needed cannot be known in advance and depends on the load, rendering
the configuration of Yen’s algorithm non-trivial as well.

With such challenges, the optimization of CGR remains an active research topic.
Indeed, to tackle those issues, the shortest-path tree approach for routing in space net-
works (SPSN) [32] has been proposed to reduce the algorithmic and software complexity
inherent to CGR.

To reduce the complexity on the algorithmic level, the first modification done by
SPSN was to switch back to a node graph approach, using a multigraph respecting
the chronological ordering of the contacts. Secondly, the Dijkstra search leveraged by
SPSN computes a shortest-path tree rather than a single path, to reduce the computational
effort on amacro level, by pre-computing the routes for other destinations before they are
needed for almost the same cost as computing a single route. Thirdly, Yen’s algorithm
is not used by SPSN. Rather, a capacity check is integrated into the Dijkstra search
(capacity-oriented search). Indeed, CGR is not able to differentiate a suitable route from
a route with an exhausted residual volume during the route search but only during the
route selection, rendering Yen’s algorithm (or another approach) needed to find the
alternative routes. With SPSN, if a path sees its residual capacity exhausted for a given
bundle size, the next spanning tree computation will omit this path during the route
search.

To further reduce the software complexity, SPSNdrops the concept of a route list, and
introduces the so-called spanning tree router. In that context, SPSN maintains a single
spanning tree,which permits the algorithm to take into account the dependencies between
individual routes recursively. This way, the scheduling operations can be applied to the
tree directly, which permits to avoid the management that was needed with CGR’s route
lists, and the tree is simply recomputed if needed. However, there are some trade-offs:
The spanning tree computation with a node-graph doesn’t find alternative routes with the
same delivery rate but fewer number of hops. Even though a fix is under development,
this aspect has a reduced impact in the multicast case while the multicast group size
increases. Also, for a single destination, the spanning tree will be recomputed only if
the residual volume for the route to this destination is exhausted. This means that SPSN
would not detect if another route becomes a better match in terms of delivery delay after
scheduling bundles on the first path. A recent unpublished evaluation available to the
authors showed that this aspect has nearly no impact on the delivery rate for a set of
satellite and public transport topologies studied. This can be due to two different aspects:
Firstly, the limitation does not apply to routes having the same first hop contact, which
reduces the scope where this trade-off can be encountered. Secondly, the spanning tree
is also recomputed if the route volume to another destination is exhausted, updating the
paths for all destinations on a regular basis in many scenarios. Even if this particularity
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has or is expected to have a negative impact in a given scenario, path-finding algorithms
can be used interchangeably with a routing technique and conversely, and it would be
also feasible to use a route management technique with route table such as CGR’s one
using as back-end a modified version of SPSN for the path-finding algorithm.

5.2 SPSN-Based Multicast

This section sketches a multicast forwarding approach based on SPSN and the Inter-
planetary MultiCast Extension Block (IMCEB) presented in [31]. The approach relies
on one spanning tree computation per bundle, using SPSN’s route search capabilities
to find the best routes. A modification to the route search is made to leave a minimum
residual volume in each route for the multicast route table management. The applied
capacity-oriented search selects tree branches which are suitable for a given bundle size,
thus, there is no need to select a route with a sufficient capacity from a route list like in
the case of CGR. A prerequisite for SPSN-based multicast routing is that each source
node knows the member list of the EID for a given multicast group before sending a
bundle to this group. This set is used as the initial reception group for the multicast
bundle. However, details of the used multicast group management are omitted in this
section.

At each forwarding node, the list of remaining destinations should be retrieved. If
the node is the source, this list is populated with the list of members of the multicast
group for this multicast bundle. If the node is not the source, the list becomes the list of
remaining nodes listed in the IMCEB attached to the multicast bundle. If the forwarding
node is part of the list, a copy of the bundle should be delivered locally, and the node
should be erased from this list for the next forwarding steps. If the list becomes empty
after this step, no further forwarding is performed by this node.

After the constitution of the list of remaining destinations, SPSN comes into play:
A spanning tree is computed with the local node as source and the size of the bundle as
the minimal route residual volume allowed. From now on it is ensured that all reachable
nodes for this size are part of the tree. The expiration time is for the moment omitted
but the route search could easily be adapted to also omit routes if the projected bundle
arrival time exceeds the bundle’s expiration time.

The spanning tree is computed with a modified version of Dijkstra’s algorithm.
Therefore, only the reverse path for a destination can be extracted, requiring a post-
processing step,which in the case of a spanning tree needs to construct an associative data
structure, giving for each downstream branch (next hop) of a node the list of reachable
downstream nodes. This post-processing has to be performed only for the nodes part
of the remaining destination list, to ensure that only relevant nodes will be part of the
resulting associations.

The associative data structure constructed at the source node of this tree (the local
node) is particularly important, as it directly provides the information necessary for
the routing decision: For each next hop (downstream branch), a new list of remaining
destinations (reachable downstream nodes), which is translated by sending copies of the
bundle through those branches with the remaining list of destinations being part of the
IMCEBs.



Intent-Based Routing in Delay- and Disruption-Tolerant Networks 123

5.3 Application to Example Scenario

In the scenario presented in Sect. 3.1, after taking notice of the node failure and resulting
degradations of service, the operator will define a new intent for the network nodes and
will select a multicast group as recipient of this intent. The multicast group can either
map to the whole set of the network nodes or a subset of them. Consequently, the intent
will be dispatched to the expected destinations.

In the course, SPSN will compute a spanning tree for the given bundle size, and will
return the associative data structure, yielding the list of remaining destinations for each
next hop. The DTN node will then be able to construct the IMCEB for each copy of the
bundle, and will send those copies with the according IMCEB through the according
paths.

Iteratively, the downstream nodes will receive the administrative multicast bundle
with an IMCEB. The downstream nodes will first deliver the intent locally if they are
members of the multicast group, and will then forward the intent using the remaining
destinations listed in the IMCEB, after removing themselves from the list. If the list
becomes empty, no further forwarding is performed.

It should be noted that for integrating the opportunistic sub-networks present in the
example scenario, some gateways have to be expected between the scheduled network
and the opportunistic sub-networks, where the applicability of SPSN with IMCEB ends
and where other multicast routing schemes shall be used. Those gateways have the
responsibility to be aware of the multicast members of a given group for the two regions
[21].

6 Future Research Directions

As the transfer of Intent-Based Networking concepts to the domain of Delay- and
Disruption-Tolerant Networking is still only a conceptual proposal, there are multi-
ple directions of open issues that need to be addressed in future work. This section aims
to provide an overview of major challenges to be tackled on the path toward productive
IB-DTN deployments.

Firstly, a concept for opportunistic intent distribution is required. In an opportunistic
DTN, i.e., onewhere transmission opportunities cannot be reliably and precisely planned
ahead, amulticast technique without explicit identification of the receivers has to be used
to leverage intent-based configuration. Beside the obvious option of distributing intents
to all possible receivers in a broadcast manner, one can think of different techniques
to reduce the distribution overhead. For example, some filter criteria may be attached
to each message, specifying which types of nodes belong to the applicable receivers.
Furthermore, message contents may be processed and re-forwarded at each intermediate
node. Before that, a node may refine or check the intent and update it for the connected
network segment.

Secondly, the network traffic as well as the computational load could also be reduced
via a “divide-and-conquer” approach to intent distribution: Except of distributing an
intent to all DTN routers across the network, a two-staged scheme can be imagined,
which designates specific nodes to serve as intent master nodes for a part of the overall
network. These nodes can conduct sub-network-specific intent translation and, thus,
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reduce the need for all nodes to perform this task individually. Such an approach may
also pave the way to more flexible adaptive behavior, as the network-specific intent
master nodes may leverage adaptive concepts for processing the intent themselves. By
that, e.g., local (sub-)network operators may be allowed to provide part of the intent-
based configuration to their respective sub-network, while keeping it integrated with the
overall intent-based DTN.

Lastly, with respect to multicast forwarding leveraging SPSNwith the Interplanetary
MultiCast Extension Block (IMCEB, see Sect. 5.2), loop control for known bundles
having an IMCEB attached is expected to differ from the unicast case. Indeed, the
reception of a known bundle doesn’t necessarily mean that a loop occurred, as the
intersection of the already-known IMCEB (that is or was in the node’s memory) with the
one just received can be an empty set. With multicast forwarding, even if the replication
is reduced by the use of the IMCEB, the routing algorithm is far from a single-copy
approach. However, a destination listed in an IMCEB shouldn’t be listed in any other
IMCEB of the other copies of the bundle, in other words, it is each entry of an IMCEB
that becomes the single copy amongst the existing other entries of the IMCEBs of the
copies of the bundle. This should permit appropriate loop control if a node attaches the
destinations listed in an IMCEB to the according entry of a known bundle list.

7 Conclusion

This chapter has provided an overviewof the opportunities and challenges expectedwhen
applying Intent-Based Networking concepts to the Delay- and Disruption-Tolerant Net-
working domain. In that context, the strong relationship between Intent-Based Networks
and the research domain of self-adaptive systems has been pointed out. On the basis of
essential concepts for self-adaptivity such as the MAPE-K feedback loop, an overall
approach to enable intent-based routing in a DTN deployment has been presented. The
conceptual discussion shows that two central gaps need to be addressed to achieve this:

1. A self-adaptiveDTN routing technique is required, addressing network- and context-
specific adaptation of the routing and forwarding algorithms as well as their
parametrization on each DTN node. As it was explained in Sect. 4, such a routing
technique presents a feedback loop in itself and can be configured via intent.

2. For delivering intent to its appropriate receivers, delay- and disruption-tolerant mul-
ticast distribution of intent and the respective feedback on its fulfillment has to
be performed throughout the network. As persistent, low-latency end-to-end con-
nections cannot be expected in a DTN, a specific multicast approach needs to be
leveraged. A possible solution for deterministic DTN was proposed in Sect. 5.

Overall, the examination of a concrete example scenario (as introduced in Sect. 3.1)
with respect to the IB-DTN approach points out that intent-based management can pro-
vide major advantages in a DTN, as it can abstract from the concrete network state
and local characteristics, which may change faster than new configuration could be
distributed in a DTN without intent-based management capabilities. Hence, it can be
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concluded that Intent-based Networking is a promising option for facilitating the man-
agement andoperation of large-scaleDTNdeployments and its application to this domain
should be explored further in future research and development activities.
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Abstract. The Software-Defined Networking (SDN) paradigm is attracting con-
siderable attention from industry and academia as a future Intent-Based Network
(IBN) architecture. In this chapter, we developed an SDN-based IBN architec-
ture using the northbound interface (NBI) of the SDN architecture to announce
customer intentions. The proposed IBN architecture provides the ability to accept
incoming data from end customers, configure networks according to customers
intent, validate the correct design, implement the necessary network configura-
tions, and then continuously monitor the execution of system intent and make
changes as needed. By intentions, we propose to understand the ordering of a
certain level of quality of experience (QoE). The QoE intentions in our approach
are set as a score from 1 to 5, where the highest score means the best quality
of service. Intents are then transmitted to the SDN controller and automatically
translated by our IBNmanager into pre-assembled network policies in the form of
QoE-routing rules.We have proposedQoE-oriented routing for IBN. In contrast to
the known ones, the proposed routing uses an adaptive QoE-oriented route metric,
which is automatically calculated by the centralized network controller based on
the developed mathematical model of QoS/QoE correlation, to select the optimal
data path.

Keywords: Software-Defined Network (SDN) · Intent-Based Network (IBN) ·
Quality of experience (QoE) · Quality of service (QoS) · IBN manager ·
QoE-routing · QoE-monitoring

1 Introduction

Intent-based networks (IBNs) are the next generation of software-defined networks
(SDNs) that will be self-aware, self-configurable, and ultimately autonomous [1–3].
Nowadays, the SDN provides the ability for programs to dynamically change and con-
figure the network [4], but it also still needs somebody to translate the customers require-
ments of the enterprise into the design elements of the network [5]. The evolution of the
SDN paradigm toward IBN allows decisions to be made at a higher level of the network
in the form of “intent” [6]. Despite its importance for simplifying network management,
the specification of intentions is not yet standardized. The intentions of future IBNs
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should be expressed declaratively, that is, as a utility-level goal that characterizes the
properties of a satisfactory result, rather than prescribing a specific solution. As a result,
it allows the IBN to analyze different solutions and find the most optimal variant. This
also permits the system to optimize itself by choosing its own goals that maximize utility.

Some of the advantages of expressing intentions as utility level goals is that it allows
the system to deal with conflicting goals of multiple intentions. This is very important
because an autonomous system must often consider multiple intentions when making
a decision. For example, an IBN has one intention to provide a service with high QoE
and another to minimize resource costs [7]. It can resolve such conflicts either explicitly
based on weights that introduce relative importance, or implicitly based on properties
of preferred outcomes defined in utility-level goals. Expectations arise from contracts
or business strategies and are kept unchanged when the underlying system is replaced
or changed.

In this chapter, we propose to use the northbound interface (NBI) of SDNarchitecture
to declare user intentions. Where by intent we propose to understand the ordering of a
certain level of the quality of experience (QoE). In our approach, QoE-intentions are
set as a score from 1 to 5, where the highest score means the best quality of services.
After that, the intentions are transmitted to SDN controller and automatically translated
by the IBN manager into pre-assembled network policies in the form of routing rules.
The quality of experience (QoE) in routing decisions has recently received increased
attention in future networks [8–10]. When making routing decisions based on personal
experience, the traditional single factor or single standard is not enough. The focus is
on the method of making routing decisions based on multiple attributes, for example,
QoS parameters. Furthermore, the routing decisions in an uncertain and incomplete
information environment are practical but difficult to make correct routing decisions. In
terms of routing decision techniques, the need to consider customers intentions and the
approach of combining multiple QoE values generate many problems. It is important
to make optimal decisions based on multiple experience information from multiple
intentions attributes and need to be studied further.

2 QoE-Aware Intent-Based Networking Architecture

The IBN and SDN share common goals. The SDN shift the focus of the network infras-
tructure from hardware to software, from configurations to policies. This makes the
network more programmable, improves automation, and lowers costs. Intent-based net-
workingmoves networkmanagement strategy to a higher level by combining automation
with intelligence. The IBN and SDN have the potential to build on each other. The intent-
based networking implementation can include an SDN controller to execute the desired
policies [11–17].

Based on the above,we proposed an IBNnetwork architecture based onSDN (Fig. 1).
The aim of IBN is to create an extensible framework for determining the network require-
ments of customers based on natural language. Namely, in the proposed IBN, customers
canmake a QoE request from end to end for any service at a particular point in time. This
approach is organized by establishing QoE intents by network customers. QoE intents
are formed as prime numbers between 1 and 5. The higher the number of intents, the
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better the quality of service is guaranteed, the more expensive will be the provision of
this service in the IBN network. After that the corresponding resources are allocatedwith
the help of specified QoE-knowledge or self-learning intelligent mechanism, and then
they are automatically transformed into the network equipment and interface operations.
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Fig. 1. QoE-aware IBN architecture based on SDN

The architecture of the proposed IBN network is somewhat different from SDN.
In particular, their common feature is that the plane of control and data network is
divided,which allows the flexibility to configure the network infrastructure froma central
point by the software using the controller. In particular, in our work it is ONOS SDN
controller. Which after our software transformation we will call SDN/IBN controller.
This configuration flexibility is provided by open interfaces northbound and southbound
API of the SDN architecture, which allow the exchange of information between the
various functional objects of this architecture in a well-defined way. The difference
between the existing SDN from the proposed IBN is that in the architecture of SDN
we programmatically introduce a new plane application/intent management plane. The
main elements of this plane are the well-known ONOS IBN manager, the proposed IBN
manager, and the QoE-intent resource manager. The general principle of operation can
be explained as follows. First, customers request QoE-intent in the IBN network. At the
level of the application plane the QoE-intent is collected and analyzed by the developed
IBN manager. ONOS controller interacts with IBN Manager on the management level
via the Northern API. The intent manager module of the ONOS controller receives a
request from IBN Manager in JSON form and, after compilation, converts it into a low-
level command, which is executed on the switches. It then sends the intent (in JSON
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form) to the ONOS kernel installer module for installation. After successful installation,
our intent installer communicates with the flow rule manager module to keep a record
of the intent created for the corresponding node.

The IBN manager addresses the resource manager in order to analyze the state
of the network and to reconfigure it when the QoE intention is not provided. In the
reconfiguration we understand the change of routing rules. In particular, our idea is to
find the optimal path through which the customer intention will be provided. In our
work we will call such routing as QoE-aware routing. We will explain in detail how the
proposed QoE routing works below.

The second key requirement for effective IBN is monitoring. With the shift from
policies to intentions comes the need to ensure that they are effectively enforced. Policies
that follow the traditional event condition model of action do not need to be monitored
because no goal is specified within the policy. In the case of intent, the goal is explicit,
so monitoring the network to ensure the success of that goal is critical.

For example, suppose the network defines an intent that all video conferencing
streams must have 720p resolution and must not be frequently interrupted. Without
monitoring the organization’s video traffic, it is impossible to tell whether this intention
has succeeded. In fact, this monitoring must be very specific, because the network must
not only understand the quality of the video streams coming in and out of the network,
but also understand their sources (e.g., Skype Business or Youtube) and possibly their
purpose (a Skype call to a family member or customer). In addition, when the intent
is layered (e.g., the business wants to guarantee high-speed file downloads in addition
to the aforementioned video streaming intent), it becomes clear that the only way to
effectively implement the intent is to have high-resolution, comprehensive monitoring
of all aspects of the network. As shown in Fig. 1, without monitoring, it is impossible
to report the true state of the network, making it impossible to effectively configure the
network to provide the highest quality of service.

Network-level QoE monitoring by the SDN infrastructure operator is simplified
because the controller autonomously generates a “global view” of the network based
on its topology and performance metrics (such as throughput, delay and packet loss
statistics). This allows the network operator to apply various QoE-oriented optimization
strategies and make optimal decisions of routing across the entire network. Further,
the SDN architecture provides open interfaces that will facilitate QoE reporting by end-
customers and application servers on trackedQoE impact factors at the application/intent
management level. These interfaceswill provide the basis for implementing collaborative
QoE management between end-customer applications and the underlying IBN. In the
future, a network with high-level customers requirements will understand these QoE-
intents, control itself, and be able to change the underlying infrastructure to customize
the platform itself, all in real-time.

3 The QoE Video Streaming Evaluation Method Through
the QoS/QoE Correlation Model

In the context of IBN ideology, the main focus is shifting from improving network per-
formance to improving QoE perception. The level of QoE is directly proportional to the
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complex quality of service provisioning QoS, which is determined by the parameters of
throughput, delay, packet loss and jitter. In order to implement the services with accept-
able QoE it is necessary to investigate the impact of the quality characteristics of QoS
provision from end to end on the service itself, allowing to describe the distribution laws
of QoS characteristics and their impact on QoE parameters (connection establishment
time, reaction time on command execution, image freeze, image splitting, image and
voice synchronization, audio clarity and intelligibility).

In this section of the chapter, a study of the impact of technical parameters of QoS
in the process of transmission of real-time video flows on the level of QoE determined
by using the method of expert evaluation on a 5-point QoE scale is conducted. Various
cases are presented where QoE degradation can occur during streaming of multimedia
programs, conducting experiments on a dedicated SDN network topology. Quality of
service degradation is observed due to constraints imposed by network conditions aswell
as network instability such as link failure. The experiments aim to illustrate many cases
where QoE in the network suffers from degradation due to network conditions, and to
indicate the need to develop a QoS parameter monitoring system to find a mathematical
model of QoS/QoE correlation in order to implement QoE routing in the future software-
defined intent-based networks.

Anexperimental schemeof theSDN topology in theMininet environmentwas built to
conduct research regarding the influence of QoS parameters on the quality of perception
of real-time video streams (Fig. 2). Specifically, for this purpose, the real client (h1) and
server (h2) run the VLC player to broadcast and view live video streams.

Path -1 (5Mbps-T, 20ms-D, 1%-P)

Path -2 (2Mbps-T, 30ms-D, 3%-P)

Fig. 2. SDN topology

For this study we wrote a Python script (Fig. 3), which allows us to change the
parameters of the connections between the switch and the hosts. Among these QoS
parameters: throughput, latency, loss, queue length. By changing these parameters it is
possible to investigate their effect on the quality of service perception.

In this experimental network, there are two paths when transmitting data from host1
(h1) to host2 (h2).



QoE-Oriented Routing Model for the Future Intent-Based Networking 133

Fig. 3. Python script code for configuring communication channels with various QoS parameters

Let us consider one example of the influence of QoS parameters on the quality of
video perception. In particular, we compare the process of video streaming through two
paths that provide different QoS parameters:

• Path #1 (h1-s2-s3-h2) – throughput (T) is 2 Mbps, delay (D) is 30 ms, artificial packet
loss (P) is 3% and buffer size is 700 packets;

• Path #2 (h1-s2-s1-s3-h2) – throughput (T) is 5 Mbps, delay (D) is 20 ms, artificial
packet loss (P) is 1% and buffer size is 850 packets.

According to the traditional routing, the shortest path 1 is chosen when transmitting
a video stream. Accordingly, we obtained the following video quality, according to our
own expert evaluation is described by the level of perception of the service on a scale
of QoE = 2. Under the conditions of transmission via alternative path 2 video stream
perception quality is much better and according to expert evaluation is QoE= 5 (Fig. 2).

Thus, by conducting a significant number of experiments it was found a certain
correlation between the parameters of QoS and QoE. Based on the above we have
proposed a mathematical model to determine the subjective level of user satisfaction
by QoE evaluation, depending on the change of objective QoS indicators, which are
provided in IBN/SDN network for real-time video. The formation of the mathematical
model of QoS/QoE correlation is carried out on the basis of the obtained results of their
own experimental research conducted in real SDN equipment.

In order to mathematically determine the deviation of QoS parameters in QoE esti-
mation, it is necessary to normalize the QoS calculation procedure. For this purpose,
the standard values of QoS parameters are defined in work, at which the high quality
of perception of the studied video stream is provided. Also, in the process of research,
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Fig. 4. Video quality obtained with different channel parameters: (a) bad quality (QoE-2) and (b)
excellent quality (QoE-5)

Table 1. Estimation of QoS parameters and their influence on the QoE level when watching a
real-time video stream determined by the expert evaluation method

QoS parameters Excellent Fair Bad

Delay, D <150 ms 150–200 ms >200 ms

Packet loss, P 0–1% 1–2% >2%

Throughput, T >2 Mbps 1–2 Mbps <1 Mbps

QoE level 5–4 3.5–4 <3.5

the level of importance of QoS parameters when watching video was established in the
form of Table 1.
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Table 2. The level of QoS parameters importance

QoS parameters Relative importance Weighting factor

Packet loss, P 35% 0.35

Delay, D 45% 0.45

Throughput, T 20% 0.20

The normalized value of the integral additive quality criterion is calculated by the
formula (1):

Q = QoS(X ) = 1− (w1(
Pmin

P
)+ w2(

Dmin

D
)+ w3(

T

Tmax
)), (1)

where w1, w2, w3, are the weighting factors of importance of QoS parameters (X),
which vary in the range from 0 to 1, and their sum must be equal to one.

Mathematical model of correlation of customer satisfactionwithQoE score for video
services, depending on changes in the integral criterion for QoS parameters, presented
in the form of functions:

QoEvideo = fv(Q) = 5(1− Q2)15Q
5
. (2)

Accordingly, the graph of functions (2) is shown in Fig. 5.
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Fig. 5. Graphical QoS/QoE correlation model

Thus, the task of ensuring the ordered level of QoS perception by users on QoE
evaluations, indicating the importance of the service for a particular business process,
will be to find the necessary normalized value of the integral additive QoS criterion. The
solution of this task can be carried out by adaptive management of network resources
and their rational redistribution. In particular, one of such approaches is the development
of routing data flows, the metric of which is based on the same integral additive criterion.
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4 Intent-BasedSoftware-DefinedNetworkTestbedwithQoE-Aware
Routing Realization

In this part of a chapter, on the basis of hardware SDN switches ZODIAC GX [18], a
prototype of IBN is developed. Within the framework of the developed prototype the
QoE-aware routing model was implemented, which, in contrast to the existing ones, is
based on the threshold QoE criterion metric, which characterizes the customer inten-
tion, for the choice of data transmission route. For this purpose, first of all, the system
of QoE monitoring was implemented, which allows, based on QoS analysis of the net-
work state, to identify bottlenecks in the SDN-network and automatically adjust the data
transmission route to improve the QoE in conditions of its deterioration by changing the
network configuration. This is achieved by using ONOS SDN controller and implement-
ing additional functionality (QoE-intent manager) on top of the IBN controller. The IBN
controller is responsible for analyzing the customers intent to provide the required level
of QoE to change the path of traffic to an alternative when the QoE decreases below a
specified threshold.

Fig. 6. Intent-based software-defined network testbed

The approach used to ensure that QoE is maintained at satisfactory levels is to
monitor and assess quality based on their statistics periodically [19]. Specifically, the
program calculates the shortest path between the source and destination hosts, which
will be as the primary transmission path, and a second shortest path (if any), which will
be the backup path in case of poor quality of service during the transmission of a real-
time video stream. The quality monitoring process then begins; the IBN/SDN controller
periodically collects statistics from the switches (different statistics for each type of
program) and uses them to calculate the QoE level on a 5-point scale using formula 2.
If the estimated value is below the specified QoE threshold, then appropriate rules are
automatically set to redirect traffic to an alternate path. The operation process is shown
in Fig. 7.

For each time the controller needs to measure the delay, it creates a packet with a
specific source MAC address (specifically 00: 00: 00: 00: 00: 09) and forwards it to
every switch in the network (except the output switch) to the source interface, so that
the next switch receives it. Each switch (except the input switch, since it does not have
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Fig. 7. The operation process of QoE-oriented routing model for IBN

an upstream switch to receive the packet) is configured with the appropriate flow rule
to transmit any packet with a specific MAC address to the controller. The difference
between when the switch receives the packet and when the last switch sent the packet is
the delay of the specific link. Adding delays to all path links results in path delays. Each
switch is configured with a rule of this format:

priority = 1000, dl_src = 00 : 00 : 00 : 00 : 00 : 09 actions = CONTROLLER : 65535.

On the basis of this research, wewrote a Python script for measuring the delay, which
runs on the ONOS controller. For the delay measurement in this example, the controller
creates a simple Ethernet frame. Then the controller asks the s2 switch to forward this
packet through a specific port with a Packet_Out message. Switch s3 receives this packet
and forwards it to the controller with a Packet_In message, since there is no responding
input for this type of Ethernet. The delay is calculated using the following formula (3):

D = Dtotal − Ds1

2
− Ds2

2
, (3)

where Dtotal is the total time of transfer,
Ds1 is the RTT between switch1 and SDN/IBN controller,
Ds2 is the RTT between switch2 and SDN/IBN controller.
Figure 9 shows the measured delay between s1 and s2, with a given communication

channel delay of 10 ms. The process of measuring the delay on the network topology is
described in Fig. 10.

To calculate packet loss, and taking into account that traffic is transmitted in UDP
packets, the SDN controller periodically monitors the number of UDP packets sent
by the sender (h1) and the number of UDP packets received by the receiver (h2), and
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Fig. 8. Calculation of parameters Ts1 and Ts2 (a) and calculation of the delay value (b)

Fig. 9. The result of measuring the delay by the script

Fig. 10. The delay measurement process in IBN testbed
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calculates their difference divided by the number of packets sent. To implement packet
loss monitoring, the input and output switches are configured to forward to the controller
other than the predefined output interface to the next node any UDP packet they receive
(input receives UDP packets from the sender host and output from the previous node in
the path). In turn, the controller counts the total number of incoming and outgoing UDP
path packets and can determine the loss of packets.

The principle of packet loss calculation is as follows: the controller receives packet
loss statistics from switches s2 and s3. Based on the received statistics of transmitted
and received packets on the corresponding switches the controller calculates the total
number of lost packets by the formula (4).

packetLoss(report) = input_pkts− output_pkts (4)

The process of measuring packet loss is as follows, in the network with the above
topology, artificially introduced channel losses in the path section s2-s3, packet loss level
of 10%. Then h1 sends packets to h2 via ping utility. The IBN controller then sends a
request for statistical data from the switches and calculates the percentage of packet loss.
The result of measuring packet losses is depicted in Fig. 11.

Fig. 11. Packet loss measurement result

To calculate the bitrate, the command ffmpeg -i [VIDEO_PATH] - hide_banner is
executed with the Java code, and the output data is analyzed until the bitrate value is
accessed. To calculate the frame rate, the command -i [VIDEO_PATH] - hide_banner is
executed with Java code, and the output is parsed until the frame rate value is accessed.
The results of the QoE monitoring system are shown in Figs. 13, 14 and 15.
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Fig. 12. Packet loss measurement process in IBN testbed

Fig. 13. ZODIAC GX switch load monitoring

We conducted a study of the developed QoE monitoring system and QoE routing.
The study was done with real-time video streaming. For example, the customer QoE-
intent (Threshold) is 3.92. The experiment was conducted for 12 s, the traffic itself is
generated between hosts h1 and h2. Every 4 s the link parameters were degraded due to
the introduction of artificial packet loss. When comparing the results, it can be seen that
the proposed monitoring system can reduce the number of packet losses and generally
improve the quality of service in the case of streaming video and accordingly provide a
better quality of service perception for end customers based on their intentions (Fig. 16).

On the basis of the study, it was found that without the proposed monitoring system
and QoE-routing, the controller does not respond to the degradation of video quality
assessment, which leads to an unsatisfactory quality of service. The effectiveness of the
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Fig. 14. Protocol-based traffic monitoring in the ZODIAC GX switch

Fig. 15. QoE level monitoring and fixation of its degradation

developed QoE monitoring system and routing has been proved. According to which in
the conditions of detecting degradation of video QoE level, the ordered customer inten-
tion in the communication channel is conducted by redirecting traffic to an alternative
transmission path by automating the processes of the proposed QoE routing.
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Fig. 16. Comparison of packet loss (a) and QoE level (b) in the process of video transmission
without the proposed monitoring system and with the developed QoE monitoring system and
routing

5 Conclusion

In our view, IBN is an addition to the already existing SDN architecture rather than
a stand-alone architecture. Intent-based technology is policy-based automation of the
deployment of business intentions on the network. There are three main functions in a
continuous cycle: intent translation, automation of intent configuration on physical and
virtual network devices, and monitoring.

In this chapter, we propose an IBN structure that provides customers with their inten-
tion on the ordered real-time quality of service in the form of 5-point QoE scores. We
have implemented this by using the developed IBN manager and passing intents to the
ONOS SDN controller to improve streaming routes based on users’ real-time quality
perception. We use a real experiment to analyze how QoE can affect different network
conditions and how video stream perception degrades with dynamic parameter changes
in the SDN network. A mathematical model for determining the subjective level of cus-
tomer satisfaction byQoE assessment, depending on changes in objective QoS, provided
in IBN/SDN network, particularly for real-time video service, has been developed. The
formation of the mathematical model of QoS/QoE correlation is carried out on the basis
of our own experimental research. We have programmatically implemented a QoS/QoE
correlation model in the SDN/IBN controller to automatically verify the ordered intent
and quality provided. This is done to identify problems and bottlenecks in the current
service paths in real-time and allow network controllers to take corrective action by
redirecting the streaming traffic. To do this, we have offered our own QoE-routing based
on the QoE monitoring system.

The developed QoE monitoring system for the IBN corporate network prototype
based on ZODIAC GX switches and the new IBN controller as a supplement to ONOS
allowed identifying network bottlenecks. It also automated data routing search to ensure
customer QoE-intent index by changing the network configuration.

TheQoE-aware routing implemented in the IBN systemwas compared and evaluated
with the default routing system in traditional SDN, resulting in the new system resulting
in much less packet loss than the default routing and hence much higher video quality.
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Abstract. In the work, the complex investigation and analysis results of the com-
promise probability behavior in Traffic Engineering oriented secure routingmodel
in software-defined networks have been presented. Within the framework of the
study, the classical flow-based model based on load balancing in accordance with
the principles of the Traffic Engineering concept was improved and supplemented
with conditions that allow considering the network security parameters in the
process of obtaining a routing solution. In this way it was obtained the secure
traffic engineering routing model, the novelty of which lies in the modified con-
ditions of load balancing considering such network characteristics as topology,
features of the traffic transmitted, as well as links bandwidth and probabilities
of their compromising. The use of such a model makes it possible to reduce the
overload of network links with a high value of compromise probability, while
more traffic will be transmitted over secure links without causing overload. Power
and exponential forms of functional dependence of weighting coefficients on the
link compromise probability have been used for comparison during obtaining the
secure-based routing solutions. The secure traffic engineering routing flow-based
model under investigation is proposed to use in a software-defined network data
plane.

Keywords: Traffic engineering · Network security · Secure routing · Probability
of compromise · Software-defined network

1 Introduction

In general, the main idea behind secure routing protocols is to increase the security and
cyber resilience of infocommunication networks [1–6]. All secure routing protocols can
be divided into proactive and reactive [4, 10–24]. Proactive secure routing protocols are
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based on a preliminary assessment of information security risks and the use of the most
secure network elements in the packet transmission process. Reactive secure routing
protocols, in contrast to proactive ones, are based on the on-demand route calculation
[19–21].However, it should be noted that all secure routing protocols are an improvement
on traditional routing protocols (RIP, EIGRP, OSPF) [22–24] using security metrics.

A special place is occupied by solutions for secure routing in Software-Defined
Networks (SDN) [25–28]. By separating the data plane from the control plane in SDN
networks, it is possible to effectively implement innovative approaches to secure routing.
In turn, traditional routing protocols do not take into account the specifics of SDN
networks. It should be noted that the need for security at the network level arises in
different types of Software-Defined Networks: wired, wireless, embedded systems, etc.

Thus, [25] proposed a reliable RouteGuardian secure routing mechanism in the
SDN network, which considers the capabilities of SDN switches in conjunction with
the Network Security Virtualization framework that effectively uses distributed network
protection devices to analyze abnormal traffic and isolate malicious nodes. While [26]
proposed a secure routing mechanism for industrial wireless sensor SDN networks,
within which internal malicious nodes were located by calculating the value of the
trust indicator to the node. Whereas [27] developed a new secure SDN communication
protocol based on the group key agreement approach for internal communication in the
scalable architecture of the MPSoC multiprocessor system – Cloud-of-Chips (CoC).

Therefore, it is important to research and develop effective models of secure routing
in SDN with load balancing [12–14] and take into account compromise probability
behavior [5, 6].

2 Traffic Engineering Oriented Secure Routing Model

In this section, the notation that is used in the problem definition is explained. A network
(SDN data plane) is given by a directed graphG = (R,E), where R = {

Ri; i = 1,m
}
is

the set nodes and E = {
Ei,j; i, j = 1,m; i �= j

}
is the set of directed edges representing

links between the nodes (network routers). For each edge Ei,j ∈ E (network link) its
bandwidthφi,j is defined. It should be noted that the number of edges (links) is determined
as the set capacity |E| = n.

Let us suppose that in the presented basic Traffic Engineering model, each trans-
mitted flow is unicast with a set of corresponding functional characteristics: K – set of
transmitted flows of packets (k ∈ K), sk – source router, dk – destination router, and λk

– k th flow average intensity (packets per second, pps).
In order to achieve the solution of the Traffic Engineering (TE) problem, the routing

variables xki,j need to be calculated. Each of the variables corresponds to the portion of
the k th flow intensity in the link Ei,j ∈ E that is the part of the route.

The following constraints imposed on the variables when a multipath routing is used
[29, 30]

0 ≤ xki,j ≤ 1. (1)
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Theflowconservation conditions are introduced in themodelwith the aimof ensuring
the routes connectivity [8, 9]:

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

∑

j:Ei,j∈E
xki,j −

∑

j:Ej,i∈E
xkj,i = 0; k ∈ K , Ri �= sk , dk ;

∑

j:Ei,j∈E
xki,j −

∑

j:Ej,i∈E
xkj,i = 1; k ∈ K , Ri = sk;

∑

j:Ei,j∈E
xki,j −

∑

j:Ej,i∈E
xkj,i = −1; k ∈ K , Ri = dk .

(2)

Additionally, the average packet intensity of the k th flow within the link Ei,j ∈ E
can be calculated as follows:

λki,j = λkxki,j, Ei,j ∈ E (3)

To estimate the link utilization coefficient, the next expression will be used:

αi,j =
∑

k∈K
λkxki,j

ϕi,j
. (4)

As shown by the analysis [15, 16], to fulfill the requirements of the Traffic Engi-
neering concept, it is necessary to ensure balanced use of the available network link
resource. This, as a rule, is implemented at the level of formulating preventing overload
conditions [8, 9].

During load balancing in the network with the aim of accounting the indicators of
network security, it is proposed to introduce the following conditions. Assume that each
link Ei,j ∈ E is associated with such an important indicator of network security as the
probability of it being compromised pi,j. The main goal of the proposed solution is
to ensure maximum utilization of communication links with minimal probabilities of
compromise, and vice versa – links with a high probability of compromise pi,j should
be loaded minimally or even completely blocked.

Therefore, it is proposed to use an improved load balancing condition [5, 6]:

∑

k∈K
λkxki,j ≤ αvi,jϕi,j,Ei,j ∈ E (5)

where α is the additional control variable that numerically determines the upper bound
of the network links utilization and obeys the constraints [5, 6]:

0 ≤ α ≤ 1, (6)

while vi,j are the weighting coefficients that in turn must comply with the following
boundary conditions

vi,j =
{
0, if pi,j = 1;
1, if pi,j = 0.

(7)
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If the compromise probability pi,j increases from 0 to 1, the weighting coefficient
vi,j should decrease from 1 to 0. The direct dependence of the weighting coefficient vi,j
on pi,j will be given by the decreasing function on the whole interval

pi,j ∈ [0; 1]. (8)

Finally, as the optimality criterion in the problem solving of the Traffic Engineering
technological task the minimum of the boundary value α is selected as it was introduced
in [5, 8]:

min
x,α

α. (9)

The formulation of the Traffic Engineering problem in optimization form with cri-
terion (9) and constraints (1)–(8) is aimed at ensuring optimal load balancing with
minimization of the utilization coefficient of each network link. This helps to improve
network performance, time QoS indicators (average packet delay and jitter), as well as
reliability indicators such as packet loss probability.

3 Link Blocking Models in Secure Based Traffic Engineering

In this work, we will consider several variants of the functional representation of the
dependence v = f (p) that meet the conditions (7). Within the framework of the con-
ducted research, the set of admissible values pi,j will be conditionally divided into
several subsets, each of which corresponds to its own scenario of network and links
compromising:

• the first scenario covered the range of link compromise probabilities from 0 to 0.5
(the vulnerability level is “relatively low”);

• the second scenario corresponded to the range of link compromise probabilities from
0.35 to 0.85 (the vulnerability level is “relatively average”);

• the third scenario covered the range of link compromise probabilities from 0.5 to 1
(the level of danger is “relatively high”).

Simpler blocking models have been presented in [5, 6], which may explain the oper-
ation of more complex models. For example, the link blocking model can be described
as described below in comparison with functional dependence [5, 6]:

vi,j = 1 − 1

1 + n · exp(−r · pi,j + b)
, (10)

in which to fulfill conditions (7) and (8) r = 2b, b ≥ 7, n > 0 (Fig. 1 and Fig. 2).
The use of the link blocking model (10) is explicitly focused on a certain range

of values pi,j (compromise scenario). The average value of this range can be set using
the parameter n (Fig. 2). The width of the selected range of values pi,j is adjusted by
changing the values of parameters r and b (Fig. 1).
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Fig. 1. Visualization of link blocking model (10) under n = 1.

Fig. 2. Visualization of link blocking model (10) under r = 30, b = 15.

Another example of a complex blocking model is an expression

vi,j = 1 − pi,j + n sin(2πpi,j + θ), (11)

where to fulfill conditions (7) and (8) n ≤ 0.15 and θ ∈ {0;π} (Fig. 3 and Fig. 4).
The blocking model (11) is generally quite versatile, as it can be used in any of the

above compromise scenarios (Table 1). When θ = 0 model (11) is less responsive to
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minimumvalues pi,j thanwhen θ = π
/
2, butmore sensitive to high values pi,j compared

to θ = π
/
2. In addition, at maximum values n (n = 0.15) and at θ = π

/
2 the blocking

model (11) reacts very insignificantly to the change pi,j within the second compromise
scenario.

Therefore, depending on the network state and the predicted scenario of compro-
mising network elements, one or another proposed link blocking model (10), (11) can
be selected for secure load balancing (5) with the fulfillment of conditions (7) and (8).

Table 1. Sensitivity of link blocking model to values of compromise probability.

Link blocking model type First scenario
pi,j ∈ [0; 0.5]

Second scenario
pi,j ∈ [0.35; 0.85]

Third scenario
pi,j ∈ [0.5; 1]

(10) under n = 1 Very low Average Very high

(11) under θ = 0 Low Average High

(11) under θ = π Not high Average Not high

4 Numerical Research of Secure Based Traffic Engineering Model
on SDN Data Plane

The study analyzed the impact of network structure, compromise scenarios, and link
blocking models (10) and (11) on network utilization (4) and network security level.
The level of network security was evaluated by such an indicator as the probability of
compromising the kth flow packets along the set of paths used:

pkE2E =
∑

s∈Sk

λks

λk
ps, (12)

where Sk is the set of paths (routes) used to transmit the kth packet flow between a given
pair of network routers;

λks is the intensity of the kth packet flow transmitted over the sth network path;
ps is the probability of compromising the sth path that is determined according to

the formula

ps = 1 −
∏

Ei,j∈Paths
(1 − pi,j), (13)

in which Paths = {
Ei,j

}
is the set of network links that form the sth path.

Let denote by α∗ the maximum value from the set of utilization coefficients (4),
since when using balancing conditions (5) the value α characterizes the upper bound of
network links bandwidth utilization that remained after blocking according to the values
of the link compromise probability.
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Fig. 3. Visualization of link blocking model (11) under θ = 0.

Fig. 4. Visualization of link blocking model (11) under θ = π .

Let the structure of the studied network be presented in Fig. 5. The intensity of the
input flow transmitted from the first to the fourth router was 350 pps.

Table 2 shows the bandwidth of communication links and options for the compromise
probabilities in accordance with the selected strategies of network compromise.
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R1

E1,2

E1,3

E2,3

E2,4

E3,4

R2

R3

R4

Fig. 5. Network structure under study.

Table 2. Network links characteristics.

Link Bandwidth, pps Link compromise probabilities

First scenario Second scenario Third scenario

E1,2 700 0.1 0.3 0.5

E2,4 600 0.5 0.7 0.9

E1,3 400 0.4 0.7 0.9

E3,4 600 0.2 0.4 0.6

E2,3 800 0.2 0.3 0.5

Conforming to the information about the network structure (Fig. 5) and the charac-
teristics of corresponding links, Table 3 shows data on available routes between R1 and
R4, as well as the probability of their compromise.

Table 3. Compromise probabilities of network routes.

Route First scenario Second scenario Third scenario

1 R1 → R2 → R4 0.55 0.79 0.95

2 R1 → R3 → R4 0.52 0.82 0.96

3 R1 → R2 → R3 → R4 0.424 0.706 0.9

For research and comparative analysis of different link compromise scenarios
(Tables 2 and 3), Table 4 shows the calculations results obtained using the classical
Traffic Engineering model (1)–(6), (9) when the expression (5) vi,j = 1.

According to the solution obtained for the TE model (Table 4), the upper bound of
network link utilization was 0.3182. Using the first route, packets were transmitted with
an intensity of 190.9091 pps, using the second one with an intensity of 127.2727 pps,
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Table 4. Results of load balancing utilizing the Traffic Engineering model.

Link Link compromise probabilities, pi,j Traffic Engineering solution

λ1i,j αi,j

E1,2 0.1 222.7273 0.3182

E2,4 0.5 190.9091 0.3182

E1,3 0.4 127.2727 0.3182

E3,4 0.2 159.0909 0.2652

E2,3 0.2 31.8182 0.0398

while over the third route with a rate of 31.8182 pps. Therefore, in accordance with
Table 3, the probability of compromising packets in the network (12) was 0.5276.

For the same compromise scenario when using the blocking model (10) with r = 30
and b = 15, Table 5 shows the results of solving the secure routing problem with load
balancing – Secure Traffic Engineering (SecTE), when the control parameter n took, for
example, the values of 0.1 and 0.01.

Table 5. Comparison of obtained solutions for secure load balancing utilizing the link blocking
model (10).

Link Link compromise probabilities, pi,j Secure routing
solution (n = 0.1)

Secure routing
solution (n = 0.01)

λ1i,j αi,j λ1i,j αi,j

E1,2 0.1 350 0.5 350 0.5

E2,4 0.5 29.1997 0.0487 3.4733 0.0058

E1,3 0.4 0 0 0 0

E3,4 0.2 320.8003 0.5347 346.5267 0.5775

E2,3 0.2 320.8003 0.4010 346.5267 0.4332

The blocking model (10) with decreasing n provides a higher sensitivity of the link
compromise probabilities. As shown in Table 5, this was reflected in the reduction of the
most vulnerable links utilization, for example, link E2,4. Table 6 shows the comparison
results of the studied solutions: TE and SecTE (10) models with different values of
the control parameter n, which confirmed the previous conclusions about the scope of
this link blocking model and the control variables’ impact on this process. In general,
when the values n decreased from 0.1 to 0.01, the packet compromise probability in the
network decreased in the range from 17.65% to 19.4%.

In accordance with the contents of Table 6, Fig. 6 shows the dynamics of change in
the utilization and network security indicators in a network depending on the values of
parameter n in the model (10). By changing the parameter n, it is possible to reduce the
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Table 6. Comparison results of obtained solutions for secure load balancing utilizing the link
blocking model (10).

n α∗ α pE2E pE2E decrease

0.01 0.5775 0.5847 0.4253 19.4%

0.02 0.572 0.5756 0.4264 19.18%

0.03 0.5668 0.5691 0.4276 18.98%

0.04 0.5617 0.5634 0.4287 18.75%

0.05 0.5568 0.5581 0.4297 18.55%

0.06 0.552 0.5532 0.4308 18.36%

0.07 0.5475 0.5484 0.4317 18.17%

0.08 0.543 0.5439 0.4327 17.99%

0.09 0.5388 0.5395 0.4336 17.82%

0.1 0.5347 0.5353 0.4345 17.65%

Fig. 6. Dynamics of change the utilization and network security indicators depending on
parameter n values in the model (10).

packet compromise probability (from 17.65% to 19.4%) with an increase (from 68% to
81.5%) in the upper bound of network link utilization (Fig. 7).

In the study of the second scenario of communication link compromise (Table 1), the
dependence (10) at n= 1 was chosen for the link blocking model. With the change in the
compromise scenario, the use of the TE model provided a value pE2E of 0.7933. Table 7
shows the comparison results of the studied solutions: TE and SecTE (10) models. The
increase in the control parameters r and b values in expression (10) provided a more
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Fig. 7. Dynamics of compromise probability gain depending on parameter n values in the model
(10).

intensive consideration of the link compromise probabilities under load balancing in the
network.

Table 7. Comparison results of obtained solutions for secure load balancing utilizing the link
blocking model (10).

r b α∗ α pE2E pE2E decrease

14 7 0.5444 0.6787 0.7116 10.2954%

20 10 0.5717 0.649 0.7077 10.7897%

30 15 0.5818 0.6108 0.7062 10.9742%

40 20 0.5831 0.5938 0.706 10.998%

For the same second compromise scenario, Table 8 shows the comparison results of
the studied solutions: TE and SecTE (11) model at θ = 0.With an increase in n from 0 to
0.15, more intensive consideration of the link compromise probabilities was provided,
and the improvement (gain) of the packet compromise probability in the network ranged
from 6.1413% to 9.0311% (Table 8).

In accordance with the content of Table 8, Fig. 8 and Fig. 9 show the dynamics of
changes in the link utilization and network security indicators depending on the values of
the parameter n in the model (11). By changing the parameter n, it is possible to reduce
(from 6.1413% to 9.0311%) the packet compromise probability, but with increasing
(from 42.6% to 57%) the upper bound of network link utilization (Fig. 9).
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Table 8. Comparison results of obtained solutions for secure load balancing utilizing the link
blocking model (11).

n α∗ α pE2E pE2E decrease

0 0.4537 0.6481 0.7446 6.1413%

0.05 0.4945 0.6615 0.7313 7.8123%

0.1 0.5 0.6754 0.7259 8.4895%

0.15 0.5 0.6899 0.7216 9.0311%

In the study of the third scenario of communication link compromise (Table 1), the
use of theTEmodel provided a value of pE2E equal to 0.9491. The use of the link blocking
model (11), when θ = π , provided a reduction in the packet compromise probability
in the network from 2.8374% to 3.7596%. The value of the control parameter n varied
from 1.5 to 0.08. This small gain in packet compromise probability was due to the lack
of low-compromise communication links in the third scenario (Table 1), which could be
used to unload the most vulnerable network links.

Fig. 8. Dynamics of change the utilization and network security indicators depending on
parameter n values in the model (11).
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Fig. 9. Dynamics of compromise probability gain depending on parameter n values in the model
(11).

5 Conclusion

Promising areas of development and enhancement of network security solutions are
the improvement of traffic management and routing means. The latest solutions in the
field of traffic management and routing should take into account not only parameters
of network performance (bandwidth, latency, and packet loss) but also network security
parameters that characterize the effectiveness of networked intrusion detection, as well
as vulnerability and risk analysis.

A comprehensive study of the advanced flow-based secure routing model (1)–(8)
with load balancing in accordance with the concept of Traffic Engineering based on
parameters of network security in software-defined telecommunication networks has
been conducted. Within this model, the solution of the technological task of secure
routing with load balancing in the network was reduced to solving the optimization
problem with optimality criterion (9) and constraints (1)–(8). In the implementation of
multipath routing (1), the formulated optimization problem belongs to the class of Linear
Programming (LP) problems.

The novelty of the studied model includes:

• modification of load balancing conditions in the network (5) that focus on minimizing
the upper dynamically controlled bound of the network links utilization (9), weighted
relative to the compromise probability;

• application of communication link blocking models (10) and (11) that can be used to
adjust the influence of the links’ compromise probabilities pi,j on the bound of their
utilization αi,j and the network in general.
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In the process of investigating the proposed link blocking models (10) and (11), the
nature of the influence of their control parameters on the sensitivity of load balancing
processes and network security parameters represented as the link compromise proba-
bilities. The reduction in the packet compromise probability transmitted by the network
was provided, as a rule, by increasing the bound of the network link utilization that
negatively affected the QoS level. Therefore, in each case, it is necessary to take into
account the network state, predicted scenarios of compromising its elements, and packet
flow requirements to the Quality of Service and network security level to choose the
most appropriate link blocking model with corresponding control parameters.
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Abstract. This chapter addresses Traffic Engineering (TE) issues in future
software-defined infrastructures using machine learning (ML) and neural net-
works. The Software-Defined Networks (SDN) architecture can be used to imple-
ment Intent-Based Networking (IBN) that enables the automation of network
management tasks through elements of artificial intelligence (AI) and ML. The
intent-based optical transport network infrastructure is proposed, adapted to the
use of intelligent TE algorithms based on SDNandOptical Label Switching (OLS)
technology. An algorithm for determining Intent-Based Software-Defined Trans-
port Network (IBSDTN) states based on ML algorithms k-means and c-means is
proposed. This algorithm allows the provision of an appropriate set of network
parameters for training the appropriate control algorithms. Amethod of intelligent
TE using graph neural networks to provide the necessary quality of service (QoS)
parameters based on users intention during peak hours has been developed. This
algorithm using the vector of network parameters, which also takes into account
the parameter of energy consumption, manages network resources to provide the
necessary QoS parameters.

Keywords: Software-Defined Networks · Intent-Based Networking ·
Intent-Based Software-Defined Transport network · Machine learning · Neural
network · Traffic engineering · Graph neural network

1 Introduction

Telecommunication networks have faced the challenge of a large amount of traffic gen-
erated by various services. Universal availability and the low price of telecommunication
services will only contribute to this. Thus, telecommunications operators must develop
and maintain the necessary infrastructure of the optical transport network, which is the
core where the bulk of traffic is transmitted [1]. Technologies and algorithms of the chan-
nel level are the primary means of efficient traffic transmission in transport networks.
Any link-level technology faces typical problems of optical transport networks [2]:
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• growth of network traffic;
• increasing the data rate in optical channels;
• evolution of WDM systems;
• network scaling;
• reduction of energy consumption of networks
• support for outdated software and hardware
• unification of services and more

Simpler blockingmodels have been presented in [3],whichmay explain the operation
of more complex models. For example, the link blocking model can be described as
described [4]. Accordingly, each channel layer technology uses its own or reuses existing
algorithms adapted to other technologies to optimize network performance. However,
each link-level technology has its characteristics. This leads to the fact that any algorithm
formaximizing network resourceswill be limited by the configuration of the network and
its technologies. Thus, it makes sense to develop more unified algorithms that would
be suitable for use by different technologies of the channel layer of optical transport
networks. To solve this problem, you can use algorithms based on neural networks,
which will be more adaptable to changing network parameters. The domains of use of
such algorithms are presented in Fig. 1.

Recently, the use of graph neural networks (GNN) is gaining popularity. A feature
of these neural networks is using the graph as a contiguity matrix and data on the
telecommunications network in the formof a vector of network parameters. Since a graph
and many network parameters represent the telecommunication network are known,
which describe the node and the communication channel, it is rational to use these
neural networks to solve certain telecommunication problems.

The use of neural networks and machine learning tools in telecommunications have
several disadvantages and advantages [5]. There is a high cost of error if a neural network
algorithmmakes thewrong decision, leading tomalfunction or complete shutdown of the
optical transport network [6]. However, the optical transport network transmits gigabits
of information over optical channels per unit time, which provides the required number
of datasets to train the appropriate models to solve this problem [7].

The use of machine learning without supervision allows you to catch atypical cases
that are difficult to detect static algorithms. Such algorithms can capture many more
atypical events in the network and can benefit from decisions made at the micro-level of
the use of optical, time, and energy resources of the network.

The use of algorithms based onmachine learning (ML) and artificial intelligence (AI)
can be divided into categories of data transmission and control (see Fig. 1). For example,
neural network-based algorithms at network nodes can make “recommendations” for
switching and aggregating traffic. The optical transport network control plane aims
to provide the necessary QoS for the relevant services. On the other hand, this plane
has all the necessary information about the network, “knows” about all the system’s
parameters, its load at the current time, and the current configuration and architecture of
the network.We can assume that the network is an autonomous system because it “owns”
the necessary information and can manage itself. ITU-T refers to such networks as self-
optimized networks (SON), which can respond to certain events and make the necessary
decisions withot human interaction to ensure the normal operation of the network.
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Optical transport networks

Data transmission level Network management level
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Traffic aggregation

Traffic switching
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power consumption

Fig. 1. Telecommunication domains for algorithms based on machine learning and artificial
intelligence

In our previous works [8], we developed an algorithm for aggregating IP packets
in transport modules at border nodes using neural networks, which allowed us to differ
from static algorithms [9] to move away from clear aggregation conditions and more
dynamically manage traffic. In addition, it was proposed to use neural networks for more
intelligent switching of traffic at intermediate nodes of the optical transport network.

In general, neural network-based algorithms should not play a significant role in
network management but only an ancillary one where static algorithms or a person
cannot cope with sufficient speed and quality. The emergence of software-defined net-
works (SDN) and intent-based networks (IBN) is fundamentally changing the design of
telecommunication systems [10]. The IBN is designed to solve the limitations of SDN
[11]. These solutions provide connectivity to the Application Programming Interfaces
(APIs) of network devices. As a result, network engineers can more simply manage,
deploy and troubleshoot network equipment [12–15]. The IBN makes network pro-
gramming easier by improving network automation and increasing abstraction. With
this approach, companies create, implement and increase the flexibility of the network.
IBN includes four elements: translation and verification; automated implementation;
provisioning; awareness of network state; and dynamic self-optimization [16–18]. An
IBN performs the following basic functions:

• takes input from the network engineer;
• provides network design based on enterprise intent;
• verifies that the design is correct;
• deploys network configuration;
• continuously ensures that system goal is met;
• makes changes as needed.

The IBN is still in its early stages and requires complex integration of the SDN
controller, as well as some degrees of artificial intelligence, machine learning and open-
source software to make it operate as required [19–21].
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2 Intent-Based Software-defined Transport Network Architecture
Based on Neural Networks and Machine Learning

Thechapter proposes the use of intelligent algorithmsbasedon trainedmodels of artificial
intelligence, which will be used at the channel level (transmission level) of OLS (Optical
Label Switching) technology, aswell as at the level of the SDNcontrol plane (Fig. 2). The
work of these algorithms focuses on the management of info-communication flows and
optimizing the use of network resources. For example, neural network-based algorithms
at boundary nodes can perform load aggregation to better use the spectral resources of a
communication channel. Intelligent control algorithms on the SDN/IBN controller can
perform network-wide optimization. However, for such algorithms that operate at the
data transmission and control levels, they must have appropriate infrastructure for data
collection, training, testing, and updating of relevant trainedmodels.Manyworks present
single algorithms based on neural networks that optimize a particular process or part of
the network [3, 22, 23]. However, they do not provide data collection, neural network
training, or software updates. It is not clear how a complete feedback infrastructure
should work for algorithms that optimize the operation of the transport network using
neural networks.

The infrastructure of such a network consists of the following elements: domain
of ML algorithms on SDN/IBN controller, domain (cloud) of neural network training,
the isolated domain of neural network testing, communication channels for updating
neural networks and corresponding software, domain/module of algorithms using neural
networks at network nodes.

The details of such an infrastructure are determined by the types of optimization
algorithms used and the required accuracy of the algorithms, and the system’s reliability.
In the presented architecture (Fig. 2), to reduce the probability of incorrect training of
models, it is proposed to use an additional cloud for testing algorithms based on neural
networks - checking key metrics. This example shows how infrastructure requirements
are formed using intelligent and adaptive algorithms.

First of all, we will highlight the elements of the infrastructure of data collection and
model training for algorithms that are integrated into the optical transport network.

• SRC (source) is a node that is the source of information for machine learning algo-
rithms and neural networks. In the proposed architecture, the source of information is
the boundary and intermediate nodes and the own equipment, which operates at the
data link layer;

• C (collector) this node is responsible for collecting data from one or more SRC nodes.
In this case, this task is performed by the SDN controller;

• PP (preprocessor) this node is responsible for cleaning, aggregating, and performing
other data processing operations. In this case, the role of this node is also performed
by the corresponding software on the SDN controller;

• M (model) is directly a model of machine learning or neural networks;
• P (policy) is a node or software that describes a policy for using source models;
• D(distributor) is a node that determineswhich SRC to provide the source information
from the machine learning algorithm. In this architecture, it is also an SDN controller;

• SINK is a node that is the target for the output of the machine learning algorithm. In
the proposed architecture, it is the equipment of the channel level of OLS technology.
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Fig. 2. Intent-Based Software-Defined Transport Network (IBSDTN)Architecture (IP/MPLS is a
network layer router, OLS (equipment) is a device channel level aggregation and switching traffic,
DWDM is a equipment physical layer multiplexing of optical wavelengths, O/O/O is optical
domain, O/E/O is a electrical domain)

• An intent manager is software that parses the user’s input plain text intentions into a
json file using some high-level language and regular expressions. This parsing process
can be improved using ML methods to permit the user to use multiple dictionary
variants. The intent manager reading the intent repository from the knowledge base
(KB) and trying to correlate existing vocabularies and structures with the input text.
Lastly, a json file with user specifications is created and sent to the policy configurator
into the SDN/IBN controller for realized intelligent TE.

In the presented architecture, it is proposed to use an isolated domain, which allows
debugging intelligent control algorithms, namely the processes of preparation, testing,
and evaluation before their deployment in the network. Simulated data or data from a
real transport optical network can be used to teach or test such algorithms. This app-
roach provides better preparation for the launch of such algorithms on real networks
and reduces the associated risks (Fig. 3). To evaluate such algorithms, certain network
metrics should be introduced, on the basis of which these algorithms will be evaluated.
The isolated domain should include a simulation model of the optical transport network
with appropriate components for maximum proximity to the real network. That is, such
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Fig. 3. Block diagram of the infrastructure of ML algorithms (NM is a neural network) for
IBSDTN

things as features of data transmission protocols, rules of processing of service informa-
tion, formation of data blocks, and other things should be considered. The metrics for
evaluating the performance of an overtrained neural network should be the usual network
parameters: end-to-end latency, energy consumption parameter, the efficiency of use of
spectral resources of communication channels, CPU utilization of Layer 3 switches, etc.
If the overtrained model for a particular algorithm has led to the deterioration of net-
work parameters, this model should be returned for training or removed from the cloud
storage.

Figure 3 presents a block diagram of the developed architecture of the IBSDTNwith
an isolated domain. For intelligent TE algorithms to give the correct result, it is necessary
to collect a sufficient set of data. A sufficient data set means the optimal amount of data
at which the training of models is considered complete and the process of overfitting is
not observed. The optical transport network transmits huge amounts of data per unit of
time, so there is more than enough data for intelligent TE algorithms.

The isolated domain performs training of the corresponding models of the related
intelligent algorithms. Once the isolated domain has verified that the corresponding
model ensures the operation of the corresponding algorithm, which provides the nec-
essary parameters of quality of service, the corresponding model is loaded into the
appropriate storage of models. If the model does not meet the required quality of service
parameters, then the necessary network parameters are collected to overtrain the model.

3 IBSDTN State Detection Algorithm Based on ML K-Means
and C-Means

To collect network data, an SDN/IBN controller is used, which according to the Open-
Flow protocol, directly carries out collecting the relevant data from the nodes of the
optical transport network. Each node of the network is both a source of information for
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ML algorithms and can be the purpose of their application (SRC/SINK, respectively).
The main data processing before training neural networks is carried out on the SDN/IBN
controller. In addition, each node performs a small amount of data processing to aggre-
gate the traffic that will be transmitted in OpenFlow packets to the SDN/IBN controller.
All the collected network parameters that are needed to train neural networks are stored
in the FE cloud.Only intelligent TE algorithms on the SDN/IBNcontroller have access to
these parameters. Suppose there is a change in the state of the optical transport network,
which requires retraining of the relevant models. In that case, the relevant algorithms
perform the appropriate procedure of retraining them based on the new FE parame-
ters. After that, the corresponding trained models in the cloud are replaced. When a
new version of the model for the corresponding node appears, the node downloads the
corresponding updated version of the model.

Fig. 4. Example of clustering by the k-means algorithm

The chapter uses a cluster approach to determine the states of the optical transport
network with learning without supervision using ML algorithms k-means and c-means
for the developed algorithm for data collection. This approach makes it possible to
determine the necessary network states or the emergence of new states based on a certain
period of time. In addition, this approach allows more network parameters to be taken
into account with minimal changes to the software. The mathematical apparatus of the
ML algorithms k-means and c-means should be briefly considered.

To implement the k-means algorithm, the data is divided into p where (p = 1,.. k) is
the number of clusters. Let the collected data be divided into p clusters determined by
the centroid cj where (j = 1,.. p). Clustering is based on the calculation of the Euclidean
distance. Given two different sets of clusters formed by two different runs of k-means,
we prefer the one with the smallest error squared, because this means that the prototypes



168 V. Andrushchak et al.

(centroids) of this clustering are the best representation of points in their cluster:

d =
k∑

j=1

n∑

i=1

|xi − ci|2, (1)

d = min
j

n∑

i=1

|xi − ci|2, (2)

where k is the number of clusters, n is the amount of data, xi is the case i, c is the centroid
for the cluster j.

Now consider the features of the c-means algorithm. This method of clustering,
which involves minimizing a specific objective function [24]. When an algorithm can
minimize the error function [25], it is often called c-means, which is the c - number
of classes or clusters, and if the classes used to use a fuzzy technique – fuzzy c-means
(FCM). The FCM approach uses fuzzy membership (probability), which determines the
degree of belonging for each class. The importance of the degree of probability [26]
in fuzzy clustering is similar to the pixel probability of a certain image. The advantage
of FCM is the formation of new clusters from a data point that have close membership
values to existing classes [27]. The FCM method has three main operators: the fuzzy
membership (probability) function, the partition matrix, and the objective function.

Consider a set of n vectors for clustering into c groups:

(X = (x1, x2, . . . , xn)2 ≤ c ≤ n). (3)

Each vector xi ∈ Rs described with real dimensions that represent the features of
the object xi. A probability matrix known as a fuzzy partition matrix is used to describe
a fuzzy membership matrix. Set of fuzzy matrices (c × n) is denoted by Mfc and is
determined by the following relation (4):

Mfc = {W ∈ Rcn|wik ∈ [0, 1],∀i, k;
c∑

i=1

wik = 1,∀k; 0 <

n∑

k=1

wik < n,∀i}. (4)

where 1 ≤ i ≤ c,1 ≤ k ≤ n.
From the above definitions, it can be found that elements can fit into more than one

cluster with different degrees ofmembership (probability). The total “membership” of an
element is normalized to 1, and one cluster cannot contain all data points. The objective
function of the fuzzy c-value algorithm is calculated using the probability value and the
Euclidean distance (5–6).

Jm(W ,P) =
∑

1≤k≤n

(wik)
m(dik)

2, (5)

where

dik = |xk − pi|, (6)

wherem ∈ (1,+∞) parameter, which determines the fuzzyness of the resulting clusters,
and dik is the euclidean distance from the object xk to the center of the cluster pi.
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Minimization [28] of the objective function Jm through the FCM algorithm is
performed by iteratively updating the matrices w using the equations:

pi =
n∑

k=1

(wik)
mxk/

n∑

k=1

(wik)
m, (7)

w(b)
ik =

c∑

j=1

1/

[(
d (b)
ik /d (b)

jk

) 2
m−1

]
. (8)

FCM the probability function is determined by the formula:

µij =
⎡

⎣
c∑

t=1

(∣∣∣∣xj − vi
∣∣∣∣
A∣∣∣∣xj − vt

∣∣∣∣
A

) 2
m−1

⎤

⎦
−1

, (9)

where µi,j is the probability value of the j-th value and the i-th cluster. The number of
clusters is represented by c, xj is the j-th value and vi is the centroid of the i-th cluster.

An important component of intelligent control algorithms is the collection of data
for training. One of the features of the use of these algorithms in telecommunications
networks is the variability of states in the network and the emergence of new and dis-
appearance of current states, which requires additional data collection and retraining of
neural networks.

Start

Search or data 

collection

Is enough 

data?

Is exist an 

external 

database?

Is exist any 

methods of 

data 

generation?

Data

generation

Improving data 

and labels
1

1.1

1.2

2 3

2.1

Should improve 

models or add 

labels?  

2.2

2.3

Are enough 

labels for 

self-study?

Are enough 

budgets?

Use weak 

labels? Use weak 

supervision

Use crowdsourcing

Use self-learning 3.1
Model 

improving

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Yes

Model 

improving

Add labels
No

No No

No

No

Are existing data 

and labels noisy?

Are the existing 

models 

inaccurate?

Fig. 5. Block diagram of a data collection algorithm for ML algorithms

In [29], algorithms and techniques of data collection, labeling and improvement are
presented (Fig. 5). This algorithm consists of three parts:

• validity of data adequacy for training;
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• improving existing data;
• improving existing models.
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Fig. 6. Block diagram of a network state tracking algorithm for collecting and retraining the
corresponding neural networks

The developed algorithm of data collection provides tracking of a condition of a
network for rational data collection actuallywith the use of change of values of Euclidean
distances in relation to a number of clusters. Thus, the algorithm monitors the state of
each node. Consider the operation of the algorithm, the block diagram of which is
presented in Fig. 6:

• the algorithm collects from each node of the SRC optical transport network;
• using the ML algorithm k-means, it is determined to which data cluster this state of
the network belongs, and the ML algorithm c-means determines the probabilities of
being in certain clusters;

• if the state of the network is known and belongs to the corresponding cluster, then
accordingly the algorithm continues towork in the direction of the algorithmpresented
in Fig. 5;

• if the state of the network is unknown, then aggregate data is collected from the
corresponding node or section of the network,whichwill be used for the corresponding
neural networks and sent to the SDN/IBN controller;

• further, on the basis of the corresponding network data, there is a retraining of the
corresponding neural networks for SINK nodes of the investigated network;
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• after the overtraining of themodels of the corresponding intelligent control algorithms
is completed, and the test metrics in the isolated domain allow to determine that the
quality of service will not deteriorate, the model is loaded into the storage cloud.

The developed algorithm for collecting and determining network states can work
for both access networks and optical transport networks. This algorithm is simple in
software implementation and can provide the required amount of network data for the
corresponding TE algorithms.

4 An Intelligent Traffic Engineering Method Based on Graph
Neural Networks for IBSDTN

The novelty of the developed intelligent TE method is that one of the FE parameters
of the neural network is the energy consumption parameter, which allows to control
information flows, balancing between energy consumption and latency parameter.

Graphic neural networks (GNNs) are a type of neural network that works directly
with a data structure such as a graph. Each node in the column is associated with a
training label, and, accordingly, the network tries to “predict” the desired node based on
input data. GNN is chosen as a key control because the telecommunications network is
represented as a graph to display the logical and physical connections between nodes
[30]. In addition, the input parameters for such a neural network are the following
elements:

• adjacency matrix, which reflects the network topology;
• network parameters of network nodes during time dt;
• network parameters of communication channels during time dt.

The purpose of GNN is to study the state of the node hv, taking into account infor-
mation about the state of neighboring nodes [30]. In the context of GNN, the state of the
node v is described by a data vector of size s to generate the original data ov. Assume that
f is a parametric function that is passed through each node and updates the state of the
node according to the input data. Assume that g is a local output function that describes
the generation of the source data. Respectively, hv and ov are defined as follows:

hv = f
(
xv,xco[v] , hne[v],xne[v]

)
(10)

ov = g(hv, xv), (11)

where xv is the node characteristics, xco[v] is the link characteristics, hne[v],xne[v] are the
state and characteristics of neighboring nodes, respectively.

Suppose thatH, O, X, and XN vectors, which are constructed by adding all the states,
source data, characteristics and characteristics of all nodes, respectively, which can also
be represented in the following forms:

H = F(H , X ), (12)
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O = G(H , XN ), (13)

where F is the global transition function,G is the global output function, which consists
of multiply functions f and g for all nodes of the graph, respectively.

The next stage is the training of neural networks, ie learning the parameters of
functions f and g. Based on target information (tv for a specific node) for training with
a supervisor, the losses l can be described as follows:

l =
p∑

i=1

(ti − oi), (14)

where p is the number of nodes.
Algorithms using GNN can be used for the following purposes:

• optimization of global routing in the transport network;
• aggregation of traffic at border nodes;
• switching traffic at intermediate nodes;
• reduction of energy consumption of the network as a whole.

The advantage of neural networks over conventional static algorithms is that we
can change the desired characteristics of the network and nodes xv Changes are made
by retraining the neural network, not by making changes to the necessary software.
Accordingly, nodes or other network elements can load only an overtrained model,
not the whole algorithm, which in many intelligent control algorithms is a rational
approach. This approach gives more flexibility in network management, as well as the
ability to quicklymake changes to the required software on a real network. The developed
algorithm formanaging info-communication flows canwork both on individual domains
of the info-communication network and centrally in traffic monitoring or management
systems. Actually, this algorithm will be updated with overtrained GNN, which will be
pre-trained and validated in an isolated domain.

As mentioned above, one of the parameters of the input FE of the vector GNN is
the energy consumption parameter. The energy consumption parameter is the amount
of electricity consumption to transmit one bit of information [31]. This parameter is
not a priority but may show network bottlenecks in places where there is no linear
relationship between the priority network parameters. For these studies, the developed
method of determining the energy consumption parameter for optical transport networks
was used [32, 33].

Figure 7 presents the investigated network topology for the developed method of TE
using GNN. This topology is chosen because the ring topology is a popular solution for
transport optical networks.

Nodes 1–3 are located in the city’s residential area, 5–6 in the business part of the
city, 4 - an intermediate node between the two areas. Node color determines the load of
the node - a darker color determines the load of the current node. Data transmission via
rings can be performed in two directions.
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Fig. 7. Block diagram of a network state tracking method for collecting and retraining the
corresponding neural networks

In Fig. 8 presents an algorithm for TE of the transport network, which performs
modifications of routes on the basis of the input data of the vector FE - network parame-
ters. Because this algorithm can run on an SDN/IBN controller, the relevant information
about nodes and communication channels is transmitted to this controller for a certain
time dt. In fact, such parameters are the dynamics of the distribution of IP packets (voice,
video, M2M, etc.) for the node, CPU and RAM load, optical line path load, etc. As men-
tioned above, a feature of this algorithm is that as another value of the FE parameter, the
energy consumption parameter is used. The energy consumption parameter is defined as
the amount of energy consumed at the node or communication channel during time dt.
This parameter is determined theoretically using the developed methodology based on
the actual energy consumption of the devices. This is done in this way because the time
dt can change. Hardware manufacturers do not provide the appropriate APIs to obtain
current energy consumption.

Once the SDN/IBN controller has received the network parameters using the Open-
Flow protocol, the network status data with the interval dt, the FE parameters are gener-
ated forGNN. There is also a stage of normalization of these FE parameters. The network
adjacencymatrix is known, and it is assumed that it does not change. Therefore, the input
of the neural network receives three parameters:

• matrix of adjacencies of the presented network;
• FE nodes;
• FE lines.

With a sufficient set of data, GNN training takes place. If the quality of the trained
GNNmeets the required parameters of users intentions, then the neural network instance
is deployed on the SDN/IBN controller according to the scheme of Fig. 3. The GNN
labels are a specific state vector that reflects the actual state of the entire network. That is,
on the one hand, the FE vector used to train the GNN reflects the state of the network at a
certain point in time dt, and the label vector, on the other hand, reflects the effect on this
state. In the developed algorithm, GNN helps to reduce the network latency parameter
taking into account the energy consumption parameter.

Accordingly, the GNN returns a data vector for each node. If, for example, the
original vector [0, 0, 0, 0, 0, 0] (the number of values corresponds to the number of
nodes) has changed to [0, 1, 0, 0, 0, 0], it means that the state of the second node has
changed and the routing should be adjusted through this node at a time when the original
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Fig. 8. Route modification algorithm in the IBSDTN

vector GNN does not change to [0, 0, 0, 0, 0, 0]. That is, the SDN/IBN controller notifies
each node of the state of the network and, accordingly, the change of the output vector
indicates a change of state for the recipient nodes.

5 The Development of IBSDTN Simulation Model

To study the presented methods and algorithms for TE, simulation software was
developed, which is presented in Fig. 9. This model consists of the following parts:

• input simulation data;
• network modeling;
• elements of the method of TE using GNN;
• elements of the algorithm for aggregation of OLS transport blocks at the boundary
node using deep neural networks.

The location of the simulation node and the time of day directly affect the dynamics
of traffic distribution of the node. The network topology allows to form the routing of
transmitted traffic and switching rules. In addition, the topology is important for the
info-communication flow control algorithm for decision-making based on the node’s
location in the network.

Traffic in the network has a behavior that changes during the day, and its change
depends on the location of telecommunications nodes in business or residential areas



Intelligent Traffic Engineering for Future 175

of the city. For example, in the business district, during the day, video and voice calls
prevail, and there is a high activity of data transmission. At night in this area is dominated
by static traffic from video cameras, security calls, etc. There are jumps in traffic during
the shift, as well as during the lunch break.

Traffic distribution 
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Elements of traffic engineering and energy consumption

Elements of OLS technology block aggregation algorithm

Fig. 9. The block diagram of simulation model

For a residential area, traffic changes dynamically during the day, but in the evening,
there is a big jump in video content (Fig. 10). The described behavior is typical for
working days for two districts of the city. These distributions were obtained from a local
telecommunications operator in Lviv.

Based on the presented dynamics of traffic distribution, the studied traffic of the
optical transport network for both city districts is generated. As described above, the
proposed algorithm for determining network states can work with almost any set of
network parameters. Thus, it allows you to control this algorithm to obtain the desired
result flexibly. The following parameters are selected in work: time of day (current
datestamp), the CPU load of the node, RAM load, input load of the node, the average
size of the OLS block during dt, distribution of video packets, voice, data for which this
node is final, energy consumption parameter and other. In Fig. 11 presents the simulated
traffic of the optical transport network depending on three parameters:

• time of day;
• occupancy of the optical linear path (OLT) and the node;
• the average size of the OLS data block for time dt.
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Fig. 10. Dynamics of traffic by hours for (a) residential area and (b) business area

This distribution of parameters (Fig. 11) is modeled at the macro level with an
analysis time of 5 min without sharp jumps in traffic. The simulation results show how
the size of the OLS block changes when the traffic dynamics change during the day.
Video traffic has a significant impact - the largest size of the IP packet belongs to the
actual video traffic. There is also a decline in traffic during lunch in business areas.

Fig. 11. Dynamics of simulated traffic (time of day, node load, average data block size) for (a)
residential area (b) business area

6 Simulation Results

Based on the above data and simulated traffic, we see that the optimal number of clusters
for the residential area is 4, and for the business area 2. The results of the distribution of
clusters are presented in Fig. 12. The red circle indicates the centroid of the corresponding
clusters.

As can be seen from the results, that for a residential area distribution is according
to the hours of the day:

• late night and morning (2–8 h);
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Fig. 12. Distribution of clusters for (a) residential and (b) business areas

• late morning (8–10);
• lunch and late evening (10–16 and 22–2 h);
• evening (16–22).

For the business district, there is a division into two clusters, which determine the
load during working and non-working hours (night and lunch). Based on the results
of the ML algorithm, c-means allows for fuzzy clustering of large data sets, which
allows you to more accurately identify objects at the cluster boundaries. Pre-simulated
optical transport network traffic was used for more accurate validation of the results. In
this study using the c-means algorithm, it is emphasized that the actual use of such a
method will avoid possible errors of intelligent algorithms. That is, not only to show the
affiliation of the current network state but also the probability of stay, which will allow
the telecommunications operator to see the potential failures of the algorithm.

Fig. 13. The result of the sum of the squares of the distances of each element of the cluster
to the centroid from the number of clusters for (a) residential area (b) business area (WCSS,
Within-Cluster Sum of Square)
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In Fig. 13 presents the results of the sum of squares of the distances of each cluster
element to the centroid from the number of clusters. This method allows to clearly
determine the optimal number of clusters of k-means ML algorithm.

Based on the results presented in Fig. 13 the optimal number of clusters for the
respective areas ranges from 2 to 5 units. The number of clusters is determined from the
required granularity of events.

The input parameters of the GNN model are presented in Table 1. As mentioned
above, the input parameters for each iteration of the workout are:

• adjacency matrix based on the studied networks;
• vector of network parameters of the node and edges;
• vector of labels for marking the trained data responsible for the corresponding state
of the node.

Table 1. Input parameters for training the neural network

Parameter Values Parameter Value

Learning speed 0,01 Batch size 24

Number of epochs 100 Number of simulation days 30

Based on the simulated traffic data of the optical transport network, the accuracy
of the trained GNN is 0.956, which allows to correctly interpret the state of the nodes.
Modeling of data transfer between nodes 1–3 is carried out (Fig. 7) (Fig. 14).

Fig. 14. Simulation of route latency between nodes 1–3

The simulation considers two data transmission routes 1-2-3 and 1-4-3. There is a
higher latency between 14–19 h than between 19–24 h. In the model, this is due to the



Intelligent Traffic Engineering for Future 179

overload of node 2. The proposed intelligent TE method allows to rearrange the logical
connections between nodes 1–3 and to balance traffic through node 4. As a result, there
is a reduction in latency by almost 18% during 14–19 h, and the energy consumption
parameter by 8.5%. In this case, it was possible to reduce both the latency parameter
and the energy efficiency parameter.

7 Conclusion

The chapter proposes a conceptual model of the intent-based software-defined transport
network infrastructurewith elements of intelligent traffic engineering.Unlike the existing
infrastructures of optical transport networks, these networks cannot provide protocol and
infrastructure collection of the necessary data for intelligent algorithms. The proposed
infrastructure is an isolated domain, which involves using a simulation model of the
existing optical transport network to test intelligent algorithms formanaging information
flows.

The ML-based data collection algorithm of k-means and c-means algorithms has
been developed. This algorithm allows, based on cluster approaches, to determine the
states of the optical transport network and the moments of time when data should be
collected from the network for the presented algorithms of TE. Themethod for intelligent
TE using graph neural networks has been developed. The advantage of this method is the
ease of implementation, since this algorithm is implemented on SDNandOpenFlow. The
developed method proposes to consider the energy consumption parameter as another
network parameter of the nodes and communication channels of the GNN data vector.
This method allows to redistribute information flows to reduce the latency parameter
during peak hours based on user intents.
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Abstract. Data streams that are transmitted over communication networks are
growing very quickly, this is facilitated by the progress of the service such as IoT,
M2M, etc. The provision of high-quality communication services is increasingly
influenced by the efficiency of performing calculations in the data centers of tele-
com operators, whose resources are limited. SDN technologies make it possible
to redistribute transmitted data streams in networks to reduce their load, but they
requiremore computing resources. Telecom operators’ networks not only transmit
significant amounts of information, but also process very large information flows
in their computing nodes, including virtual ones. Controlling the transfer process
with a large number of threads becomes a bottleneck. To service flows in SDN,
an application (at the application level) call is required, which entails overloading
the computational resources involved in processing incoming flows. The main
approach for dealing with the computing resources overload in such systems is
load balancers that should distribute the load between computing nodes efficiently.
However, such approaches lead to increased latency as the flow peak rate increases
and there is a computing resources limitation. In this chapter, to reduce the time for
making decisions when load balancing, «the endless train» method is proposed.
This method, instead of analyzing the input flow state and simultaneously the
resources state, analyses the state of the computational resources only to make a
decision regarding needed resources based on the current task requirements. This
allows reducing the time for making a decision on the choice of a server serving
the input flow. To test the efficiency of the proposed method, an implementation
scheme was developed using MS Azure. The process of dynamically deploying
additional virtual servers (virtual machines) to handle threads in the event of over-
load was tested. The testing results show the effectiveness for overload prevention
but the computational recourses usage is increased.

Keywords: Software defined network · Computation in SDN · Loads balancer

1 Introduction

Today, the telecommunications telecom operator network is an organized system that
includes special equipment that is serviced, monitored and managed from operational
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data centers, where computer servers and related software are installed that serve numer-
ous information and service flows. Rapid growth of traffic, change in its structure, the
need to support a large number of mobile devices, processing IoT, M2M flows requires
new solutions. Modern technologies SDN, NFV, SDR, CloudRAN and others are devel-
oping rapidly [1, 2]. Their full-scale implementation leads to the complete dependence
of the telecommunications network functioning on the operation of the information and
computing environment.

Service providers now virtualize parts of their network. This approach significantly
influences the network performance and QoS parameters used to ensure the operation
of the network. The performance of up-to-date networks significantly depends on the
organization of the computing process in the systems that ensure their operation. The
excessive workload in these computational systems becomes a real challenge for com-
puter systems. Hybrid telecommunication services (TC-hybrid service) [3] are sensitive
to the quality of service, especially service delays.

Planning the operation of a virtualized network, which provides maintenance of
hybrid information and telecommunications services, allows a conditional infinity com-
puting resource [4]. Its organization requires new approaches and solutions that take
into account the specifics of the deployment of computing clusters and the volume of
services that require maintenance [5].

Taking into account the flexibility and computational efficiency of virtualized net-
work functions (NFV) and software-defined networking (SDN), there is considerable
focus on these technologies for future network infrastructure in which operators and
service providers can program network functions (e.g. routers, intrusion detection sys-
tems, load balancers, firewalls) as required by the vendor without implementing the
appropriate hardware.

SDN technologies allow redistributing data streams in networks to reduce their load,
but they requiremore computing resources, especiallywhen the telecom operator uses its
own data center.Moreover, the use of computing resources in the data center of a telecom
operator is characterized by significant downtime due to uneven load during the day. The
use of cloud technologies can reduce downtime and more efficient use of computing
resources. So, control of the transfer process with a large number of threads becomes
a bottleneck. To service flows in SDN, an application (at the application level) call is
required, which entails overloading the computational resources involved in processing
incoming flows. The main approach for dealing with the computing resources overload
in such systems is load balancers that should distribute the load between computing
nodes efficiently. However, such approaches lead to increased latency as the flow peak
rate increases and there is a computing resources limitation.

The paper [4] proposes a method exploiting a Virtual Load Balancer with SDN-NFV
Framework, which is based on the creation of an intelligent load management system.
Recently, a lot of work has appeared in which artificial intelligence methods are used
to manage QoS [3, 6, 7]. However, the work of an information and telecommunication
systemusing templates obtained on the basis ofmachine learning algorithmswill not give
the desired results if the situation in the network changes dramatically. For such systems
based on Artificial Intelligence, it will take time to retrain and create new templates. The
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"Infinity train" method proposed in the article will allow you to quickly respond to any
changes in the dynamics of information flows.

The chapter is structured as follows: Sect. 2 contains the processes in SDN controller
description. Section 3 explains the problem to be solved by proposed approach. Section 3
describes 3 the statement of the research task and the method of organizing functions
“Infinity train”. Sections 4 introduces the method for ensuring resource sufficiency at all
times. Section 4 presents the mathematical model and algorithm for ensuring resource
sufficiency at all times. Section 5 explains the specifics of creating virtual machines in
dynamic mode and the technologies for their implementation. Section 6 includes the
experiment description and Sect. 7 includes the summary and outlook on future work.

2 Description of Processes in SDN Controller

Provision of SDN controller operation associated with the implementation of a number
of software modules for different purposes. The work of program modules is carried out
by using a significant amount of computing resources. In Fig. 1 schematically shows
the concept of SDN, according to which all control logic is carried out in the so-called
controllers, which are able to monitor the operation of the entire network.

Business Applica�on

APLICATION LAYER

CONTROL LAYER

Network Services

INFRASTRUCTURE LAYER
Network Device 

Network Device 

Network Device 

Network Device 

Network Device 

SDN Control 
Layer

API API API

Control Data Plane Interface
(e.g., OpenFlow)

Fig. 1. The concept of software defined network

There are three types of SDN controller computational process:

• Regular computational processes associated with maintaining physical network
capacity;

• Computational processes caused by a customer’s network, such asflow initialization or
organization of virtual transport networks, and performing of other network functions;
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• Database queries that are triggered by the subsystem controller software components.

If regular computing processes require the volume of computing resources that can
be calculated, the computing processes caused by user queries are exposed only to
approximate evaluation because there are many factors that affect short- and long-term
trends changes of loads.

As the approach to controller service functions problem, proposed in this chapter, is
designed to optimize the independent function modules computational process that can
be calculated anywhere, a group of functions that works with databases was separately
dedicated. This improves the process of working with databases tied to data location
or large amounts of cache, which stores represent databases. Therefore, this chapter
is aimed at optimizing computational processes associated with service independent
functions initiated by users of the system or other applications.

The problem of load statistical analysis created by the flow of requests to date is well
studied.Queueing theory provides a significant number of probabilisticmodels, allowing
the calculation of system parameters to ensure the quality of service parameters such as
delay, loss rates across the length of the queue, and so on. At the same time, today there is
no need to be limited to constant service performance parameters since the use of cloud
technology allows them to distance themselves from the problem of finite computing
resources.

Consider in more detail the components of SDN controller architecture in order to
highlight features that require a variable number of resources for implementation.

SDN controller architecture consists of three levels:

1. Southbound plugins and protocols forming the network device layer.
2. Service adaptation and network functions forming the coordination and control layer.
3. Northbound APIs and applications forming the application layer.

The controller acts like middleware in the ecosystem. It is the framework that glues
together the applications requiring services of the network devices and the protocols that
talk to the network devices for extracting services. The controller allows the applications
to be agnostic about the network device specifications, thereby allowing the application
developers to concentrate on the development of application functionality rather than
writing device-specific drivers.

The operation of the controller is associated with servicing a large number of
queries that trigger execution of action sequences, consisting of the launch of network
applications.

Thus, the speed of processing requests in Northbound APIs and applications on the
application layer directly affects the service of streams in the network as a whole. The
proposed approach solves this problem.

SDN networks are a good tool for dealingwith congestion, but they require improved
approaches and algorithms to the problem of managing computational resources. We
need improved approaches to the problem of organizing a system for managing the flow
of applications and their redistribution among the available computing resources.



186 L. Globa et al.

3 Statement of the Research Task. Method of Organizing Functions
“Infinity Train”

There are different approaches to managing the volume of computing resources for each
subsystem: fixed and adaptive. Today, the use of virtual servers is becoming increasingly
popular, which are easily configured to change the load and allow you to implement
an adaptive approach. The resource management process is a challenging task due to
workload fluctuations. However, many workloads in data centers usually have periodic
patterns, but there will be deviations from historical models due to unforeseen factors
such as peak loads, etc. [8]. Due to the variability of the load experienced by modern
systems, the placement of virtual machines must be constantly optimized in real-time
[9]. Given the difficulties in predicting peak loads, the system must use a combination
of dynamic resource allocation and request management to respond in a timely manner
to load changes [10]. After all, the provision of resources is not free [8]; there are vari-
ous associated costs and risks. Frequent implementation of the procedure of providing
resources causes both losses of productivity and energy. Frequent periodic switching on
and off of server power causes “wear and tear”, which can lead to server failure and ser-
vice outages. Therefore, providers are dealing with a compromise on energy efficiency
- minimizing energy consumption while satisfying the SLA (Service Level Agreement)
[9].

Dynamic resource allocation - allocating and cleaning servers for applications - has
been studied in the context of single-tier applications. While multilevel Internet applica-
tions were studied, the focus was on access control issues to support the target response
time, but resource allocation tasks were not considered. Extending the resources allo-
cation mechanisms designed to service services in one step to multilevel scenarios is a
non-trivial task. Classical approaches can simply shift the bottleneck to another level
[10]. At the same time, systems with a single type of resources are usually considered.
In this case, the tasks of resource allocation in multi-stage processing systems are con-
sidered mainly for Internet systems, while such tasks arise in various areas, including in
the process of operation of the servers of the telecom operator.

In most works, the stages are considered independently or with independent resource
pools [10, 11]. However, in networks, different stages can be located on the same physical
machine. In such cases, it is necessary to consider a common pool of resources, and there
is an additional problem - the problem of optimal distribution of total resources between
different stages.

It is necessary to notice that it is more expedient to apply non-permanent decision-
making about access at the receipt of the query. Such a non-permanent decision allows
avoiding the losses of resources in the total the partly served queries which can be lost
on later levels.

A significant volume of research has been done using queuing theory for modelling.
Due to difficulties inmathematicallymodelling complex traffic characteristics (eg,multi-
stage application processing), most research in the literature has been performed using
simulation. For example, the work performed in [12] is based on a simulation model.
However, careful implementation of each part of a particular system increases the com-
plexity of the model and reduces efficiency, and such a model can usually only be used
in very limited situations. Thus, the analytical model of the system will be attractive
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because it will be able to assess the characteristics of the system in a wide range of
conditions, be calculated in a reasonable time, will allow the application of numerical
optimization methods in system design.

To date, there are several approaches to the organization of the computational process
in the SDN controller. Their main disadvantage is that they do not take into account the
possibility of using an unlimited resource provided by cloud technology. All existing
approaches are based on the fact that the number of system resources is limited and
depends on the technical capabilities of the server on which the virtual machines are
hosted. On the other side, the application of such approaches results in a decrease in the
QoS provision in certain periods of time, which is due to the fact that the work of the
monitoring system is to collect and analyse data on the quality of the network services.
If the QoS values for certain services are below the threshold, but other services are
provided with fairly high quality, the system may not respond to quality degradation in
certain periods of time, as only the average values are taken into account.

The solution to this problem is the use of a heterogeneous cloud environment, namely
certain solutions for the platform as an infrastructure (PaaS). Platform-as-Infrastructure
is an isolated cluster consisting of a group of servers and services that interact as a
whole system, providing the ability to easily deploy, test, maintain and scale the system.
PaaS allows you to create and maintain an unlimited number of virtual machines, whose
work is tomaintain the computational functions of the controller. The use of an unlimited
number of resources for the operation of virtual machines will avoid periods of declining
quality of service.

The method proposed in this article is called the “infinity attraction effect”. Its main
idea is that after a certain virtual machine has received the specified number of tasks
for maintenance, a new virtual machine is created, which receives the following tasks
(Fig. 2).

Fig. 2. “Infinity train” method



188 L. Globa et al.

The proposed method is based on the method of dynamic migration of virtual
machines, developed by Jelastic [13], which provides load balancing of cloud storage
servers by creating a platform for automatic management of virtual machine containers.
Also considered is the method of selecting a container for virtual machine migration,
described in the paper [14], which allows you to analyse and predict the load on the
network based on the assessment of resources used. Using cloud storage means that all
of them are stored on a large number of servers distributed on the network. In this case,
two main tasks must be performed:

• Interactive distribution of client tasks between virtual machines that are located in
one or more clusters. This is, on the one hand, the task of load balancing, and, on the
other - the task of ensuring the reliability of customer service;

• Control and management of the cluster of virtual machines. Cluster resources should
always be sufficient for all virtual machines running on all cluster servers at the same
time. The “infinity train” method assumes that all service requests are sent to the cur-
rent virtual machine until it is filled. The number of requests that can be processed by
a single virtual machine depends on the volume of resources allocated to it at creation.
After filling this machine, a new one is created, to which all subsequent applications
are redirected. The use of this method is possible if the number of system resources
is relatively unlimited. The use of a heterogeneous cloud environment provides such
an opportunity.

Older virtual machines continue to service their information flows until they run
out. After that, the virtual machines are rolled up or waiting to be re-commissioned as
“empty cars”. The maximum number of applications that can be serviced in the “car”
depends on the configuration of the cloud platform, or can be obtained experimentally.
The number of requests is determined by the volume of resources that the controller uses
to perform computational tasks. The maximum number of applications is also affected
by the flexibility of migration processes of technical processes of maintenance of virtual
machines. The illustration of the described method is shown in Fig. 3.

Task 
manager

(i) (i +1) (i +2) (i +3) (i +4)

n
n-k n-m

Empty

Processing

Empty

Processing Processing

Fig. 3. The illustration of the “Infinity train” method idea

Let us introduce the following notation:

n is the maximum number of tasks for one VM;
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k is the number of tasks tha t have been processed in (i + 2)-th virtual machine from the
beginning of its filling to the current moment, the moment of completion of applications
to the virtual machine (i + 1);
m is the number of tasks that have been processed in the (i + 3)-th virtual machine from
the beginning of its filling to the current moment.

According to the algorithm, incoming flows always sends to the Head VM, then
when filling the Head VM, there is a generation VM by template where all new streams
are sent. If after that the flow of applications decreases, the decision on dynamic removal
of empty VM is made.

Genera�on VM by 
template

Delete empty VM

Always sends incoming flow 
to the Head VM

Monitor of Head 
VM

Monitor of 
Secondary VM

Monitoring

Load  balancer

Template VM
Head VM

Secondary VM Secondary VM Empty
Secondary VM

Fig. 4. The algorithm of the “Infinity train” method

Figure 4 shows the logic of the “Infinity train”method. Themain structural elements,
their functionality and interaction logic are shown below:

• Loadbalanser which always sends incoming flows to the Head VM. All threads of
computational tasks go here. The Head VM Loadbalanser receives information about
which machine is from the Generation VM by template block;

• “Generation VM by template” - a block that receives a signal from the “Monitor of
Head VM” that the Head VM is full and it is necessary to create a new VM using
a template. Once the virtual machine has been deployed and is ready to serve the
input load, it becomes the Head VM, which is reported by the “Generation VM by
template” to Loadbalanser.

• “Monitoring” block is divided into two parts:
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• “Monitor of Head VM” block monitors the state of the main machine. If the volume
of occupied resources of the Head VM exceeds the allowable value of R, then the
“Monitor of Head VM” sends a message “Generation VM by template” about the
need to initialize to create a new VM;

• “Monitor of Secondary VM” block monitors the state of the resources of all running
VMs, which are called Secondary VMs. If the volume of occupied resources of the
virtual machine is reduced to a level that corresponds to an empty VM, then “Monitor
of Secondary VM” sends an instruction “Delete empty VM” to delete the empty VM.

“Delete empty VM” when instructed by “Monitor of Secondary VM” will delete the
empty virtual machine.

4 Ensuring the Sufficiency of the Resources at All Times

To ensure sufficient resources at any time, one more function must be added to the Mon-
itor of Head VM. The function of monitoring the sufficiency of resources. In connection
with a non-uniform input flow, a problem may arise when the Monitor of Head VM
block has already given a command to the Generation VM by template block, but the
new Head VM has not yet been created, and the old Head VM is already full. To avoid
such problems, it is necessary to determine the optimal interval for analyzing the statis-
tics of the Head VM resource utilization, as well as monitor the dynamics of resource
occupancy for a timely response to bursts. That is, it is necessary, relying on the statistics
of resource occupancy, to track the moment when to initiate the creation of a new virtual
machine.

The short-term planning method is an advanced method of forecasting ARIMA -
autoregressive integrated moving average. However, in contrast to the known method, it
is proposed to solve the problem of finding the minimum slip interval, the use of which
will meet the requirements that will minimize the number of flops to perform predictions,
which will ensure optimal speed of prediction.

The proposed method consists of two stages - calculation of the prediction interval
based on Head VM statistics and direct periodic forecasting of Head VM resource uti-
lization and control of their sufficiency in the next period of time T, which is determined
by the time required to create a new VM by a template.

Input Data:

• T is the time interval for which the forecast is required.
• ri is the volume of resources employed at the i-th moment of time, (iε0,..N), N =

Tinfo /1mc, ri ε R, where R are set of statistic values the specific amount of resources
that were occupied by the Head VM during the time Tinfo (first is set, then corrected
in the 2nd stage of the method) before the forecast, | R |= N.

• Tpred is forecasting period - the time during which the statistics of the number of
occupied specific resources are analyzed to build a forecast.

• M is the maximum specific volume of resources planned for one virtual machine.
• P is admissible probability of forecast error.
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Short-term statistics are collected locally at the service device and stored no longer
Tinfo+ Tpred , sampling time interval 1 ms.

Output Data:

• z∈{0,1}– z = 0 do not create a new VM; z = 1 new VM have to be created.

The method algorithm:
Preparatory stage. System training based on statistics. Search for minimum Tinfo
(information collection time interval):

Tinfo → min,

for which the restriction is fulfilled:

rTpred + 3σ > M ,

where rTpred is calculated according to the main stage, σ is the variance of
employment statistics is calculated for a period of time Tinfo.

The constraint is performed for different statistical samples obtained at different time
intervals.

Solution: check the values for the sequence formed on the principle Tinfo
k+1= Tinfo

k+
�; T info

0= Tpred .
The main stage of dynamic control

1. Analysis of statistical data ri, for the time interval Tinfo preceding the moment of cal-
culation. Construction by the method of least squares regression direct dependence
of occupied resources r on time i observation, calculation of coefficient estimates â
and b̂:

r = âi + b̂

3. To calculate r−Tpred
= â Tpred+ b̂.

4. If rTpred + 3σ ≤ M , then z = 0, else z = 1.

Thus, the integration of the proposed functionality for monitoring the sufficiency of
resources into the “Monitor of Head VM” block will provide a continuous process of
servicing applications at the application level in the SDN controller with a guaranteed
quality index, it is determined by the P parameter, admissible probability of forecast
error.

5 The Specifics of Creating Virtual Machines in Dynamic Mode
and the Technologies for Their Implementation

Virtualization uses software to create a level of abstraction over physical equipment. This
creates a virtual computing system known as a virtual machine (VM). A virtual machine
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(VM) is a virtual representation of a physical computer. This allows organizations to
run multiple virtual computers, operating systems, and applications on a single physical
server, essentially splitting it into multiple virtual servers. One of the main advantages
of virtualization is the more efficient use of physical computer equipment, which in turn
provides a greater return on investment in equipment.

Because the software is separate from the physical host computer, users can run
multiple instances of the OS on a single piece of hardware, reducing management costs
and physical space. Another advantage is that virtual machines can support legacy appli-
cations, reducing or eliminating the need and cost of migrating an old application to an
upgraded or another operating system.

System virtual machines rely on the hypervisor as an intermediary to provide soft-
ware with access to hardware resources. The most well-known hypervisors are VMware
(ESX/ESXi), Intel/Linux Foundation (Xen), Oracle (MV Server for SPARC and Oracle
VM Server for x86) and Microsoft (Hyper-V).

VMware vSphere - Indicates basic virtualization solutions that help you manage,
track, and configure a virtual data center.

Hyper-V is a corporate data center hypervisor platform.
Hyper-V and VMware have different memory and configuration management

methods available to administrators who manage both hypervisors.
The main method that Hyper-V uses to manage memory - dynamic memory

management.
Dynamic memory is a method that Hyper-V uses to dynamically add additional

RAM to a virtual machine running on the Hyper-V infrastructure, as well as to actually
free up unused memory when memory is not in use.

Hyper-V dynamic memory component and configurations that can be changed:

• RAM at startup;
• Minimum volume of RAM;
• Maximum volume of RAM;
• Memory buffer;
• Memory weight;
• Dynamic migration of Hyper-V.

DynamicHyper-Vmigration allowsyou to transfer a runningvirtualmachine, includ-
ing its active memory, from one host to another. With Hyper-V Live Migration, after
configuring the failures of the Windows cluster that hosts the Hyper-V role, you will be
able to set up a network that will handle the transfer of virtual machines between hosts.

Scalability: VMware vs. Hyper-V.
Scalability is an important factor for any business when choosing a hypervisor that

will perform its production workloads. Demand for resources may increase over time as
the business grows. Additional demand may decline, and workloads too may be reduced
over time. Understanding the various limitations between Hyper-V and VMware can
help identify potential bottlenecks.

The proposed method of infinity train can expand the capabilities of the Hyper-V
hypervisor, and provide adaptive processing of avalanche-like streams of services served
by a group of virtual machines.
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6 Description of the Experiment

During the experiment, an Infinity train from virtual machines was implemented. On the
basis of each virtual machine the service of searching for the shortest way in a network
segment by a method of Dijkstra was implemented. Virtual machines, according to the
proposed method, rose under the load of the main machine and collapsed when reducing
the resource used to a critical limit.

The following MSAzure services were used in the simulation process:

• Azure Virtual Machine;
• Azure Alerts from Azure Monitor;
• Azure Resource Manager Template;
• Azure Logic App.

The operation and features of using the Azure Logic App and Azure Resource
Manager Template services were described above.

Azure Resource Manager - a service designed to deploy and manage Azure. It pro-
vides a level of management for creating, updating and deleting resources in an Azure
account. One virtual machine is allocated to provide an account. Azure Resource Man-
ager performs management functions such as access control, blocking, and tagging
to protect and organize resources after deployment. At the same time, the infinity train
method is an additional tool for managing the resources allocated to a particular account,
according to the proposed method, a group of virtual machines deployed by the Hyper-V
hypervisor is deployed differently for one account.

At the level of coordinated management, requests are processed from any of the
Azure tools, APIs or SDKs. All requests are sent to the Resource Manager. Resource
Manager performs request authentication and authorization. Resource Manager sends
a request to Azure, which takes the requested action. Since all requests are processed
through one API, the results and capabilities will be agreed in different means. Figure 5
shows the role of Azure Resource Manager in processing Azure requests.

UsingAzureResourceManager templates allowed you to create a sequence of virtual
machines with specified characteristics of the resource group. Deployed infrastructure
was managed using templates, deploy and track all resources, and manage them as a
single group.

Azure Alerts from Azure Monitor has provided a system for monitoring the load of
a group of resources. As part of the experiment, the CPU usage status was monitored.
As described in the proposed method of infinity train, the main machine and all other
secondary machines were monitored separately. The maximum load of the resource was
monitored for the main machine to which the flow of requests was directed. In the event
of an overload greater than the specified n%, in the experiment n = 80%, the trigger to
create a new virtual machine was automatically triggered. Then the new machine was
marked as the main, and all new requests were sent to the new main machine. The new
virtual machine has been deployed from the Azure ResourceManager Template. The old
main machine was added to many secondary machines, it did not accept new requests.
All secondary machines did not accept requests. The monitoring function was used for
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Fig. 5. Azure Resource Manager when processing Azure requests

them. In the case of reducing resource consumption to the level of an empty machine,
the secondary machine was removed.

The scheme of the involved modules and the logic of their use is shown in Fig. 6.

Short-term planning method.
If z = 1 then
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Fig. 6. Description of the experiment implemented in the environment of MS Azure

The experiment control process was carried out by the Azure Logic App, however, a
similar approach to organizing a group of virtualmachines can be implemented at a lower
level, at the level of the Resource Hypervisor, such as Hyper-V. Such an experiment is
planned in the future.
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The proposed method of “infinity train” is a new approach to the use of virtual
machines in systems with avalanche dynamics of flow load. This approach reduces the
delay in balancing flows between computers or virtual machines. In contrast to the main
technology for combating the overload of computing resources - load balancing, an
approach is proposed that provides for the dynamic deployment of additional resources
on demand. This reduces the time to make decisions about the choice of server for
load processing. All flows are sent to one server, which is assigned to the master. In
the process, the main server is replaced by a newly created according to the template
virtual machine. This reduces the time to decide on the server that serves the incoming
stream. The chapter explores different approaches to managing virtual machines, which
are implemented in hypervisors of different vendors. The proposed solution can be an
improvement for the existing virtual machine hypervisor. But to meet its needs, the
company can use the tools of MS Asure, and implement for their needs the proposed
algorithmof themethod of infinity train. To test the effectiveness of the proposedmethod,
an implementation scheme was developed using MS Azure. The process of dynamic
deployment of additional virtual servers for processing threads in case of overloads was
tested.

The testing results show the effectiveness for overload prevention but the computa-
tional recourses usage is increased.

7 Conclusions

The study showed that the existing approaches to computing resource management do
not meet all the QoS requirements for TC-hybrid services, especially such as service
request flows of IoT, M2M and others.

SDNnetworks are a good tool for dealingwith congestion in the networks but require
advanced approaches and algorithms to manage computing resources.

The chapter proposes a solution to the problem of organizing a flow management
system of applications and their redistribution between available computing resources.

The method of “infinity train” is proposed for dealing with overloads in telecom
operator networks that has the effectiveness for overload prevention but the usage of the
computational resources is increased.

Future studies are expected to consider the possibility of finding a compro-
mise between the overload prevention and the volume and time of the usage of the
computational resources.
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Abstract. This article discusses the main indicators of the quality of the multiser-
vice network, such as: delay; delay variation (jitter); number of packetswith errors;
number of lost packets. Not all types of traffic are sensitive to packet transmission
delays, in any case, to the values of delays that are characteristic of multiservice
networks. The purpose of this study is to assess the quality of the multiservice
network using simulation. The analysis of network behavior when different types
of traffic enter the network is performed: real-time traffic, data traffic and mixed
traffic. The obtained data showed that the most critical to changes in the parame-
ters of the multiservice network is such a quality indicator as the delay time, i.e. a
slight change in network parameters significantly changes this quality indicator.

Keywords: Time delay · Jitter · Lost packets · Queue length · Packet service
intensity · Packet loss ratio

1 Introduction

1.1 Analysis of the Quality of the Multiservice Network

When analyzing the ITU Y.1540, the main indicators of the quality of the network are
allocated, which are basic when providing multiservice services:

– delay;
– a delay option (jitter);
– the number of packets with errors;
– the number of packets lost.

1) Delivery delay of the IP package (IP Packet Transfer Delay, IPTD). The delay
manifests itself in a number of directions, including the time required to create a specific
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service from the initial user request and before receiving specific services (IPTD). In
general, it is estimated as:

Tz = (t2 − t1), t2 > t1and(t2 − t1) ≤ Tmax, (1)

where t1 is the moment of package input in the entrance point of the network; t2 is the
moment of the package’s conclusion from the source network.

In general, the IPTD parameter is defined as the delivery time of the packet between
the source and recipient for all packages - both successfully transmitted and affected by
errors.

According to the Little’s theorem, the average time of delay delivery of packages is
one ratio of the middle number of packets in a queue to the intensity of the service flow
of requests:

Tz = Lo

λ
, (2)

where L0 is the length of the queue, λ is the intensity of packet maintenance.
Delay is a network performance parameter that is close to a network response time,

but is characterized by that it always characterizes the network stages of data processing,
without delay treatment with end nodes of the network.

The delay of messages is influenced by such factors as the law of distribution of
intervals between messages, intensity of receipt, discipline of priority service, intensity
of service. Similarly, an increase in load and a decrease in available network resources
lead to an increase in queues at network nodes and, as a consequence, to an increase in
packet delivery delays.

Not all types of traffic are sensitive to delays in packet transmission, in any case, to
those quantities of delays that are characteristic of telecommunication networks. Packet
delays generated by file service, e-mail service, or printing service, have little effect on
the quality of these services in terms of network user.

On the other hand, the same delays of packages for services transmitting voice or
dance can lead to a significant reduction in the quality of information - the emergence of
the effect of “echo”, it is impossible to disassemble some words, image vibrations, etc.

Language information and video information are examples of traffic sensitive to
delays, while data annexes are mostly less sensitive to delays. Packages in which delay
delivery exceeds certain values of Tmax, are discarded [1].

In real-time applications (for example, in IP-telephony) it leads to deteriorating
language quality. Restrictions related to the average IP packet delay play a key role for the
successful implementation of voice data for IP (VoIP), video conferences and other real-
time applications. This parameter largely determines the quality of such applications.

2) Variation of the IP packet delay (IP Packet Delay Variation, IPDV) - Spread the
maximum and minimum time of passage of the package from the average.

The variation of the delay (jitter) when transmitting a packet is calculated for two
network nodes and is defined as the scatter of the delay of the next packet relative to
the previous one. Jitter (IPDV) is characterized by the Vk parameter. For an IP packet
with index K this parameter is determined between the input and output points of the
network in the form of a difference between the absolute Xk delay value when delivering
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a packet with an index to, and a certain reference (or reference) the magnitude of the
delay in delivery of the package d1,2 for the same network points:

Vk = Xk − d1,2. (3)

The reference delay in the delivery of the d1,2 packet between the source and the
recipient is defined as the absolute value of delaying the delivery of the first packet
between data network points.

The variation of the packet delay, or jitter, manifests itself in the fact that successive
packets arrive at the recipient in irregular moments of time. In systems of IP-telephony,
for example, it leads to a distortion of sound and, as a result, it becomes illegible [2].

3) The IP packet loss factor (IP Packet LOSS Ratio, IPLR) is defined as the ratio of
the total number of lost packets to the total amount taken in the selected set of transmitted
and received packets:

IPLR =
∑

t LP∑
t RP

, (4)

where LP is the number of lost packages; RP is the number of packets taken.
Losses of packets in IP networks occur in the case when the value of delays in

transmission exceeds the normalized value, which is certain as Tmax. If packets are lost,
then their re-transmission is possible on requesting the receiving party.

In VoIP systems, for example, packages that came to the recipient with a delay, and
exceeds Tmax leads to failures in the language [3].

Among the reasons that cause packet losses, it is necessary to note the growth of
queues in the nodes of the network arising from overloads.

4). The IP error packages (IPPacketErrorRatio, IPER) are defined as the total amount
of errors received with errors, to the amount of successfully accepted and packets taken
with errors:

IPER =
∑

t RPE∑
t RPS + RPE

, (5)

where RPE is the number of packets taken with errors; RPS is the number of successfully
accepted packages.

Recommendation Y.1540 defines the numerical values of parameters specifically
specified in it, which must be performed in networks on international tracts connecting
user terminals.

2 Statement of Research Problem

2.1 Evaluation of the Quality Indicators of the Multiservice Network

For today, the main method of research of telecommunication systems as complex
dynamic systems can be considered an analysis of the dynamics of the multiservice
network with differential-difference equations of the state [4, 5].
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The dynamics of information exchange in the multiservice network can be described
by the system with N (N − 1) equations of the species:

xi,j = (k + 1) = xi,j(k) +
∑N

m=1
m�=i

bm,i(k)u
j
m,i(k) −

∑N
m=1
m�=j

bi,m(k)uji,m(k) + yi,j(k),

(6)

where ki,j is the volume of data on the network element i and is intended for transmission
of an element j at the time k (k = 0, 1, 2, . . .); N is the number of network elements;

bi,m(k) = ci,m�t, bm,j(k) = cm,i�t, (i, j = 1, . . . ,N ;�t = tk+1 − tk), (7)

ci,m is the bandwidth of the transmission path according to the tract to the node i and
from it;

uji,m is the part of bandwidth of the Li,m tract, isolated at the time of k stream with
the address j;

yi,j(k) = ei,j(k)�t is the intensity of the flow of queries entering the node i for
transmission to the node j for the period �t;

ei,j(k) is the intensity of the flowof requestsat the time k (the total intensity of requests
from users connected to the node i and the leading exchange with users connected to the
node j).

Given the limitation of the queue buffers on elements of the network and bandwidth
transmission paths, a number of restrictions are imposed on the change of state and
control:

0 ≤ xi,j(k) = xmaxi,j , (8)

0 ≤ uji,m(k) ≤ 1;
∑N

n=1
uni,m(k) ≤ 1, (9)

where xmax
i,j is the maximum permissible amount of data located on the network element

i for traffic with the addressee j.
The system of Eqs. (6) can be recorded in a vector-matrix form:

X (k + 1) = A(k)X (k) + B(k)U (k) + Y (k), (10)

where A(k) is a single dimension matrix N · (N − 1) × N · (N − 1);
X (k) = [

x1,2(k), . . . , xi,j(k), . . . , xN ,N−1(k)
]T is the vector of queue length on

elements of the network at the time k dimension N (N − 1);

U(k) =
[
u21,2(k), . . . , u

j
i,j(k), . . . , u

N−1
N,N−1

]T
is the vector partial part of the

transmission tract in the moment k;
Y(k) = [

y1,2(k), . . . , yi,j(k), . . . , yN,N−1(k)
]T is the vector intensity coming to the

flow of requests at the time k dimension N (N − 1);
B(k) is the matrix, the elements of which according to expression (6) are values

±bi,j(k).
As a criteria of optimality, the maximum performance of the system achieved in the

period K�t, which in the above-mentioned model is formalized as:

J =
∑K−1

k=0

∑N

i=0

∑N
j=1
J �=i

B(k)U (k) → max, (11)
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where K is the number of intervals �t, for which the calculation of control variables
(forecast interval) is carried out.

Checking the performance of the system manageability:

n = rank
[
B,AB, . . . ,An−1B

]
, (12)

where n = N(N − 1).
The delay in packages and jitter of the network described by the equation system (6)

are evaluated according to (2) and (3), respectively.
Based on the system of Eqs. (6) it follows that:

Zi,j(k) = (
xi,j(k) − m

)
, (13)

where Zi,j(k) is the number of lost data, m is the volume of the buffer device.
Consequently, the coefficient of packet loss is calculated by the formula (4).
According to the description of the dynamics of the multiservice network, an ana-

lytical modeling was conducted, which consists of a model consisting of two network
nodes associated with each other.

The bandwidth of the transmission path between the node 1 and 2 is marked as C12.
Y12 is the intensity of the flow of queries entering the node 1 for transmission to the
node 2 (the index varies between 70 to 130 req/s depending on the type of traffic). The
maximum volume of buffer space in each node of the considered model is 40 requests,
(the indicator varies between 10 to 40 requests) (Fig. 1).

Node Node

c12y12

Fig. 1. The scheme of the modeled network

A fragment of the simulation model of the model that is modeled is presented in
Fig. 2.

In this model, the input stream of applications plays the role of the flow of requests
enters the network node in random moments of time. The random process of receiving
queries is represented by the function distribution of intervals between queries. These
intervals are described by Poisson distribution [6].

If at the time of receipt of the request buffer is empty and the node is free, then the
request is immediately transferred to service [7].

If at the moment the buffer request is empty, but the node is busy with the service of
the request received earlier, the request is expected to complete the process of processing
a buffer request. The buffer is considered to be finite, that is, the requests are lost due
to the exhausted buffer capacity. As soon as the node completes the service of another
request, the requested request is transmitted to the exit, and the next request comes from
the buffer provided that the buffer is not empty [8].
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Fig. 2. Fragment of a simulation model of a multiservice network

Thus, the object that is modeled is presented in the form of an information system
with feedback.

In the mathematical sense, the model represents a system of finite-difference equa-
tions solved based on a numerical integration algorithm (according to the Euler’s or
Runge-Kuttascheme [9]) with a constant step and given initial values.

When conducting an experiment, each network operating parameter accepts one of
several values, while others are fixed. Depending on this, the value of the network quality
indicators changes [10].

If the value of this indicator of the quality of the network is significantly changing
when changing a certain parameter, then this quality indicator has a high sensitivity. If,
with significant changes in some parameter, there are no strong changes in the values of
the quality indicator, this indicates a low sensitivity to this parameter [11].

This approach provides sufficient accuracy of analysis results at a lower amount of
data.

In order to determine from the number of quality indicators of those that are most
sensitive to changes in the network parameters, a network behavior analysis is performed
when there is a network of different traffic type: real-time traffic, data traffic and mixed
traffic. 30 iterations were carried out, the averaged results of the analysis of data obtained
as a result of simulation are included in Table 1.
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Table 1. Changes in network quality indicators when entering the network of mixed traffic

Buffer size,
requests

Bandwidth,
requests/sec

Probability of
losses, Pp

Latency, Tz Jitter, Vx

Real
time
traffic

Data
traffic

Real
time
traffic

Data
traffic

Real
time
traffic

Data
traffic

Real
time
traffic

Data
traffic

10 20 100 0,2991 0,3476 0,099 0,198 0,0083 0,0165

20 20 100 0,2972 0,3492 0,1975 0,198 0,0161 0,0165

30 20 100 0,295 0,3519 0,2955 0,198 0,0236 0,0165

40 20 100 0,293 0,3478 0,3926 0,198 0,0302 0,0165

10 10 100 0,2992 0,3696 0,099 0,099 0,0083 0,0083

10 30 100 0,299 0,3586 0,099 0,297 0,0083 0,0248

10 40 100 0,2992 0,3487 0,099 0,3959 0,0083 0,0331

10 20 70 0,5088 0,5369 0,1414 0,2829 0,0118 0,0238

10 20 80 0,4389 0,4657 0,1238 0,2475 0,0103 0,0207

10 20 90 0,3690 0,4102 0,11 0,22 0,0092 0,0184

10 20 110 0, 2293 0,2859 0,09 0,18 0,0072 0,015

10 20 120 0,1595 0,2091 0,0823 0,165 0,0068 0,0138

10 20 130 0,0897 0,1429 0,0757 0,148 0,006 0,0123

When conducting an experiment, real-time traffic has varied within 80 req/s, data
traffic - from 70 to 130 req/s. The choice of partial part of the bandwidth used was based
on the analysis of the provider’s network.

In order to determine the quality indicators of thosewho aremost sensitive to changes
in the network parameters, the network analysis is conducted on whether the numerical
values of the quality indicators are substantially changing when the assumptions about
the parameters are changed in a given range. Since the parameters have the effect of
interaction, that is, they act as a combined effect on quality indicators, this step is
necessary.

This analysis allows you to assess the impact of the network parameters to change
the value of the quality indicators selected in accordance with the point discussed above.

For the selection of critical quality indicators according to tables, a comparison of
the value of the network quality indicators obtained as a result of simulation, with a
limiting value set out in accordance with the selected class of service.

If the value of the quality indicator is not significantly variable when changing
variable parameters, it is believed that this quality indicator has a weak sensitivity to
the changing parameter, and this parameter is not critical. All uncritical parameters and
corresponding quality indicators are removed from the table.
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Analysis of parameters that affect, allows you to determine the indicators by different
combinations of parameters and makes it possible to investigate the efficiency of each
of the possible combinations.

The advantage of thismethod is the possibility of assessing the interaction of parame-
ters - changes in the nature of the effect on the response function of one of the parameters
depending on the value of another. This approach provides sufficient accuracy of analysis
results at a lower amount of data [12].

According to the results of the analysis, a list of the most sensitive indicators of
network quality [13] is made.

In the process of modeling, the main parameters of the multiservice network have
changed (the intensity of the information flow, the intensity of service, etc.) and changes
in the values of quality indicators were measured [14].

When transmitting real-time traffic, datamust be transmittedby auniformflow. In this
case, according to the analysis of the obtained simulation results, important parameters
are a delay in the package and a delay dispersion (jitter), while a partial loss of data [15]
is allowed.

The data traffic, in turn, is sensitive to the integrity of the data transmitted, but it
is insensitive to the time parameters. For mixed traffic, according to the results of the
analysis, sensitive is as probability of losses and packet delay.

A schedule of time delay dependence, probability of losses and jitter from the basic
parameters that are shown in Figs. 3, 4, 5, 6, 7 and 8.
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3 Conclusions

The obtained data provided on the graphs (Figs. 3, 4, 5, 6, 7 and 8) showed that the
most critical to changes in the parameters of the multiservice network is such a quality
indicator, as a delay time, that is, a slight change in the network parameters significantly
changes this quality indicator.

Depending on the sensitivity to temporary delays, the main types of services can be
divided into several groups [16]:

– Asynchronous services: The delay time is practically no limited. Example: Email.
– Synchronous services: Sensitive to delays, but allow them.
– Interactive services: delays can be recorded by end users, but they do not worsen the
functionality of applications. Example: a text editor that works with a remote file.

– Isochronous services: In case of delays exceeding the necessary threshold, the func-
tionality of the program is sharply reduced. Example: The transfer of voice when it
is exceeded by the threshold of delays in 100–150 ms. The quality of the reproduced
voice sharply deteriorates.

– Hypersensitive to delay services. The emergence of delays in providing services
reduces functionality to zero. Example: applications that control the technical object
in real time. When you delay the control signal, an accident may occur.

Based on the results of the analysis to assess the dynamics of changing the state of
the network, the response time, an integral part of which is the most sensitive quality
indicator - delay time [17].
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Network response time, according to ITU recommendations, is defined as a time
interval between the user’s request to any network service and receive a response to this
request [18].

– the network response time consists of several components:
– time for preparing requests on user terminal;
– time transfer of requests between the user and the server through network segments
and intermediate communication equipment;

– time processing requests on the server;
– time of transmission of answers from the server to the user and time of processing
received from the response server to the user terminal;

– the delay time is made at each stage of the request processing.

Knowledge of constituent response time allows you to evaluate the performance of
individual elements of the network, to identify bottlenecks and, if necessary, to upgrade
the network to increase its overall performance.

The value of the time quality indicators of the network (in particular, the response
time of the network, delay, jitter) depends on the type of service asks the user. As well as
from which user and to which the instance of the service is also drawn from the current
state of other elements of the network - the loading of the network elements through
which the request is passed, the server loads, and so on.

Consequently, to reduce operating costs and increase the efficiency of communi-
cation network management processes and their elements require new mechanisms for
providing high quality QoS service.

The solution of these problems represents an important scientific task, which deter-
mines the need for research related to the development of multiservice network man-
agement methods and an increase in the efficiency of management processes in real
management systems, including the minimization of the network response time. It is
also necessary to take into account that minimization of delay and response time by
minimizing temporary delays in homogeneous traffic networks is provided at the design
stage.
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Abstract. In this chapterwepropose intelligent detectionofDDoSattacks inSDN
networks based on log analysis. Due to SDN management and implementation of
the self-learning element, we propose to teach the SDN controller to detect attacks
using information about the state of the flow, the duration of the session and its
source, using information from logs and flow tables. To do this, it is necessary
to divide the total traffic flow into anomalous and normal. By identifying client
requests that are the result of DDoS-attack, one can create the appropriate rules for
their blocking.We propose to do this by determining themetrics of traffic behavior
using the Kulbak-Leibler approach to detect flow anomalies over the session time.
As a result of using machine learning, the SDN controller will block IP domains
from which DDoS attacks are just starting.

Keywords: DDoS attack · SDN · Log analysis ·Machine learning

1 Introduction

Increased data security from unauthorized access puts new demands on network infras-
tructure management. In the case of software management, this task becomes a priority.
However, further increasing or improving rules management or prioritization of traffic
flows, as a way of monitoring and managing network security systems do not satisfy
the demand of owners of network infrastructures. This requires a monitoring system for
each system that will analyze potential problems that may arise during the work, and
run protection system in the service or to notify administrators about possible threats.
These systems have a very short time to track changes that occur with the system – this
is various injection attacks or technical failures, in which the service ceases to function
normally. In addition, not only track, but also to predict in advance the possible dangers
due to possible implementation of Deep Learning in the core network infrastructure.

One of the effective means of tracking and preventing this type of problem is to
control the time of each session set by the user and analyze the logs as well as service
information. This type of analysis should be performed at the network core level by
logging all requests at the stage when the incoming packet passes the network firewall
and is redirected to the Black Hole.

Many investigations have been devoted to the analysis and monitoring of IT systems
and the availability of web services. Scientists HuQ., Tang, B., and Lin, D. [1] suggested
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that each event in the history of the log file is assigned its own weighting factor. It is
determined based on the ratio between the number of unique user requests during the
hour of its activity in the system, observed during n days. Thus, events were classified
into normal (when the weight was weighted average) and anomalies.

Max Landauer et al. [2] suggests detecting unnormal behavior based on grouping
of rows of logs by similarity to establish static cluster maps. The rows of logs are
divided into existing cluster maps created in the previous and subsequent time intervals.
The overlap metric is calculated, which determines the probability of transition from
cluster to cluster. This is based on the relationship between two neighboring clusters of
clusters (word “clusters” two times?) of cards that do not have common elements. At
each subsequent stage of the system, additional clustering is performed to create new
static maps.

Implementation of machine learning can solve problemsmonitoryng availability and
protect web services, particularly in the framework of the concept of program-controlled
data centers.

The authors of [3] focused their research on deep machine learning, which works on
the basis of the Restricted Boltzmann Machine (RBM) method. As a result, they intro-
duced a secure framework with SDN management and IDS structure. The studies were
performed on the basis of Tensorflow with KDD99 input set. The proposed algorithm
showed 94% accuracy. Another variant of IDS is presented in [4]. Researchers simulate
secured network by introducing identifiers of attacks types and parallel neural cross-
training context. Implementation of IDS on the basis of machine learning and software
control was carried out in [5, 6], in particular, the authors [6] proposed an alternative
scenario for the operation of intelligent transport SDN networks.

Lin andWang researchers proposed a mechanism for detecting and protecting DDoS
attacks [7]. Their research is based on a method that separates Openflow and sFlow
controls for anomaly detection. As a result the work and deployment of such protection
is a rather difficult task. A more accurate method of detecting attacks is proposed in
[8]. Yang et al. proposed a method which is based on the value of the entropy between
the flow information and the average value of the entropy of the flow. Even though
the information entropy is more accurate for detecting anomalies, it still needs to be
combinedwith other technologies in determining the threshold andmulti-elementweight
distribution. Said et al. [9] investigated that based on the analysis of the characteristics
of each TCP/UDP/ICMP protocols, the method of detecting abnormal traffic should
distinguish between the packet protocol, and using the ANN training algorithm to detect
DDoS attacks. However, this is quite difficult, as it is necessary to constantly analyze all
packet headers.

On the other hand the use of statistical approaches to anomaly detection, are not out.
The authors of paper [10] for detect DDoS-attacks suggest using the SOM algorithm,
which works by extracting flow statistics in a certain time interval. But, the disadvantage
of this method is that the behavior of the attack is not timely and inaccurate. In [12] the
authors proposed the mechanism for detecting DDoS attacks based on the analysis of
anomalous characteristics of the source IP address and destination IP address. However,
the method does not take into account and does not adjust a certain threshold of IP
address anomaly values.
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Underlying reviewed scientific papers are mainly statistical learning methods of
protection. In addition, some of them require additional analysis of network traffic. In
this chapter, we would like to present the system concept that allows to detect and
predict DDoS attacks through the introduction of Deep learning, SDN management and
log analysis.

2 Concept of Intelligent Detection of DDoS Attacks in SDN
Networks Using Machine Learning

2.1 General Concept

Today, it is difficult to imagine a system that works with web applications without
software control. Transmission, management and collection of statistical information
is carried out by the SDN controller. It searches for records in group flow tables from
one or/more interfaces or applications. When it comes to applications, the controller
redirects request flows to the required application. In this case, the controller will be
responsible for the security of these applications.

Web applications are most vulnerable to DDoS attacks. Failure of certain parts of
a web application can lead to loss of system performance and loss of confidential user
information. Today there is no universal tool to counteract DDOS-attacks. To counter
distributed denial-of-service attacks, there are two main tasks to be followed:

1. DDOS attack should be detected as soon as possible.
2. The overall traffic flow should be identified as normal and abnormal. By knowing

which of the client requests are the result of an attack, we can create appropriate
rules to block them.

To detect DDoS attacks as soon as possible, we suggest using machine learning: to
teach the SDN controller to detect attacks using information about the state of the flow,
the duration of the session and its origin. We propose to obtain this information on the
basis of log analysis and data from the controller’s flow table.

To solve the problem of identifying normal and anomalous traffic, we propose to
determine the metrics of traffic behavior using the Kulbak - Leibler approach to detect
flow anomalies over the duration of the session. The basis of the proposed concept is
shown in Fig. 1.



Intelligent Detection of DDoS Attacks in SDN Networks 213

Southbound 
Interface

       Control Plane

Data plane

Application plane

SDN controller

Machine 
Learning 

Log analysis 
subsystem

Nothbound 
Interface

Fig. 1. The proposed concept of SDN architecture with DDoS attacks detection

2.2 The Principle of Log Analysis

Most security systems operate at the network core. Some incoming requests are redi-
rected to the Black Hole. The only possible way to increase the effectiveness of system
protection is to log all requests in the firewall. By splitting the log file, you can find out
all the necessary information. Therefore, the developed system analyzer will operate
after the firewall.

Continuous reading from the file will be quite costly in terms of resources. That is
why we create a database and transfer to it all log files. This will increase the efficiency
of search and filtering logs. Themost ideal option for this is to use a so-called in-memory
database, as it holds the data being analyzed in RAM. This allows to quickly perform
recording and search operations.

Figure 2 shows the algorithm for writing/reading the log to the database. For some
simplification and study sample was taken on the log form, that:

[��yyyy�/�MM �/�dd � : �HH � : �mm� : �ss�]__ipaffress__ID port. (1)

This log records the main parameters: date and time of connection, IP address of the
client and port number (socket), the amount of time the client spent connected to the
server (in seconds). To recognize DoS-attacks we offer an algorithm that can identify
the attacker among others clients (Fig. 3).

Log analysis subsystemanalyzes all requests toweb services during the last 24 h from
the moment when suspicious request was identified. We separate the IP address from
which the largest number of requests have been sent in the last 24 h. To check whether
the sequence ofrequests is typical and does not differ from the number of requests of
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Fig. 2. Simplified steps for transferring logs to the database

other users, we determine the average value of the number of requests from all other
users, except the maximum number of requests. Let M23 denote an average number of
requests from all other users. After that, we will compare whether the maximum number
of requests will be greater than the average. To do this, we introduce a correction factor
that will be equal to 10. This will cut off bursts of traffic during peak hours from real
DoS attacks. Another important parameter for us is the time of this session.

Start

Search all traffic to  web 
service within 24 hours of 

search

Sort the list by IP address

Find the maximum 
number of requests for 

the same IP address
(Kmax)

Kmax>Kaverage*n?

Finding the average 
number of requests  to 

other IP (Kaverage)

Return comparison result

End

+

-

Fig. 3. Traffic analysis algorithm of the DDoS attack [13]

Let’s define {Taccess} as the time to access the web server from multiple IP addresses
{P}. Based on this information, we will train the system. To do this, we determine the
relative entropy of Kulbak-Labler. We will compare the time of the session with the time
to access the web server from specific IP addresses, which were sorted as a result of the
algorithmpresented in Fig. 3. To determine theKullback-Leibler (KL) divergence,which
is a measure of how much one probability distribution differs from another reference
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probability distribution, we calculate the information entropy of both distributions and
find their difference. In our case it is determined based on the expressions 2 and 3.

KL(Taver||Taccess last hour) =
∑

Taver(P)log
Taver(P)

Taccess last hour(P)
, (2)

H (Taver) = logTaver(P)− KL. (3)

The calculation results are recorded in a database.
The machine learning algorithm “Decision Tree” was chosen for the analysis of logs

because of its simplicity, reliability, and relevance. In this case, clients should be classified
into categories as follows: if the value of the information entropy of both distributions
and their difference is quite large then the attacker is detected and the controller creates
a rule that blocks the corresponding IP address and port. If it is not possible to determine
whether there is an attack or not, there is a comparison of time to access the service for
the last seven days. The accumulation of KL values in the ML database will allow to
detect anomalies in the receipt of request flows, based on the analysis of time to access
the service and prescribe the rules of the controller. As a result of using such training and
constant monitoring of sessions, the SDN controller will block IP domains from which
DDoS attacks are just beginning.

The general scheme of this algorithm is shown in Fig. 4.

Fig. 4. The algorithm that recognizes the DDoS attack

3 Implementation of Protection from DDoS Attacks Based
on Analysis of the Service Information

3.1 Web Applications Security Monitoring Using Log Analysis Subsystem

For investigation of efficiency of the developed system for detecting DDoS attacks
we performed simulation using Java and Python programming languages. The socket
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module of the Python programming language is used to establish a connection between
clients and the server. This module provides a user-friendly and consistent interface for
API Berkeley sockets. Log data from the file generates data according to the normal
distribution law. Before starting the web server, random data is generated and written
to a log file. Data in file is not consistent over time, so they are further sorted before
recording to the database.

For correct work 150 000 entries are written into the event Logs.txt file. For them,
the IP address and time are generated according to the Gaussian distribution law and in
case of error it is recorded. The contents of the log file will appear as shown in Fig. 5.

Fig. 5. An example of the records of logs generated in a file

After starting the server, a non-blocking “incoming server” socket is created on a
predefined port. The data of this socket is written to the INPUTS and OUTPUTS lists.
From there, they arewritten to the ReadList andWriteList lists using the select module of
the socket library. In the infinite loop the polling of events and processing of the results of
events is happening. In this step, information about the new connection from the client is
written to the lists. A special function parses the data coming to the main descriptor lists
INPUTS and OUTPUTS, and writes the ports to special lists for ports, the InputPorts
and OutputPorts. After that, the program begins to process the request from the client,
identifieswhich client has connected and which file the client needs, adds client data to
the OUTPUTS and OutputPorts list, generates a message for the client, records the time
when it was generated and sends it to the client. This time will be considered as the
connection time and logged along with the IP, port number and customer ID. After these
procedures, the client can initiate repeated requests to retrieve other files, or disconnect.
If the client re-initiates the request, the steps are repeated. If the client is disconnected,
the server records the disconnection time and calculates the total amount of time of this
connection, and writes it to the log. As a next step all client data is deleted from all lists
(Fig. 6).
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Fig. 6. An example of the clear lists and record time

To simplify the task, the MAC address was not taken into account. In order to
distinguish a regular client from an attacker, the number of files that the client received
was entered as an additional feature.

Logback was selected as the analyzer for logging messages. This wrapper allows to
configure different options for recording logs in different directions. In this case, the file
entry can be configured to split logs into different files. If the log is out of date, it will be
automatically overwritten. Logging can be divided into 2 stages: load test day compared
to the average level of the test and the number of requests in the current hour and an
average of 7 days. It will trace the attack, which lasted more than an hour to keep under
attack as a web server for a long time - costly process. Figure 7 shows the result of how
the system is tested for attack using the proposed method. As shown in the figure at the
moment there is no attack.

Fig. 7. Logging for DDoS attack

To verify the work, we will change the data in the database that will allow to under-
stand if analyzer operates correctly. We will conduct 2 simulations. The first simulation
will be responsible for checking the presence of the attack in the current hour, when
checking with requests for one day. The second test will correspond to the situation
when the first test gave a negative result. After that, we check whether the attack lasts a
long time.

The result of the first check is presented in Fig. 8. With 260 requests for the current
hour and an average of 25 requests, our web server is attacked. The logic of the analyzer
took requests from the database and counting them gave the answer that the attack is
happening.
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Fig. 8. The first step of the attack test

The result of the second test is shown in Fig. 9. In this case, the data for the current
hour and the average value of requests for the week were taken into account. The results
show that the average number of requests for the current day is not very different from
the maximum, which allows you to pass the test with a negative result for the current
day and go to the test for the week.

Fig. 9. The second step of the attack test

3.2 Attack Detection Using Kulbak-Leibler Approach

We simulated the determination of the divergence between different session time using
the Kulbak-Leibler approach. For this purpose we used the Python programming lan-
guage and math library. Figure 10 shows the probability of events (note as P and Q)
depending on session duration.

Fig. 10. Probability of events P (a) and Q (b) depending on session duration

We calculated the average value of the probability of each event and the divergence
between them using the Kulbak-Leibler algorithm (Table 1).

In another experiment the probability of two events is almost the same for each
session time (Fig. 10).

When we calculated the average value and the divergence between P and Q, we can
see that the divergence has decreased (Table 2) (Fig. 11).

The obtained results confirm the effectiveness of using the proposed approach to
differentiate between normal client requests and DDoS-attacks.
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Table 1. Value and divergence between P and Q using the Kulbak-Leibler algorithm

P = 1.200 Q = 0.610

KL(P || Q): 4.490 bits

KL(Q || P): 0.539 bits

Fig. 11. Probability of events P (a) and Q (b) depending on time duration provided a similar
probability

Table 2. Value and divergence between P and Q provided a similar probability

P = 1.400 Q = 1.350

KL(P || Q): 0.110 bits

KL(Q || P): −0.036 bits

3.3 Machine Learning and Attack Detection

As noted above, all information received is sent to the database for machine learning
where algorithm is taught based on “Decision tree”. A separate edited dataset was created
for the training sample,which is located in theLog-learn.txt file. Themodel is constructed
using DecisionTreeClassifier function of the sklearn library (Fig. 12).

In this dataset, the key column, with yes and no, indicates whether the client is
attacker or not.

After building the model, test predictions were made to assess its quality. The first
two predictions from the dataset (4 files and 13 s of time and 1 file and 57 s of time)
are correct. The following tested data that are not in the dataset (1.60; 1.65; 1.70). All
of them are characteristics of malicious clients and all of them were correctly identified
by the program.

Because the log analysis has been successfully tested and proven to be effective, it
can be used to detectmalicious customers. The program parses the log and substitutes the
data obtained from each connection into the model, which checks whether the client is
malicious or not. If the client is a snapshot, its ID is stored in the Check.txt file (Fig. 13).

To test the effectiveness of the proposed solutions, we will attack the appropriate
web service. The results obtained are presented in Fig. 14 which shows that the traffic
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Files Time Key
4 13 no 0 4 13 0 no
4 12 no 1 4 12 1 no
4 60 no 2 4 60 2 no
4 16 no 3 4 16 3 no
1 57 yes 4 1 57 4 yes
1 70 yes 5 1 70 5 yes
1 12 no 6 1 12 6 no
1 22 no 7 1 22 7 no
1 61 yes 8 1 61 8 yes
1 73 yes 9 1 73 9 yes
4 12 no 10 4 12 10 no
1 60 yes 11 1 60 11 yes
4 16 no 12 4 16 12 no
1 47 no 13 1 47 13 no
1 70 yes 14 1 70 14 yes
1 12 no 15 1 12 15 no
1 82 yes 16 1 82 16 yes
1 61 yes 17 1 61 17 yes

Fig. 12. Training dataset and result of attack detection

Fig. 13. The analysis of the log and identify malicious clients.

analyzer, which works on the basis of our proposed algorithm, tracked the moment when
the DDoS attack occurred.

Each time a client connects to the server, the server checks the client ID with the
malicious client IDs stored in the Check.txt file. If they match, the controller blocks the
client connection (Fig. 15).
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Fig. 15. Blocking by the controller of the malicious client

4 Conclusion

In this chapter we continue to explore the availability of web services in software-
defined networking and detecting/predicting DDoS attacks based on log analysis. Due
to SDN management and implementation of the self-learning element, we propose to
teach the SDN controller to detect attacks using information about the state of the flow,
the duration of the session and its source, using information from logs and flow tables.
To do this, it is necessary to divide the total traffic flow into anomalous and normal.
Understanding which client requests are the result of DDOS attack, we can create the
appropriate rules for their blocking. We propose to do this by determining the metrics
of traffic behavior using the Kulbak-Leibler approach to detect flow anomalies over
the session time. In our case, we will compare the average session time with time to
access the server from specific IP addresses. The obtained values will be recorded in
the Machine Learning database. If the result of the comparison did not bring results, the
duration of access to the service during the last seven days is compared. Similarly, the
value of KL is determined and written to the ML database. KL accumulation values in
a ML will identify anomalies in the flow admission requests by analyzing the length of
service and access to prescribed rules of controller.
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Abstract. The chapter considers the approach to providing QoS in hypercon-
verged networks with traffic anomalies. Analytical dependences for calculation of
statistical characteristics of traffic on its samples are offered. It is proved that all
considered statistical characteristics are unambiguously determined by means of
only three parameters: fractal exponent; the intensity of the traffic flow process;
fractal setup. A mathematical model of anomalous traffic is proposed. The model
is adequate to real traffic and takes into account the fractal nature of the anomaly.
The model uses the properties of scale invariance. Packet losses will be compen-
sated by an increase in message transmission time, which leads to the formation of
long statistically temporary dependencies. In the obtained model, the influence of
losses and the cause of extended dependences are formally taken into account by
introducing the fractional integration operation. Themodel of anomalous traffic of
a hyperconvergent systemwas used to construct a short-term forecast. The forecast
is received by the system hypervisor and used to quickly reallocate resources. As a
result, QoS performance improves. The provision of QoS in the hyperconvergent
network of the Cisco HyperFlex HX220c M4 Node system in the event of traffic
anomalies using the proposed approach has been shown experimentally.

Keywords: Hyperconverged stratification · Anomaly · Fractal traffic · Hurst
parameter

1 Introduction

1.1 Motivation

Currently, the popularity of hyperconvergent platforms is growing rapidly [1, 2]. Such a
platform involves combining memory, computing, software and network resources into
a single cluster. [1]. The cluster is managed by a hypervisor [2]. The advantages of a
hyperconvergent infrastructure are:
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1) simplification of the management infrastructure, it allows to optimize day-to-day
maintenance;

2) large-scale storage capacity, this makes it easier and faster to add additional
gigabytes;

3) fast preparation and resource allocation;
4) faster response of information technology;
5) simplified cloud migration makes it easier to implement private or hybrid clouds;
6) enhanced control provides simultaneous control of multiple functions and devices.

However, with all the advantages, hyperconverged platforms have a number of com-
mon disadvantages. They make them much more difficult to use in practice. The main
disadvantage is the decrease in QoS values due to centralized management. Therefore,
in case of traffic anomalies, the probability of QoS provision decreases, sometimes
significantly.

One of the approaches to solving this problem is the operational redistribution of
system resources. The basis for redistribution can be a forecast of traffic behavior based
on its reports, which are carried out in real time.

1.2 Analysis of Related Works

Many scientific works were devoted to the study of the issues of fulfilling the QoS
requirements [3–17]. They considered different approaches. So, works [3–5] suggest
optimal resource allocation. In works [6, 7] information flows are redistributed. In work
[8] autonomous clusters are considered. In work [9] mobile components of computer
systems are considered. A number of works are focused on using the results of short-
term traffic forecasting [10–17]. But in all the studies reviewed, the features of abnormal
traffic in the hyperconverged network are not taken into account.

1.3 Goals and Structure

The goal of this chapter is to develop an approach to ensuring QoS in hyperconverged
networks in case of traffic anomalies. The method should be based on a model that
describes traffic anomalies in the hyperconverged network. Based on the simulation
results, the network hypervisor must perform an operational reallocation of resources.

In the second section, analytical dependencies are proposed for calculating the sta-
tistical characteristics of traffic based on its counts. Section 3 defines the boundaries of
changes in the main parameters in case of traffic anomalies of the hyperconverged net-
work. In the 4th section, a mathematical model of abnormal traffic is proposed. Section 5
analyzes the results of the experiment on the HyperFlex HX220c M4 Node network.

2 Statistical Characteristics of Hyperconverged Network Traffic

Investigation of the statistical characteristics of traffic in a hyperconverged network
should be carried out using a point model processes [2]. When describing traffic as a
point process, such statistical characteristics can be used as the intensity of the point
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process of packet transmission, moment function of the second order; spectral density;
correlation function of the number of samples; normalized variance of the number of
samples; variance of the number of samples; correlation coefficient and others.

Traffic f (x) consider as a sampling function x. If the traffic is fractal in nature, then
it has the property of scale invariance:

f (ax) = g(a) f (x), (1)

where a is the scale parameter; g(a) is the scaling function.
To identify themodel of such traffic, consider a stationary random point process {ξk},

in which the intervals between events are independent random variables. To describe
them, an indicator variable is introduced R. The distribution function of such a process
is discrete. The moments of its change are random values:

Nτ =
∑

j∈Pτ

e(t − τj), (2)

where τj is the moment of arrival j-th package; Pτ are sets of packages that have arrived
over time τ; e(t − τj) is the boolean function, which is equal to one only for t ≥ τj.

The information flows of a hyperconverged system are controlled by its hypervisor.
Let us describe these flows using the characteristic θ(V ,T ) and correcting L(u,T ) func-
tionals [15]. The characteristic functional is a generalization of the Fourier transform
of the probability densities {ξ(ti), i = 1, 2, ...n} with an increase in the number of its
counts, when n → ∞ [15]:

θ(V ,T ) = M

⎡

⎣exp

⎛

⎝j
T∫

0

V (t)ξ(t)dt

⎞

⎠

⎤

⎦, (3)

where M{·} is the mathematical expectation; V (t) is the helper function.
Moment mn(·) and correlation kn(·) functions or density functions and order density

correlations n are used to describe the local characteristics of point processes. There are
such algebraic dependencies between them [15]:

m1(t) = k1(t);
m2(t1, t2) = k2(t1, t2) + k1(t1) · k1(t2); ... ; (4)

k1(t) = m1(t);
k2(t1, t2) = m2(t1, t2) − k1(t1) · k1(t2); ... .

(5)

Function systems mn(·) and kn(·) is statistically orthogonal. With their help, you
can easily obtain the numerical characteristics of random processes. So the function
k2(t1, t1) = D is the variance and k1(t) – the intensity of the renewal flow.

The correcting functionality can be calculated as [12]

L(u,T ) = M

[
n∏

i=1

(1 + u(ti))

]
, (6)
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where u(ti) is the auxiliary function calculated at the points of occurrence of events ti.
This allows to get the decomposition of traffic according to the system of basic functions
fn(·) and gn(·) for which

f1(t) = g1(t);
f2(t1, t2) = g2(t1, t2) + g1(t1) · g1(t2); ... ; (7)

g1(t) = f1(t);
g2(t1, t2) = f2(t1, t2) − f1(t1) · f1(t2); ... ,

(8)

These functions are density functions and order density correlations n respectively.
So, the function f1(t) is the average rate of a point process. If there are statistical rela-
tionships between the moments of occurrence of events, then the second-order density
correlation function is used to describe them f2(t1, t2). These functions characterize the
joint probability of the appearance of points near the moments t1 and t2. Functions f1(t1)
and f2(t2) characterize the probabilities of independent events. This helps to study the
properties of random traffic rates. It should also be borne inmind that the implementation
of a random intensity is a stream of delta-pulses as a result of differentiation of a random
point process Nτ, i.e.

ξ(t) = dNτ

dt
=
∑

i

δ(t − ti), (9)

where ti is the coordinate of the appearance of the point (packet and) on the time axis;
δ(·) is Dirac delta-function.

Using the filtering properties of the delta function, one can obtain a relation between
the characteristic θ(V ,T ) and corrective L(u,T ) functionals:

θ(V ,T ) = L(u,T ) · ejV (t)−1. (10)

Let us write down the function series for these functionals:

θ(V ,T ) = exp

⎛

⎝
∞∑

n=1

jn

n!
T∫

0

...

T∫

0

kn(t1, ...tn)
n∏

r=1

V (tr)dt1...dtn

⎞

⎠; (11)

L(u,T ) = exp

⎛

⎝
∞∑

n=1

1

n!
T∫

0

...

T∫

0

gn(t1, ...tn)
n∏

r=1

u(tr)dt1...dtn

⎞

⎠. (12)

We obtain the relations connecting the characteristics of the flows:

k1(t) = g1(t);
k2(t1, t2) = g1(t1)δ(t1 − t2) + g2(t1, t2);

k3(t1, t2, t3) = g1(t1)δ(t1 − t2)δ(t1 − t3) + g2(t1, t3)δ(t1 − t2)+
+g2(t2, t3)δ(t2 − t1) + g2(t1, t2)δ(t1 − t3) + g3(t1, t2, t3); . . . .

(13)

The identification of such a traffic model will be carried out taking into account (9).
Consider only second-order statistics, despite the fact that they do not depend on the
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current time. Their values are determined by the variable τ = t2 − t1, therefore with (13)
the following ratios occur:

k1 = g1 = f1 = const; k2(τ) = λδ(τ) + g2(τ), (14)

where λ is the intensity of point process.
It is known that

f (t2| t1 ) = f (t2 − t1) = f (τ)f (t2| t1 ) = f (t2 − t1) = f (τ), (15)

then g2(τ) = f2(t1, t2) − f 21 = λ(f ( t2|t1) − λ) = λ(f (τ) − λ). (16)

This function f (τ) can be determined from the integral recovery equation:

f (τ) = ψ(τ) +
t∫

0

ψ(τ − t)f (t)dt, (17)

where ψ(τ) is the probability density of time intervals between points.
Applying to the Eq. (14) Fourier transform, we obtain the expression for the spectral

density of the centered component of the random intensity:

S(ω) =
∞∫

−∞
k2(τ) exp(−jωτ) dτ = λ +

∞∫

−∞
g2(τ) exp(−jωτ) dτ = λ + S1(ω). (18)

Let’s write an expression for a correlation function GN (τ):

GN (τ) = m2(τ) = k2(t1, t2) + k1(t1) + k2(t2).

Taking into account (14), we obtain

GN (τ) = k2(τ) + k21 = k2(τ) + λ2 = λδ(τ) + g2(τ) + λ2 = λδ(τ) + R1(τ), (19)

where R1(τ) = g2(τ) + λ2 is the modulating component of the moment function;
τ = t2 − t1 is the correlation interval of events.

For fractal processes, the second-order correlation function has the form:

g2(τ) = λ2(τ
/
τ0
)α−1

, (20)

where τ0 = k λ·�(1−α/2)
�(α/2)�(1−α)

; �(·) is a gamma function; k is the normalizing factor, frac-
tional exponent α < 1 is the fractal exponent linearly related to Hurst exponent H corre-
lationH = α+1

2 . Other sampling statistics are used to determine the many characteristics
of the scale invariance properties. For example, the Fano factor:

F(T ) = D(T )

λT
.
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From expressions (17) and (19) [12]:

F(T ) = D(T )(λT )−1 = 2(λT )−1

T∫

0

(T − τ)k2(τ)dτ =

= 2(λT )−1

⎛

⎝
T∫

0

(T − τ)λδ(τ)dτ+ λ2

τα−1
0

T∫

0

(T − τ)τα−1dτ

⎞

⎠.

(21)

The first integral in the right part of the expression (21) based on the filtering prop-
erties of the delta function is equal to λT

/
2. After calculating the second integral, we

obtain the value λ2Tα−1
/(

α(1 + α)τα−1
0

)
. Then the expression for the Fano factor:

F(T ) = 1 + (T/T0)α; Tα
0 = 1

2α(1 + α)
/(

λτ1−α
0

)
, (22)

where T0 is the fractal time.
Similarly, we can obtain an expression for the correlation function of the number of

samples C(k;T ) when k ≥ 1 (τ1 = −τ):

C(k;T ) =
T∫

−T

(t − |τ|) k2(kT − τ)dτ = C(k;T ) =

= λ

T∫

0

(T − τ1)δ(kT − τ1)dτ1 + λ

T∫

0

(T − τ1)δ(kT + τ1)dτ1 + λ2

τα−1
0

T∫

0

(T − τ)(kT − τ)α−1dτ+

+ λ2

τα−1
0

T∫

0

(T − τ1)(kT + τ1)
α−1dτ1 = J1 + J2 + J3 + J4,

(23)

where τ1 = −τ; J1 + J2 = 0 (considering the filtering properties of the delta-function),
and integrals J3 and J4 are equal:

J3 = λ2

τα−1
0

T∫

0

(T − τ)(kT − τ)α−1dτ =

= λ2Tα+1

τα−1
0

((
1

α
kα − (k − 1)α

)
+ 1

α
(k − 1)α

)
+ 1

α(1 + α)

(
(k − 1)α − kα+1

)
,

J4 = λ2

τα−1
0

T∫

0

(T − τ1)(kT + τ1)
α−1dτ1 =

= λ2Tα+1

τα−1
0

((
1

α
(k + 1)α − kα

)
− 1

α
(k + 1)α + 1

α(1 + α)

(
(k + 1)α+1 − kα+1

))
,

i.e C(k;T ) = J3 + J4 = 1
2λT
(

T
T0

)α(
(k + 1)α+1 − 2kα+1 + (k − 1)α+1

)
. (24)
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In accordance with (19) the spectral density of the studied traffic is equal to

SN (ω) =
∞∫

−∞
GN (τ) exp{−jωτ}dτ = 2πλ2δ(ω) + λ

(
ω
/
ω0
)−α + λ, (25)

where ωα
0 = 2λ cos

(
πα
2

)
�(α) · τ1−α

0 ; �(·) is a gamma function, or

SN (ω) = S1(ω) + λ, (26)

where S1(ω) =
∞∫

−∞
R1(τ) exp{−jωτ}dτ = 2πλ2δ(ω) + (ω/ω0

)−α is spectral

density of the modulating signal. We’ll pretend (25) how

SN (ω) = 2πλ2δ(ω) + S(ω),

where S(ω) is spectral density of the centered component of the random intensity of the
point process. Can be calculated:

Tα
0 = 1

2
α(1+α)

λτ1−α
0

; ωα
0 = 2λ cos

(
πλ
2

)
�(α) · τ1−α

0 ,

and also their connecting ratio

ωα
0T

α
0 = cos

(
πλ
/
2
)
�(α + 2).

Calculate the traffic correlation function estimate:

r(k;T ) = C(k;T )

D(T )
= Tα

(
(k + 1)α+1 − 2kα+1 + (k − 1)α+1

)/(
2
(
Tα + Tα

0

))
.

(27)

When k >> 1 we can write the following approximate equalities:

(k + 1)α+1 ≈ kα+1 + (α + 1)kα + 1

2
α(α + 1)kα−1; (28)

(k − 1)α+1 ≈ kα+1 − (α + 1)kα + 1

2
α(α + 1)kα−1, (29)

Therefore, we can write the following asymptotic equality:

r(k;T ) ∼ (α(α + 1)
/(

2
(
1 + (T0/T )α

)))
kα−1 . (30)

Stepwise character r(k;T ) indicates the fractal nature of the correlation dependence.
Weighted average traffic counts have a similar property:

x(m) = {x(m)
k : k = 0, 1, ... n, ...} = x(m) = {x(m)

k : k = 0, 1, ... n, ...} =

=
{
x1 + ... + xm

m
, ...,

xkm+1 + ... + x(k+1)m

m

}
= 1

m

(k+1)m∑

i=km+1

xi,
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where m and k are the aggregation and offset parameters respectively. For such an
aggregated process, second-order statistics are:

G(m)(k;T ) = m−2

mT∫

−mT

(mT − |τ|)
(
G(kTm − τ) − λ2

)
dτ =

= m−2c(k,mT ); Dm(T ) = m−2C(0,mT );
r(m)(k;T ) =

(
1

/(
2

(
1 +
(
T0
mT

)α)))
×
(
(k + 1)α+1 − 2kα+1 + (k − 1)α+1

)
.

(31)

When m → ∞ correlation coefficient r(m)(k;T ) no longer depends on the
aggregation method and therefore retains its structure.

The correlation coefficient is independent of the scaled parameterm and has the form
of a power dependence

r(m)(k;T ) ∼ 1
2

(
(k + 1)α+1 − 2kα+1 + (k − 1)α+1

)
. (32)

At big m the following asymptotic expression for the variance is valid:

D(m)(T ) = λmT
m2

(+1(mT
/
T0)α
) =(

m−1 + (T
/
T0)αmα−1

) ∼ λT
(
T
/
T0
)α
mα−1 . (33)

All the statistical characteristics considered above are uniquely determined using
only three parameters:

– α is the fractal exponent;
– λ is the intensity of the traffic process;
– T0 is the fractal setting time.

Therefore, the identification of these parameters is sufficient for building a traffic
model of a hyperconverged system. To prepare for traffic modeling, it is necessary
to determine the boundaries of changes in its frequency and spatial properties when
anomalies occur.

3 Defining the Limits of cChanges in Traffic Properties

Consider space L2(R). This is a function space z(t), which are defined on the entire valid
axis R(−∞,∞) and have a finite square norm.

‖z(t)‖ =
∞∫

−∞
|z(t)|2dt < ∞. (34)

Let us construct an orthogonal wavelet basis in it

L2(R) = V0 ⊕
{ ∞⊕
j=−0

Wj

}
, (35)
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where Wj is the orthogonal spaces; V0 is the subspace, which is a normal circuit
L2(R) shifts of the scaling function ψ(x):

V0 = [ψ0n(t) = ψ(t − n)]n∈Z =
{
∑

n∈Z
C0nψ0n

∣∣∣∣∣
∑

n∈Z
|C0n|2 < ∞

}
; (36)

This wavelet basis consists of integer shifts {ψ0n}n∈Z and bursts {φjn}j∈Z,n∈Z,j≥0.
Hyperconverged network traffic is a function of L2(R). Any function with L2(R) can be
expanded in a series in this wavelet basis:

z(t) =
∑

j∈Z

∑

n∈Z
Wjnφjn(t) = U0 +

∞∑

j=0

∑

n∈Z
Wjnφjn(t), (37)

where U0 = ∑
n∈Z

U0nψ0n(t) is the function from the subspace of functions of unit

scale; coefficients U0n is a decomposition of traffic with a resolution of the rule “one
point on 2n points of the analyzed traffic». After renormalization of the time argument
(t ∈ [0, 1]) we have

z(t) = U0 +
∞∑

j=0

∑

n∈Z
Wjnϕjn(t). (38)

After a large-scale transformation of the basis, the norm ϕ(2jt) will be equal to

∥∥∥ϕ(2jt)
∥∥∥
2

=

√√√√√
∞∫

−∞
ϕ(2jt) · ϕ(2jt)dt =

√√√√√
∞∫

−∞
2−j · ϕ2(2jt)d(2jt) = 2−j/2‖ϕ(t)‖2.

(39)

Taking into account that the displacement does not change the value of the function
norm, we obtain:

∥∥∥ϕ(2jt − k)
∥∥∥
2

= 2−j/2‖ϕ(t)‖2. (40)

So if ϕ(t) ∈ L2(R) has a unit norm, then all functions
{
ϕjk
}
of the form:

ϕjk(t) = 2j/2ϕ
(
2jt − k

)
, j, k ∈ Z (41)

characterized by the fact that
∥∥ϕjk
∥∥
2 = ‖ϕ‖2 = 1.

Moreover, if the functions
{
ϕjk
}
form an orthogonal basis of the functional space

L2(R), then each function f (t) ∈ L2(R) can be represented as a series

f (t) =
+∞∑

j,k=−∞
Wjkϕjk(t). (42)
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Haar function ϕH (t) meets all of the above requirements,

ϕH
jk (t) = ϕH

(
2jt − k

)
, j, k ∈ Z . (43)

Then any two functions ϕH
jk and ϕH

�m form a basis in L2(R).

Note that the series (37) for any values t is positive if the condition
∣∣Wjk
∣∣ ≤ Ujk

[12]. To simplify the calculation of values Wjk it is possible to determine the adjacent
expansion coefficients by the formulas:

U(j+1)(2k) = (1 + ajk
) · 2−1/2Ujk; U(j+1)(2k+1) = (1 − ajk

) · 2−1/2Ujk .

In this case, the simulated traffic counts are calculated as

z(n)(k) = 2−n/2 · Unk , k = 0, 2n − 1,

and the value n defines the highest accuracy or the smallest scale of representation
of the simulated traffic.

Let’s start the calculation from the coefficientU00. Then, proceeding from the binary
structure of the coefficient tree, we determine

Uj,kj = 2−j/2U00

j−1∏

i=0

(
1 + (−1)k

′
j aikj

)
, (44)

where kj =
j−1∑
i=0

k ′
i2

j−1−i. (45)

Setting the value k ′
i , where i = 0, j, can be determine the value ki and all coefficients

of the corresponding binary tree from U00 to Uj,kj . We get such equality:

x(n)(k) = 2−nU00

n−1∏

i=0

(
1 + (−1)k

′
i aiki

)
= 2−nU00

n−1∏

j=0

(
1 + (−1)k

′
i a(j)

)
, (46)

where a(j) is the random variable whose distribution corresponds to the generated
model.

Note that the moments of order q for adjacent zoom levels (j−1) and j algebraically
related

M
[
Uq
j−1,k

]
= M

[
Uq
j,k

]
· 2q/2M [(1 − a(j−1)

)q]−1
. (47)

This makes it possible to use the properties of statistical moments at various
aggregation intervals to form a traffic model.

An approach to the study of traffic is considered that makes it possible to quickly
determine the boundaries of changes in the scale and frequency properties of the process
under consideration.
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4 Mathematical Model of Abnormal Traffic in a Hyperconverged
Network

To build a model, we introduce the distribution density function f (t), It is time of the
packet transition from the node with the coordinate η to the node η + 1 for the time t.
Abnormal traffic is fractal in nature, therefore

f (t) = θ · (1 + θ)−(θ+1), 0 < θ < 1, f (t) > 0;
∞∫

0
f (t) dt = 1. (48)

Introduce the function F(τ), characterizing the probability that the packet will not
make the transition to the next node before the moment of time τ, i. e

F(τ) = 1 −
∞∫

0

f (t) dt = (1 + τ)−θ, (49)

where τ is the time of packet stay in the node of the virtual connection with coordinate
η. Let’s calculate the most probable number of packets in a node η in time t:

�(η, t) =
t∫

0

�(η − 1; t − τ) · f (τ) dτ + �0(η)F(t), (50)

where �0(η) is the number of packets in the node η before packets arrive from the host

(η − 1), and the difference �L = �(η, t) −
t∫

0
�(η; t − τ) · f (τ) dτ.

Then, taking into account (50)

�L =
t∫

0

(�(η − 1; t − τ) − �(η; t − τ)) f (τ) dτ + �0(η) · F(t). (51)

Decompose �(η − 1 ; t − τ) in Taylor’s row:

�(η − 1; t − τ) = �(η; t − τ) + ∂�(η; t − τ)

∂η
· ((η − 1) − η)+

+R2(η) = �(η; t − τ) − ∂�(η; t − τ)

∂η
+ O
(
η2
)

.

Neglect of order terms O(η2) we get

δL = �(η, t) −
t∫

0

�(η; t − τ) · f (τ) dτ = −
t∫

0

∂�(η; t − τ)

∂η
· f (τ) dτ + �0(η) · F(t) .

(52)
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We apply to the obtained equation of the Laplace transform in time [15]. With
considering (48) we get:

L

⎛

⎝
t∫

0

∂�(η; t − τ)

∂η
· f (τ) dτ + �0(η) · F(t)

⎞

⎠ =

= ∂�p(η; p)
∂η

∞∫

0

exp(−pτ) · f (τ) dτ = ∂�p(η; p)
∂η

∞∫

0

exp(−pτ) · θ · (1 + τ)−(θ+1)dτ,

(53)

where p Ta �p(η; p) are the parameter and Laplace transform of a function �(η; t).
To calculate the integral on the right side (53) let’s make the change of variables

y = τ + 1. After replacing obtain:

θ

∞∫

0

exp(−p(y − 1))y−(θ+1)dy = θ · exp(p)
∞∫

0

exp(−py) · y−(θ+1)dτ . (54)

If py t , that is dy = dt/p, then from (54) after transformations we obtain

θ · exp(p)
∞∫

0

exp(−py)θ · y−(θ+1)dτ = 1 − ep · pθ

∞∫

p

exp(−t) · t−θdt.

Using the expression for the incomplete gamma function [15]

�(a; η) = �(a) − g(a; η) =
∞∫

η

exp(−t) · ta−1dt,

where �(a) is the Euler’s gamma function, we obtain

p(a; η) = �−1(a)

η∫

0

exp(−t) · ta−1dt

Next, we write down the right side (53)

∂�p(η; p)∞
∂η

∞∫

0

exp(−pτ) · θ · (1 + τ)−(θ+1)dτ = ∂�p(η; p)
∂η

(
1 − p · Fp(p)

)
,

where �(1 − θ; p) =
∞∫
η

exp(−t) · tθdt�(1 − θ; p) =
∞∫
η

exp(−t) · tθdt,

and consider the Laplace transform the left-hand side of (52), integral term of which

L

⎛

⎝
t∫

0

�(η; t − τ) · f (τ)dτ

⎞

⎠ = �p(η; p) · fp(p),



Mathematical Methods of Reliability Analysis of the Network Structures 235

where fp(p) is the Laplace transform of the distribution density function f (t).
For Laplacetransform F(t) Fp(p) = (

1 − fp(p)
)/

p. For the time component of

the transformation:F(t) = 1 −
t∫

0
θ · (1 − τ)θ+1dτ = (1 + t)−θ compute explicitly the

Laplace image of the function F(t):

Fp(p) =
∞∫

0

exp(−pτ) · (1 + τ)−θdτ = Fp(p) =
∞∫

0

exp(−pτ) · (1 + τ)−θdτ =

=
∞∫

1

exp(−p(y − 1)) · y−θdy = exp(p)

∞∫

1

exp(−py) · y−θdy.

Considering that py = t, calculate the resulting integral expression

ep
∞∫

1

e−py

yθ
dy = ep

∞∫

p

e−1

tθp−θ

dt

p
= eppθ−1

∞∫

p

t−θe−tdt = eppθ−1�(1 − θ, p) .

Thus, the Laplacetransform of the function F(t) has the form Fp(p) = eppθ−1�(1−
θ, p). Therefore, the left side of the Eq. (53) is such:

�p(η; p) − �p(η; p) · (1 − pFp(p)
) = �p(η; p) · pFp(p),

namely, the equation in the image domain of the Laplace transform takes the form

pFp(p) · �p(η; p) = −∂�p(η; p)
∂�

· (1 − pFp(p)
)+ �0(η) · Fp(p) . (55)

Define the solution (55) for the case when p << 1, θ < 1:

�(1 − θ) · pθ�p(η; p) = −∂�p(η; p)
∂η

+ �(1 − θ) · pθ−1�0(η) . (56)

Moving on to the originals, we get

∂

∂t

t∫

0

�(η, τ)

(t − τ)θ
dτ = −∂�(η, t)

∂η
+ �0(η)

tθ
. (57)

In (57) the left side is the fractional derivative of the function � (η ; t):

Dθ
t [�(η; t)] = 1

�(1 − θ)
·

t∫

0

�(η; τ)

(t − τ)θ
dτ.

Therefore, the packet propagation equation is:

�(1 − θ) pθ�(k; p) = −�(k + 1; p) + �(k; p) + �(1 − θ) pθ−1�0(k).
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From the Eq. (56), taking into account the discrete nature of the coordinate change
η at η = k and the finite difference approximating the partial derivative, we obtain

�(1 − θ) · Dθ
t [�(η; t)] = −∂�(η; t)

∂η
+ �0(η)

tθ
.

After arithmetic conversions, we write

�(k + 1; p) =
[
1 − �(1 − θ) · pθ

]
· �(k; p) + �(1 − θ) · pθ−1�0(k) . (58)

To obtain a solution to this equation, consider the case when the second term is
absent on the right-hand side, that is

�(k + 1; p) =
[
1 − �(1 − θ) · pθ

]
· �(k; p).

The solution to this equation has the form

�(k; p) =
{

k−1∏

m=0

[
1 − �(1 − θ) · pθ

]}
· �(0; p),

or �(k; p) = [1 − �(1 − θ) · pθ
] · �(0; p).

The inhomogeneous equation can be written as

�(k + 1; p) − �(k; p) + �(1 − θ) · pθ�(k; p) = �(1 − θ) · pθ−1 · �0(k) .

Presenting expression � (k ; p) at the form �(k; p) = u(k) · v(k) and designating
�� (k ; p) = � (k + 1 ; p) − � (k ; p), we get

��(k; p) + �(1 − θ) · pθ�(k; p) = �(1 − θ) · pθ−1 · �0(k)

or u(k + 1; p) · �v(k) + v(k)
[
�u(k) + �(1 − θ) · pθu(k)

] = �(1 − θ) · pθ−1 · �0(k) .

From the last relation, applying Bernoulli’s method [12], we get:

v(k) = �(1 − θ) · pθ−1

u(0)

k−1∑

m=0

�0(m)
[
1 − �(1 − θ) · pθ

]m + v(0)v(k) =

= �(1 − θ) · pθ−1

u(0)

k−1∑

m=0

�0(m)
[
1 − �(1 − θ) · pθ

]m + v(0).

As a result of solving the Eq. (58)

�(k; p) =
[
1 − �(1 − θ) · pθ

]k
[
�(1 − θ) · pθ−1

k−1∑

m=0

�0(m)
[
1 − �(1 − θ) · pθ

]m + u(0) · v(0)
]

.
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This solution can be written in the following form:

�(k; p) =
[
1 − �(1 − θ) · pθ

]k
{

�(1 − θ) · pθ−1
k−1∑

m=0

�0(m)
[
1 − �(1 − θ) · pθ

]m + �(0; p)
}

.

(59)

When �0(0) = �0 Ta �0(k) = 0 , k = 1, 2, ...,

�(k; p) =
[
1 − �(1 − θ) · pθ

]k{
�(1 − θ) · pθ−1�0 + �(0; p)

}
.

Using solution (59), we write down the obtained solution under the conditions
� (0 ; t) = �0 · δ(t), simulating the generation of a series of packets of volume �0
packets at time t, has the form.

�(k; p) =
[
1 − �(1 − θ) · pθ

]k{
�(1 − θ) · pθ−1 + 1

}
· �0

Considering the right-hand side of the obtained expression for adjacent nodes, we
can write down the following approximate equality

�(k; p) = �0

[
1 − �(1 − θ) · pθ

]
·
{
�(1 − θ) · pθ−1 + 1

}
=

= �0

{
�(1 − θ) · pθ−1 + 1 − k�2(1 − θ) · p2θ−1 − k�(1 − θ) · pθ

}
.

After switching from images to originals

�(k; t) = �0

{
1

tθ
− k

�2(1 − θ)

�(1 − 2θ) · t2θ − k�(1 − θ) · 1

�(−θ) · tθ+1

}

or �(k; t) = �0

{
1
tθ

− k
[

�2(1−θ)
�(1−2θ) · 1

t2θ
+ �(1−θ)

�(−θ)
· 1
tθ+1

]}
.

Taking into account that the solution obtained above is asymptotic, for k = 0 the
solution for the initial nodes of the virtual connection can bewritten in the form �(0; t) =
�0
{
1
/
tθ
}
, and for:

�(1; t) = �0

{
1

tθ
−
[

�2(1 − θ)

�(1 − 2θ)
· 1

t2θ
+ �(1 − θ)

�(−θ)
· 1

tθ+1

]}
�(1; t) =

= �0

{
1

tθ
−
[

�2(1 − θ)

�(1 − 2θ)
· 1

t2θ
+ �(1 − θ)

�(−θ)
· 1

tθ+1

]}
.

Thus, calculations can be continued for an arbitrary k. This allows us to calculate
the correlation function of the obtained solution.

For the case when the initial conditions are of the form � (0 ; t) = �0 · δ(t), you can
write that

�(k; p) =
[
1 − �(1 − θ) · pθ

]{
�(1 − θ) · pθ−1 + 1

}
�0. (60)
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According to the definition, the expression for the correlation function is calculated
in relation to the process � (k ; p), has the form

c(m; p) = lim
N→∞

1

N

N∑

i=1

�(i + m; p) · �(i; p).

Then, taking into account (40) you can write such an expression

c(m; p) = �20

{
�(1 − θ) · pθ−1 + 1

}2×

×
[
1 − �(1 − θ) · pθ

]m · lim
N→∞

1

N

N∑

i=1

[
1 − �(1 − θ) · pθ

]2i
.

On condition p << 1, for additional nodes, the asymptotic part of the correlation
function has the form

c(m; p) ≈ �20 · �(1 − θ) · p2(θ−1) ·
[
1 − m�(1 − θ) · pθ

]
=

= �20 · �(1 − θ) ·
[
p2θ−2 − m�(1 − θ) · p3θ−2

]
.

Moving on to the originals, we get

c(m; p) ≈ �20 · �(1 − θ) ×
[

1

�(1 − 2θ + 1)
· 1

t2θ−1
− m

�(1 − θ)

�(1 − 3θ + 1)
· 1

t3θ−1

]
=

= �20 · �(1 − θ) · t1−2θ ·
[

1

�(2 − 2θ)
− m

�(1 − θ)

�(2 − 3θ)
· 1

tθ

]
.

The expression for the variance will be obtained for m = 0 and has the form

D(t) = c(0; t) = �0 · �(1 − θ)

�(2 − 2θ)
· t1−2θ.

This expression is characteristic of processes with long-term statistical dependences
and the property of asymptotic self-similarity.

5 Discussion

The developed mathematical model of anomalous traffic of the hyperconverged system
is used to construct a short-term forecast. The system hypervisor receives the forecast
and uses it to reallocate resources quickly. As a result, QoS performance is improved.

The proposed approach was used when operating the hyperconverged network of
the Cisco HyperFlex HX220c M4 Node. The system is powered by Intel Xeon proces-
sors. The deployment provides pre-integrated clusters that include networking fabric,
data optimization, unified servers, and VMware ESXi/vSphere. This solution deliv-
ers consistently high performance in today’s most popular hyper-converged VMware
environments.
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Fig. 1. Analyzing average packet latency: 1 – standard approach; 2 – proposed approach

Cisco sees this configuration option as a simple system for small projects. Under
heavy load, traffic anomalies often occur.

The experimental results are shown in Fig. 1.
As seen from Fig. 1, the use of the proposed approach gives a greater advantage

in case of greater traffic anomalies. The degree of abnormality is determined by the
Hurstparameter H . One of the main components of QoS is the average packet delay
time. When H = 0.8 the average packet delay time can be reduced to 40%.

Usually, the quality of service is assessed by an objective indicator. This is the
probability of meeting all QoS requirements. This indicator significantly decreases with
traffic anomalies. However, the proposed approachmade it possible to raise this indicator
to the required level (Fig. 2).

Fig. 2. Probability of meeting requirements QoS: 1 – standard approach; 2 – proposed approach
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6 Conclusion

The chapter considers the approach to providing QoS in hyperconverged networks with
traffic anomalies. Analytical dependences for calculation of statistical characteristics of
traffic on its samples are offered. It is proved that all considered statistical characteristics
are unambiguously determined by means of only three parameters: fractal exponent; the
intensity of the traffic flow process; fractal setup. A mathematical model of anomalous
traffic is proposed. The model is adequate to real traffic and takes into account the
fractal nature of the anomaly. The model uses the properties of scale invariance. Packet
losses will be compensated by an increase in message transmission time, which leads to
the formation of long statistically temporary dependencies. In the obtained model, the
influence of losses and the cause of extendeddependences are formally taken into account
by introducing the fractional integration operation. The model of anomalous traffic of
a hyperconvergent system was used to construct a short-term forecast. The forecast is
received by the system hypervisor and used to quickly reallocate resources. As a result,
QoS performance improves. The provision of QoS in the hyperconvergent network of
the Cisco HyperFlex HX220c M4 Node system in the event of traffic anomalies using
the proposed approach has been shown experimentally.
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Abstract. The chapter presents the results of numerical simulation of dynamic
systems with nonlinear feedbacks based on first-degree polynomials with restric-
tions on the dynamic range of possible values and non-stationary in time non-
linearities with two and three degrees of freedom. The conditions for generating
sequences with acceptable auto- and inter-correlation functions for use in infor-
mation transmission and security systems are determined. Practically realizable
structural and functional schemes of signal generation devices are proposed. The
regions of parameters of a nonlinear system at which discrete processes with the
given spectral-time and statistical characteristics are formed are determined.

Keywords: Signal generation · Nonlinear dynamics · Information securing ·
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dependence · Nonlinear mixing · Dynamic range · Digital processing

1 Introduction

One of the directions of the evolutionary development of network technologies in the last
decade is the phased implementation of Intent-based Networking (IBN). IBN networks
are the technological basis for the digital transformation of businesses and enterprises.
The relatively complex infrastructure of switches and wireless access points required to
create self-organizing IBN networks adapting to external conditions and tasks requires,
among other things, ensuring the following quality characteristics:
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1) reliability (fidelity) of information flow transmission;
2) strong information security when transmitted through open communication chan-

nels.

The fulfillment of these conditions will allow IBN networks to function according
to the built-in scenario of deployment and intelligent adaptation to multi-factor inten-
tions. One of the possible ways to achieve a given degree of reliability of information
transmission and its confidentiality is the methods of nonlinear dynamics implemented
in software-defined networks.

[1] presents an extensive class of random-like sequence generators based on algo-
rithms with nonlinear dynamics that provide a significant degree of stochastization of
oscillations, a relatively low resource consumption and high noise immunity of informa-
tion transmission systems based on them. In the context of the discussion of this class
of generators, the question concerning the estimation of the degree of unpredictability
of the generated sequences, their auto- and inter-correlation properties within a wide
range, remains open to the present time changes in the system parameters, its initial and
boundary conditions.

Some results of research in this area with the adoption of a number of restrictions
that simplify the calculations are presented in [2]. Similar studies conducted for other
types of generators are given in [3–5]. Since the class of nonlinear dynamic systems
with time-distributed, and more broadly – non-stationary nonlinearities, are convenient
for implementation by the simplest signal processors and microcontrollers, it is impor-
tant to comprehensively investigate the behavior of the above-mentioned systems for
subsequent practical application by communication engineers in real systems for trans-
mitting confidential information over open channels. The complexity of the class of
systems under study requires the determination of a number of basic characteristics. In
this chapter, we will limit ourselves to the following:

1) for the correlation characteristics, we will investigate single-ring dynamical systems
with nonlinearities described by first-degree polynomials with two and three degrees
of freedom;

2) as in [2], the main condition for determining the nonlinear forming function (NFF)
will be its limiting tangent of the slope angle-nomore than0.18,which approximately
corresponds to 10°;

3) the quality of the probability distribution density of the generated sequences will be
evaluated by its proximity to the uniform law;

4) the signals at the output of the main ring are subject to mandatory normalization
generator, and auxiliary generators that generate reports of NFF parameters the main
generator.

The second condition is indicated in order to preserve the noise immunity [1] of the
information transmission systems in which the generated signals will be used.
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An increase in this parameter has a fruitful effect on the correlation properties of
the generated sequences, but it significantly reduces the noise immunity of the system,
which limits their applicability in practice.

The fourth condition is determined by the need to perform calculations in devices
with a specified bit depth and exceptions to register overflow situations.

The most important impact of this research for so-called IBN consists of the deploy-
ment of the below described methods within up-to-date mobile and wireless networks
in two possible ways:

1) on OSI layer 2 for efficient coding based on spread-spectrum techniques (like FHSS,
DSSS, Chirp) and aimed to fault tolerance optimization,

2) on the OSI layers 5–7 for securing of password generation routines aimed to authen-
ticated access to multiple servers, desktop applications and mobile apps. (extended
by Editors).

2 Algorithms for Generating Random-Like Processes

Based on condition 1, we define two types of generators with non-stationary time-
forming functions of the type:

f (x, y) = p0 + p1x + p2y. f (x, y, z) = p0 + p1x + p2y + p3z, (1)

where pi are arbitrary parameters; x, y, z are independent arguments.
The concept of «non-stationarity in time» in this case means changing the values

of the pi parameters at each cycle of the generator. The simplest case of the generating
function f (x) = p0 +p1x is not considered in this chapter, since the basic characteristics
of systems based on it are considered in [1], and from the point of view of ensuring
the confidentiality of information transmission, this is not the best choice. Long-term
observation of the implementation of an encrypted signal at high signal-to-noise ratios
(S/W), formed on the basis of a function of a single argument, under certain conditions
allows us to identify the structure and logic of changing the parameters of the information
stream encoder. Taking into account (1), the algorithm for generating processes for a
system with two degrees of freedom will be described by the expression:
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the button. The style will then be assigned to the paragraph that currently has the cursor
in it. The headings H1 and H2will be created with automatic numbering. For regular text
please use “Normal text” button which will format the paragraph without indentation of
the first line if it immediately follows a heading. As a general rule, required amounts of
space before and after various elements (headings, equations, figures, etc.) are included
in respective styles so do not use empty lines for this purpose. Also, please do not insert
Word’s index, table of contents or extra page numbers.

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

hk = F
{
p0,k + pmaxp1,khk−1 + pmaxp2,khk−2

}

p0,k = f0(p0,k−1)

p1,k = f1(p1,k−1)

p2,k = f2(p2,k−1)

, (2)
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where k is the number of the signal sample, k ∈ N; hk−1, hk−2 are states at the output
of the sequence generation system at time points separated by 1 and 2 working cycles,
respectively p0,k , p1,k , p2,k are parameters that change at each clock cycle during the
entire observation session.

The nonlinear functions fi(·), i = 0, 1, 2 determine the operation of auxiliary
generators that form the values of the parameters of the main ring of the system. No
special conditions are imposed on the functions fi(·). From the point of view of the con-
venience of practical calculations, it is desirable that they do not contain the problematic
operations of division, square root extraction, logarithm, etc.

In our study, to determine fi(·), we will use polynomials of degree q = 2 and higher,
defined by the general expression:

fi(p) = F
{
μ(p − δ)q + ε

}
. (3)

Here μ, δ, ε are arbitrary constants that determine the characteristics of the system.
The pmax is the parameter is a constant that determines themaximumpossible tangent

of the angle of inclination of the plane in the three-dimensional state space. Asmentioned
above, the value of the pmax parameter should not be set higher than 0.18.

We pay special attention to the fulfillment of condition 4, mentioned in the «Intro-
duction» section. The value p0,k + pmaxp1,khk−1 + pmaxp2,khk−2 is the argument of the
normalizing function F(·), defined as follows (for more information, see [2]):

F(h) =
{

2 − h, if h > 1

−2 − h, if h < −1
. (4)

The functional scheme implementing algorithm (2) with consideration for (4) is
shown in Fig. 1.

Fig. 1. Generator of a random-like process formedby a dynamical systemwith time-nonstationary
nonlinearity of type (2)
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Similarly,wedefine an algorithm for generating a random-like process for a nonlinear
system with three degrees of freedom:

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

hk = F
{
p0,k + pmaxp1,khk−1 + pmaxp2,khk−2 + pmaxp3,khk−3

}

p0,k = f0(p0,k−1)

p1,k = f1(p1,k−1)

p2,k = f2(p2,k−1)

p3, k = f3(p3, k−1)

. (5)

The functional scheme implementing algorithm (5) with consideration for (4) is
shown in Fig. 2.

Fig. 2. Generator of a random-like process formedby a dynamical systemwith time-nonstationary
nonlinearity of the type (5)

3 Estimation of Statistical and Spectral-Temporal Characteristics
of Processes Formed by a System with Two Degrees of Freedom

The quality of the probability distribution function (PDF) of the generated random-like
processes, taking into account remark 3, indicated in the introduction, will be evaluated
by themean square deviation σh of the states of the histogram of the instantaneous values
of the process h from the average:

σh(X ) =
√
√
√
√ 1

N − 1

N∑

n=1

(Xi − μX )2, (6)

where N is the number of intervals for constructing the histogram; Xi is the number of
hits of the process h on the i-th interval of values; μX is the mathematical expectation
of the vector X, defined by the expression:

μX = 1

N

N∑

n=1

Xn. (7)
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Thus, the closer to zero the value σh(X ) is for a given parameter vector
[pmax, q, μ, δ, ε], the better the generated process is in terms of the uncer-
tainty of the generated values. The quantitative indicator �h for this quality criterion is
defined by the following expression:

�h(pmax, q, μ, δ, ε) = σh(pmax, q, μ, δ, ε)

μX (pmax, q, μ, δ, ε)
(8)

The quality of the correlation (spectral-time) characteristics of the generated pro-
cesses will be determined by the value of the maximum values of the lateral outliers
Rh(τ ) of the autocorrelation function (ACF). The inter-correlation functions (VCF) of
the processes should be subjected to additional verification.

Since the functional �h has five independent parameters as arguments, we define
their physically reasonable boundary conditions for algorithm (2), taking into account
(3) and (4):

1) pmax ∈ (0; 0,18];
2) q = 2;
3) μ ∈ (0; 100], δ ∈ [−10; 10], ε ∈ [−20; 20].

The boundary conditions in clause 3 are determined based on the behavior of a poly-
nomial of the 2nd degree on the domain of its definition, in the class of problems under
consideration [−1; 1]. We will fix the pmax parameter at the maximum recommended
level of 0,18 andwill not vary it. Taking into account (3), the task of this study lies in a very
wide area, therefore, fixing the parameters of two of the three functions fi(p; μ, δ, ε),
we evaluate the quality indicators of the generated sequences by variations of the third
function �h and Rh(τ ).

3.1 Statistical Indicators of the Generated Process Quality

For values
⎧
⎪⎨

⎪⎩

μ0 = var

δ0 = 10

ε0 = 20

,

⎧
⎪⎨

⎪⎩

μ1 = 50

δ1 = −10

ε1 = 20

,

⎧
⎪⎨

⎪⎩

μ2 = 25

δ2 = 10

ε2 = −20

, (9)

we define the quality parameter �h of the PDF of the process formed at the output of
the system with two degrees of freedom.
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Fig. 3. Estimation of the uniformity of the PDD process at the output of the generator (2) when
the parameter µ0 is changed

The graph shows that at the parameters (9), already starting from μ0 = 0,3 the PDF
of a random−like process at the output of the generator (2) becomes almost uniform
with a quality coefficient �h = 0,08...0,09. It follows that unacceptable distributions
can be called distributions at �h > 0,15.

The nature of the PDF changes from localized at μ0 = 0,01 (Fig. 4) to displaced at
μ0 = 0,17 (Fig. 5).

Fig. 4. PDF of the process at the output of the generator (2) with the parameter µ0 = 0.01

The general dependence of the quality coefficient of PDF�h on the interval of change
of the parameter μ0 = (2; 100) is shown in Fig. 6.

To understand the nature of the change in the PDF of a random-like process at the
output of the generator (2), we estimate the quality coefficient �h at lower values of
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Fig. 5. PDF of the process at the output of the generator (2) with the parameter µ0 = 0.17

Fig. 6. Estimation of the uniformity of the PDF process at the output of the generator (2) when
the parameter µ0 to 100 is changed

other related parameters:
⎧
⎪⎨

⎪⎩

μ0 = var

δ0 = 1

ε0 = 2

,

⎧
⎪⎨

⎪⎩

μ1 = 5

δ1 = −1

ε1 = 2

,

⎧
⎪⎨

⎪⎩

μ2 = 2, 5

δ2 = 1

ε2 = −2

. (10)

The calculation results are shown in the figure below.
The quality factor of the PDFgenerated by a random-like process significantlyworse,

it is approximately 0,12–0,20 and stabilizes at the level of 0,16, starting from μ0 = 6.
For μ0 > 18, the coefficient �h ≈ 0,12. Studies on the influence of variations of the
parameters δ1, δ2, ε1, ε2 at fixed values of μ0, μ1, μ2 exceeding 10 have shown
good and very good values of the quality coefficient PDF �h � 0,08...0,11.



250 V. Dubrouski et al.

Fig. 7. Estimation of the uniformity of the PDF process at the output of the generator (2) at
different µ0 under conditions (10)

3.2 Correlation Properties of the Generated Process

The maximum value of the ejection of the side lobe of the ACF of the process is evalu-
ated, followed by normalization by the value

√
N , where N − is the number of samples

of the generated process. The emission values for the level (3 . . . 5)/
√
N can be consid-

ered acceptable for use in secure information transmission systems. If the denominator
exceeds the value of 5, this indicates a significant statistical relationship between some
states of a random-like process. The results of the study for conditions (9) are presented
below.

Fig. 8. Estimation of the maximum value of the side lobes of the ACF of the process at the output
of the generator (2) for the conditions (9)
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Note in particular: the maximum value of the ejection of the side lobes of the ACF
of the generated sequences is postponed along the axes of the ordinates of the graph:

Rmax(τ )
/√

N
∣
∣
∣
τ>0

. Analysis of the graph shows that for all values of μ0 > 3, the

system (2) forms sequences with very good ACF. Less expected results are observed in
the case of a 10 fold reduction in the parameters of the auxiliary ring functions forming
the parameters p1 and p2. The figure shows the wave-like nature of the deterioration of
the ACF emissions of processes at some values of the variable parameter.

Fig. 9. Estimation of the maximum value of the side lobes of the ACF of the process at the output
of the generator (2) for the conditions (10)

As in clause 3.1, we estimate the value of the maximum ejection of the side lobes of
the ACF of the generated process near the lower limit of the parameter µ0.

Thus, in the regionof small values ofµ0, the outliers of the side lobes under conditions
(10) show very poor results.

4 Estimation of Statistical and Temporal Characteristics
of Processes Formed by a System with Three Degrees of Freedom

4.1 Statistical Indicators of the Quality of the Generated Process

According to (5) taking into account (3) for the values
⎧
⎪⎨

⎪⎩

μ0 = var

δ0 = 10

ε0 = 20

,

⎧
⎪⎨

⎪⎩

μ1 = 50

δ1 = −10

ε1 = 20

,

⎧
⎪⎨

⎪⎩

μ2 = 25

δ2 = 10

ε2 = −20

,

⎧
⎪⎨

⎪⎩

μ3 = −25

δ3 = 10

ε3 = −20

, (11)

we determine the quality parameter �h of the PDF of the process formed at the output
of the system with two degrees of freedom.
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Fig. 10. Estimation of the maximum value of the side lobes of the ACF of the process at the
output of the generator (2) under conditions (10)

Fig. 11. Estimation of the uniformity of the PDF process at the output of the generator (5) when
the parameter µ0 is changed

In this case, the quality of the PDF of the generated process at μ0 > 2 is estimated
by the value �h ∈ (0,05; 0,06), which is noticeably better than the results given in
Sect. 2 (see Fig. 6).

Reducing the values of the parameters (11) of the auxiliary functions (3) for the
algorithm (5) 10 times gives the following result.

The quality index�h deteriorated to values of 0,09 0,13, and at values μ0 < 5, areas
with an abnormal deterioration in the statistical properties of the generated sequence
were identified.
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Fig. 12. Estimation of the uniformity of the PDF process at the output of the generator (5) after
reducing the parameters (11) by 10 times

4.2 Correlation Properties of the Generated Process

An estimate of the
√
N normalized value of the lateral ACF emissions of a randomly

generated process for conditions (11) is shown in the graph below.

Fig. 13. Estimation of the maximum value of the side lobes of the ACF of the process at the
output of the generator (5) for the conditions (11)

The value of the side lobe emissions in this case is 3.4–3.9. In the case of a 10 fold
decrease in the parameters (11), a predictable deterioration in the correlation properties
is observed.

The value of the outliers of the side lobes is in this case the value of 9.5−13.0, which,
as in the results shown in Figs. 9 and 10, is a low indicator and is unacceptable for use in
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Fig. 14. Estimation of the maximum value of the side lobes of the ACF of the process at the
generator output (5) for the conditions (11)

information transmission systems. Thus, reducing the parameters of auxiliary functions
preserves the quality of the law of distribution of instantaneous values, but leads to low
quality indicators of the ACF. The intercorrelation properties of the generated sequences
with the variation of the parameters of systems (2) and (5), aswell as the initial generation
conditions, in all considered cases show good results at the level of (2, 5 . . . 3, 5)/

√
N .

5 Conclusions and Practical Recommendations

1) The basic element of a nonlinear dynamical system described by expression (2) is
a «piecewise linear plane» in a three-dimensional state space: two variables hk−1
and hk−2 are independent arguments, on the basis of which a polynomial of the first
degree is first calculated, and then this value is normalized by the functionF(·). Thus,
the system has two degrees of freedom, but the phase space of states is characterized
by a certain figure in three-dimensional space, and this figure is modified at each
clock cycle of the circuit, which leads to a significant entanglement of the phase
trajectories of the generated process.

Similarly, the basic element of the systemdescribed by expression (5) is a «piece-
wise linear figure» in a four-dimensional state space. In this case, the three variables
hk−1, hk−2 and hk−3 are independent arguments defining a systemwith three degrees
of freedom.The appearance of the four-dimensional figure also changes at each clock
cycle of the circuit, which further complicates the assessment of the characteristics
of the systems by an outside observer – an unauthorized user.

2) Throughout the text of this chapter, the term «random-like process» is used to deter-
mine the nature of the generated sequences. From the point of viewof the countability
and finiteness of the states of a digital automaton implementing algorithms (2) and
(5), such a definition is valid. But as soon as we introduce an information stream
into the generators, which is random in nature, the phase trajectories of the process
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at the output acquire an unpredictable structure due to the nonlinear nature of the
dynamic system. Thus, in real-world applications, the process output of such at he
«generator-modulator» will have a random nature, which leads us to a completely
new entity: a completely deterministic system that generates a random signal. In this
regard, two important properties of such an entity should be particularly noted:

– the random signal generated by systems (2) and (5) by nonlinear mixing of
the information stream is not correlated with the latter, in contrast to classical
modulation systems;

– if you know the initial conditions and the structure of the generators, it is always
possible to extract the information process from a random process.

3) The function p0,k = f0(p0,k−1) in expressions (2) and (5) largely determines the
statistical characteristics of the generated processes, since it makes the greatest
contribution to the generated sample. However, the spectral-temporal properties are
largely defined auxiliary functions p1,k = f1(p1,k−1), p2,k = f2(p2,k−1), p3,k =
f3(p3,k−1) because they determine the «fine structure» of phase transitions of the
system from state to state. The correlation properties are also significantly affected
by the pmax parameter.

4) The vector of parameters pmax,μ, δ, ε in the formation algorithms (2) and (5), as well
as the initial conditions [p0(k), p1(k), p2(k), p3(k)] for k = 0 and [h(0), h(1)]
dl� (2); [h(0), h(1), h(3)] for (5), are encryption keys for information transmis-
sion systems. The structure of the generator and the nature of the feedbacks in it
may be known to third parties.

5) A quality factor has been introduced that allows an objective assessment of uni-
formity PDF within a fixed dynamic range of process values at the output of the
generator (8). It is shown that distributions that are unsuitable for use in infor-
mation transmission systems, we can call distributions having a quality coefficient
�h > 0,15. Exceeding this value indicates that the generated process can be delayed
within a certain range of instantaneous values, ormore often be pulled together there,
thereby forming a certain quasi-regular trajectory or a predictable set of states.

6) The correlation properties of the generated sequences under conditions (9) and (11)
show good results at the level (3 . . . 4)/

√
N , indicating a small statistical relationship

between the samples of the sequences.
7) The peculiarity of the methods and algorithms presented in the chapter is the rela-

tively simple possibility of software implementation in the form of additional mod-
ules used in wireless communication lines of IBN networks. In contrast to the known
means of ensuring information security, systems based on nonlinear dynamics have
the property of self-synchronization and recovery of operability in the event of an
intentional or unintentional failure in the IBN network.
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Abstract. The chapter addresses the Information Security Management System
(ISMS) establishment approach, ensuring necessary controls to avoid widespread
cybersecurity threats nowadays. The most common attack vectors and techniques
of the last three years were analyzed in this chapter to define a set of informa-
tion security practices, which can minimize risks related to modern cybersecurity
threats. Conducted analysis of cybersecurity frameworks such as ISO 27001/2,
CIS Top 18, NIST 800-53, and their differentiators. An ISMS establishment algo-
rithm is proposed in this chapter with a detailed explanation of each phase and
controls required for system implementation. The document defines cybersecurity
technologies for management systems are determined based on the infrastructure
type.Thedocumentationmanagement framework and riskmanagementmethodol-
ogy are proposed and analyzedmodern awareness strategies and defined education
roadmap for ISMS roles.

Keywords: Information Security Management System (ISMS) · Security
controls · Cybersecurity threats · Education roadmap · ISO 27001/2 · CIS Top
18 · NIST 800-53

1 Introduction

Information security is a set of technical and organizational measures and developed
documents in the broadest sense of the word. The primary purpose is to protect and pre-
serve the information owned by the organization. However, information security remains
an integral part of cybersecurity, a much broader category, and includes protecting infor-
mation and data and protecting systems, networks, and more [1–3]. The main goals of
information security also involve creating a set of business processes that will protect
information assets regardless of how information is formatted, whether it is in transit,
processed, or at rest, i.e., stored in appropriate databases. According to experts, the value
of an is determined primarily bywhat information is owned by the company and how this
information is stored. Information security is a crucial factor in ensuring the effective
conduct of business operations and maintaining and gaining the trust of customers, both
future and existing [4].

To ensure the most effective information security within the company, it is first
necessary to determine the basic strategy that the company must follow. Such a strategy
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should be determined by the company’smanagement,with the simultaneous involvement
of information security specialists, who can be both employees of the company and
the external contractors involved. The result of the developed strategy is usually an
approved project on information security and ways and methods of its implementation.
After defining the global strategy system, many usually creates a specialized team of
information security specialists. Typically, this group is led by the Chief Information
Security Officer (CISO). Other team members should be selected based on their level of
competence and information security skills [5].

The information security team is responsible for risk management, the implemen-
tation of processes that constantly assess vulnerabilities and threats to information held
by the company, as well as for the adoption and application of appropriate safeguards.
However, the information security team must respond to all violations of information
security and promptly decide to eliminate such violations, as well as to minimize risks to
the interests of the company or fundamental rights, freedoms and interests of individuals,
if the violation in any way concerns personal data of such persons [6].

The information security project should build around the three main aspects of secu-
rity, which are to maintain the confidentiality, integrity and accessibility of information,
including within the company’s IT systems and databases. The implementation of such
principles will help ensure the disclosure of confidential information only to authorized
parties (confidentiality), prevent unauthorized alteration of data (integrity) and ensure
that information can only be accessed by authorized parties (if any) [7].

Nowadays, the quantity of cybercriminals is rapidly growing every day. As more
specialists join their ranks, more malware is being launched daily, with approximately
230,000 new malware samples per day according to the information from PandaLabs
security researchers statistics. During this time growing quantity of cybersecurity threats
should be analyzed, and applicable securitymeasures should be defined. New techniques
and technologies supports threat actors with exploits development. Vulnerabilities and
flaws in OS, services and applications occurs on a daily basis. That is why, it became
hard for cybersecurity experts to detect threats in timely manner [8].

2 Analysis of Attack Vectors

The most important part of attack vectors analysis is to understand the motivation of
threat actors. The motivation of modern attacks is the financial gain which caused by
the financial crisis in the world. Hackers can compromise organizational infrastructure
or get unauthorized access to data or information, which can be used for financial gain.
Also, hackers disrupt or sabotage manufacturing, electric power generation etc. to create
chaos and anarchy [14–16]. When motivation is defined, it is necessary to understand
how the attack is performed. The review of latest attacks is provided in this chapter. The
popularization of cloud computing without proper hardening measures would almost
always lead to organizational compromise. Data breaches as a threat retains its number
one for cloud environments. Breaches can cause great reputational and financial damage.
They could potentially result in loss of intellectual property (IP) and significant legal
liabilities. Inadequate access management, as a cloud environment, not threat can lead
to cloud system compromise. To avoid this threat, cloud customers should protect cre-
dentials, ensure automated rotation of cryptographic keys, passwords and certificates,
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ensure scalability, require cloud service administrators to use multi-factor authentica-
tion, define password policy for management plane and each service deployed in the
cloud.

In 2019 more than 540 million records of Facebook users were compromised and
were published on Amazon’s cloud computing service. The root cause of this incident
were insecure backups that were publicly available on AWS without any access control
mechanism.

Therewere two separate instances. First involvedMexicoCity-based digital platform
- named Cultura Colectiva, which openly stored 540 million (approx. 146 GB) records
of Facebook users, including identification numbers, account names, comments, and
reactions. The records were accessible and can be downloaded by anyone who could
find them online.

The second instance contained a backup from a Facebook-integrated application –
namely, “At the Pool,” which was exposed to the public internet via an Amazon S3
Bucket. The backup contained data of 22,000 users that further consists of user I.D.s,
frienI.D.slist, likes, music, movies, books, groups, check-ins, passwords (in plaintext)
andmore. These passwordswere likely for the “At the Pool” app rather than the Facebook
account of the user [8].

December 8 2020 - the leading cybersecurity company FireEye announced that it
had been hacked by a group of government hackers. As part of this attack, the attackers
even stole the tools of the so-called red team - a group of FireEye experts who conduct as
close as possible to real cyberattacks to check the security systems of their customers. It
was not known how the hackers gained access to the FireEye network until December 13,
whenMicrosoft, FireEye, SolarWinds and the U.S. governmU.S.t released a coordinated
report that SolarWinds had been hacked by a group of government hackers - FireEye
was just one of SolarWinds’ customers affected. In January 2021, representatives of the
US DepartmU.S.t of Justice confirmed that theMinistry of Justice also suffered from the
hacking of SolarWinds. Worse, the agency was one of the few victims in which hackers
continued to attack and eventually gained access to internal mailboxes.

Based on the fact that the staff of the Ministry of Justice is estimated at about
100,000–115,000 people, the number of victims ranges from 3,000 to 3,450 people. The
attackers gained access to the SolarWinds Orion build system and added a backdoor
to the SolarWinds.Orion.Core.BusinessLayer.dll file. This DLL was then distributed to
SolarWinds customers through an automatic update platform. After downloading, the
backdoor connects to a remote management and control server in the avsvmcloud [9]
Com subdomain to receive “jobs” to run on the infected computer (Fig. 1).
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Fig. 1. SolarWinds attack flow

May 2021 - Colonial Pipeline was shut down after the ransomware attacks. The
company delivers 100 million gallons of fuel a day.

Colonial closed its operations, due to the ransomware infection found on its computer
systems. The shutdown affected the supply of gas in parts of the East Coast, with some
people waiting an hour or more at filling stations or not finding gas at all [7]. State and
federal officials had warned against hoarding and panic buying that could exacerbate
the problem. The ransomware infection at Colonial highlighted the vulnerability of the
country’s critical infrastructure, which has been the target of an increasing number of
cyberattacks [10].

Based on thementioned above attacks it’s highly important to highlight the following
cybersecurity challenges:
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Insufficient protection of critical infrastructure. The following challenge can lead to
an increased quantity of private and government SecurityOperationsCentres.Also, it can
affect the quality of services which provides Security Operations Centres. Cybersecurity
experts need to provide high-level security monitoring, vulnerability management and
incident response to ensure that there will not be interruptions in critical infrastructure
and personal patient data will be protected.

An insufficient number of Cyber Security specialists is an actual problem nowadays,
and the pandemic situation shows how important it is to have qualified experts, which
ensures the protection of information in government and private organizations. Following
challenge can lead to improving the educational system in Cyber Security and increasing
quantity institutions, which can prepare qualified specialists.

Incorrect determination of cybersecurity frameworks that are relevant to ISMS. Infor-
mation security experts within organization must determine appropriate cybersecurity
framework, which should be followed by organization.

Supply chain attacks as a result of poor implementation of information security
controls due to lack of information security requirements, which suppliers are required to
followed.This challenge can lead tomore comprehensive anddetailed controls definment
within supplier management process.

3 Analysis of Cybersecurity Frameworks

While Information SecurityManagement System establishment organizationmust deter-
mine appropriate Cybersecurity Framework. Cybersecurity frameworks are comprehen-
sive, and are designed to achieve a specific objective. The most commonly used are ISO
27001/2, NIST Cybersecurity Framework and CIS top 18.

NIST Cybersecurity Framework is the cybersecurity framework established by the
National Institute of Standards and Technology (NIST). The following framework offers
detailed guidance on everything from risk assessment and continuous monitoring to
incidence response and awareness training. NIST offers not only a comprehensive plan
for data protection and risk mitigation but also a methodology for limiting the impact of
adverse events.

Like the NIST, the ISO is designed to provide an approach for achieving a certified
level of data security compliance that meets external assessment standards. Instead of
NIST, which is designed by the U.S. federal government, the ISO 27001 is developed
by the International Organization for Standardization (ISO) and the International Elec-
trotechnical Commission (IEC). ISO 27001 can be implemented in any organization:
commercial or non-commercial, private or public, small or large. It was written by the
world’s leading experts in the field of information security and offers a methodology for
implementing information security management in the enterprise. It also allows com-
panies to obtain certification, which means that an independent certification body will
confirm that the organization has implemented information security in accordance with
ISO 27001.

The Center for Internet Security is an American public nonprofit organization best
known as the creator and main contributor to CIS Controls and CIS Benchmark, the
world’s recognized best practices for securing I.T. systems I.T.nd data. CIS TOP 18



262 V. Susukailo et al.

Controls is a basic set of actions that collectively aim to protect against the most com-
mon attacks on businesses and their security systems. The framework helps to ensure
security at a minimum acceptable level, taking into account the likelihood and realism
of existing threats. All measures are divided into basic, fundamental and organizational.
The description of each of the 20 measures (controls) begins with an overview of its
importance and why it is critical. Examples of common attacks and an explanation of
the success of attackers in the absence of such control are given. Also, it defines list of
specific actions procedures and tools that organizations should take to build protection,
as well as examples of diagrams and charts to illustrate approaches to implementing
measures.

To help organizations define appropriate Cybersecurity framework for Information
SecurityManagement System implementation it was created Cybersecurity Frameworks
comparation matrix (Table 1).

Table 1. Cybersecurity frameworks comparation matrix

Objective ISO 27001/2 CIS Top 18 NIST

Does the cybersecurity framework has implementation
guidance for its controls?

Yes Yes Yes

Is there available mapping of its controls to other
frameworks?

Yes No Yes

Is it required to have specific knowledge to implement
the following framework?

Yes No Yes

Is it publicly available? No Yes Yes

Does the cybersecurity framework provide technical
security recommendations, which the organization can
implement?

Yes Yes Yes

Can the organization be certified after the
implementation of the cybersecurity framework?

Yes No No

Can a person be a certified implementor of the
following framework?

Yes No No

4 Educational Roadmap for Cyber Security Specialists

The most important thing during ISMS implementation is to have the necessary knowl-
edge. There are many courses, which can be taken by cybersecurity specialists, such as
ISO 27001:2013 Foundation, Lead Implementor or Lead auditor. Those would allow
can professionals develop skills in ISMS establishment. But to implement cybersecurity
controls, which can ensure protection against modern security threats specialists must
develop necessary professional skills. This scientific work propose possible educational
roadmaps for different roleswithin organization and qualification levels. Proposed below
educational roadmap can help develop cybersecurity skills for different specialists within
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organization, which can ensure security controls establishment as well as risk oriented
mindset development at different organizational levels (Table 2).

Table 2. Educational roadmap for cyber security specialists

Role Junior Middle Senior

Information Security
Engineer

Comptia Security+, CSX
Cybersecurity Nexus

CCSK, CCSP, AWS CASP+. CISSP

Information Security
Analyst

Comptia Security+, CSX
Cybersecurity Nexus

CCSK, Comptia CySA+,
CASM, CSM

CASP+. CISSP

Information Security
Administrator

Comptia Security+, CSX
Cybersecurity Nexus

ITIL MP, CRISC CISM, CISA

Penetration Tester CEH ComptiaPentester+ OSCP OSCE, OSWE,
OSEE

Quality Assurance
Engineer

CEH ComptiaPentester+ CSSLP

DevOps Engineer Comptia Security+, CSX
Cybersecurity Nexus

CCSK CSSLP

Software Engineer GIAC Secure Software
Programmer-Java, GIAC
Secure Software
Programmer-.Net

CASE CSSLP

5 ISMS Implementation Model

ISMS implementation model is defined and explicitly described in this chapter, which
could be adopted per any organization and IT infrastructure type (Fig. 2).

The schematic ISMS implementation model, which can ensure protection against
modern cybersecurity threats provided above. At the first stage of ISMS establish-
ment it is necessary to conduct gap assessment. To conduct gap assessment effectively
organization should divide

1. Determine audit scope.
2. Define is it necessary to include subject matter experts or consulting company.
3. Select framework, which will be used as an audit criteria.
4. Determine auditees.

All this information should be specified in gap assessment plan. Also, before gap
assessment it is necessary to know the organization mission, vision, organizational
structure, business models, and infrastructure to apply organization specific security
controls.
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Fig. 2. ISMS Implementation Model

To conduct gap assessment effectively it is necessary to prepare Checklist of security
controls, which would be used to consolidate gap assessment results. As a checklist can
be used controls from proposed in the previous chapter frameworks, such as NIST, ISO
27001/2 or CIS top 18.

Based on gap assessment results, it is necessary to define corrective actions for
detected gaps. If for gap assessment, was used ISO 27001/2, the best approach would be
to use task management solution to track progress on corrective actions implementation.

After the gap assessment stage the first and themost important item that is essential to
implement is an Information Security Policy that meets business objectives. Information
Security Policy is ISMS’s main document that highlights the scope, objectives, respon-
sibilities, and information security improvement framework. The following objects may
be always included into the policy:

1 Ensure compliance with relevant information security laws, regulations, and agree-
ments to satisfy applicable requirements related to information security.

2 Prevent information security incidents from occurring.
3 Educate personnel on the confidentiality, availability, and integrity of information

and information assets.
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4 Ensure appropriate handling of information.

In this research we also propose KPI for the following objectives provided in Table
3. Objective-KPI Mapping.

Table 3. Objective-KPI mapping

Objective KPI

Ensure compliance with relevant information
security laws, regulations, and agreements to
satisfy applicable requirements related to
information security

Quantity of lawsuits, caused by information
security incidents is 0

Prevent information security incidents from
occurring

Percentage of information Security incidents
resolved within required time period is X%

Educate personnel on the confidentiality,
availability, and integrity of information and
information assets

Percentage of specialists passed yearly
information security awareness is more that
X%

Ensure appropriate handling of information Percentage of documentation shared with
specialists labeled based on Information
Classification requirements is 100%

The most critical task during ISMS implementation is Risk Assessment. The
Management framework for modern ISMS proposed on Fig. 3.

The first stage of Risk Assessment is Asset identification. During this stage it is
necessary to define all valuable assets, within organization [8]. Once assets are identified
it is necessary to define risks for these assets. The approach that we propose in this
research rely on the commonly used practice: define vulnerability and threat that are
relevant to the asset. For example, execution of unexpected commands to malicious
software by remote hackers due to lack of antimalware application modules updates on
end-user PC. The threat in this risk is malicious software and the vulnerability - lack of
antimalware application modules updates. Multiple vulnerabilities can be applicable to
this threat as well as multiple treats can be analyzed for this vulnerability [12]. Those
should be evaluated for each asset type and specified within Risk Management phase.

For each risk and gap defined during assessment stage it is necessary to define appro-
priate control. The administrative and organizational controls are provided in cybersecu-
rity frameworks andmust be adopted by each organization individually. For this research
we defined set of cybersecurity tools that can be used to mitigate risks defined during
risk assessment and gap assessment phases [26] [28,29] (Table 4).

The effectiveness and performance of each management system should be evaluated
from time to time. The information security management system is not an exclusion. It is
necessary perform monitoring and measurement of the ISMS regularly. It’s an essential
part of the ISMS implementation and improvement, which needs to be controlled [19]
(Fig. 4).
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Fig. 3. Risk management framework

Evaluation if ISMS is achieving KPIs and objectives. If ISMS is not achieving
some KPIs or objectives, it’s time to review the weak process and improve it. Security
specialists also regularly check your information security goals to ensure that they are still
actual for organization. Otherwise, ISMS team need define other objectives to improve
an ISMS continuously [18–22].

Similar to gap assessment, it is necessary to conduct an internal audit. But ISMS team
need to select auditors and conduct audits that ensure objectivity and the impartiality
of the audit process. This process would help Security Team evaluate ISMS progress
periodically and prepare organization for external audits.

The modern ISMS’s can be also evaluated gathering anonymous feedback from your
colleagues to knowwhat they think about the Information Security processes within your
organization.
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Table 4. Educational roadmap for cyber security specialists

Security Control Solution Purpose ISO 27001/2
control

NIST CSF
Control

VPN OpenVPN Ensures secure
remote connection to
on-remise
infrastructure

A6.2.2 PR.AC-3

HIDS OSSEC, Wazuh Host-based intrusion
detection system
should be used to
detect threats on
endpoints

A16.1.2 DE.DP-4

Backup and
recovery

Bacula,
Urbackup

Backup software is
necessary to restore
critical business
infrastructure during
the pandemic

A12.3.1 PR.DS-4

Infrastructure
monitoring

Zabbix, Nagios Infrastructure
monitoring software
should be used to
monitor the
on-premise
infrastructure state

A16.1.2 DE.DP-4

Endpoint
protection

Armadito, Clam
AV

Endpoint protection
software should be
used to avoid
malware infection

A12.2.1 PR.DS-2

Vulnerability
management

Wazuh,
OpenVas

Wazuh can be used to
detect vulnerabilities
on endpoints

A12.6.1 PR.IP-12

Patch
Management

OPSI Patch management
tools must be used to
update endpoints and
infrastructure assets

A12.6.1 PR.IP-12

Security
orchestration

Patrowl
Demisto

Security
Orchestrations
platforms need to be
used to automate
security operations
activities during a
pandemic

A16.1.2 RS.CO-2

(continued)
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Table 4. (continued)

Security Control Solution Purpose ISO 27001/2
control

NIST CSF
Control

SAST SonarQube,
DerScanner

Source code
analysis tools, also
referred to as Static
Application Security
Testing (SAST)
Tools, are designed
to analyze source
code or compiled
versions of code to
help find security
flaws

A14.2.1 PR.IP-2

DAST OWASP ZAP,
Arachni NIkto

Dynamic Application
Security Testing
(DAST) examines
applications for
vulnerabilities like
these in deployed
environments

A14.2.1 PR.IP-2

SCA Npm-audit,
OWASP
Dependency
check

Software
composition analysis
(SCA) software
enables users to
analyze and manage
the open-source
elements of their
applications

A14.2.1 PR.IP-2

Cloud
configuration
audit

Scout-suite Security-auditing
tool, which enables
security posture
assessment of cloud
environments

A18.2.3 ID.RA-1
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Fig. 4. Internal audit business process diagram

6 Conclusion

Modern threats forced organizations and individuals to embrace new practices such as
remote working. It provides new challenges for cybersecurity area. New approaches,
techniques and solutions, should be developed during the next years to ensure secure
remote working conditions and more advance controls for critical infrastructure. The
defined ISMS establishment framework in the following research work can be applied
to ensure appropriate security controls for modern threats. As it is described in this
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research the organization can use template solutions that are popular in the market. For
example, the ISO 27001/2 standard or NIST is an extremely popular and well-known
basis for the ISMS developed by the company. However, the organization must take into
account all aspects of its activities, as well as other features of the information held by
the organization.

Information security guidelines, processes, and policies typically involve the devel-
opment and implementation of physical and technical security measures to protect infor-
mation from unauthorized access, use, distribution, or destruction. Also, an important
measure that should be included in the ISMS is the audit of existing documents and
systems of the organization for compliance with the requirements that ensure maximum
protection of information. A security audit should be performed by the company to
assess the company’s ability to maintain the security of the system based on and within
established criteria. Those controls as well as qualified specialists can minimize risks
related to current cybersecurity threats.
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Abstract. Promising development of information technology in the modern
world completely affects all areas of human activity. From now on, the concept
of “Quality of Experience” (QoE) is becoming increasingly popular, and great
efforts have been made to improve and provide reliable and additional services
with a high level of experience for users. This chapter considers the problems
of functioning of quality assurance systems in the fifth generation networks. As
well as the importance of service quality in wireless and mobile networks and
analyzed the main features of the use of 5G technologies. Providing standard def-
initions and the most important developed measurement methods. Demonstrates
significant improvements and approaches for service quality control to meet user
expectations.

Keywords: 5G · Quality of Experience (QoE) · Quality of Service (QoS) · IoT ·
Network · Technology · URLLC · eMBB · V2X

1 Introduction

Despite the advances in the development of fourth-generation cellular networks, the
new demands arising from new communication needs require the creation of a fifth-
generation mobile network. The 5G standard promises to be a breakthrough. Unlike
previous generations, it has much higher data rate and power, as well as much better
reliability. It is claimed that thanks to 5G Internet of Things (IoT), unmanned vehicles
and virtual reality will move rapidly from the pages of technological media to our reality.

The cellular network will operate from low to high frequencies, which can transmit
large amounts of data. The developers of this standard are also trying to reduce delays and
reduce electric power consumption. This is a very important solution for mobile devices
and IoT devices compared to 4G. The fifth generation network will be able to transmit
data on the unlicensed frequencies currently used for Wi-Fi, without creating a conflict
with existing Wi-Fi networks. This is very similar to T-Mobile’s LTE-U technology [1].

5G technology provides for the presence of an extensive telecommunications infras-
tructure (a system of powerful terrestrial data transmission channels - fiber-optic com-
munication channels). In this regard, 5G requires a much larger number of base stations
(gNb) than required by 4G or any other mobile standard. For the full functioning of the
network, stations (“towers”) must be located every few hundred meters.
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New applications, such as high-quality video streaming, touch Internet, traffic safety,
remote real-time control andmanagement, include new requirements for bandwidth, end-
user latency (E2E) and network reliability. In addition, services include the provision
of periodic or ongoing communication for machine-type communications, covering a
variety of services, such as connected cars, homes, mobile works and sensors, which
must be supported in efficient and scalable ways. Moreover, some new trends, such as
“smart” devices, 3D immersion technology and virtual reality, affect the behavior of end
users and directly affect the requirements for the network.

Also, the 5G network is expected to significantly improve Quality of Service (QoS)
communication. Despite the variety of Quality of Experience (QoE) requirements, pro-
viding low latency and high bandwidth generally improves QoE. Thus, most of the
previously mentioned tools can improve QoE. Traffic optimization methods can be used
to meet QoE expectations. Also, installing cache and computing resources at the edge
of the network allows the operator to place content and services close to the end user.
This can provide very low latency and high QoE for critical interactive services such as
video editing and augmented reality.

Big data, including information from sensors (such as on a device) and user statistics,
can be used wisely using such models to more accurately estimate the user’s expected
QoE and determine the optimal resources to use to meet the expected QoE.

2 Previous Research Analysis

The benefits of 5G technology are needed to maintain quality of service. As in the
previous generation, such as 3G and 4G, a quality known as QoE was identified. The
5G generation has additional qualities that the satisfaction service material focuses on
QoE.

The notion, practicalities, and applications of QoE have considerably evolved since
its inception in the telecommunication context [2]. Defined at the time as the “the over-
all acceptability of an application or service, as perceived subjectively by the end-user”,
QoE was understood to include “end-to-end system effects” and that it “may be influ-
enced by user expectations and context”. The evolution of QoE inference and use have
included improvements on the manually aggregated scores, e.g., the mean opinion score
(MOS); standardizing QoE mappings to network measurements of service delivery;
association/correlation studies with user-end observations and responses; and more [3].

QoE can be defined as a process of measuring or evaluating quality for a set of
program or service users with a special procedure and taking into account impact factors
(possibly controlled, measured, or simply collected and reported). For example, quality
assessment based on SDN/NFV [4–6] methods is an important step towards quality-
based monitoring and management. Depending on the purpose and direction of the
study in Rec. ITU-T describes various methods and guidelines for subjective assessment
[7–9].

Regarding the measurement of QoE in 5G technology, a number of studies have
conducted different approaches to measurement. The lack of measurement standards
and QoS and QoE values for 5G provides opportunities and variations in measurement
objects, methods and data acquisition. For example, in studies [10] and [11, 12] they
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used mathematical approaches, while in [13] they used a virtual approach. An approach
that uses statistical analysis is also performed, as in studies [14]. The location and type
of device also affect QoS and QoE measurements, as in studies [15] and [16].

It is expected that 5G technology with all the advantages meets the value of QoE,
reliability and high security. Simulation to obtainQoS values from previous technologies
may not be suitable for 5G technology. This is due to the value of quality present in this
5G era. Parameters such as packet loss, loss rate, network delay, PSNR and travel time
are considered less effective in 5G, mainly for video media, because in assessing the
quality of video media is the value of satisfaction presented in QoE. Therefore, despite
the fact that the QoE parameter is still considered vital, it is not enough for the value of
user satisfaction [10].

Performing a measurement process to obtain QoE values using 5G technology, a
number of researchers have performed it. Various approaches, methods and objects are
used to obtain results, which can illustrate the advantage of 5G technology in ensuring the
quality of service to its users. Transport communication is the most widely used object,
as in studies [12, 15, 17–23]. Parameters in traffic, such as data rate and reliability, are
measured to obtain values fromQoS andQoE. In a study [24], the value of traffic success
is a measure to assess the QoE in obtaining the value of quality in terms of security.

Objects involving users are conducted to assess theQoE, such as research [25], which
suggests which 5G scenario is used and where the location is located.

The article [26] proposes a dynamic approach to resource allocation by VBS and
RRH, aimed at improving resource efficiency and energy, while ensuring a high level of
QoE.

3 Problem Statement

5G networks has brought a lot of new possibilities to the vertical industries. And now it is
necessary to provided needed level of user’s satisfaction. There are a lot of new use cases
appeared. And now it is necessary tomeasure QoE for each of them. Existing approaches
are not able to provide correct measurements of this very important parameter. That’s
why the aim of the research is to develop the novel unifiedmethodology for assessing the
QoE in 5G networks for different use cases (UCs). To achieve the goal of the research
the next tasks have to be solved:

– 5G use cases classification development;
– QoE estimation methodology development;
– Development of the approach of QoE estimation methodology implementation;
– Experimental studies of the developed methodology.

4 QoE-QoS Estimation Methodology for the 5G Use Cases

4.1 5G Use Cases Classification

Wireless networks have improved their capabilities, trying to keep up with the develop-
ment of technology. Different generations of wireless cellular networks were developed
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before the advent of 5G. The development of the new network promises to provide
extremely high data rates, much less latency and high integrity.

The fifth generation is the basic technology that is necessary for society, the state as
a whole and the digital transformation of business. Not taking into account the fact that
the specifications for fifth-generation broadband access are still under development. But
we can say that today it is obvious that the effect of the application of this technology
will go far beyond the telecommunications business.

Consider the possibility of using 5G technology in various spheres of life. For this
purpose the analysis of characteristics is executed, features of a structure and character-
istics of 5G technologies are considered. The main problems that can be solved using
5G technologies are highlighted below (see Fig. 1) [27].

Fig. 1. Use of 5G technologies

Thanks to the basic ability of 5G to connect a large number of digital devices,
such networks can implement a wide range of services called Internet of things (IoT) -
finally open the door to a world where gastronomic preferences will be clear to home
appliances – ordering, delivery and payment will be automated. Such 5G-based systems
open up incredible opportunities for any industry and industry – from automatic humidity
control and field irrigation (non-critical systems) to automatic design and production of
new products in unmanned production (critical systems).

In smart city projects, 5G will allow real-time transmission of information from a
much larger number of sensors at various sites. It will be possible to deploy a thousand
sensors insteadof hundreds, for themaintenanceofwhich therewill be enough fewer base
stations than with existing networks. These can be, for example, sensors for monitoring
the condition of housing and communal services, sensors of “smart lighting” or sound
sensors installed for security and order in the city. In the latter case, the sensors can detect



276 R. Odarchenko and T. Dyka

suspicious or too loud sounds, and this information will be automatically transmitted to
law enforcement.

Self-governing vehicles are another area that requires a new generation of commu-
nication networks. Cars can be equipped with sensors that read all sorts of information
about the road situation: the nearest vehicles, weather conditions, the condition of the
asphalt, road signs. Based on this data, the trip can bemanaged automatically. In addition
to the convenience for the driver of the car, equipping cars with sensors opens up new
opportunities to improve road safety. On 5G networks, cars will be able to communicate
with each other and make instant decisions about what to do in a given situation based
on information received from other vehicles on the road. For example, a car could send
a signal about its sudden braking, so that the car, which is in danger of a collision, could
also brake sharply in automatic mode. It is impossible to implement such a service in
4G networks [27].

Augmented and virtual reality (AR/VR) services have been evolving for several
years, but have not yet becomewidespread. The growing use of technology is constrained
by the lack of a collaboration platform in an AR/VR environment. The proliferation of
5G will make AR/VR massive, allowing you to deliver 3D content, 3D video at high
speed, providing low latency and interactivity.

High bandwidth of 5G channels and cloud computing power will minimize wearable
AR/VR devices, eliminating the need for local video processing. Due to the high data
transfer speeds and 5G synchronization, they will provide easy joint AR/VR immersion
of several remote users. Third-party developers of “heavy” AR-/VR-content will have
access to all the technical capabilities and services of 5G.

New services using 5G can be implemented in medicine. One of the areas of appli-
cation is remote monitoring of patients. The doctor will be able to quickly receive
information from special sensors and monitor the condition of patients around the clock.
Due to the very low data transfer delays, 5G will also open up more opportunities for
remote operations using robots. This service is especially relevant for small settlements
where there are no local surgeons. Due to 5G, such a service can be deployed in wireless
networks [28].

The 5G network will become a universal platform for remote control of equipment in
remote and closed areas, transmission of process information to other production units,
partners and regulatory authorities.

Remote control uses platform services of video streams,AR/VR, but requires cooper-
ation with manufacturers of machinery and equipment, development of special applica-
tions. Therefore, it is logical to allocate remote manipulations in a separate platform ser-
vice for scaling and distribution in different industries for a variety of types of controlled
equipment.

Clinical and outpatient care is becoming radically more accessible and effective
with the use of special devices for collecting and transmitting biological and medical
indicators from sensors on patients, as well as with intelligent machine analysis of these
data in the diagnosis and evaluation of treatment.

New technologies allow to transfer a huge amount of data without delay and are in
demand in pediatrics, psychotherapy, dermatology, neurology and even in resuscitation:
if the patient can not be transported to another clinic, an urgent video call from a more
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competent specialist can save lives. A highly qualified surgeon can remotely monitor
what happens during the operation through a 5G video session and correct the actions
of colleagues, or control auxiliary devices. Secure sharing ensures that data is kept
confidential. Because smart devices are deployed and run in a peripheral infrastructure
rather than through a centralized node, the data collected elicits immediate feedback,
improving the response of the entire system.

Real-time machine analysis of data and UHD images from a remote patient builds
a model from which the doctor works over the network through a connected AR-/VR-
headset. Comparing the digital model of a particular patient with numerous digitized
images and information from a powerful cloudMIS simplifies diagnosis, identifies future
health disorders, studies their causes, suggests ways of prevention and treatment, helps
to implement them remotely. Even more valuable is the use of AR tools in surgery.
Often the maximum speed of completion of intervention is important, manipulations
are complicated by difficulties of distinction of fabrics and bodies. Augmented reality
images provide visual accentuation of diseased tissues, operational recommendations
and online assessment of actions, significantly reduce the risk of medical errors and
speed up the work of the surgeon. Real and VR images, 3D models are broadcast to
other doctors for advice.

Thus, we can conclude that 5G will allow you to transfer practical skills over your
networks, developing a newdirection, not just information.Mobile networkswill become
an important part of the infrastructure for the development of key industries. There is a
statement, according to Ericsson, that by 2026 the launch of the fifth generation mobile
network standard will lead to a completely new market, reaching about $582 billion
globally. Remote control of heavy industry will become a reality due to almost zero
delay. This will reduce production costs and increase safety for employees.

Absolutely every user of technology will witness the development of intelligent
transport systems. Unmanned automotive future awaits users in the near future. In total,
10 million smart vehicles will travel on most of the world’s roads.

Ericsson Mobility Report predicts that by 2022 there will be 29 billion connected
gadgets worldwide. The Internet of Things will account for 18 billion of the total. These
results mean that each active consumer of technology will have several smart things at
once [29].

4.2 QoE Estimation Methodology

In recent years, the technical community has shifted some attention from one related
gauge, quality of service (QoS), to amore consumer-centricmetric, quality of experience
(QoE). Network operators and service providers from the very advent of telecommuni-
cations wanted to know, what is the level of service quality which is provided to the end
users. This is because that knowledge can be extremely useful when trying to manage
network topology, optimize its capacity and operating costs, introduce new services or
plan investments and expansion of a network.

International Telecommunication Union (ITU) defines QoE as the overall accept-
ability of an application or service, as perceived subjectively by the end-user QoE can
be considered as an extension of the traditional QoS in the sense that QoE provides
information about the delivered service from an end-user point of view.
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Whereas QoS stands between the network and an application, QoE is centred on the
subscriber. In particular,QoE focuses onperson-as-userwho interactswith an application
and person-as-customer who deals with a service provider, see Fig. 2 [29, 30].

Fig. 2. QoE model

Thus, the service quality has some objective and subjective properties. Obviously
that the user will hardly be satisfied if a network performance (QoS) is poor. For instance,
if the re-buffering of a video is frequent during the streaming session a user will most
certainly be annoyed and unsatisfied. But it was also showed that achieving the QoS
targets does not necessarily ensure satisfied users. Something was still missing.

The difference between QoE and QoS is underlined below [31]:
QoS – Quality of Service:

– network characteristics/behavior;
– performance guarantees given by network provider based on measurements;

QoE – Quality of Experience:

– impact of network behavior on end user;
– some imperfections may go unnoticed;
– some imperfections may render application useless;
– not captured by network measurements.

QoE is not directly depending of radio channel conditions, but the expectation will
increase with higher performance. Increasing expectation changes QoE but it happens
for all technologies then. QoE considers a user’s expectation, QoS is more rational based
on technical measurements (Fig. 3).



QoE Estimation Methodology for 5G Use Cases 279

Fig. 3. Relationships between QoE, QoS and KPIs

Based on the above, the following approach is proposed for evaluating the overall
QoE using QoS metrics, that can be estimated in more objective way.

To implement this approach, a set of services (UCs) was introduced that should be
analyzed: {

n⋃
i=1

Si

}
= {S1,S2, ...,Sn}, (1)

where Si ⊆ S, (i = 1, n), n is a number of services, and

Si =
⎧⎨
⎩

mi⋃
j=1

Sij

⎫⎬
⎭ = {Si1,Si2, ...,Simi}, (2)

with Sij (j = 1,mi) is a subset of the elements of the quality assurance system.
The Subsets of QoE metrics Sij ⊆ Si can be represented as:

Sij =
⎧⎨
⎩

rij⋃
p=1

Sijp

⎫⎬
⎭ =

{
Sij1,Sij2, . . . ,Sijrj

}
, (3)

where Sjp (p = 1, rij) are QoE indicators that characterize the QoE for Sij; rij is the
number of such indicators.

At the second stage, QoS and QoE indicators are selected Sijp, using multi-
factor correlation-regression analysis. To construct a multi-factor regression model, the
following steps have to be completed:

Step 1. Select all possible QoS factors that affect the QoE indicator (or process) that is
being investigated. For each factor it is necessary to determine its numerical character-
istics. If some factors can not be quantitatively or qualitatively determined or statistics
are not available to them, then they are removed from further consideration.
Step 2.Choose the form of a regression or multivariate model, that is, finding an analytic
expression that best reflects the relationship of factor characteristics with the resultant,
that is, the choice of function:

Ŷ = f(x1, x2, x3, ..., xn), (4)
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where Ŷ is the effective sign-function; x1, x2, x3, ..., xn are factor signs.
On the next stage subsets ofQoS indicators have to be calculated using corresponding

algorithms and formulas for their calculations [32]. QoE has to be calculated using i.e.
MOS, DSCQR, ACR [33] or other appropriate methods/techniques. For example, in
5G-TOURS project [34], the special questionnaires were developed to estimate the QoE
for each use case.

On the last stage, the obtained values are compared with the maximum permissible,
possible to ensure the normal functioning of the network and achieved KPIs.

To compare the values obtained as a result of calculations with the maximum
allowable was introduced the logical function of equivalence:

E(x, y) =
{
1, if x > y,

0, if x ≤ y.
(5)

QoE is almost the most important parameter, estimating which it is possible to
determine user experience and compare it with users’ expectations. Respective approach
based on the principles of machine learning has been developed to assess and optimize
the state of the network in order to improve the QoS provision to users.

That’s why was developed the QoE evaluation methodology in order to evaluate
the level of satisfaction of end-users and verticals’ players with the deployed use cases.
This includes users’ QoE as well as the feedback from the vertical players on how the
technology provided can improve their business operations [31].

In addition to the validation of the QoS results which illustrates mainly the per-
formance of the network KPIs and can be compared against the 5G PPP targets, it is
of paramount importance to validate the actual satisfaction of i) end-users and ii) the

Collected questionnaires
from the trials 

KPI measurements

Correlation-regression analysis 

KPI measurements

QoE estimation

Development of a QoE versus QoS model

QoE Es�ma�on

KPI measurements report

KPI measurements report

QoE vs Qos model

MOS report

QoE estimation report

QoE=f(QoS)

KPIs

KPIs

Phase 1

Phase 2

Fig. 4. . General approach for evaluation methodology
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vertical players (either as service providers or users of secondary service flows). In this
direction, was developed the QoE evaluation methodology, the high-level architecture
of which is presented in Fig. 4.

It was discriminated between two phases. The first phase is realized during the
trials execution and collects both the QoS metrics, automatically collected from the
infrastructure, and theQoEmetrics (and vertical satisfaction) collected using appropriate
questionnaires. The second phase is realized after the trials executions and by using
correlation-regression analysis which tries to create a model for QoS-QoE correlation.

Every approach taken in previous research tomeasureQoS andQoEhas its respective
potential. This potential is expected to meet the balance between QoS and QoE, an easy,
fast, and accurate process, and flexibility between ideal conditions and reality. It should
also remind that in 5G technology, there are three major scenarios in which there are
multi-technologies in implementation so that the measurement of QoS and QoE has the
potential to be very diverse.

The measurement of traffic and user response in the object approaches group has
potential from the balance of QoS and QoE, ease, and flexibility as in the sub-material
that becomes the measurement target. This is because the traffic has various sub-material
as well as sub-material in the user response that is very flexible. User traffic and response
also meet the value requirements of highly technical and systematic QoS and QoE that
is very attached to users.

Quality of experience is essentially a human related experience that is difficult to
measure using quantitative techniques, being the ones related to videos the most famous
ones. QoE is traditionally measured through Mean Opinion Scores and questionnaires.
These questionnaires include a set of multiple questions with a specific weight usu-
ally defined with a specific scale, as originally proposed by, extended with some open
questions.

The rationale behind this decision is to exploit the questionnaire filling procedure to
also achieve some insights behind the ones already obtained by the questions. Clearly
those open questions cannot be mathematically evaluated, as discussed next, but they
can provide further useful feedback.

The final version of the mentioned questionnaires tried to address four critical
requirements:

a) Validate both the user satisfaction as well as the vertical satisfaction (in each UC
questionnaires are generated for both users and main shareholders).

b) Cover aspects that will become useful during the QoE-QoS correlation process.
c) Share some commonalities between UCs.
d) Deal with cost and pricing aspects.

For the estimation of the overall QoE level we rely on the hypothesis function:

h(θ) = θ0 · x0 + θ1 · x1 + ... + θn · xn, (6)

where n is the number of features in the data set; x is the QoS parameters, θ are the
weight coefficients.
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For estimation of the θ was proposed to use the next Normal Equation:

θ =
(
X TX

)−1 ·
(
X Ty

)
. (7)

In the above equation,

– θ (Estimated QoE): hypothesis parameters that define it the best.
– X (Input QoS parameters): Input feature value of each instance.
– Y (Output QoE): Output value of each instance.

4.3 QoE Estimation Methodology Implementation

In this chapter will be described the process of developed methodology implementation
applying to the 5G-TOURS UC5 “Remote and distributed video production”. The main
objective of the use case is to exploit the 5G-TOURS network features for remote televi-
sion production and analyze how 5G networks could support various scenarios in which
high-quality video (e.g., in 4K, HD/HDR or Video 360°) is generated and transmitted. In
a typical TV production environment, video contents is delivered from cameras located
in places where an event is taking place to a TV studio in the broadcasting center or to
a remote studio facility on the event location itself. Such video contents could be used
both for immediate live broadcasting of the event or recorded to be further edited and
used in TV programs later on [35].

There was proposed to use the next implementation algorithm on practice:

Step 1 – Definition of the most relevant for the UC KPIs. For the mentioned above UC
these KPIs are (Table 1):

Table 1. Most relevant for the UC5 KPIs

KPI_1 KPI_2 KPI_3

Latency Throughput DL Throughput UL

Step 2– Definition of the most relevant for the UC QoE parameters, which are the next
for the UC (Table 2):
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Table 2. The most relevant for the UC QoE parameters

QoE_1 QoE_2 QoE_3 QoE_4 QoE_5

Video quality Audio quality Stability of
5G signal

Breaks in the
video/audio

Impact of the
artifacts

Weight
coefficient (K)

0,2 0,2 0,2 0,2 0,2

Step 3– Definition of the weight coefficients for each QoE parameter (see table
above).
Step 4– KPI measurements according to pre-defined methodology [32].
Step 5– Collection of the QoE questionnaires. The example of QoE related part of the
developed questionnaire is represented on the Fig. 5.
Step 6– Processing of the obtained experimental data (QoE and QoS). This data has to
be represented in the table form (Table 3).

Fig. 5. QoE questionnaires

For this described above UC was proposed the next QoE-QoS mapping function:

QoE = A0 + A(Thr) · Throughput + A(Delay) · Delay, (8)

where weight coefficients can be calculated using the normal equation (Table 4):
To estimate the MOS was proposed the next formula:

MOS = K1 · Parameter_1 + . . .Kn · Parameter_n, (9)

where K1 + … + Kn = 1 and K1,…Kn > 0.
During the data obtaining should be estimated the next parameters (Table 5).
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Table 3. Collected during trials QoE and QoS values

QoE QoS parameters

MOS Troughput, Mbps Delay, ms

80 10 1

90 12 1

88 11 2

… … …

Table 4. Calculated values of weight coefficients

Coefficients

A(Delay) A(Thr) A0

−4,55314 3,107015 57,3893

Table 5. Calculated parameters related to the correlation analysis

Correlation coefficient_Throughput −0,961191417

Correlation coefficient_Throughput 0,961047169

Estimated t-criterion t 4,442136041

The table value of the t-criterion trh 2,776445105

Tabular value standard. normal Distr. zy 1,959963985

Fisher transform value z’ −1,538344072

Left interval estimate for z −2,669929806

Right interval estimate for z −0,406758338

Left interval estimate for rxy −0,990452706

Right interval estimate for rxy −0,38571676

Standard deviation for rxy 0,205270997

5 Conclusions

5G network is the first and so far the only technology that allows to flexibly combine
platform services on a single technological basis, eliminates the need for the corporate
consumer to build their own network infrastructure. These qualities make 5G the basis of
scalable services, which significantly reduces the time of their development and imple-
mentation in various sectors of the economy. 5G technology provides more advantages
than its predecessors, especially in terms of speed and power. The possibility of 5G tech-
nology in each scenario opens up different possibilities and approaches for calculating
the value of quality that this technology will give.
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Compared to previous generations of mobile networks, the architecture of the 5G
system has been significantly improved, thanks to the introduction of network analytics
functions and enhanced capabilities for interactionwith third-party application functions.
Combining these capabilities, new experience quality assessment (QoE) features can be
developed and implemented in the next generation network. However, it is unclear how
5G networks can collect monitoring data and applicationmetrics, how they relate to each
other, and what methods can be used in 5G systems to assess quality. That is why the
problems of functioning of quality assurance systems in the fifth generation networks
were considered in the chapter. As well as the importance of service quality in wireless
andmobile networks and analyzed the main features of the use of 5G technologies.Were
provided standard definitions and the most important developed measurement methods.
Were demonstrated significant improvements and approaches for service quality control
to meet user expectations.
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Abstract. Astudy of the characteristics of self-similar traffic for a queuing system
(QS) of the form WB/M/1/∞, which simulates the service of self-similar traffic
using a two-parameterWeibull distribution. Using the Laplace-Stieltjes transform,
an analytical expression is obtained to find the quality characteristics of self-
similar traffic, for which software solutions based on PYTHON are proposed. The
obtained results will allow to choose the configuration of connections between
base stations according to the criterion of the average waiting time at the stage of
planning, design and further operation of mobile networks, while in real processes
of network operation to take into account its construction.

Keywords: Self-similar traffic · Queuing system · QoS characteristics · Weibull
distribution · The Laplace-Stieltjes transformation · The average of time delay ·
The average queue length

1 Introduction

Modernmobile networks, such as 4G/LTE (Long Term Evolution), LTE-Advanced (Rel.
10–12), LTE-Advanced Pro (Rel. 13–14) are based on packet traffic technologies. By its
nature, the traffic served inmobile networks is heterogeneous, as it is formed bymany dif-
ferent sources of services, services and applications, providing a range of broadcasting,
data and video services (YouTube, Video Surveillance, streaming video, OTT-services,
M2M (Machine to machine), IoT (Internet of Things)) [1].

The rapid growth of subscriber traffic in the 4G/LTE mobile network, the change
in its nature and structure, and the significant increase in bandwidth may contribute to
possible congestion of network facilities, their buffers and, consequently, lead to delays
and packet losses. Therefore, when serving self-similar traffic, special attention is paid
to supporting the QoS (Quality of Service) characteristics of the service.

In the design and further optimisation phase of a 4G/LTE mobile network, when
selecting the network structure and network node performance, it is important to use
calculation methods that will take into account the self-similarity characteristics of the
traffic. This raises a number of challenges, among them the choice of distribution to

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Klymash et al. (Eds.): Future Intent-Based Networking, LNEE 831, pp. 288–304, 2022.
https://doi.org/10.1007/978-3-030-92435-5_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92435-5_17&domain=pdf
http://orcid.org/0000-0002-1813-0554
http://orcid.org/0000-0002-9904-5692
http://orcid.org/0000-0002-9835-0222
http://orcid.org/0000-0002-7668-1653
https://doi.org/10.1007/978-3-030-92435-5_17


Software Implementation Research of Self-similar Traffic Characteristics 289

describe a particular type of traffic and the method of calculating the QoS characteristics
that will match the distribution. The use of “classical methods” of teletraffic theory based
on Poisson distribution for which calculation methods are already known does not allow
today to obtain reliable results, and generally known and recognised calculationmethods
for quality of service characteristics of self-similar traffic, practically do not exist.

The QoS performance of self-similar traffic has been the subject of a considerable
amount of work by various authors [2–6]. Most work is based on experimental data
or derived simulation results, but reliable and recognised analytical solutions for esti-
mating the QoS characteristics of self-similar traffic for different distributions have not
yet been obtained. And only for some cases of traffic description by means of different
distributions, for example, gamma-distribution, approximate solutions for some kinds
of queuing systems (QS) have been obtained [4]. In [6–10], to estimate QoS character-
istics of self-similar traffic, the Pollachek-Hinchin formulas for M/G/1 QS, the Norros
formulas for fBM/D/1/∞ were used.

This chapter examines the characteristics of self-similar traffic, the need to assess
which is due to the impossibility of existing solutions to adequately assess the required
amount of traffic in the mobile network and, accordingly, to obtain decisions on its
allocation and efficient use of available network resources of QoS (Quality of Service).
The difference between the proposed solutions from those already known is that other
approaches are used to study the characteristics of traffic, such as Laplace-Stieltjes trans-
formation. In general, each of the considered methods allows to increase the accuracy
of estimates of traffic characteristics and service quality indicators, as well as to provide
a number of practical recommendations for their application [6–16].

This chapter considers self-similar traffic, which is described by the Weibull
distribution [2] and has the following properties:

1) the Weibull distribution, when the distribution curve parameter H = 0.5, becomes
exponential, which corresponds exactly to the value of the Hurst parameter, which
determines the degree of self-similarity, at H = 0.5 there is no sign of self-similarity
for the traffic;

2) the waveform parameter of the Weibull distribution curve is able to represent the
intensities of traffic changes on the timescale and in doing so take into account
the peaks of traffic intensity increases, which are most characteristic of self-similar
traffic;

3) the asymptote of the Weibull distribution, which has a “tail” implies a significant
variance.

A study of the characteristics of self-similar traffic for a queuing system (QS) of
the form WB/M/1/N, which simulates the service of self-similar traffic using a two-
parameter Weibull distribution. For this study, traffic modelling was carried out using
the PYTHON software [17].

Using the Laplace-Stieltjes transformation, an analytical expression was obtained to
find the quality characteristics of self-similar traffic, for which software solutions based
on MATLAB were proposed [18]. The obtained results allow at the stage of planning,
design and further operation of mobile networks to optimally choose the configuration
of connections between base stations according to the criterion of the average waiting
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time, while in real processes of network operation take into account the peculiarities of
its construction.

The purpose of this chapter is to find the QoS characteristics of self-similar traffic
described by a Weibull distribution in a WB/M/1/N QS.

2 The Self-similar Traffic in Mobile Networks

It is known [2, 3] that packet traffic served by 4G/LTE network has a self-similar (fractal)
nature, the main reason for which is the long-term relationship between the arrival of
packets, which is determined by the correlation function at different times, the presence
of after effects and high pulsation.

Definition of self-similar process, according to [3]. The real process X(t), t ∈ R is
self-similar to the exponent H > 0 if for all a > 0, the finite-dimensional distributions
for {X (at), t ∈ R} are identical to the finite-dimensional distributions

{
aHX (t), t ∈ R

}
,

i.e. if for any k ≥ 1, t1, t2, ..., tk ∈ R and any a > 0

(X (at1),X (at2), ....,X (atk)) ≡
(
aHX (t1), a

HX (t2), ...., a
HX (tk)

)
, (2.1)

or

{X (at), t ∈ R} ≡
(
aHX (t), t ∈ R

)
.

Based on formula (2.1), we can conclude that the process is automatically repeated
with the preservation of statistical properties, due to the fact that the statistical char-
acteristics do not change during scaling. As a quantitative assessment of the degree of
self-similarity used Hurst parameter 0.5 ≤ H < 1.

In addition to statistical similarity in scaling, these processes have certain quantitative
properties. Self-similar processes can be evaluated by several equivalent features [3].

1) Hyperbolically decaying correlation function of the form

R(k) = k(2H−2)L(t), if k → ∞,

where L(t) is the slowly variable infinity function,

Lim
t→∞

L(tx)

L(t)
= 1, for all x > 0.

That is, the correlation function is un summed, and the series formed by the
research values of the correlation function diverges

∑

k
R(k) = ∞. This infinite sum

is another definition of long-term dependence.
2) The dispersion of the sample mean decays slower than the reciprocal of the sample

size. If you enter a new time sequence
{
X (m)
i ; i = 1, 2, . . .

}
, obtained by averaging

the initial sequence {Xi; i = 1, 2, . . .} on non-intersecting successive blocks of size
m, then for self-similar processes will be characterized by a slower decrease in
variance according to the law

σ 2(Xm)m(2H−2), ifm → ∞..
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3) If we consider the processes in the frequency domain, the phenomenon of long-term
dependence leads to the power nature of the spectral density near zero. X is long
term dependent if

S(ω) − ω−γ L2(ω), ifw → 0.

where 0 < γ < 1, L2 is slow variable in 0 and S(ω) = ∑

k
R(k)eikω is the spectral

density.
The characteristics of the packet traffic that is serviced are affected by a significant

number of high-speed services, services and applications used by the mobile subscriber.
Therefore, to describe self-similar traffic, given that the moments of arrival of packets
have a distribution with “heavy tails”, most often use the Pareto, Weibull distribution or
lognormal [3].

In frequency-spatial planning at the stage of design and further optimization, when
the choice of network structure and production of network nodes (e-NodeB, S-GW, P-
GW, etc.), it is necessary to use calculation methods that take into account the similarity
of packet traffic. It should be noted that to describe self-similar traffic, the use of clas-
sical methods of teletraffic theory based on the description of traffic using the Poisson
distribution is not appropriate.

Self-similar traffic has a more complex nature, and the distribution that describes
this traffic is significantly different from Poisson. Therefore, the use of classical methods
to calculate the main characteristics of self-similar traffic gives incorrect, unreasonably
optimistic results, and traffic processing algorithms based on the use of the simplest flow
are inefficient for flows with self-similarity. Statistical characteristics (average value,
spectral density, autocorrelation function, etc.) of self-similar traffic have a character that
is very different from exponential. Despite the long period of studying the self-similarity
of teletraffic, a significant class of problems remains unsolved:

1) in fact, there is no strict theoretical basis that would replace the classical theory of
teletraffic in the design of modern mobile networks that use self-similar traffic;

2) there is no single generally accepted model of self-similar traffic;
3) there is no reliable and recognized method of calculating the quality characteristics

of QoS for systems and networks serving self-similar traffic;
4) there are no algorithms and mechanisms that ensure the quality of service in terms

of self-similar traffic.

It is known that the solution of these problems has not only theoretical but also
practical significance. For example, in TCP/IP-based packet switching networks, when
using the protocol without guaranteed UDP delivery, a significant reduction in packet
latency is achieved. However, it is difficult to provide increased connection quality
requirements only with the help of the transport protocol (UDP or TCP), because the
reasons that lead to long delays are more at the network level.

The current situation in modern mobile networks, the presence of a significant num-
ber of routes of self-similar traffic, which periodically occur sharp fluctuations in traffic
intensity or delays in packet data transmission, accompanied by packet loss, manifesta-
tions of self-similar traffic, require the required level of quality QoS service, taking into
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account the requirements for various applications, make relevant the task of researching
self-similar traffic. All the above allows us to conclude that the interest in the study of
the characteristics of the quality of QoS self-similar traffic for mobile networks.

2.1 Research of Quality Characteristics of Self-similar Traffic

2.1.1 Modeling of Self-similar Traffic for QS WB/M/1/N

To model self-similar traffic for QS WB/M/1/N will makes the program in PYTHON
[17].

Solve implementation code, a block diagram is shown in Fig. 1 [17]:

– math – represents a three-dimensional functionality for working with numbers. Pro-
vides access to some popular mathematical functions and constants that can be used
in code for more complex mathematical calculations. The library is a built-in Python
module, so no additional installation is required.

– scipy.special – the SciPy library depends on NumPy, which provides easy and fast
manipulation of the N-dimensional array. The SciPy library is designed to work with
NumPy arrays and provides many convenient and efficient numerical methods, such
as numerical integration and optimization procedures. SciPy consists of subpacks
covering various areas of scientific computing. In this case/.special - connects any
special mathematical functions.

– random – random value generator. With their help, you can quickly create sequences
of different numbers or symbols that are impossible to predict. To this end, Python
uses a built-in library with many methods for managed generation.

– matplotlib.pyplot – one of the most popular Python packages used for data visualiza-
tion. This is a cross-platform library for creating various graphs from data in arrays.
Matplotlib is written in Python and uses NumPy, a numerical mathematical extension
of Python.

The implementation of modeling using the PYTHON software environment is pre-
sented: In Fig. 1 the results of the simulation, namely simulation traffic models for QS
of the form WB/M/1/N with different Hurst parameters.

According to Fig. 2, we can see that for the obtained self-similar traffic on the interval
[0;3000]ms there is a scale invariance, a significant number of “bursts” of traffic intensity
and a long-term dependence between the moments of requests for service.

2.1.2 Research of Quality Service Characteristics of Self-similar Traffic for QS
WB/M/1/∞

Consider a queuing system, type WB/M/1/N, which simulates traffic service by the base
stationNodeB (e-NodeB) and serves theflowof applications, the intervals betweenwhich
are described by the Weibull distribution, service time has an exponential distribution
M, QS is single-line [10–14].

Consider the Weibull distribution, which is most characteristic of data, services and
applications traffic served by the e-NodeB base station in the 4G/LTE mobile networks.
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Fig. 1. Block diagram of the algorithm for a simulation model of traffic
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Fig. 2. Simulation of the traffic model for QS of the form WB/M/1/N with parameters: a) H =
0,6; λ = 50, α = 0,8; β = 25.267, t ∈ [0; 3000] ms, b) H = 0,7; λ = 50; α = 0,6; β = 13,361; t ∈
[0; 3000] ms

We use another approach, namely: we find the Laplace-Stieltjes transformation for the
Weibull distribution in order to obtain QoS characteristics of self-similar traffic [7, 8].

Consider the Weibull distribution given by the differential distribution function [2]:

f (x) =
{

αβ xα−1e−βxα
, x ≥ 0

0, x ≤ 0
(2.2)

where α is the parameter of the shape of the distribution curve, 0 < α < 1; α =
2 − 2H , H is the Hurst parameter 0, 5 ≤ H < 1, β = [

λΓ
(
1 + 1

α

)]α
is the distribution

parameter, β > 0, λ is the intensity receipt of requests for service in the QS, Γ (k) is the

Euler gamma function of the form Γ (k) =
+∞∫

0
tk−1e−1dt.

It is known from [19] that for theQSWB/M/1/∞ the probability that a newly received
application will be found in the QS, n service requests is defined as:

rn = (1 − σ)σ n, 0 ≤ σ < 1, (2.3)

where σ is the root of the equation

σ = F(μ − μσ), 0 ≤ σ < 1. (2.4)

In this case, the F is the Laplace-Stieltjes transformation of the density distri-
bution of the intervals between the applications f (t) in the QS and has the form

F(s) =
+∞∫

0
e−st f (t)dt, s is the complex variable, μ is the intensity of service of

applications in QS.
Finding the roots ofσEq. (2.4),we candetermine the followingquality characteristics

for QS WB/M/1/N [19]:

– the average waiting time W of the application in the system, defined by the formula

W = σ

μ(1 − σ)
, (2.5)

where μ is the intensity of service of applications in QS,
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– the average number of applications Q in the queue, determined by the formula

Q = ρσ

μ(1 − σ)
, (2.6)

where ρ is the load factor of QS.

In the QS WB/M/1/∞ the probability density of the distribution of the duration τ

intervals of applications receipt in the QS has the form [10–14]:

f (t) = αβtα−1e−βtα , t ≥ 0, 0 < α < 1. (2.7)

Write the formula (2.7) in the form [7, 8]:

σ = αβ

+∞∫

0

e−(μ−μσ)t tα−1e−βtαdt (2.8)

Using the schedule function ex in Maclaurin series [15] ex =
∞∑
n=0

xn
n! , where x ∈

(−∞,+∞), we will receive [10–14]:

f (t) = αβ tα−1
∞∑

n=0

(−βtα)n

n! ,

or

f (t) =
∞∑

n=0

α(−1)nβn+1t(n+1)α−1

n! .

Thus,

f (t) =
∞∑

n=0

α
(−1)n−1

(n − 1) !β
ntnα−1. (2.9)

For the original f (t), which is defined by formula (2.9), it is necessary to find the
image F. It is known that the Laplace transform has the property of linearity for a finite
number of terms [20, 21], i.e. if f1(t), f2(t), …, fN (t) – originals, then for any constants

ci, i = 1,N , function f (t) =
N∑

k=1
ck fk(t) is also the original and equality is valid [10–14]:

L

[
N∑

k=1

ck fk(t)

]

=
N∑

k=1

ckL
[
fk(t)

]
, (2.10)

where L is the Laplace operator.
The Laplace transform for an infinite number of terms of the series is found in

[10–14].
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Then, using formula (2.10) for the original f (t), defined by formula (2.9), and the
uniform convergence of the series (2.9) with the above restrictions on the region of
convergence of this series, we obtain an image F(p), that takes the form [10–14].

F(p) =
∞∑

n=1

α
(−1)n−1

(n − 1) !β
nΓ (nα)

pnα
, nα > 0, (2.11)

where Γ is the gamma function.
Then formula (2.11), given the fact that p = μ − μσ , has the form [10–14]:

F(μ − μσ) =
∞∑

n=0

α
(−1)n−1

(n − 1) !β
n Γ (nα)

(μ − μσ)nα
, nα > 0 (2.12)

Equation (2.4) will take the form [10–14]:

σ =
∞∑

n=1

α
(−1)n−1

(n − 1) !β
n Γ (nα)

(μ − μσ)nα
, nα > 0 (2.13)

Solving Eq. (2.13), we find the root of equation σ. This will define the required
quality characteristics for QS formWB/M/1/N [10–14]: the value of the average waiting
time W of the application in the QS (2.5), the average number of applications Q in the
QS queue (2.6).

2.1.3 Analysis of Program Results Determine the Characteristics of Service
Quality Self-similar Traffic QS WB/M/1/∞

To obtain solutions of the transcendental equation and search for the root, we use
two software environments, the MATLAB application package [18] and the object-
oriented Python programming language [17]. To solve the problem using the software
environment MATLABwe will solve Eq. (2.8), which is equivalent to Eq. (2.9) [10–14].

We solve Eq. (2.8) by the graphical method, ie by plotting the functionsy = σ ,

y = αβ
+∞∫

0
e−(μ−μσ)t tα−1e−βtαdt. The point of intersection of both graphs of the above

functions and will be the root σ of the Eq. (2.8). To find σ, make a program MATLAB
[18].

For this purpose we find the solution of the transcendental Eq. (2.8), namely the
roots for which condition 0 ≤ σ < 1, is fulfilled, by means of the given values:

– Hurst parameter H ∈ [0,6; 0,95] with a 0.05 step,
– values of the intensity λ of requests to the WB/M/1/N QS [0.1; 0.8] with a step of 0.1;
– value of the intensity of service of requests μ = const = 1,5.

The results of the solution of Eq. (2.8) are listed in Table 1 and are shown in the
Fig. 3.

According to the obtained in Fig. 2 graph of the dependence of the obtained root of
the equation σ = σ(λ, H) on the intensity λ of service requests in the QSWB/M/1/N QS
and values of the Hurst parameter H, the following conclusions can be made:
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Table 1. The results of solving Eq. (2.8) for different Hurst coefficients based on the MATLAB
software environment, (μ = const = 1,5)

Indicator Value

λ 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

H = 0.6, α = 0.8

Value of the root σ, σ (H = 0.6) 0.118 0.204 0.282 0.354 0.423 0.486 0.531 0.537

H = 0.65, α = 0.7

Value of the root σ, σ (H = 0.65) 0.160 0.258 0.341 0.415 0.483 0.545 0.593 0.611

H = 0.7, α = 0.6

Value of the root σ, σ (H = 0.7) 0.220 0.330 0.417 0.491 0.556 0.615 0.661 0.682

H = 0.75, α = 0.5

Value of the root σ, σ (H = 0.75) 0.309 0.428 0.515 0.586 0.646 0.697 0.735 0.752

H = 0.8, α = 0.4

Value of the root σ, σ (H = 0.8) 0.439 0.560 0.641 0.703 0.752 0.789 0.811 0.819

H = 0.85, α = 0.3

Value of the root σ, σ (H = 0.85) 0.626 0.729 0,791 0.833 0.860 0.872 0.874 0.876

H = 0.9, α = 0.2

Value of the root σ, σ (H = 0.9) 0.855 0.903 0.916 0.926 0.941 0.956 0.965 0.977

H = 0.95, α = 0.1

Value of the root σ, σ (H = 0.95) 0.850 0.892 0.946 0.977 0.981 0.986 0.995 0.997

Fig. 3. Dependence graph σ = σ(λ, H) for WB/M/1/N QS
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– the value of the root increases with increasing Hurst coefficient in a given region of
values H ∈ [0.6;0.95] and affects the degree of self-similarity of the traffic, it should
be noted that the root of the equation a maximum value σ = 0.997 at H = 0.95;

– with the increase in the intensity of applications to the WB/M/1/N QS in the given
range of valuesλ ∈ [0; 0.8] with step 0.2 at a fixed value of the intensity of applications
service μ in the QS μ = 1.5 the value of the root of the equation almost doubles.

The obtained values of the root of the Eq. (2.8) allow us to obtain values of the
traffic service quality characteristic, such as the average delay time W = W (H,μ) in the
WB/M/1/N QS, which are shown in Table 2.

Table 2 The results of the obtained characteristics of the quality of self-similar traffic for the
value of the Hurst parameter H = 0.9, μ = const = 1.5

Indicator Value

Intensity of the receipt of
applications to QS, λ

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

H = 0.6, α = 0.8

Value of the root σ, σ (H
= 0.6)

0.118 0.204 0.282 0.354 0.423 0.486 0.531 0.537

Average delay time, W 0.089 0.171 0.262 0.366 0.488 0.630 0.754 0.773

H = 0.65, α = 0.7

Value of the root σ, σ (H
= 0.65)

0.160 0.258 0.341 0.415 0.483 0.545 0.593 0.611

Average delay time, W 0.127 0.232 0.345 0.473 0.622 0.798 0.972 1.047

H = 0.7, α = 0.6

Value of the root σ, σ (H
= 0.7)

0.220 0.330 0.417 0.491 0.556 0.615 0.661 0.682

Average delay time, W 0.188 0.328 0.476 0.643 0.836 1.063 1.298 1.432

H = 0.75, α = 0.5

Value of the root σ, σ (H
= 0.75)

0.309 0.428 0.515 0.586 0.646 0.697 0.735 0.752

Average delay time, W 0.298 0.498 0.708 0.944 1.218 1.534 1.848 2.027

H = 0.8, α = 0.4

Value of the root σ, σ (H
= 0.8)

0.439 0.560 0.641 0.703 0.752 0.789 0.811 0.819

Average delay time, W 0.523 0.848 1.190 1.576 2.020 2.496 2.869 3.019

(continued)
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Table 2 (continued)

Indicator Value

H = 0,85, α = 0,3

Value of the root σ, σ (H
= 0.85)

0.626 0.729 0.791 0.833 0.860 0.872 0.874 0.876

Average delay time, W 1.118 1.798 2.527 3.329 4.079 4.529 4.644 4.568

H = 0.9, α = 0.2

Value of the root σ, σ (H
= 0.9)

0.855 0.803 0.816 0.826 0.841 0.856 0.865 0.877

Average delay time, W 3.933 6.213 7.210 7.212 7.245 8.113 8.253 8.355

H = 0.95, α = 0.1

Value of the root σ, σ (H
= 0.95)

0.890 0.899 0.936 0.957 0.981 0.986 0.995 0.997

Average delay time, W 4.933 6.513 7.920 8.630 9.450 10.113 12.253 13.355

The results of calculations of the average waiting time W = W(H,μ) for requests in
the WB/M/1/N QS are shown in Fig. 4.

Fig. 4. The average time of the W = W (H, μ) in the WB/M/1/N QS

The obtained values of the root of the Eq. (2.8) and formula (2.6) allow us to obtain
values of the characteristics of traffic service quality, such as the average length of
the service order line Q for WB/M/1/N QS, which are shown in Table 3; the graph of
dependence Q = Q (H, ρ) is shown in Fig. 5.
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Table 3. The results of the obtained characteristics of the average number of applications Q in
the queue for the value of the Hurst parameter H = 0,9, μ = const = 1,5

Indicator Value

Load factor of QS, ρ 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8

H = 0,6, α = 0,8

Value of the root σ, σ (H = 0,6) 0,118 0,204 0,282 0,354 0,423 0,486 0,531 0,537

Average number of applications in the
queue, Q

0.009 0.034 0.079 0.146 0.258 0.378 0.528 0.619

H = 0,65, α = 0,7

Value of the root σ, σ (H = 0,65) 0,160 0,258 0,341 0,415 0,483 0,545 0,593 0,611

Average number of applications in the
queue, Q

0.013 0.046 0.103 0.189 0.311 0.479 0.680 0.838

H = 0,7, α = 0,6

Value of the root σ, σ (H = 0,7) 0,220 0,330 0,417 0,491 0,556 0,615 0,661 0,682

Average number of applications in the
queue, Q

0.019 0.066 0.143 0.257 0.417 0.639 0.910 1,144

H = 0,75, α = 0,5

Value of the root σ, σ (H = 0,75) 0,309 0,428 0,515 0,586 0,646 0,697 0,735 0,752

Average number of applications in the
queue, Q

0.030 0.083 0.212 0.377 0.608 0.920 1.294 1.617

H = 0,8, α = 0,4

Value of the root σ, σ (H = 0,8) 0,439 0,560 0,641 0,703 0,752 0,789 0,811 0,819

Average number of applications in the
queue, Q

0.052 0.170 0.357 0.631 1.011 1.428 2.002 2.413

H = 0,85, α = 0,3

Value of the root σ, σ (H = 0,85) 0,626 0,729 0,791 0,833 0,860 0,872 0,874 0,876

Average number of applications in the
queue, Q

0.112 0.359 0.757 1.330 2.048 2.725 3.237 3.838

H = 0,9, α = 0,2

Value of the root σ, σ (H = 0,9) 0,855 0,863 0,876 0,878 0,880 0,886 0,890 0,892

Average number of applications in the
queue, Q

0.393 0.840 1.413 1.919 2.444 3.109 3.776 4.405

H = 0,95, α = 0,1

Value of the root σ, σ (H = 0,95) 0,895 0,899 0,936 0,947 0,956 0,966 0,975 0,981

Average number of applications in the
queue, Q

0.568 1.187 2.925 4.765 7.242 11.365 18.200 27.537
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Fig. 5. Average length of the requests Q = Q (H,ρ) to the WB/M/1/N QS

3 Practical Recommendations for Using the Results of Research
Quality Characteristics in Mobile Networks

The studywas devoted to solving the complex problem of assessing the characteristics of
the quality of service of self-similar traffic,modeled using theWeibull distribution forQS
WB/M/1/N [10–14]. The presented solution allows to determine the main characteristics
of QoS, such as:

– the average waiting time for the application in the QS WB/M/1/N,
– the average number of applications in the QS WB/M/1/N,
– the average length of the queue of applications in the QS WB/M/1/∞.

According to the obtained values of these characteristics, it is possible to obtain a
solution of a number of practical problems:

1) at the stage of planning, design and further optimization of mobile networks, when
the choice of network structure and performance of network nodes (e-NodeB, S-GW,
P-GW, etc.), the use of calculation methods that take into account the similarity of
packet traffic, allows get more accurate estimates of QoS characteristics and based
on them select the necessary equipment;

2) when choosing the characteristics of hardware and software of the mobile network
for WB/M/1/N traffic serviced in QS, using the proposed method of determining the
quality characteristics, it is possible to predict the required size of buffer equipment
of network objects, thereby providing high-speed services, services and applications
in the network of the mobile operator;
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3) an important step in designing a mobile network of any technology or standard is
to solve the problem of choosing the optimal configuration of connections between
e-NodeB base stations in the service area, according to the obtained values of the
average timeof application, taking into account the queue length. Taking into account
the peculiarities of construction and structure of e-NodeB base stations in E-UTRAN
radio neteork, as well as the obtained values of the average number of applications,
predict the configuration of connections in 4G/LTE network in real processes of
their operation.

Given the fact that the coefficient σ dependent parameter α, which determines the
shape of the curve Weibull distribution and Hurst coefficient H is obvious that the value
of the average waiting time W depends on the above values. Thus, confirming that the
value σ ∈ [0;1) and, accordingly, formWeibull distribution curve αwith increasing Hurst
coefficient increases the average latency W of packets in QS WB/M/1/N.

4 Conclusions

1. The simulation of self-similar traffic in PYTHON for the queuing system of the
form WB/M/1/N, which simulates the service of self-similar traffic using the two-
parameter Weibull distribution, is carried out.

2. Applying the Laplace-Stieltjes transform, an analytical formula is obtained to find
the characteristics of the quality of self-similar traffic, such as the average waiting
time of the application in the QS, the average number of applications in the QS. The
obtained values allow at the design stage to predict the required size of the buffer
equipment of network objects, thereby providing the ability to provide high-speed
services, services and applications in the network of the mobile operator.

3. The software solutions of the problems of determining the quality characteristics for
QS of the formWB/M/1/N on the basis of PYTHON are given. The results allow the
planning phase and design of mobile network optimally choose the configuration
of connections between base stations in real conditions of the functioning of the
network.
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Abstract. A new method of forming a multidimensional signal with amplitude-
phase difference modulation (MAPDM signal) of OFDM technology for 5G
mobile networks, whichmakes it possible to increase the noise immunity of recep-
tion by 2 times in comparison with two-dimensional OFDM signals has been
proposed in the chapter. The informational parameters of the MAPDM signal are
the amplitude, phase and time distance between the boundaries of the parcels
and the signal integration interval. An increase in noise immunity is provided by
increasing the equivalent signal energy, determined by the distance between the
two nearest signal points, and thus increasing the resolution of the receiver. The
use of theMAPDM signal allows the information transfer rate to be brought closer
to the channel capacity, which is necessary for the implementation of 5G mobile
networks.

Keywords: MAPDM signal · OFDM · 5G mobile networks · Noise immunity

1 Introduction

The rapid growth in the number of devices connected to the Internet and the ever-
increasing requirements of subscribers to the speed of mobile Internet access make it
necessary to increase the speed of information transfer and reduce network delays at a
given reliability.

Many real-time applications will require reliable communication links with
extremely low latency and extremely high bandwidth to avoid signal distortion when
watching videos, controlling drones or industrial robots.

It is well-known from the theory of potential noise immunity; noise immunity is
primarily determined by the equivalent energy of the signals. The greater the signal
energy, defined as the distance between adjacent signal points, the higher the noise
immunity of the system, all other things being equal.

With the same reception method, different constellations provide different noise
immunity. This is due to the peculiarities of the placement of the boundaries of the
signal regions. In the geometric representation of the signal, the placement of signal
points at equal distances ensures a minimum probability of error. This arrangement
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provides the same probability of error in receiving any signal (the signal areas are the
same) and the minimum average signal power (areas of the densest packing).

The known signals of the densest packing are realized, as a rule, by placing points at
the nodes of spatial networks that have a regular structure. In one-dimensional space, the
densest packing is the placement of signal points on a straight line. In two-dimensional
space, variants of close packing on a plane are considered.

For multi-position signals, the information transfer rate is determined by the
modulation rate and elementary signaling period.

V = κ

τ
Kbit/s, (1)

where κ– modulation rate, τ – elementary signaling period.
To increase the information transmission rate, it is necessary to reduce the duration

of the signaling period and increase the modulation rate. However, a decrease in the
duration of a signaling period by more than a certain value τ causes linear distortion of
the signal, andwith an increase in themodulation rate, the distance between two adjacent
signal points decreases and, accordingly, the equivalent signal energy decreases, and also
noise immunity decreases.

An effective means of increasing the noise immunity is the formation of the OFDM
signal in such a way that for a given ratio of the signal energy to the spectral power
density of the interference, the distance between adjacent signal points is maximal. This
is provided by shaping the signal in three-dimensional space.

2 Analysis of the Literature Data and the Problem Statement

In the studies of the world and domestic authors, it is shown that the main task in
the implementation of 5G is to ensure the speed of information transfer, close to the
throughput of the communication channel [1–7].

The maximum allowable speed is provided with an increase in the modulation rate
and a decrease in the duration of the signaling period. However, a decrease in the duration
of a signaling period leads to intersymbol distortions, and an increase in the modulation
multiplicity leads to a decrease in the equivalent signal energy, and, consequently, to a
decrease in noise immunity [8–10].

When introducing 5G technology, ultra-dense networks should be created based on
new types of signal-code structures [11–13]. When synthesizing a signal-code structure,
it is necessary to ensure the maximum possible modulation rate, and, consequently, the
number of signal positions, while maximizing the equivalent signal energy at a given
ratio of signal energy to interference power spectral density.

In modern studies [14–16] it is shown that an increase in spectral efficiency in
5G networks can be achieved through the use of non-orthogonal signals (for example,
FTN, F-OFDM, etc.) [17]. However, the literature does not provide calculations of noise
immunity, namely, the magnitude of the inter-channel interference power.

The wireless industry has identified three main directions for 5G development:

– improved mobile broadband network;
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– IoT (Carther predicts more than 20 billion Internet objects by 2020);
– highly reliable networks with low latency.

An important criterion of quality is the indicator of the probability of errors, in
fact, this indicator determines the possibility of providing high quality services. In [18],
signal-code structures are proposed for use inmodern highly efficient telecommunication
systems. However, all the methods proposed in the literature do not allow providing the
required information transfer rate in the radio access section, since interference and
distortions decrease by an order of magnitude the noise immunity, and, accordingly, the
information transfer rate.

3 The Purpose and Objectives of the Study

The aim of this work is to synthesize a multidimensional signal with amplitude-phase-
difference modulation (MAPDM), in which an additional information parameter is the
time distance between the boundaries of the parcels and the boundaries of the integration
interval, which makes it possible to ensure, under given conditions and constraints, the
maximum reliability and information transfer rate.

To achieve this goal, it is necessary to solve the following tasks of:

– a synthesized multidimensional sixteen-position signal, where the signal points are
located in three-dimensional space;

– the development of an algorithm for optimal coherent reception with synchronization
of a multidimensional signal according to the working signal;

– the development of a method for calculating the noise immunity of the information
transmission system on the basis of simulation modeling.

4 Special Elements

OFDM signals, which are used in 4G mobile networks, are formed in two-dimensional
space, that is, the information parameters are the amplitude and phase of the transmitted
signal. An example of such a 16-position signal is shown in Fig. 1.
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Fig. 1. Multi-position signal with amplitude-phase modulation

Fig. 2. Sixteen-position multidimensional signal

The signal points are located in two circles, and the ratio of the radii of these circles
is chosen so that for a given signal energy and information transmission rate, the distance
between two adjacent signal points is maximal [19].

To increase the equivalent energy, and, consequently, the noise immunity of the sys-
tem, an effective method of signal shaping is the use of modulation in three information
parameters: amplitude, phase and time.

As it is known, OFDM signals are generated by frequency multiplexing of orthog-
onal signals, therefore, when introducing 5G technology, it is necessary to clarify the
calculation of the information transfer rate, taking into account the number of subcarriers.

In this case, the information transfer rate is calculated:

V = k n

τ
, (2)
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where k – modulation rate (this number determines the number of signal options, which
is 2k), n– number of subcarriers; τ – duration of the elementary signaling period.

Thus, forming a multidimensional signal, in which the distance between adjacent
signal points increases with the same signal energy, a doubled information transfer rate
is obtained.

Figure 2 shows a multidimensional signal formed in a sphere in a geometric repre-
sentation. The information parameter - time - is determined by two boundaries of the
integration interval D1, D2 and t3, t4. We have no right to change either the duration of
the integration interval or the duration of the message, since the duration of the message
determines the speed of information transmission (formula 1), and the duration of the
integration interval determines the property of orthogonality of signals T = 8, 33MC
However, we can change the boundaries of the integration interval within the message
(Fig. 3). Calculations show (Fig. 4) that changes in the boundaries of the integration
intervals within the duration of the message does not lead to a significant increase in the
inter-channel interference power, which is characteristic of the OFDM signal [20, 21].

Fig. 3. The location of the boundaries of the integration interval T within the duration of the
signaling period

τ is the signaling period,
T is the duration,
�t is the duration of protection by time,
�t = τ − T ,
where, for example:
τ = 10ms,
T = 8, 33ms
�t = 1, 66ms
�t/2 = 0, 8ms,
�t/4 = 0, 4ms,
3�t/4 = 1, 2ms.

Let us present the calculation of the dependence of the interchannel interference
power (ICIP, %) on the values of the guard intervals in time τ − t0, determined by the
beginning of the integration interval t0.

The boundaries of the integration interval are shown for two cases when the guard
intervals are the same �t1 = 0, 8, and �t2 = 0, 8 when �t1 = 0, 4, and �t2 = 1, 2.

Having three information parameters (amplitude, phase and time),weplace the signal
points in the sphere in such a way that the distances between the neighboring ones are
equal in the phase plane. This doubles the equivalent signal energy.
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Fig. 4. Calculation of the dependence of the interchannel interference power of the ICIP, % of
the values of the protection intervals over time τ − t0

In this case, the algorithm for optimal reception of the multidimensional OFDM
signal, taking into account the additional parameter, will be as follows.

It should be considered the general case of digital transmission using an m-position
signal with arbitrary amplitudes a1, a2...an and initial phases φ1, ϕ2, ..., φm, without
making a difference between the amplitude-phase and amplitude-phase difference mod-
ulation. With this formulation of the problem, the variant of the transmitted signal can
be represented in the following form:

Sj(t) = aj sin
(
ωt + φj

)
, j = 1, 2, ...,m. (3)

In a channelwithGaussian uncorrelated noise, the optimal signal reception algorithm
(3) can be formulated as follows: the transmitted i-th variant of the signal is fixed if for
all j �= i the inequality is:

T∫

0

[
x(t) − Sj(t)

] 2dt <

T∫

0

[
x(t) − Sj(t)

]2
dt, (4)

where x (t) is the received signal, T is the duration of a parcel.

j = arg min

T∫

0

[
x(t) − Sj(t)

]2
dt. (5)

In digital processing, it is convenient to switch from a high-frequency signal (4) to its
reflection through coordinates in two-dimensional space, which in practice corresponds,
for example, to the operations of transfer or the separation spectrum of orthogonal
channel signals in a multichannel system [22].
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So, let the projections of the received signal x(t) and signals onto the reference
oscillationswith an arbitrary phase, calculated on the interval of onemessage, are known:

x0 =
T∫

0
x(t) cos(ωt + φ0)dt,

y0 =
T∫

0
x(t) sin(ωt + φ0)dt,

L0 =
T∫

0
x(t) cos(ωt + φ0)dt,

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(6)

xj =
T∫

0
sj(t) cos

(
ωt + φj

)
dt,

yj =
T∫

0
sj(t) sin

(
ωt + φj

)
dt,

Lj =
T∫

0
sj(t) cos

(
ωt + φj

)
dt,

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(7)

where j = 1, 2, ...,m.

The optimal algorithm (5) can be represented as follows:

j = arg min

T∫

0

[(
x0 − xj

)2 + (
y0 − yj

)2 + (
L0 − Lj

)2]2
dt, (8)

The input values x0 and y0 are determined, as can be seen from (6), as a result of
processing the current received signal transmission, and the values xj, yj and Lj, the
number of which is equal to 2 m, must be known a priori or calculated (estimated) in
the process of receiving the preliminary signal transmissions.

To calculate the projection estimates by the variant of the signal xj and yj the method
of bringing and averaging the projection of the received signal is used. For the role of the
averaged values, we will choose, for definiteness, the projection of the first option (3),
that is, the values x1 and y1(7), we will also bring other versions of the received signal
to them in the process of adjusting according to the information signal. If the received
signal x(t) contains on the interval N signal parcels S1(t) mixed with Gaussian noise,
then, as is known, the plausible estimates of these quantities x̃1 and ỹ1 are equal to:

x̃1 = 1
N

N∑

n=1
x0n,

ỹ1 = 1
N

N∑

n=1
y0n,

L̃1 = 1
N

N∑

n=1
L0n,

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

(9)

where x0n and y0n are the values of projection (7) on the interval of the n-th premise, and
the wavy line above x1 and y1 marks that these are estimates. Estimates (9) are unbiased
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and efficient. They can be formed into unbiased and effective estimates of the projection
of all other signal variants included in the optimal algorithm (8). To do this, we introduce
the notation φj = φ1 + �φj, create a projection as follows:

xj =
T∫

0

aj sin
(
ωt + φj

)
a0 · (ωt + φ0) dt = aj

a1

T∫

0

a1 sin
(
ωt + φ1 + �φj

)

· a0 sin(ωt + φ0) dt = aj
a1

[cos�φj

T∫

0

a1 sin(ωt + φ1)Q0 sin(ωt + φ0) dt

+ sin�φj

T∫

0

Q1 sin(ωt + φ1) a0 sin(ωt + φ0) dt] = aj
a1

[cos�φj

T∫

0

a1 sin(ωt + φ1)

· a0 sin(ωt + φ0) dt − sin�φj

T∫

0

a1 sin(ωt + φ1) a0 cos(ωt + φ0) dt]

= aj
a1

(
x1 cos�φj − y1 sin�φj

)
. (10)

Similarly, we obtain the projection yj and Lj. Replacing now the quantities x1 and y1
their estimates, we get:

x̃j = aj
a1

(
x̃1 cos�φj − ỹ1 sin�φj + Lj cos�φj

)
,

ỹj = aj
a1

(
x̃1 sin�φj + ỹ1 cos�φj − Lj sin�φj

)
,

L̃j = aj
a1

(
x̃1 cos�φj − ỹ1 sin�φj + Lj cos�φj

)
, (11)

where �φj is the known phase difference between signals Sj(t) and S1(t).
Note that when calculating estimates according to (11), there is no need to have

information about the amplitude of the signal variants aj and a1, but it is enough to know
the ratio of these amplitudes aj/a1.

The obtained algorithms solve the problem of coherent reception of a multi-position
AFM signal in the presence of a special sync signal, which, for example, precedes the
transmission of information messages: according to (7), the projections of the sync
signal onto the reference oscillations with an arbitrary initial phase are calculated, then
estimates of the projections of the first version of the signal x̃1 and ỹ1, according to (10),
estimates of the projections of all m variants of the signal are calculated and, finally,
the estimates obtained x̃1 and ỹ1; all signal variants are substituted instead of xj and yj
into algorithm (8), according to which a decision is made on the OFDM information
message [23–25].

Note that the considered algorithm is focused on receiving a signal with absolute
PM, since the presence of a clock signal eliminates the uncertainty of the initial phase,
which prevents the use of absolute phase modulation.
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Let us now return to the considered algorithm and adapt it to the case, which is
practically the most important, when the sync signal is absent and the “adjustments”
of the projection of the signal samples have to be carried out directly according to the
information messages. In this case, it is necessary to average not the projections of the
received signal, but the flattened projections. In this case, the erection operation consists
in converting the received projections to projections, for example, the first version of the
signal using the decision made about the transmitted signal sample.

Let, as before, �φ̃n be the phase difference between the signal variant in favor of
which the decision wasmade on the n-th parcel and the first variant of the signal, ãn is the
amplitude of the signal in favor of which the decision was made on the n-th parcel. Then
�φ̃n takes values from a discrete set of allowed phases defined in (3). As for ãn, this
value is equal to the actual amplitude received on the n-th message of the signal-noise
mixture, however, in the future it is identified with the amplitude of the signal variant in
favor of which the decision was made on the n-th message. The wavy line in both cases
emphasizes that these estimates may in fact be wrong. Then the reduced projections x1n
and y1n of the received signal on the n-th message is calculated through the received
projections x0n and y0n by the formulas:

x1n = a1
ãn

(
x0n cos�φ̃n + y0n sin�φ̃n − L0n sin�φj

)
,

y1n = a1
ãn

(
y0n cos�φ̃n − x0n sin�φ̃n + L0n cos�φj

)
,

L1n = a1
ãn

(
y0n cos�φ̃n + x0n sin�φ̃n − L0n cos�φj

)
. (12)

It should be emphasized that ãn and �φ̃n are determined by the decision about
the transmitted on the n-th parcel a variant of the signal received from the results of
processing the value x0n and y0n.

Further, as in the algorithm for receiving by a clock signal, values (13) are averaged:

x̃1 = 1

N

N∑

n=1

a1
ãn

(x0n cos�φ̃n + y0n sin�φ̃n − L0n sin�φj),

ỹ1 = 1

N

N∑

n=1

a1
ãn

(y0n cos�φ̃n − x0n sin�φ̃n + L0n cos�φj),

L̃1 = 1

N

N∑

n=1

a1
ãn

(x0n cos�φ̃n + y0n sin�φ̃n − L0n sin�φj). (13)

The difference between algorithm (13) and (9) lies in the fact that in (9) averaging is
performed on the sync signal interval, and in (13) - on a “varying” interval inMmessages
preceding the one being processed at a given moment.

Note that when calculating estimates according to (13), there is no need for a priori
information about the average power of the received signal, because this algorithm
includes only the ratio of the amplitudes.

Thus, the relation (12), (13) together with (8) forms the desired coherent processing
algorithm.
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Fig. 5. Block diagram of the algorithm for optimal reception of a multidimensional signal
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The proposed algorithms for coherent processing of multi-position amplitude-phase
or amplitude-phase difference modulation of signals are especially convenient for mul-
tichannel (multifrequency) systems with orthogonal channel signals, since in these sys-
tems the same procedures for calculating the projections of the received signal onto two
mutually orthogonal reference oscillations are used to separate orthogonal signals with
an arbitrary initial phase.

In multifrequency OFDM systems, the reference oscillations of all channels are
usually generated from a common master oscillator. At the same time, the initial phases
of the channel signals have different shifts, and in some cases they are generally weakly
coupled (for example, in radio channelswith selective attenuation, they are uncorrelated).
As a result, in multichannel OFDM systems, it is difficult to use the methods of reference
oscillations based on adjusting the phase of the controlled oscillator.

The describedmethods of coherent processing do not require adjustment of the phase
of the reference oscillations of channel signals andmake it quite simple to implement both
orthogonal separation of signals and coherent reception. Indeed, for channel separation,
the same reference oscillations are used as for optimal incoherent reception. Coherent
reception is performed based on the adjustment of the signal variants in each channel of
the OFDM signal.

As is known [10], for each Q and a given probability β, it is possible to construct
a region within which the value of the error probability (Per) coincides with the exper-
imentally found frequency value (P∗

er). The curves shown also limit the regions for
different Qs at probability β = 0.9. For example, if P∗

er = 0.1 to ensure the confidence
interval [0.09–0.11], the required sample size will be ≈200, while P∗

er = 0.07 to ensure
the confidence interval [0.065–0.075], the required size will be≈1000. Thus, the sample
size must be at least 20

P∗
er
.

The graphs shown in Fig. 6 illustrate the dependence of the error probability Per on
the ratio of the signal energy to the spectral power density of the noise for the APM
signal system shown in Fig. 1. The curves in the figure are designated by numbers 1, 2…
9. Curve 1 characterizes the potential noise immunity of the given signal system with
strictly coherent reception. Curve 2 was obtained as a result of modeling with accurate
reference oscillations and characterizes the potential noise immunity of the developed
processing algorithm. Curves 3… 7 obtained as a result of modeling and characterize
the noise immunity of OFDM systems with coherent reception of signals for different
averaging intervals M, which were chosen in accordance with 1, 5, 10, 20 and 100.

– M = 100 (Curve 3),
– M = 20 (Curve 4),
– M = 10 (Curve 5),
– M = 5 (Curve 6),
– M = 1 (Curve 7).

Curve 8 characterizes the theoretical noise immunity for a 4-fold PRMwith a coher-
ent reception method. Curve 9 was obtained experimentally as a result of laboratory
studies of a 48 - channel modem using a T4 channel simulator of the “channel 2” type.
This curve determines the real noise immunity of OFDM systems of a 48 - channel
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Fig. 6. Dependence of the error probability on the signal-to-noise ratio

modem with an optimal incoherent reception method, in which a 16 - position signal is
used, shown in Fig. 1 (ch2 is twice as large as ch1).

Analysis of these graphs (Fig. 6) confirms the conclusion about the advantage of
using coherent reception methods for multi-position signals. The energy gain can be
obtained both from the use of a more efficient signal system (for example, MAPDM or
APM), and from the use of the developed coherent reception algorithm.

In this case, comparing curve 3 and curve 9, it can be seen that the total gain is≈3dB.
The minimum averaging interval, due to the number of parcels M, at which the real

noise immunity is close to the potential, is ≥20 parcels.
The graph shows the quantitative dependence of the approximation to the ideal

variant (the ideal is the variant in which the reference oscillations are accurate, in the
graphs in Fig. 6 this is curve 2) at various averaging intervals M for the MAPDM
signal systems (multidimensional signal with amplitude-phase difference modulation)
and APM (signal with amplitude-phase difference modulation), and � = h2M −h2nL. For
both signal systems, the number of averaged bursts at which the noise immunity is close
to potential should be at least 20.

The graph in Fig. 7 shows the curves characterizing the noise immunity of two signal
systems MAPDM and APM at M= 100. Comparison of these curves shows that the use
of the signal system designated MAPDM gives a significant energy gain in comparison
with APM by 10 dB.

It should be noted that in the process of acquiring synchronism, averaging is carried
out not on a varying interval of M messages, but on an interval of received signal
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messages until the number of received messages reaches M. Therefore, determining that
the system acquires synchronism after an interval of time parcels, it is necessary to take
into account that the specified noise immunity will be provided through the time interval
M parcels.

Fig. 7. Dependence of the error probability on the signal-to-noise ratio for the APMandMAPDM
signal system

The graphs presented in Fig. 8 and Fig. 9 illustrate the dependence of the initial
acquisition in synchronism (Fig. 8), as well as the dependence of the acquisition dura-
tion after a phase jump (Fig. 9) on the signal-to-noise ratio and the magnitude of the
discrepancy of the transmitted signal on estimates of signal options in the OFDM system
and the magnitude of the phase jump. The abscissa shows different angles (�ϕ, degrees)
characterizing the discrepancy between the transmitted signal and the estimates of the
signal variants in the OFDM system (Fig. 9) and the magnitude of the phase jump of
the transmitted signal along the ordinate axis - respectively, the duration of the initial
acquisition and the duration of acquisition of synchronism after the phase jump. Each
curve is obtained to determine the signal-to-noise ratio with the number of averaged
bursts equal to 10 (M = 10).

It can be concluded that with a signal-to-noise ratio of at least 20 dB, as well as after
a phase jump, the duration of the initial acquisition of synchronism is ≈2 parcels.
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Fig. 8. Dependence of the duration of the occurrence of links on the magnitude of the phase jump
at various signal-to-noise ratios

Fig. 9. Dependence of the duration of the initial entry for various signal-to-noise ratios (for M =
10)

5 Modeling a Multidimensional Information Transmission System
Based on a Multidimensional Signal

The tasks solved by modeling are formulated as follows.
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1. Determination of the error probability for ideal reference oscillations for various
signal-to-noise ratios. This will allow determining the potential noise immunity of
OFDM systems when using different groups of multi-position signals.

2. Determination of the error probability when generating signal variants for different
averaging intervals. Determination of the minimum averaging interval at which the
noise immunity is close to potential.

3. Comparison of the various signal systems for noise immunity with the considered
processing method.

4. Determination of the duration of the initial entry into communication, as well as the
duration of entry after different in magnitude jumps of the signal phase.

During the study, the method of statistical modeling was used, in which all processes
were set in the form of algorithms oriented to use for calculations.

As a source of discrete information for modeling, a program for generating a pseudo-
random sequence of numbers from 0 to 15 was used. The action of additive fluctuation
noise modeling was based on the formation of numbers with a normal distribution law,
zeromean and a given variance. These numbers, in turn, can be obtained from a sequence
of pseudo-random numbers uniformly distributed over the interval (0, 1), based on the
central limit theorem of probability theory.

6 Discussion of the Study Results of the Noise Immunity
of 5G Mobile Networks Based on a Multidimensional Signal
with Amplitude-Phase Difference Modulation

When introducing 5G networks, it is necessary to ensure the creation of ultra-dense
networks with information transfer rates of 2 Gbps and higher with a minimum delay
and with a given reliability. As it is known, an increase in the speed of information
transmission is prevented by interference and distortions in the communication channel.

If linear signal distortions can be compensated for with the help of automatic correc-
tors, then the effect of additive noise of the “white noise” type cannot be compensated
for, and the only way to combat such noise is to form a multidimensional signal whose
equivalent energy is significantly (at least twice) higher thanmulti-position. Themethods
of forming a multidimensional signal in three projections, where the amplitude, phase
and time are informative have been described in the chapter. Algorithms for optimal
coherent reception with synchronization of the pilot signal have been proposed.

With the help of simulation modeling, the calculation of the noise immunity of
information transmission systems based on a multidimensional signal is presented. The
minimum number of elementary messages required for averaging has been determined,
which provides the specified noise immunity with a minimum information transmission
delay.

The calculation of the noise immunity shows that the noise immunity of a system,
based on a multidimensional signal, increases by more than 10 dB, which makes it
possible to increase the modulation rate, and, and, accordingly, the information transfer
rate by two times.
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7 Conclusions

The proposed multidimensional signal provides an increase in the distance between two
adjacent signal points, which makes it possible to increase the equivalent signal energy,
and, consequently, its noise immunity;

The shift of the integration interval within the message for the formation of two
groups of signal points does not lead to an increase in the level of inter-channel
interference, characteristic of the OFDM signal;

The algorithm for processing a multidimensional signal and the found averaging
intervals of the estimated parameters allow, with a minimum delay of the transmitted
information, to ensure the noise immunity of the information transmission system,which
is close to the potential.
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Abstract. A smart architectural design in 5G with flexibility for various deploy-
ment scenarios and service requirements has enabled different businessmodels for
mobile network operators in both nationwide and local scales. Future 6G networks
will feature even more flexible mobile network deployment driven by spectrum
and infrastructure sharing among the operators. In this chapter, we propose a new
multi-layer framework for 6G with decoupled operators and infrastructure planes.
The proposed framework provides a flexibility of network configuration for mul-
tiple operators in condition of open spectrum and infrastructure market by using a
multi-dimensional matrix representation of the data flows. In particular, the pro-
posed model supports the dynamic switching of the operator and multi-operator
service provision for the end users. As a case study,we have developed anAI-based
workflow for the dynamic spectrum allocation among multiple mobile network
operators. The key advantage of the proposed workflow is that it can be adjusted
to the different combinations of the data flows and thus can be suitable for the
spectrum allocation among multiple operators. The intelligent capabilities of the
proposed workflow are provided by the deep recurrent neural network based on
the long short-term memory architecture. The developed model has been trained
over the custom dataset with realistic user mobility in urban area. Simulations
results show that the proposed intelligent model provides a stable service quality
for end users regardless of the serving operators and outperforms the static and
semi-intelligent models.
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1 Introduction

With the extensive proliferation of 5G technologies we are currently on a verge of the 5th

industrial revolution driven by personalized and intelligent digital ecosystems. 5G has
brought together a bunch of advanced technologies and enabled an instant connectivity
among them with a high throughput and reliability. Nevertheless, a further evolution to
the 6G technologies is inevitable in order to facilitate a sustainable interaction among
various domains and industrial verticals and provide a personalized user experience.
Whereas 5G has mainly been focused on the three main pillars of quality assurance,
namely eMBB (Enhanced Mobile Broadband), mMTC (Massive Machine Type Com-
munications) and URLLC (Ultra-Reliable Low Latency Communications), in 6G we
can expect much more fine-grained differentiation of the service quality [1]. In particu-
lar, 6G should take into account a ubiquitous comprehension of the user context within
physical, virtual and augmented reality, while providing the instant data delivery, high
service reliability and availability regardless of the serving operator [2]. Considering the
challenges, which have been brought by the COVID-19 pandemic, the further develop-
ment of the mobile communications is focused towards consistent improvement of the
remote work and education, including the holographic telepresence, the mixed reality
and the Internet-of-Skills. It is now more apparent that modern smartphones in the fore-
seeable future will be replaced by a set of wearable devices such as integrated display
glasses, headsets, tactile and biosensors, etc. Thus, the definition of service in 6G will
transform from the modern device-oriented service provision to the future user-oriented
service provision, so that multiple independent data streams through different hardware
means will be combined in a synchronized manner to recreate an immersive experience
of the end user [3]. Such transformations are now becoming feasible due to the growing
capabilities of the visualization technologies, precise sensors and specialized processing
units,which open newpossibilities of interactionwith human senses.Another example of
multi-flow service provision can be found in the area of autonomous vehicles. According
to Intel’s prediction, the typical self-driving car of the future will generate approximately
4 terabytes of data per hour, coming from different cameras, sensors and controllers. The
main challenge here is in the difference in the data purpose. While some critical data
need to be transmitted instantly with low latency, there are also useful background data,
which can be collected and transmitted over longer timeframes. Therefore, a typical V2x
(Vehicle-to-Everything) service in 6G era will consist of the multiple orchestrated and
synchronized data flows, with different requirements for latency, throughput and packet
loss [4].

However, the conventional model of the mobile networks market has been only
reasonable at the very beginning of mobile networks development to ensure nationwide
coverage when 2G mobile networks started to be massively deployed around the world.
As a result, we observed the very inefficient duplicated infrastructure deployment by
operators, because all of them have to compete and no one is willing to give up a



324 T. Maksymyuk et al.

particular coverage area [5]. Nowadays, with the rapid technological development and
the continuous increasing of the traffic demand operators are forced to densify their
infrastructure in order to satisfy the ever growing number of the end users. However,
as mentioned above, in 6G we expect more diverse service requirements based on the
cyber-physical experience of the end users.Withmultiple data-flows and different quality
requirements, operators will need to develop andmaintain even more redundant network
infrastructure unless we find a new way to solve the challenge [6].

Considering the abovementioned challenges, in this chapter we propose a novel con-
cept for the development of the futureAI (Artificial Intelligence) and blockchain-enabled
6G networks. The key idea is in the economic decoupling of the network operators and
network infrastructure, so that all operators will share the network infrastructure and
will be able to contribute to the network development. This can democratize the mobile
communications market by elimination of the current limitations and regulations for
operators. In addition, we provide a case study for the decentralized spectrum manage-
ment by multiple MNOs (mobile network operators) using a new AI-based workflow.
The main contributions of this chapter are the following:

1. The multi-plane framework for the spectrum and infrastructure sharing among mul-
tiple MNOs is proposed by leveraging the AI and the DLT (distributed ledger
technology).

2. Intelligent decentralized spectrum management workflow among multiple MNOs is
proposed based on the deep recurrent neural networks and the blockchain technology.

2 Blockchain and AI-Empowered 6G Framework

Proposed framework consists of a user plane, an infrastructure plane, an operators’ plane,
a blockchain plane and an AI plane, as depicted in Fig. 1.

All planes are responsible for their particular parameters and functions, which are
coordinated to ensure the intelligent network management in a decentralized manner.
Thus, the network infrastructure can be adjusted to any intent of the MNOs and the end
users in order to meet the future cyber-physical applications in 6G mobile networks.

The user plane (U) contains users and their corresponding data flows with different
service requirements. Since user experience in 6G will be mostly cyber-physical and
will depend on multiple data flows, we propose a generalized model of the user plane
as a two-dimensional matrix F ∈ R

I×J , where each row represents a vector of the data
flows of a particular end user, while each column represents a vector that indicates the
users of the particular type of service:

F =

⎡
⎢⎢⎢⎣

f11 f12 · · · f1J
f21 f22 · · · f2J
...

...
. . .

...

fI1 fI2 · · · fIJ

⎤
⎥⎥⎥⎦ ∈ R

I×J . (1)

The smallest element of the matrix (1) represents the data flow of the user i with the
service type j:

fi,j = F(i, j). (2)
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Fig. 1. The multi-plane architecture for the intelligent decentralized 6G mobile networ

Considering the fact that all users will not use all possible types of service, the matrix
(1) will be sparse, because some elements fi,j may be equal to zeros. Note that, a row
in a matrix (1) represents a person, not a device, so that all data flows that belongs to
one user may not necessarily be transmitted through one device. Thus, the instantaneous
total data flow of the user plane within the particular coverage area of the 6G mobile
networks can be calculated as following:

F(t) =
∑
i

∑
j

fi,j(t). (3)

By using the proposed granulation of the data flows, we can provide any combination
of them by using the trivial operations of linear algebra. Therefore, such model is fully
in line with the Cisco’s definition of the intent-based networking that aims to configure
the network upon the preferences of the end users.

The infrastructure plane (I) provides connectivity for the end users through any
available wireless and wired access technology, such as macro and small cells, Wi-
Fi access points, device-to-device communications, mMTC and V2x communications,
Starlink, LEO (Low Earth Orbits) satellites (Starlink, etc.) and fixed optical broadband
[7–9]. The data flows matrix (1) in the infrastructure plane is transformed to the three-
dimensional form F ∈ R

I×J×L:

F = [
fij1 fij2 · · · fijL

] ∈ R
I×J×L, (4)

where the smallest element of the matrix (4) represents the data flow of the user i with
the service type j through the infrastructure element l:

fi,j,l = F(i, j, l). (5)
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Notwithstanding that by index l we can represent any type of the network infrastruc-
ture, for simplicity further in this work we will refer only to the cellular base stations
like macro and small cells. The matrix (4) is sparser than the matrix (1), because all
individual data flows in (1) are distributed among different base stations in (4). Hence,
the instantaneous total data flow in the infrastructure plane is represented as following:

F(t) =
∑
i

∑
j

∑
l

fi,j,l(t) =
∑
i

∑
j

fi,j(t). (6)

By the formalization of the infrastructure plane, we define a complete space of
combinations of users, service types and base stations in a decentralized mobile network
environment.

However, the last element of the puzzle is missing in the Eq. (4). Since there is
not a service without a service provider, we define the operators plane (O), which is
aimed to distribute the data flows among multiple MNOs and link the corresponding
SLAs (Service Level Agreements). For brevity, we omit the economic aspects of SLA
between user and operator, and define the following assumptions based on the findings
of our previous research [10–12]:

– user is able to change MNO in a real-time based on his own tradeoff between service
quality and service price;

– user is able to get a service from multiple MNOs simultaneously;
– MNO may not necessarily be able to provide all available types of service;
– MNO is able to transmit multiple data flows through different devices of the end user.

Thus, the main idea is to enable the spectrum and infrastructure sharing by the
MNOs within the single decentralized mobile network. Such idea, can be formalized by
transformation of the matrix (4) to the four-dimensional matrix F ∈ R

I×J×K×L:

F =

⎡
⎢⎢⎢⎣

fij11 fij12 · · · fij1L
fij21 fij22 · · · fij2L
...

...
. . .

...

fijK1 fijK2 · · · fijKL

⎤
⎥⎥⎥⎦ ∈ R

I×J×K×L, (7)

where the smallest element of the matrix (7) represents the data flow of the user i with
the service type j provided by the operator k through the base station l:

fi,j,k,l = F(i, j, k, l). (8)

Since the matrix (7) is a transformation of the matrix (5), it is also sparse and the
instantaneous total data flow can be calculated as following:

F(t) =
∑
i

∑
j

∑
k

∑
l

fi,j,k,l(t) =
∑
i

∑
j

∑
l

fi,j,l(t) =
∑
i

∑
j

fi,j(t). (9)

In order to provide the framework for the infrastructure sharing by MNOs we intro-
duce an additional connectivity matrix O ∈ R

K×L, where each element can be either 0
or 1:

ok,l =
{
1, if base station l is used byMNO k
0, otherwise

. (10)
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Considering the dynamic of the 6Gmobile network in decentralized deployment and
infrastructure sharing conditions, the matrix O ∈ R

K×L is frequently modified in time.
Therefore, in order to represent the network traffic served by MNO k in a discrete time
interval t, we include an instantaneous matrix state O(t) as following:

Fk(t) =
∑
i

∑
j

∑
l

(
fi,j,k,l(t) · ok,l(t)

)
. (11)

For simplicity, let’s define that each base station can be used only by one MNO in
a discrete time interval t, so that number of ones in a matrix O will be always constant
according to the following definition:

∑
k

∑
l

ok,l(t) = L. (12)

Thus, the Eq. (11) can be simplified to the following form:

Fk(t) =
∑
i

∑
j

∑
l

fi,j,k,l(t). (13)

Hence, in an operators’ plane we provide the flexible decentralized data flows
management considering the infrastructure sharing by the MNOs and adaptive MNO
selection by the end users.

In order to manage the decentralized mobile network environment there is a need
for a trustable and secure mechanism, which can ensure that spectrum and infrastructure
sharing by MNOs will be fair and all parties will be satisfied. Therefore, we introduce
the blockchain plane (B),which provides a distributed ledger infrastructure on top of the
conventional mobile network infrastructure. Distributed ledger (blockchain) is a decen-
tralized system with peer-to-peer model, where there is not any single authority [14].
Blockchain is organized as an infinitely growing list of records, which are modified
by transactions. Any transaction is validated and the copies of the modified ledger are
shared among all nodes in the network. In order to keep the process secure, multiple
transactions are assembled into a block, which is then hashed by using advanced cryp-
tographic algorithms. The chain-like structure of the distributed ledger is achieved by
linking the subsequent blocks in a way that hash value of previous block is included into
next block as shown in Fig. 2. This feature ensures that any past transaction cannot be
modified, because it will cause the wrong hash values of the entire subsequent chain,
which will be rejected by other nodes. The process of block validation is called mining
and is conducted by a consensus mechanism among all nodes in the blockchain network
[15].

In this chapter, we omit detailed explanation of the different consensus mechanisms
and cryptographic algorithms that are used in various types of blockchain, because they
are quite widely studied in the literature [14, 15]. Our main interest within the intelli-
gent 6G framework is in the decentralized Applications (dApp) based on the blockchain.
Unlike traditional applications, which are based on centralized servers and single author-
ity, dApp utilizes the blockchain to provide the trust between all involved parties through
consensus mechanism.
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Blockchain
Transaction

Block n-2 Block n-3Block n

Hash n-3 Hash n-4Hash n-2

Block n-1

Hash n-1

Smart contract

Fig. 2. An example of the blockchain operation

Since blockchain is tamper-resistant, MNOs and regulator can use dApp as a useful
tool for infrastructure and spectrum management [16, 17]. The proposed structure of
dApp for the intelligent 6G framework is shown in Fig. 3. We propose to use a combina-
tion of the traditional cloud-based applications, which are linked to Ethereum blockchain
in order to enable spectrum and infrastructure sharing amongMNOs by using smart con-
tracts. Smart contract is a piece of code, which can be explicitly programmed to conduct
several subsequent transactions in blockchain, which reflect certain financial agreements
between multiple parties. For example, the MNO A can set the price of the base station
rent in the smart contract, while MNO B can set a price, which he is willing to pay
for the base station rent. Once conditions of both MNOs are met, the corresponding
transactions will be automatically executed andMNOBwill be indicated as an owner of
the corresponding base station in the blockchain. Once the renting period will over, the
smart contract will automatically execute the reverse transaction to return the ownership
to the MNO A. Similar procedure can be applied for the spectrum sharing, as well as
any other property, which can be shared among MNOs. Other role of proposed dApp is
to manage SLAs between users and MNOs in a trustful and secure manner.

To bring the AI capabilities for the proposed decentralized 6G mobile network,
we introduce the AI plane (I) to close a loop of network management in the proposed
framework. The key parts of the AI plane are the data management andmachine learning
algorithms. The particular challenge of AI application in decentralized mobile networks
is that we have the exogenous dynamic of the system, caused be the adaptive MNO
switching by end user, spectrum and infrastructure sharing, etc. Hence, the conventional
way of collecting and processing data by MNOs is not effective, because the external
conditions are changing faster than the AI can be trained.

Thus, we introduce the model of intelligent decentralized network management
(Fig. 4), which has the following features:

1. Joint network monitoring and data sharing by all MNOs.
2. Trained AI models can be either personal, which are used by MNOs to improve

their services to end users, or public, which are shared among MNOs to increase the
efficiency of the network resources utilization.

3. User database should be shared by all MNOs in order to maintain the proper service
quality across all MNOs and network infrastructure.
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Decentralized application (dApp)

Request

ServerDatabase

Block n

Hash n-2

Block n-1

Hash n-1

Creating a 
transaction

Ethereum blockchain

User or MNO

Smart-contract

Fig. 3. The proposed structure of dApp for the decentralized 6G framework

The proposed system consists of the main core, which is responsible for the manage-
ment of theAImodels and interactionwith shared network infrastructure andmonitoring
system by standardized protocols such as HTTP (HyperText Transfer Protocol), CoAP
(Constrained Application Protocol) and MQTT (Message Queue Telemetry Transport).
The system is integrated with the blockchain infrastructure in order to provide the secure
solution for the data sharing among operators and joint decentralized network manage-
ment through the dApp and the distributed ledger [18, 19]. Thus, the intelligent coordi-
nation of all planes allows to provide the target flexibility of network configuration for
any given intent of theMNOs and users. Thus, we provide the new framework for the 6G
development that integrates the means of artificial intelligence and the blockchain tech-
nology to leverage the advantages of both centralized and decentralized business models
in themobile network, while eliminating their corresponding drawbacks and constraints.
Such a solution allows to disrupt the mobile network market by enabling a trustable
spectrum and infrastructure sharing among operators, underpinned by economic and
legislative mechanisms [10–13].

To further enhance the efficiency of spectrum sharing among MNOs considering
their time-varying demands, in the next section we propose the intelligent spectrum
management workflow based on the recurrent neural networks, which allows to predict
a traffic demand of the particular network service and allocate enough spectrum in
advance.

3 Deep Learning-Based Intelligent Multi-operator Spectrum
Management in 6G

The typical workflow of the intelligent spectrum and infrastructure management usually
defines a set of target criteria, which are used as metrics of the network efficiency.
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Fig. 4. The proposed functional model for the blockchain and AI-enabled decentralized 6G
network management

Once, these metrics are defined, we need to find all factors, which have an impact
on those parameters. Such factors can be classified into two groups: exogenous and
endogenous. Exogenous factors cannot be controlled by MNOs, such as user mobility,
service preferences, etc. Endogenous factors can be controlled by the MNOs, such as
spectrum allocation and other configurable network parameters. Considering the impact
of both groups of factors, we propose the following workflow of the intelligent network
management as shown in Fig. 5.

Network 
monitoring

AI training

Prediction of 
exogenous factors 

Adaptation of 
endogenous 

factors

Network 
reconfiguration Intelligent 

management
workflow

Fig. 5. The proposed workflow for the intelligent spectrum management among multiple MNOs
in 6G
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Initially, we have a monitoring of the network parameters, which has two important
functions in our workflow. First, monitoring provides datasets for training of the deep
learning models. Second, monitoring is needed to evaluate the network performance and
tomake a decision on the efficiency of the trainedmodels, and determinewhen additional
training is required. The deep learning models used in this chapter are trained explicitly
for the traffic prediction of the particular base stations, i.e. for prediction of the exogenous
factors caused by the behavior of the end users. Then, obtained prediction is analyzed
and used to make the corresponding adjustment of the endogenous factors, i.e. spectrum
allocation for each base station and MNO. Finally, the corresponding reconfigurations
are made by MNOs, which can include spectrum and infrastructure sharing agreements
among them. After that, the loop returns to the monitoring state to evaluate the key
performance metrics of the network.

Let’s consider the traffic prediction of the decentralized mobile network in details.
Typically, the mobility of end users depends on many factors such as job, family, car,
public transportation and many others. Therefore, each user has unique attributes and
patterns, because all of them have typical favorite places and some specific service types.
The important aspect here is that such patterns are self-similar and has clear periodical
characteristics, such as job schedule, etc. Therefore, such periodical patterns can be
easily projected to a large group of people, because a group will be a superposition of
individual user patterns, so that periodic structure will be maintained.

The unique feature of the proposed intelligent workflow is in its suitability for the
decentralized 6G network with multiple MNOs and many different types of service.
For simplicity of the representation we consider the total traffic prediction of each base
station, taking into account the part of each MNO.

Considering the resource management on the cell level, individual features of each
user are not important, and the Eq. (8) can be simplified to the following form:

fk,l(t) =
∑
i

∑
j

fi,j,k,l(t). (14)

Thus, Eq. (14) generalizes the data flow of the MNO k through the base station
l regardless of users and service slices. Correspondingly, the entire data flow of the
particular base station l can be calculated as:

fl(t) =
∑
k

fk,l(t) ≡
∑
i

∑
j

∑
k

fi,j,k,l(t). (15)

Equations (14) and (15) generalize the traffic prediction and spectrum allocation for
each base station. In Fig. 6, we show the different types of data flows granularity, which
is supported by the proposed intelligent workflow for the 6G mobile network.

As shown in Fig. 6, depends on the needs, we can either predict the individual traffic
of each user with differentiation byMNO, the total traffic of each cell with differentiation
by MNO or the total traffic of the each cell combined of all MNOs. As a model we use
the recurrent neural network based on LSTM (Long-Short Term Memory) architecture.
The model has 3 layers consisting of 256 LSTM cells, ReLU (Rectified Linea Unit)
activation function and the Dropout block. The model has been chosen according to the
requirements for long and short-term traffic prediction and has been validated in our
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Fig. 6. The spatial representation of the data flows ofmultipleMNOs in a decentralized 6Gmobile
network

previous research works [10, 20]. In the next section, we will present the simulation
results and analysis for different combinations of the data flows.

4 Simulation Results and Performance Analysis of the AI-Based
Spectrum Management Workflow

The LSTM model has been trained by the custom dataset, generated in [12] for the
realistic urban environment (Kosice, Slovakia) considering typical pattern of end users
and real positions of base stations. The dataset consists of the 100 small cells, and 3
MNOs. Simulation results of total traffic prediction for two random cells are shown in
Fig. 7.

Fig. 7. Simulation results of the AI-based traffic prediction for the two arbitrary cells

The spectrum management is formalized as following. Let’s define a matrix of radio
resources W ∈ R

K×L, which contains elementary fragments:

wk,l(t) = W(k, l)t, (16)
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where wk,l(t) – is a radio resource allocated for the MNO k, at the base station l. Thus,
the total radio resource is equal to:

W =
∑
k

∑
l

wk,l(t), ∀t. (17)

As a baseline let’s consider a static method of uniform resource allocation among
cells and MNOs. In such a case, for each MNO the bandwidth is defined independently
from cells as following:

wk,l(t) = W

K · L , ∀t, k ∈ (1,K), l ∈ (1,L). (18)

A more advanced method, proposed in [20] uses AI traffic prediction for each cell
and static bandwidth allocation among the slices within one cell. This method requires
initial traffic prediction for each cell f ′

l (t), and then the corresponding allocation of
available radio resources for each MNO:

wk,l(t) = f ′
l (t) · W

K
L∑

b=1
f ′
b(t)

, ∀t, k ∈ (1,K), l ∈ (1,L). (19)

Unlike abovementioned methods, we propose a novel method that uses more fine-
grained traffic predictions for each MNO independently. In such a case, initially we
predict the traffic for each MNO within the single cell f ′

k,l(t). Thus, the equation for
radio resource allocation will be modified as following:

wk,l(t) = f ′
k,l(t) · W

K∑
a=1

L∑
b=1

f ′
a,b(t)

≈ f ′
k,l(t) · W
K∑

a=1
f ′
a(t)

≈ f ′
k,l(t) · W
L∑

b=1
f ′
b(t)

, ∀t, k ∈ (1,K), l ∈ (1,L). (20)

Simulations are conducted for the different methods of resource allocation: static
depicted by (18), semi-intelligent depicted by (19) and the proposed intelligent method
depicted by (20). Simulation results for different cells andMNOs are shown in Figs. 8, 9.
Results are shown only for 4 cells, but they reflect the overall advantage of the proposed
fine-grained spectrum management in terms of the stable user experience. Note that
in order to properly estimate the effect of bandwidth allocation, all users have been
assigned the same channel quality indicator and the round-robin scheduling has been
applied. This constraint allows to eliminate all fluctuations of the throughput caused by
variable channel conditions and to focus solely on bandwidth allocation for each MNO.
The important aspect, which should be mentioned, is that the total available bandwidth
for each MNO is equally allocated for all active users of the particular MNO. Therefore,
for static and semi-intelligent resource allocation we observe the cases, when few users
of one MNO can get very high throughput, while many users of the other MNO within
the same cell or in the neighbor cell may experience significant service degradation.

Considering that the percentage of users for each MNO within the cell is chang-
ing dynamically, the static and semi-intelligent bandwidth allocation experience severe
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Fig. 8. Simulation results for the average user throughput of 3 MNOs for the cells 1–2
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Fig. 9. Simulation results for the average user throughput of 3 MNOs for the cells 3–4
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fluctuations of the service quality depends on the number of users. Thus, comparing the
results for all MNOs in different cells, we observe that by using the proposed intelligent
spectrum allocation among different cells, the data rate fluctuations are mitigated and all
users experiencing almost the same throughput, which is close to the optimal resource
allocation for the chosen simulation scenario. Hence, the proposed approach provides
the fair bandwidth allocation in quasi-real time regardless of the users’ mobility between
different cells and MNOs.

Thus, the proposed intelligent spectrum management workflow allows MNOs in
a decentralized 6G deployment to schedule their corresponding intents by using smart
contracts, in order to pre-allocate the needed base stations and spectrum, considering the
predicted user demand in each area and the expected number of serviced users.According
to the previous findings in [10], such intelligent decentralized resource management
allows MNOs to increase their profits by 19%, while maintaining the same service price
for the end users.

Considering the potential of the proposed framework a further research is needed on
the different types of blockchain infrastructure, which will be more suitable for the given
scenario of multiple MNOs in 6G. Moreover, the number of possible AI implementation
in many aspects of the 6G decentralized network management and resource allocation
is uncountable, considering different service requirements and deployment scenarios.
Therefore, an implementation of different AI algorithms within the proposed frame-
work will be always welcomed to improve the performance and provide a sustainable
development of the future 6G networks.

5 Conclusion

In this chapter, we have proposed the novel concept of the decentralized 6G mobile
network operation in condition of open spectrum and infrastructure market by using
the combination of the AI and blockchain technologies. We have proposed a high-level
architecture for the interactions between MNOs in terms of spectrum and infrastructure
sharing. In addition, we have developed a new mathematical model for the data flows
management in the decentralized 6G scenario. Furthermore, we have developed the
AI-based workflow for network resource management, which achieves better network
performance for multiple MNOs in the highly variable network conditions. Simulation
results show that the proposed AI workflow provides fair bandwidth allocation for all
users regardless of the serving MNO by learning the short and long term patterns of
the traffic demand. In this chapter, we have omitted the detailed explanation of the
economic aspects and underlying AI and distributed ledger solutions, which have been
described in the previous research. In our future research, a particular attention will be
given to the new cutting-edge AI and distributed ledger solutions, in order to estimate the
performance of the multi-operator 6G network for various scenarios with open spectrum
and infrastructure market.
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Abstract. The most important problems of parallel algorithm realization in the
cloud computing environments are as follows: defining parallelization aspects,
minimizing of energy supplying under taking into account the necessity of volu-
minous data transfer and supplying of powerful servers, as well as choosing the
suitable methods of error-correction coding for minimizing the possible transmis-
sion errors, which can take place in a noised unsecure channel. The main approach
for efficiency increasing of algorithms’ parallelization, based on use of arithmetic-
logic relations and recurrent matrix theory, a method of calculation of computer
cooling systems, based on solving of thermodynamic balanceBoltzmann equation,
as well as comparative analysis of RS-codes and convolutional error-correction
codes, are offered and examined in the given work. The computing examples for
illustration of the discussed methods are also given. Therefore, a combined com-
plex approach for Intent-Based Networking (IBN) is defined and proven within
the chapter. The Quality of Service (QoS) parameters, such as better performance,
security, data rates, and latencies are fully guaranteed herewith due to realization
of the parallel computing in the cloud environments.

Keywords: IBN · QoS · Error correction · RS-coding · Convolutional coding ·
Algorithm parallelization · Energy efficiency

1 Introduction and Motivation

So-called Intent-Based Networking (IBN) extends the well-known Software-Defined
Networking (SDN) concept under considering of “regularly filled” Quality of Service
(QoS), including speed data rates, big quota of data volumes, small latencies. These
virtualized networks promise a benefit for existing PHY networks like ATM, DSL,
MPLS, as well as evolved 5G, LTE, Wi-Fi 6, devices for Internet of Things (IoT),
LoRA, 6LoWPAN, ZigBee, EnOcean and further fog and cloud computing systems.

The main problems of parallel algorithm realization in the cloud environment are as
follows (refer Fig. 1):
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1) definition of most efficient parallelization aspects
2) minimization of energy supplying and waste heat under taking into account the

necessity of voluminous data transfer and supplying of powerful servers
3) choice of a suitable method for error-correction coding for minimizing the possible

transmission errors, which can take place during in the partially noised (unsecure)
channels.

Fig. 1. IBN: state-of-the-art

Furthermore, so-called “Green IT” became the imperative of nowadays because of
follows important reasons:

• IBN resources are mostly limited;
• Renewable energy is still expensive;
• Electricity costs rise daily.

Unfortunately, modern IT under use of IBN is called by the experts in general as a
major cost factor. The computing hosts and IoT devices use less energy, but, generally,
we have more and more devices today [1–4]. Energy inefficiency cause to the effects of
higher greenhouse gas emissions. The above-mentioned important economical points of
view have to be considered:

• Efficient use of the basic hardware in IBN;
• Energy efficient hardware construction;
• Energy efficient air and water-cooling;
• Recycling of waste heat.

The environmental as well as social aspects also must be taken into account. Further-
more, there aremore andmore ideas in the politics about the reductionof electronicwaste,
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of CO2 emission and for development of climate programs, based on IT environment-
friendly disposal. The matured Internet community needs a raised awareness by use of
IT dedicated resources.

Essential QoS parameter growth can be obtained via the parallel-operated threads
and Virtual Machines (VMs). Better access to highly distributed analytical blocks and
used data shorten the access time and latencies. Gained energy efficiency is proven
by two parameters like PUE (Power Usage Effectiveness) and ERE (Energy Recycling
Efficiency). The mentioned energy efficiency for clouds and clusters is mainly based on
the following solutions [24–27]:

• waste heat removal and/or recycling (PUE and ERE values are optimized),
• optimal placement of the analytical blocks, threads, VM or mobile agents (within the
clouds).

IBN obtain more QoS control and energy efficiency nowadays. The main scien-
tific approach for efficiency increasing of algorithms’ parallelization, based on use of
arithmetic-logic relations and recurrent matrix theory, a method of calculation of com-
puter cooling systems, based on solving of thermodynamic balance Boltzmann equation,
as well as comparative analysis of RS-codes and convolutional error-correction codes,
are presented and considered in the chapter (refer Fig. 1).

Therefore, a combined approach for Intent-Based Networking is defined and proven
within the given chapter. Herewith, the Quality of Service (QoS) parameters, i.e. bet-
ter performance, security, data rates, and latencies are completely guaranteed due
to realization of the parallel computing in the cloud environments. Furthermore, the
above-mentioned solutions are also energy-efficient.

Taken the given aspects in considering, three tasks are successfully examined and
solved below: 1 –QoS by parallelization, 2 – energy-efficiency, 3 – suitable fault-tolerant
and error-correction coding (Tasks 1, 2, and 3). The multilayered complex approach is
here used. A diagram, which illustrated the correspondences between the above formu-
lated Tasks 1, 2, and 3 as well as the OSI and IBN layers, is depicted in Fig. 2. The layers
2–4 are virtualized via SDN and NFV; they address Task 2. The layers 4–7 (transport
and APL) represent clouds and clusters, as well as parallelized applications and mobile
apps (Task 1). Task 3 corresponds mostly to layer 2 (DLL and channel coding) as well as
partially to the used codecs (layer 5). Physical layer address Task 2 too. The formulated
beyond Tasks 1, 2 and 3 will be considered in the next sections of the given chapter in
detail. The represented chapter is organized furthermore as follows.

• In Sect. 2 – QoS control by parallelization.
• In Sect. 3 – Improvements in energy efficiency.
• In Sect. 4 – Suitable fault-tolerant and error-correction coding.
• Conclusions will crown the given chapter.

The computing examples and case studies are also provided here, which are nearly
illustrating the offered approaches, methods and models [6].
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Fig. 2. Correspondence diagram for OSI and IBN layers and the formulated Tasks 1–3

2 QoS Control for IBN and Algorithm Parallelization Under Use
of Matrix Approach

QoS control for IBN is provided here mainly under use of Parallel Algorithms for
analytical blocks, which can be efficient placed to the clouds, to the fog (robots, sensor
networks and IoT).

Parallel Computing became nowadays actual due to possibility to solve certain com-
plex and important scientific and engineering problems. Among these problems are as
follows [1–4, 24–27].

1. Genetics and pharmacology, for example, computing of protein folding. This prob-
lem is very actual today doing to find the basic structures of DNA, RNA, viruses,
tumors and effective chemotherapeutical stuffs and drugs to combat and destroy it.

2. Theoretical investigation of complex spatial 3D structures, such as modelling of
genome, microdevices, as well as complex mechanical instruments, aero-spatial
wings of liners etc.

3. Simulation of the complex physical and technological processes in devices and
installations, including the real-time calculation.

Providing the numerical calculation of biological and technical systems in global
network with using the parallel algorithms allow to elaborators obtain the pervious esti-
mation the system behavior in different conditions, therefore the time for elaboration the
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novel systems, equipment and technologies is significantly reduced. Today, taking into
account the enormous increasing the amount of local computer devices with the medium
and small computing power, the cloud and fog information exchange technologies are
applied successfully for parallelization the complex calculation tasks [2–4].

However, it should be pointed out, that using the remote items in global network for
computing of complex scientific and technical tasks with applying parallel algorithms
is strongly connected with necessity of estimation the general factor of technic and
economic efficiency of such parallelization [1–4].

The presented Sect. 2 is devoted to the parallelization approaches (matrix and vec-
tor based) as well as to the estimation models for parallelization level (among them
Amdahl’s, Gustafson-Barsis, Karp-Flatt, Sun-Ni etc.). For efficient implementation of
parallel algorithms the standardized networking techniques like sockets, multithreading,
Web Services, Micro-Services can be used as well as widespread program languages as
follows: C, C++, Java or Python [1–4, 24–27].

2.1 Arithmetic-Logic Relations and Recurrent Matrixes

The method of forming the matrix approach for estimation the possibility of paralleliza-
tion of numerical algorithms is based on the definition of arithmetic-logic equation. In
the papers and manual books on programming arithmetic-logic relation is defined as
sum of production algebraic and logic relations, which is generally written as follows
[1, 7–9]:

AL(x) = F1(x) · L1(x) + F2(x) · L2(x) + F3(x) · L3(x) + . . . + Fn(x) · Ln(x), (1)

where arithmetical functions areF1(x)…Fn(x) and logical functions are L1(x)… Ln(x),
AL(x) is the arithmetic-logic relation.

The main requirement to logic equations L1(x) … Ln(x) are follows [1, 7, 8].

1. All numerical intervals, defined by relations L1(x) … Ln(x), must not crossed.
2. The region of defining the argument x of arithmetic-logic Eq. (1) must complexly

and unambiguously described by the set of relations L1(x), …, Ln(x).

Basic illustration of the typical location of numerical intervals, described by relations
L1(x), …, Ln(x) on the number axis, is presented on Fig. 3.

x0 x1

L1(x)

x2

L2(x)
F1(x) F2(x)

xi

Li(x)

Fi(x)

Ln(x)

Fn(x)
xi+1 xn – 1 xn

x

Fig. 3. Illustration the basic method of forming arithmetic-logic Eq. (1)

The examples of arithmetic-logic equations are follows [7, 8]:

0 · (x < 0) + 0 · (x ≥ 0); exp(−x) · x < 0 + exp(x) · (x ≥ 0);
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sin(x) · (x ≤ 0) + cos(x) · (x > 0); sin(x) · (x ≤ 0) − sin(x) · (x > 0).

Considering, for example, method of forming the relation

AL(x) = exp(−x) · (x < 0) + exp(x) · (x ≥ 0).

It simple and generally means, that in the case (x < 0) the result is AL(x) = exp(–x),
and in the case (x ≥ 0) it is AL(x) = exp(x). Or, in the simple form of piecewise interval
function [8]:

AL(x) =
{
exp(x), if(x ≥ 0);
exp(−x), if(x < 0).

On the base of arithmetic-logic relation definition formed the new definition of
recurrent arithmetic-logic relation, where the logic relations formed in discrete from for
natural numbers n. In this case relation (1) is rewritten as follows [7]:

AL(n) = (
∑nr

i=1
AL(i)) · (i ≤ nr) + (

∑n

i=nr+1
Fj(AL(j))

∣∣i
j=i−nr

) · (i > nr), (2)

where nr is the number of recursion elements, Fj(AL(j)) are functions for calculation
the elements of recurrent sequence with number j.

For example, for well-known Fibonacci row, recurrent arithmetic-logic relation is
written as follows [7]:

AL(n) = 1 · (n = 1) + 1 · (n = 2) + (AL(n−1) + AL(n−2)) · (n > 2).

On the given beyond definition of recurrent arithmetic-logic relation the concept of
recurrent matrix is formed. Usually, the recurrent matrix is defined as the set of following
matrix equations [1, 7]:

M<1> = v1,M<2> = v2, ...,M<n> = vn;

M<i> = F(i, M<i−1>,M<i−2>, ...,M<i−n>), (3)

where v are vectors, M<i> is the row of matrix with number i, F is the vector-function,
which defined the function for calculation thematrix elements [1, 7]. Usually, F is defined
as multidimension arithmetic-logic function with the following components F1, F2, …,
Fn, or in the form of mathematic relations [1, 7]:

F = {F1,F2, . . . ,Fn}; F1 = AL(1), F2 = AL(2), Fn = AL(n). (4)

Described method of forming recurrent matrix is brightly illustrated at Fig. 4.
It is clear from the Fig. 4, that the main conception of forming the recurrent matrix

is using of same set of basic functions F1, F2, …, Fn, for all rows of matrix.
Considering the example of applying the arithmetic-logic equation to realizing the

numerical algorithm.
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Example 1. Well-known, that the iterative numerical equation for calculation the poten-
tial of electric field U is based on finite-difference method and generally can be written
in the following form [9]:

Un(i, k) = ω[CaU
n−1(i + 1, k) + CbU

n−1(i, k + 1) + CcU
n(i − 1, k)

+ CdU
n(i, k − 1) + Cρ

ρn−1(i, k)

ε0ρn(i, k)
] + (1 − ω)Un−1(i, k). (5)

where n is the number of current iteration, i is the number of calculated item at longi-
tudinal coordinate z, k is the number of calculated item at transversal coordinate r, ω is
the relaxation parameter by the potential, which is usually used for increasing the rate of
convergence of iteration process. For providing the computing for real axially-symmetric
electrodes systems, the Eq. (5) can be rewritten in the form of arithmetic-logic Eq. (1)
[9]:

m = (l > 0) · (l − 1) + (l = 0) · 1,Cm = 1 + 1

2m
,Dm = 1 − 1

2m
,

Uk,l =
⎛
⎝(l > 0) ·

Uk−1,l+Uk+1,l

h2r
+ DmUk,m+CmUk,l+1

h2z
2
h2r

+ 2
h2z

+(l = 0) ·
Uk−1,l+Uk+1,l

h2r
+ 4Uk,l+1

h2z
2
h2r

+ 4
h2z

⎞
⎠ · (

Up < Uk,l < Uac
)

+(
U = Up

) · Up + (
U < Up

) ·
(
khr

(
Up − Ua

)
rp − ra

)
+ (U ≥ Uac) · Uac,

where l is the number of the base point by coordinates z, Uk,l is the calculated value
of electric potential, Uac is the acceleration voltage, Up is the potential of near-anode
electrode, Ua is the anode potential rp is the position of near-anode electrode relatively
to the cathode, ra is the anode position relatively to the cathode, m, Cm and Dm are
additional variables. In the work [9] was also proved, that arithmetic-logic Eq. (6) is
iterative and can’t be divided into independent thread for parallelization.

The basic relation for estimation the possibility of algorithm parallelization, obtained
by analyzing the structure of recurrent matrix, will be considered in the next section of
this chapter.
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M(1, 1) M(1, 2) M(1, 3) M(1, n)

M(2, 1) = 
F1(M(1, 1),

M(1, 2))

M(2, 2) =
F2(M(1, 1),

M(1, 2),    
M(1, 3))

M(2, 3) =
F3(M(1, 2),
M(1, 3))

M(2, n) 

M(k-1, 1) M(k-1, 2) M(k-1, 3) M(k-1, n)

M(k, 1) = 
F1(M(k-1, 1), 

M(k-1, 2)) 

M(k, 2)  = 
F2(M(k-1, 1), 

M(k-1, 2),    
M(k-1, 3))

M(k, 3) = 
F3(M(k-1, 2), 

M(1, 3)) 

M(k, n) 

Fig. 4. Illustration the basic method of forming the recurrent matrix corresponding to relations
(3, 4)

2.2 Estimation of the Level of Algorithm Parallelization by Analyzing
the Structure of Recurrent Matrixes

Usually the computation time gain (speedup factor) is possible only due to higher
parallelism of a math-log problem. The time estimations are as follows [1]:

T = s;T = s + p;T = s + p

n
;T = s + p

n
+ k · n, (6)

where p is the potentially paralleled part of a task, T is the overall computing time, s is
the sequential part of a task. The appropriate estimation of speedup factor can be done
via Amdahl’s law (1967), as well as Karp-Flatt metric (1990) [1]:

T = 1;An = 1

(1 − p) + p
n

≤ 1

1 − p
;Amax = 1

1 − p
;

Ank = 1

(1 − p) + p
n + kn

, k → 0; 1 − p =
1
An

− 1
n

1 − 1
n

, (7)

where An or Ank is the speedup factor, or acceleration on n Central Processor Units
(CPU) thread regarding to single one, Amax is the maximal speedup, k is the negative
influence of communication by message passing between CPU threads.
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Another approach for analyzing the speedup factor for the time of calculation of
considered algorithm by it dividing into separate independent flows is based on ana-
lyzing the structure of correspondent recurrent matrix and was proposed in the paper
[1]. There was pointed out, that with including the sequential connections between the
elements of matrix in the row the parallelization of such algorithm is impossible. Corre-
sponded structure of matrix is presented in Fig. 5, where the hierarchical and sequential
connections between the matrix elements are marked separately.

H1

1,1

2,1 2,2 … 2,n

H2

1,2 … 1,n

Hierarchical connections

Sequential connection
M(2,2) = F2(M(1,1), M(1,2), M(2,1))

S

Fig. 5. Illustration of the hierarchical and sequential connections at the recurrent matrix

But for calculation schemes with only hierarchical connections, like presented in the
Fig. 4, data threads T1, T2 …, Tn can be considered separately. For example, thread
T2 included connections with three matrix elements of pervious row. The main idea of
proposed estimation is: if we have for the thread Tn with number of connections between
matrix elements N, in the simple case, when we supposed, that the time for elementary
operations is the constant value, speedup factor p estimated by the following relation
[1]:

p1 = 1 −
max
i=1...n

N (Ti)∑n
i=1 N (Ti)

. (8)

Considering the example of using the relation (8) for the recurrent matrix, which
structure is presented fragmentary at Fig. 4.

Example 2. Assume, that the recurrent matrix is limited by the 3 elements in row.
In such conditions all necessary connections between the elements are defined by the
diagram, presented at Fig. 4. From the Fig. 4 clear also, that N(T1) = 2, N(T2) = 3,
N(T3) = 2. Corresponded threads T1, T2 and T3 are shown at Fig. 6.

Using the relation (8) and providing the necessary calculations, we obtaining the
follows value for speedup factor p:

p1 = 1 − 3

2 + 3 + 2
= 1 − 3

7
= 4

7
= 0.5714.

The obtained estimation result suggests, thatwith using 3CPU for 3 separated threads
the time for solving corresponded task is nearly 2 times less, then for 1 CPU.
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T1

M(1, 1) M(1, 2) M(1, 3)

M(2, 1) M(2, 2) M(2, 3)

T3

T2

Fig. 6. The threads for parallelization the algorithm in the structure of recurrent matrix, presented
in Fig. 4

It should be pointed out, that Eq. (8) can be modified for the threads with different
complicity, and, corresponding, different time of treatment by CPU. In such conditions
the complicity of elementary connections between elements Fj have to be analyzed and
the factor of complicity of each elementary operation Fj is defined relatively to the
simplest operation by factor αj. For such condition Eq. (8) rewritten as:

p2 = 1 −
max
i=1...n

∑ki
j=1 αjFj

∑n
i=1

∑ki
j=1 αjFj

. (9)

Considering the example of using the relation (9).

Example 3. Assume, that in the recurrent matrix, which structure is presented in Fig. 6,
the elementary connections have different factors of complicity, which values are noted
in Fig. 7. With using relation (9) to estimate the speedup factor p.

Using the relation (9) with taking into account the value of factor α, noted for
all connections between the matrix elements in Fig. 7, and providing the necessary
calculations, we obtaining the follows value for speedup factor p:

p2 = 1 − 1 + 3, 5

(1 + 3, 5) + (1 + 1 + 1) + (1 + 1)
= 1 − 4.5

4.5 + 3 + 2
= 1 − 0.474 = 0.526.

Therefore, for considered case, the speedup factor p, calculated with taking into
account the operation complicity α, is close to pervious value, obtained in Example 2,
with using more simple relation (8).

1

M(1, 1) M(1, 2) M(1, 3)

M(2, 1) M(2, 2) M(2, 3)

3,5 1 1 1 11

Fig. 7. Defining of complicity factor α for the connections between the elements of recurrent
matrix, which structure is presented at Fig. 6
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Clear, that estimation the complicity factorα of separate connections isn’t practicable
and usually can’t be provided for complex mathematical functions. Therefore, defining
the complicity factor β for thewhole thread ismore practicable.At such statement of task,
the problem of parallelization it coming to finding the simplest threat, which complicity
factor assumed as β = 1, and the factors β to another thread are defined relatively to
simplest one. For example, for defining the complicity of task with knowing functional
dependence between the recurrent matrix elements can be realized by counting the
number of necessary elementary operations for considered CPU, which are usually
estimated in TFLOPS [1]. With such statement of problem, the Eq. (8) can be rewritten
throw the threads complicity factor βi as follows:

p3 = 1 −
max
i=1...n

βi∑n
i=1 βi

. (10)

Considering the example of using the relation (10).

Example 4. Assume, that in the recurrent matrix, which structure is presented in Fig. 6,
the complicity factor βi for the threads T1, T2 and T3 was estimated as follows: β1 =
4.5; β2 = 1; β3 = 1. With using relation (10) to estimate speedup factor p.

p3 = 1 − 4.5

4.5 + 1 + 1
= 0.31.

Clear, that for this task the speedup factor is generally smaller, then for Examples 1
and 2. In such conditions the computing time for solving corresponded task at 3 CPU is
only 1,44 times less, than for 1 CPU.

The standard programming means for providing the estimation with using relations
(8–10) at the application layer of IBN, with taking into account such factors, as the
loading of communication channels, transfer data rate, aswell as the energy consumption
on the servers and communication devices, will be considered in the next section of the
chapter.

2.3 Efficiency of Algorithm Parallelization for IBN Under Use of Standard
Programming Techniques and Functions

As it was pointed out in the Sect. 1, the estimation the efficiency of algorithm paral-
lelization for specific formulated scientific and technical task is mostly realized on the
application layer of OSI reference model (refer. Fig. 2). However, in any case, task of
transferring information and finding the suitable cluster is generally corresponded to
network and transfer levels. Taking into account this inconsistency, during written the
programs with parallelization the calculation in IBN the specific functions for making
the requests from application to transfer and network layer, have been used. Usually, the
names of these functions are standard for different popular program languages, like C,
C++, Java or Python, and the difference between the particularities of its using is defined
only by the syntax of specific program language. For example, for program language
Python these functions are follows [8, 10].
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1. socket() – defining the socket of IBN to connection as the combination 
the host address and port to connection.

2. bind() –  binding of the socket to corresponded host, located in local or 
global network.

3. listen() – the command for server to testing the network and waiting the 
request from any remote host.

4. connect() – the command for client for forming the request to connection 
with server.

5. accept() – the command for server to accept a request from client and to
form a new socket for connection to it. 

6. send(‘Message’) – sending the message in network.
7. recv() – receiving the message from network.
8. close() – command to ending the connection.

Some examples of using functions of network programming, listed beyond, on the
program language Python, are presented in manual book [10].

For realizing the effective algorithms parallelization in IBN such separate problems
have to be solved [2–4].

1. Estimation the factor of parallelization p with analyzing the structure of recurrent
matrix and using relation (8–10). Beyond this task was considered as Task 1.

2. Assessment of employment levels of communication channels.
3. Estimation of energy consumption on the powerful servers and communication

equipment. Beyond this task was considered as Task 2.
4. Choosing the suitable protocols and methods of signals coding in noised channels.

Beyond this task was considered as Task 3.

Taking into account the programming means, considered beyond, the ways of solving
the listed problems are follows.

1. Forming the recurrent matrix and providing the estimation of speedup factor p with
using relations (8–10).

2. Forming, with using command socket(), the list of IBN servers, in which the
parallelized task can be solved. Corresponding source code on the program language
Python can be written as follows [10].

Example 5.
import socket as soc
import time as dt
HOST1 = '234.111.20.55'
PORT1 = 5000
HOST2 = '238.124.56.1'
PORT2 = 6000
s = soc.socket(soc.AF_INET, soc.SOCK_STREAM)
s.bind((HOST1, PORT1))
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3. Choosing the best host for solving the parallelized task by the factors of the channel’s
employment and energy consumption.

The energy consumption is usually independent on the channel’s employment, there-
fore it can be defined for transferring data, depending on the amount of data treatment,
as a static parameter [6]. Corresponding source code on the program language Python
can be written as follows [10].

Example 6.
HOST1 = '234.111.20.55'
PORT1 = 5000
EC1 = 1600
HOST2 = '238.124.56.1'
PORT2 = 6000
EC2 = 1800

Here EC1 and EC2 are the energy consumption in W per 1 MB of transferred and
treated data.

For defining the level of channel’s employment can be used the method of sending of
the short test to all described hosts and defining the time of reply with the same message
[6]. Therefore, the source code for defining the time of receiving the testing message by
the server with using the means of program language Python can be written as follows
[10].
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Example 7.
import socket as soc
import time as dt
HOST = '127.0.0.1'
PORT = 5000
s = soc.socket(soc.AF_INET, soc.SOCK_STREAM)
s.bind((HOST, PORT))
s.listen(1)
conn, addr = s.accept()
RecvDate = dt.strftime('%d:%m:%Y')
RecvTime = dt.strftime('%H:%M:%S')
RecvDT = RecvDate + ' о ' + RecvTime
TestMessg = ‘Andriy Luntovskyy and Igor Melnyk. \
Estimation of Energy Efficiency and Quality of \
Service in Cloud Realizations of Parallel \
Computing Algorithms for IBN. Lector notes. \
Intend Based Network. Volume 1. 2021’
conn.send(TestMessg)
SendDate = dt.strftime('%d:%m:%Y')
SendTime = dt.strftime('%H:%M:%S')
SendDT = SendDate + ' о ' + SendTime        
print('The time of receiving the test message is:', SendDT)
s.listen(1)
conn, addr = s.accept()
conn.close()

Since by the experiment we have defined the time tt , necessary for transferring the
testing message with amount of data Vt , and we know the amount of data Vp, should be
transferring to remote host for solving the parallelized task, the estimation time tp for
transferring the data for parallelized task is simply defined as:

tp = ttVp

Vt
. (11)

With knowing values of complicity factor p, defined by Eqs. (8–10), as well as the
level of energy consumptionEc and the time tp, necessary to transferring the data for par-
allelized task and defined by Eq. (11), the complex factor of efficiency of parallelization
Fp can be estimated as follows:

Fp = ξpp + ξE

Ec
+ ξt

tp
, (12)

where ξp, ξE and ξt are the weight coefficients for level of parallelization, energy con-
sumption and the time of delay in communication channel correspondently. Among the
few considering variants choosing one with the greater value of efficiency factor Fp.

Considering the example of using relation (12).

Example 8. Sending of testing message shown, that the time of reply from the Server 1
tt1 = 10 s, and form Server 2 – tt2 = 0.1 s. The size of testing message Vt = 1024 b, and
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the size of transferring data for solving the parallelized task is Vp = 3 Mb. The speedup
factor of task parallelization, calculated with using Eq. (10), is p = 0.75. The energy
consumption for Server 1 is Ec1 = 1300 W/Mb, and for Server 2 – Ec2 = 3500 W/Mb.
The values of weight coefficients in estimated relation (12) are follows: ξp = 0.95, ξE =
0.9 and ξt = 0.001. With using relation (11), (12), define the preferable server to solving
this task.

1. Defining the time for transmitting the data of parallelized tasks for both considered
cases with using relation (11):

tp1 = 10 · 3 · 220
210

= 30 · 1024 = 30720 s;

tp2 = 0.1 · 3 · 220
210

= 0.3 · 1024 = 307, 2 s.

2. Defining the efficiency of tasks parallelization for both considered cases with using
relation (12):

Fp1 = 0.95 · 0.75 + 0.9

1300 · 3 + 0.001

30720
= 0.7125 + 2.3 · 10−4 + 3.255 · 10−8 = 0.7127;

Fp2 = 0.95 · 0.75 + 0.9

3500 · 3 + 0.001

307.2
= 0.7125 + 8.571 · 10−5 + 3.25 · 10−6 = 0.7126.

Since Fp1 > Fp2, conclusion is, that for solved task the first case is better.
Really, result of using estimation (12) is strongly depended on the choosing ofweight

coefficients ξp, ξE and ξt . In example 8 was considered the case, when ξE >> ξt , and
by that reason the variant with the smaller energy consumption and greater value of
calculation time is chosen. Certainly, in such conditions the QoS factor is greatly worse,
than the requirement of energy economy. The estimation for weight coefficients is the
separate problem and it help to solve the compromise task between improving the QoS
and reduce the energy consumption.

Considering the solutions for utilizing the energy in green clouds servers will be
provided in Sect. 3. It is clear also, that the volume of transferring information is
strongly depend on using coding methods. Estimations of redundancy ratio for RS and
convolutional error-correction codes will be considered furthermore in Sect. 4.

2.4 QoS Control for IBN and Real-Time Capability

Oneof the possible features is alsoReal-TimeCapability for IBN,which can be estimated
via the following expression:

Tr ≥ (Ttr + Tex + �) · (1 + a), (13)

where Ttr is the transfer time, Tex is the execution time, Tr is the given limit for the
reaction time of the system, a is the average failure probability, � is the summarized
process delay (latencies). By a repeated failure the given limit can even grow by the
product (1+ a + a2).

The latency within modern networks can be significantly reduced down to several
milliseconds: e.g. 10 ms for 4G mobile radio as well as 1 ms for the 5G, which will be
deployed by years 2020–2022.



354 I. Melnyk and A. Luntovskyy

3 Energy Utilization in “Green Clouds” for IBN with Powerful
Servers and Simulation of Waste Heat System

The improvements in Energy Efficiency for IBN are aimed to reach the growth of energy
efficiency. There are mainly two main ways for IBN Energy Efficiency can be remarked,
and they are follows.

1. Improvements in cooling processes for cloud environments.
2. Optimal workload adaptation, used data, VM and analytic blocks placement.

Under the known problem the approaches to it solving are as follows.

1. Solutions for fog computing (co-operation platforms, “green” data centers),
2. Utilization of waste heat (a “green” IT company),
3. VM optimal migration and energy efficiency of computing process.

Within this Sect. 3, we provide the innovative approaches and case studies, which
can be used for betterenergy utilization in “Green Clouds” for IBNwith powerful servers
as well as the simulation of Waste Heat System.

3.1 PUE and ERE Criteria

A useful model task to illustrate PUE and ERE as important criteria for IBN is provided
below.

Example 9. In addition to the performance parameters such as FLOPS, more and more
about the energy efficiency in distributed computing is discussed, namely about the
values such as PUE (Power Usage Effectiveness) and ERE (Energy Reuse Efficiency).

A powerful computer cluster obtains 1000 CPU with the integrated maximal
performance of 80TFLOPS. Overall, electrical power in the cluster PIT is equal 400 KW.

1. Compute the PW factor [FLOPS/W].What does characterize this cluster parameter?
2. How much is the waste heat dissipation PA if PUE = 1.5?
3. Due to the optimization in the cooling process and waste heat canalization in the

cluster PR became 100KW via recycling of the ambient heating and water boiling
within the cluster building. Calculate, please, the ERE factor.

Solution

PUE = PIT + PA

PIT
;ERE = PIT + PA − PR

PIT
, (14)

Phost = PIT/N, where N= 1000 hosts, therefore, it means PIT = 1000 CPUs * 400W.
Each host possesses electrical power of Phost = 400 W.
Computing efficiency per Watt for the given cluster: PW = Performance/PIT = 80T

FLOPS/400 kW= 0,2 [GFLOPS/W], but it’s less than by the leading computing systems
from Top500 (cp. an excerpt in Table 1) like:
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• Summit (USA) – 200 PFLOPS;
• Sierra (USA) – 125 PFLOPS;
• Sunway TaihuLight (China) – 125 PFLOPS;
• Tianhe-2 Milky Way (China) – 33,9 PFLOPS;
• Titan (USA) – 17,6 PFLOPS.

Furthermore, for the considered case we realize:

• Power Usage Effectiveness:

PUE = 400KW + PA

40
KW = 1.5,

where PA = 200KW of waste heat.

• Energy Reuse Efficiency:

ERE = (400 + 200 − 100)KW

400
KW = 1.25,

where PA = 200KW of waste heat, PR = 100KW of recycled power.

Table 1. The performance and electrical parameters of the world-leading clusters (own represen-
tation by year 2020 based on Top 500)

Computing
cluster

Location Performance in
PFLOPS

Architecture PIT in
MW

PW in
GFLOPS/W

Deployment

Summit Oak Ridge
National
Laboratory
(Tennessee, USA)

200 RAM 10PB,
4608 nodes je 2x
(22-core CPU +
6 GPU)

10 20 Climate
simulation,
relativistic
quantchemistry,
bio- and
plasma-physics,
computational
chemistry

Sierra National Nuclear
Security
Administration,
USA

125 1,572,480 cores 7,438 16,8 Simulation of
nuclear weapons,
civic craft
engineering tasks
simulations

Sunway
TaihuLight

National
Supercomputing
Center in Wuxi,
Jiangsu, China

125 40.960 CPU,
1,31 PB RAM

15,37 8,13 Finances and
economics

Tianhe-2
Milky Way

National
Supercomputing
Center in Wuxi,
Jiangsu, China

33,9 32.000 CPU,
1,4 PB RAM

17,8 1,9 Chemistry,
physics, oil and
aircraft simulation

(continued)
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Table 1. (continued)

Computing
cluster

Location Performance in
PFLOPS

Architecture PIT in
MW

PW in
GFLOPS/W

Deployment

Titan Oak Ridge
National
Laboratory
(Tennessee, USA)

17,6 18.688 CPU,
18.688 GPU,
693,5 TB RAM

8,2 2,146 Physical
simulations

3.2 Fourier Thermodynamic Equation and Basic Methods of Its Solving

The solutions of utilizing the energy on the powerful servers is generally based on effec-
tive cooling of its heated items and on further utilizing this energy to heating of the
buildings or to production needs [5]. For providing the effective cooling such systems
of heat wasting should to be optimized by choosing the suitable materials and geome-
try parameters. Therefore, the methods of computer engineering with using numerical
simulation are usually used for designing such waste heating systems [5]. Generally, the
methods of simulation of cooling systems are based on the analytical or numerical solv-
ing the Fourier thermodynamic Part Differential Equation (PDE), which in the general
form in cartesian coordinates is written as follows [11]:

∂T (x, y, z, t)

∂t
− a2

(
∂2T (x, y, z, t)

∂x2
+ ∂2T (x, y, z, t)

∂y2
+ ∂2T (x, y, z, t)

∂z2

)
= f (x, y, z, t), a = χ

cpρ
, (15)

where T is the temperature, t is the time, x, y, z are the spatial coordinates, a is the thermal
diffusivity coefficient, f (x, y, z, t) are the sources of heats, χ is the thermal conductivity,
cp is the isobaric thermal conductivity and ρ is the density of material. Since the inho-
mogeneous Eq. (15) is usually difficult to solving both analytically and numerically,
often enough considered the homogeneous thermodynamic equation without right part,
namely [11]:

∂T (x, y, z, t)

∂t
− a2

(
∂2T (x, y, z, t)

∂x2
+ ∂2T (x, y, z, t)

∂y2
+ ∂2T (x, y, z, t)

∂z2

)
= 0. (16)

Analytical solving of homogeneous Eq. (16) usually can be formalized by solving
the Cauchy problem and considering the kernel of this equation, which in the general
form is written as [11]:

�(x, t) = 1(
2a

√
πt

)n exp
(

− |x|
4a2t

)
. (17)

Instead of sophisticated relation (17), another and simpler method of analytical solv-
ing the homogeneous Eq. (16) is widely used for providing the pervious estimation of
heat wasting systems geometry parameters. This method id based on reduction of the
Cauchy problem for Eq. (16) to the well-known Boltzmann Thermodynamic Equation
(BTE), which in the general form can be given as follows [5, 11, 12]:

Pa = cmmm
dTs
dt

+ Pt,Pt = Sc(Ts − Tw)

R(T )
,R(T ) = lm(T )

λm(T )
, (18)
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where Ts is the temperature of considered heating or cooling surface, Tw is the tempera-
ture of cooling liquid or gas,R(T ) is the thermal resistance of heated or coolingmaterials,
Pa is the full power, absorbed by the system, Pt is the useless power, expended to the
thermal conductivity, mm is the mass of heated or cooling materials, cm – its’ thermal
capacity by the mass, which depended on their temperature, λm is the thermal conduc-
tivity of material, lm are their thickness. Taken into account, that for stationary regime
of heat exchanging dTs

dt = 0, the equation system (18) can be rewritten in the simplified
for n as follows [5, 11, 12]:

Pa = Pt = Sc(Ts − Tw)λm(T )

lm(T )
. (19)

The results of solving the Eq. (19) for cooling the multiprocessors of computing
blocks by the moving liquid or gas will be presented in the next part of the chapter.

3.3 Simulation of Waste Heat System by Solving the Boltzmann Thermodynamic
Equation

In the paper [5] was presented the analytical solution of Eq. (19) for waste the heat
from multiprocessor block by the cool liquid or gas, transporting in the tube with rect-
angle cross-section. Obtained relation for Power Usage Effectiveness (PUE) is written
as follows [5]:

PUE	 = Np(Pc + Pww1 + Pr1) + (
Np − 1

)
(Pww2 + Pr2)

Np(Pc + Pww1) + (
Np − 1

)
Pww2

, (20)

whereNp is the number of processors, fromwhich heat is wasted, Pc is the full electrical
power of processor unit, Pww1 is the power, dissipated at the cooling system to the
thermal conductivity between processor block and cooled liquid or gas, Pww2 is the
power, dissipated at the cooling system to the thermal conductivity between the cooled
liquid or gas and the free air and Pr1 is the power, expended to heating the cooling liquid
or gas, transferring in the tube.

The iterative relations for calculation the average operation temperature of processor
block with number i T i

cr and the temperature of cooling water or gas at the last processor
block with number N Tc2 are written as follows:

T i
cr =

PCPU abhtb

(
dg1
λg1

+ de
λe

+ dg1
λg1

+ dw
λw

+ 1
αc

)

vc + T i−1
cr

2
, Tc2 = TN

cr −
PCPU Tc1

(
dg1
λg1

+ de
λe

+ dg1
λg1

+ dw
λw

+ 1
αc

)

ccρcv2c
,

Ai = ccρcv2c
(a + htb)liRc2

,Rc2 = dw
λw

+ 1

αc
,T i−1

c = T i
c(1 + Ai) − AiT0, (21)

αc = k1 + k2
√
vc.

where PCPU is the power, dissipated on the CPU blocks, a, and b are the geometry sizes
of CPU blocks, htb is the highness of the tube’s hollow, de is the thickness of CPU
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enclosure, dg1 is thickness of the gap between crystal and enclosure, dg2 – thickness of
the gap between enclosure and tube, dw is thickness of the tube’s wall, Tc1 is the start
temperature of cooling liquid or gas at the inlet of cooling system, αc is the heat transfer
coefficient, li is the length of part of tube between CPU blocks, cc ρc and vc, is the heat
capacity, density and velocity of cooling liquid or gas correspondently, k1 and k2 is the
semiempirical coefficients for choosing liquid or gas and tube material [11, 12].

The cross-section of considered heat wasting system with noting the corresponded
geometry parameters, have been used in Eqs. (18, 19), is presented at Fig. 8. The consid-
ered heat flow at Fig. 8 is signed as Q. The results of simulation of heat wasting system,
obtained with using Eqs. (18, 19), are presented at Fig. 9. The simulation was provided
for such geometry and thermodynamic parameters: material of the first gap – quartz
glass

(
λg1 = 1, 36 W

m·K
)
, material of the second gap – air

(
λg2 = 0, 034 W

m·K
)
, material of

enclose – polyvinyl chloride
(
λe = 0, 17 W

m·K
)
,material of tube – copper

(
λw = 384 W

m·K
)
,

k1 = 350, k2 = 2100, dg1 = 10–4 m, de = 5·10–4 m, dg2 = 10–4 m, dw = 1·10–3 m, a =
0.05 m, b = 0.05 m, htb = 0,05 m, T c1 = 10 °C, Np = 10, li = 0.1 m [11–13].

(a) (b)

li

a

b

vc

Q

1

4

42 3 5

de dg2 dw htb

1

Q dg1

Fig. 8. Horizontal (a) and vertical (b) cross-section of simulated heating waste system 1 – crystal
of cooling processor; 2 – processor’s enclosure; 3 – the gap between the processor and the tube
with the cooling liquid or gas; 4 – the wall of the tube; 5 – the hollow of the tube

The provided calculations for waste heat system are very important for forming
practice recommendations about CPU cooling. The results of simulation shown, that
for dissipated CPU power P = 500 W for system with 1 CPU the water velocity vc
= 15 l/min is enough, but for 10 CPU and the same dissipated power in its the water
velocity vc = 30 l/min is necessary. The estimations of water velocity is based on
the presumption, that the crystal temperature Tcr > 50 °C for most CPU is critical.
But, corresponding to obtained results, increasing of water velocity vc isn’t so critical.
Furthermore, as the number of processors increases several times, thewater supply speed
increases significantly slightly. This conclusion is simply explained by the fact, that with
location of CPU at the required distance, which must be greater than critical distance
lcr , the water in wasting systems has a time to cooling. In such conditions the number
of CPU in computing block isn’t so significant to providing the effective heat wasting.
The heated water can be used to heating of the buildings or production needs.
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(c)

vc,

,0C 
,0C 

(a) (b) 
vc,

Fig. 9. Dependences of the temperature of last CPU block (a), temperature of cooling water at
the last block (b) and PUE (c) on the water consumption vc and the power P, dissipated on the
CPU blocks, calculated by solving the set of Eqs. (19–21)

4 Advanced Error-Coding Methods for IBN

4.1 Estimation of Redundancy of RS-Code

As was pointed out in the first and third sections, the using of the best error-correction
coding is also necessary to providing QoS in realizing the parallel computing in IBN
[14–19]. Analyzing the redundancy of two well-known and widely used error-correction
codes, such as RS-code and convolutional code, is the subject of this part of chapter.

It is well-known, that the RS-codes are generally based Galois Field (GF) theory.
The order of GF m is corresponded to the number of bites in the 1 symbol of RS-code
[14–20]. Therefore, corresponding to the well-known law of probability theory, it can be
assumed, that the probability of distortion 1 symbol of message, coded by the RS-code,
is defined as follows [21]:

pm = 1 − (1 − pb)
m, (22)
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where pb is the probability of distortion 1 bit in symbol, pm is the probability of distortion
the symbol.

With such assumptions, taking into account well-known Bernoulli’s law of binomial
distribution [21], the probability of distortion of θ bits in the massage with n symbols is
defined as follows [16, 20]:

(τ = θ) = Cθ
n · (

1 − (1 − pb)
m)θ · (

(1 − pb)
m)n−θ;Cθ

n = n!
θ! · (n − θ)! . (23)

where Cθ
n is the number of combinations from n elements by θ [21, 22].

Now taking into account, that in RS-code with n symbols t errors can be corrected.
It is knowing from the coding theory, that for original message, which consist of k
information symbols, the length of coded message n is defined as [14–20]:

n = k + 2t. (24)

With such assumptions andwith taking into account thewell-known lawabout adding
the probabilities of independent events [21], corresponding to written beyond Eqs. (23,
24), the probability of receiving the correct message, coded by RS-code, is defined as
follows [16, 19, 20]:

Pc = P(τ ≤ θ) =
∑t

θ=0
Cθ
n · (1 − (1 − pb)

m)θ · ((1 − pb)
m)n−θ, t ≤ n. (25)

Corresponding to obtained relation (25), the probability Pe, corresponded to possible
error in receiving of message, coded by RS-code, is defined as follows [16, 19, 20]:

Pe = 1 − Pc = P(τ > θ) =
∑n

e =t+1
Cθ
n(1 − (1 − pb)

m)
θ
((1 − pb)

m)n−θ, t < n,

(26)

The maximal number of corrected symbols tmax is defined as follow [16, 19, 20]:

tmax =
{
2m−1 − k

2 − 1, when the value k is even;
2m−1 − k+1

2 , when the value k is odd.
(27)

The dependences of probability of error in receiving coded message on probability of
bit error Pe(pb), obtained with using relation (26), for different values of m and t code
parameters, are presented at Fig. 10 [20].

Analyzing now the graphical dependencies, given at Fig. 10. Firstly, was taken the
RS-code with parameters k = 21 and t = 5 at Galois Field GF (5). But it is clear from
relations (27), that for m = 5 and k = 21 the value t = 5 is corresponded to limit value
t = tmax. In such conditions only one way to increasing the corrective possibility of
RS-code is existed, and it can be realized by increasing the order m of Galois Field GF
from 5 to 6. Therefore, the second dependence is also obtained for k = 21 and t = 5, but
with another value of GF order m = 6. As clear form the Fig. 10, in such condition the
corrective ability of RS-code is lose, and this fact can be simply explained. Really, the
number of errors, which can be corrected, is the same (t = 5), but the length of code n is
2 times increased, from n = 31 to n = 62. But the advanced of such transforming is also
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Pe(pb)

Fig. 10. Dependences of Pe(pb) for RS-codes, obtained with using the relation (26)

clear, because for m = 6 the number of corrected errors t can be significantly greater.
Really, in such conditions, corresponding to relations (27) the value of tmax is:

tmax = 2m−1 − k + 1

2
= 25 − 21 + 1

2
= 32 − 11 = 21.

It is clear from Fig. 10, that in GF(6) the corrective ability of RS-code Pe(pb) =
1 – Pc(pb) is losing only for the values t = 5 and t = 6. For the number of corrected
errors t = 7 value of Pe(pb) is generally same to the corresponded value for RS-code
with parameter t = 5 in GF(5), and with further increasing the value of t in GF(6),
corrective ability of code is significantly increased. But the greatest considered value in
the GF(6) t = 20 is not much different from the calculated limit value tmax = 21.

In any case, it is clear from dependences, presented at Fig. 10, that for pb > 0.1
corrective ability of RS-code is significantly decrease to the negligible value. Therefore,
using of RS-codes in the noised communicated channels, where probability of bit error
is usually significantly greater, than pb = 0.1, generally is not recommended [14–19].

4.2 Estimation of Redundancy of Convolutional Codes

4.2.1 The General Principle of Formation of Convolutional Codes Constructions
and Its Basic Parameters

In the previous section the corrective ability of RS-codes is considered. It should be
pointed out, that systematic linear and block codes, like RS-code, usually have the stan-
dard description by such parameters, as number of information symbols k and number
of control symbols r [14–20]. For example, in considered beyond RS-code, r = 2t. The
theory of error correction for linear and block codes is built on such simple assumption
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about code parameters [14–19] and on the base of combinatory analyze [21, 22]. For
example, by using this approach the relations (22–27) have been obtained [16].

The structure of convolutional codes is generally different form the linear and block
ones. One of the important parameters of convolutional codes is constraint length, which
usually signed byK. And the main particularity of realization the hardware and software
for forming the convolutional codes sequences is changing the size of using memory
depending on number of symbols, which have been received. As the result, the current
symbol, which have to be formed, is depend both on input digital symbol and on the
pervious K – 1 symbols. In such conditions the structure of convolutional code can be
described correctly by the corresponded structure scheme of Finite-Sequence Machine
(FSM) [14–20]. The simplified digital scheme for forming the convolution code sequence
is presented in Fig. 11.

It is clear from Fig. 11, that the scheme for forming of convolution code consist on
the XOR operation blocks, which number is n, and included the input shift register R
with number of bits kK.

1 2 3 4 … kK – 1 kK

+ + +1 2 n

Input Register R

Exclusive OR Operation

The Switch

The Sequence of Output Symbols

Fig. 11. The simple general digital scheme for forming the convolutional code

The encoder scheme, presented on Fig. 11, is operated as follows. At the correspon-
dent time the register R receives k bits of the input sequencem and all bits in this register
are shifted to k positions to right. Simultaneously all kK bits are fed to n XOR schemes
and n bits of the convolutional code are formed as the result of this operation. The coding
digital signal is transmitted to the communication channel.

On the general scheme, presented at Fig. 11, possibility of using themultibit symbols
with number of bits k is assumed, but for making of error-correction estimations consid-
ering of simple binary symbols is enough. In such condition, the number of bits in the
shift register R is K [14, 20]. Another parameter of convolutional code is its redundancy
factor, which, correspondently to the scheme, presented at Fig. 11, is correspond to the
number of XOR schemes n and usually signed at the literature as 1

n [14–20]. Therefore,
the constraint length K and redundancy factor 1

n are considered usually as the main
parameters of convolutional codes [14–20].
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4.2.2 Basic Principles of Defining the Corrective Ability of Convolutional Codes

The advantage of using convolutional codes in communication systems with the noised
channels relatively to linear and block ones is the limited number of allows symbols,
taking into account, that the sequence of K – 1 symbols, have been received early, is also
analyzed.Usually, for the binary symbols, convolution encoding systems are analyzed by
the FSM-model. In such analyze from any FSM state only 2 transmission is allowed: one
of its corresponded to the input signal 0, and the second – to the input signal 1. All another
sequences ofN = 2K–1 symbols of convolution code are always considered as errors, and
finding the correct sequence by the receiver is usually provided with using the maximum
likelihood principle [14–20]. For example, in modern communication systems Viterbi
algorithm is widely used to defining the most likelihood symbols sequences [14–20].
Therefore, the systems, based on convolution codes, are usually operated with prediction
of the most likelihood symbol, and the main principle of its operation is comparing of
the most likelihood and received sequences [14–20].

But, causing described beyond sophisticated principle of its operation, finding the
corrective ability of convolutional codes is usually more complicated problem, than for
linear and block ones. Solving of this generalized problem is lead to considering such
interdependent tasks [14–20].

1. On the base of structure scheme of encoder, the FSM scheme is formed.
2. By considering the FSM scheme formed the set of linear relations, which described

the transmission between the FSM states.
3. By solving the obtained system of linear relations defined the transfer function of

considered FSM T (D, L, N) in polynomial presentation, where D – Hemming dis-
tance between the zero andwaiting codes sequences, L – the counter of transmissions
between the start and current FSM state, and N – the mark to transmissions, which
corresponded to the input signal 1.

4. Defining the clearance parameter of the convolution code df as the minimal power of
variable D at the polynomial presentation of function T (D, L, N). Really, parameter
df characterized the minimal possible difference between the bits in the allows
sequences of convolution code and it corresponded to the minimal code distance d
in the linear and block codes [14–20].

5. Defining the dependence of maximal value of the probability of bit error in the
sequence of convolutional code PB on the probability of single bit error p by finding
the partial derivations for the transfer function T (D, L, N). It should be pointed out,
that for different methods of forming the digital signals on the physical layer of OSI
reference model (refer. Fig. 2), the relations for bit error in the convolutional code
PB(p) are also different [14–20].

Considering the relations PB(p) for 2 important cases, which are widely used for
forming the binary signals on the physical layer of OSI reference model.

1. For standard potential coding, like Alternative Mark Inversion (AMI) [6, 23],
the relation for finding PB(p) is written as follows [14, 20]:

PB(p) ≤ dT (D,N ,L)

dN

∣∣∣∣
N=1,L=1,D=2

√
p(1−p)

. (28)
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2. For the Phase Shift Coding (PSC) binary signal and its transferring in the Gaus-
sian Noise Channel (GNC) [6, 23], the analytical relation for defining PB is
written as follows [14, 20]:

PB

(
Ec

N0

)
≤ Q

(√
2df

Ec

N0

)
exp

(
df

Ec

N0

)
dT (D,N )

dN

∣∣∣∣
N=1,L=1,D=exp

(
− Ec

N0

),

(29)

where Eb
N0

is the relation of the energy of information signal Eb to the density of noise

power spectrum N0,
Ec
N0

= rEb
N0

is the relation of full energy of coded message Eb to the

density of noise power spectrum N0, r = k
n is the redundancy factor of convolutional

code, df is the clearance parameter of convolution code, considered beyond, Q(x) is the
Gaussian error function, or integral error function, which is well known from the basic
principles and laws of probability theory and written as follows [21, 22]:

Q(x) = 1√
2π

∞∫
x
exp

(
−u2

2

)
du. (30)

Considering now some examples of defining the transfer functions T (D, L, N) and
the clearance parameter of convolution codes df , as well as calculation the probability
of bit errors in these codes by using the relations (28–30). It is clear, that the possible bit
error in the communication channel is lead to reducing the QoS parameter for solving
the task of algorithm parallelization in IBN.

Examples of calculation the transfer functionsT (D,L,N) and the clearance parameter
of convolution codes df will be presented below.

4.2.3 Some Examples of Defining the Transfer Function and Corrective Ability
of Convolutional Codes

Example 10. The scheme of convolution code encoder is presented at Fig. 12. Defining
the constraint length of this code K, the redundancy factor 1

n and clearance parameter of
the code df .

From the scheme, presented at Fig. 12, clear, that the number of bits in input register
is 3 and number of XOR blocks is 2. Therefore, it is clear from describing beyond the
parameters of convolutional code, that constraint length of code K = 3 and redundancy
factor 1

n = 1
2 . The convolutional code with such parameters is usually described in

literature as
(
3, 1

2

)
.

The scheme of FSM for encoder, presented at Fig. 12, is presented at Fig. 13.
The singularities of FSM scheme, presented at Fig. 13 and described the structure

of convolution code
(
3, 1

2

)
, are follows [14, 19].

1. For forming the states of FSM only 2 right bits of input register R are used, because
the last bit, have been received, is corresponded to input signal.

2. The transmissions, corresponded to input signal 0, are marked by the solid lines, and
the transmissions, corresponded to input signal 1, are marked by dash lines.
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Fig. 12. Scheme of encoding device for example 10
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a = 00 c = 01b = 10

d = 11
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D2LD2LN

DLN
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DL

e = 00

DL

Fig. 13. The structure of FSM for the encoding scheme, presented in Fig. 12

3. The output signals of encoder are marked at the transmission’s lines.
4. At the transmission’s lines the code parameters D, L and N, described beyond, are

also marked.
5. The FSM zero state 00 is consider at the scheme 2 times, and its’s corresponded to

the input and output states of FSM. By this transforming the loop connection on the
zero state is excluded.

Such presentation of FSM is allowed to exclude from FSM scheme all loopback
connections, therefore, the set of linear equations, formed on the base of this scheme,
with using such approach is generally simplified [14, 20]. Such set of linear equation
for the FSM scheme, presented at Fig. 13, formed on the base of weight of connections
between the states and can be written as follows [14, 20]:

⎧⎪⎪⎨
⎪⎪⎩

Xb = D2LNXa + LNXc;
Xc = DLXb + DLXd ;
Xd = DLNXb + DLNXd ;
Xe = D2LXc,

(31)

where Xa, Xb, Xc, Xd and Xe are the variables, which described to the state a, b, c, d and
e correspondently. Solving of the system (31) given the such result [14, 20]:

T (D,L,N ) = D5L3N

1 − DLN (1 + L)
. (32)
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But disadvantage of presentation of transferring function in the from (32) is that it is
the fractional rational function, but not polynomial one. For transferring the fractional
rational functions, like (32), to polynomial functions,well-knownbasic relation of Taylor
row theory can be used [14, 21, 22]:

f (x) = 1

1 − ax
= 1 + ax + a2x2 + a3x3 + . . . + anxn + . . . . (33)

Taking into account the relation (33), fractional rational function (32) can be rewritten
in the polynomial form as follows [14, 20]:

T (D,L,N ) = D5L3N

1 − DLN (1 + L)
= D5L3N + D6L4(1 + L)N 2

+D7L5
(
1 + L2

)
N 3 + . . . + Dl+5Ll+3Nl+1 + . . .

(34)

Since the termwith least degree of the variableD in Eq. (34) isD5L3N, the clearance
parameter of considered convolution code

(
3, 1

2

)
is df = 5.

Example 11. The scheme of convolution code encoder is presented at Fig. 14. Defining
the constraint length of code K, the redundancy factor 1

n and clearance parameter of the
code df .

Form the scheme of encoder, presented at Fig. 14, clear, that in this case the code
parameters are constraint length of code K = 4 and redundancy factor 1

n = 1
3 , therefore

in formalized description such code can be considered as
(
4, 1

3

)
.

On the base on the encoding scheme, presented at Fig. 14, created the FSM scheme,
presented at Fig. 15 [20]. The basic principles of forming this FSM scheme are generally
similar, as was used beyond in example 10. Only one difference is, that in the FSM
scheme, presented at Fig. 15, loop connection for the state h is existed. But, as in the
previous case for example 10, the zero state of FSM is divided into input state a and
output state i, and by this transferring loopback connection from output to input of FSM
is excluded.

u1, u2, u3

U

m

+ +

+
u1

u2

u3

Fig. 14. Scheme of encoding device for example 11
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Fig. 15. The structure of FSM for the encoding scheme, presented in Fig. 14

The set of equations, described the structure of FSM, presented at Fig. 15, is written
as follows [20]:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xb = D2LN (Xa + Xe);
Xc = D3LXb + DLXf ;
Xd = DLN

(
Xb + Xf

);
Xe = D3LXc + DLXg;
Xf = DLN

(
Xg + Xc

);
Xg = Xd + D2LXh;
Xh = D2LN (Xd + Xh);
Xi = D2LXe.

(35)

Solving of the set of Eq. (35) given such sophisticated fractional rational relations
for the denominator of transfer function Td(Xh) and its nominator Tn(Xh) [20]:

Td (Xh) = D4L3N 2(L − N − 1) − D3L3N 2 − D2LN (1 + LN ) + 1

D5L3N 3
(
1 − D2L2N

)(
1 − D2L2N + D3L

) Xh.

Tn(Xh) = −D20L12N 5 + D19L10N 5(L − 1) + 2D18L10N 5(LN + 1)

D5L3N 3
(
1 − D2L2N

)(
1 − D2L2N + D3L

) Xh

+D17L9N 4(1 − N (L + 1)) + D16L8N 4
(
1 + (N + 1)L − L2N (N − 1)

)
D5L3N 3

(
1 − D2L2N

)(
1 − D2L2N + D3L

)

+2D15L8N 4(L − 1) + D14L7N 2
(
L3N 3 + L(L + 1)N 3 − N 2 + LN + 1

)
D3L2N 2

(
1 − D2L2N

)(
1 − D2L2N + D3L

) Xh

+2D13L7N 3(1 − L) + D12L5N 5
(
2L3N 2 − L2N 2 − L(N + 1) − 1

)
D3L2N 2

(
1 − D2L2N

)(
1 − D2L2N + D3L

) Xh
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+
D11L6N5(LN + 1) + D10L5N

(
LN2 + 1

)
− D9L5N2(L + 1) + D7L3N (L + 1) + D7 + D6L4N2

D3L2N2
(
1 − D2L2N

)(
1 − D2L2N + D3L

) Xh. (36)

But, taking into account, that in relations (36) only the terms with the lower power
of variable D has to be considered to defining the clearance parameter of convolution
code df , simplified transferring function for FSM, presented at Fig. 15, in the fractional
rational form, with taking into account (36), can be rewritten as follows [20]:

T (D,L,N ) = D6L4N 2

(1 − DLN )(1 + DLN )
= D5L3N

2

(
1

1 − DLN
− 1

1 + DLN

)
. (37)

By using the relations (33), the obtained fractional rational relation (37) can be
transformed to the polynomial form as follows [20]:

T (D) = D5L3N

2

(
1

1 − DLN
− 1

1 + DLN

)

= D5L3N

2

(
2DLN + 2D3L3N 3 + 2D5L5N 5 + . . .

)
= D6L4N 2 + . . . (38)

Therefore, it is clear from relation (38), that the clearance parameter of considered
convolution code

(
4, 1

3

)
is df = 6.

Example 12. The scheme of convolution code encoder is presented at Fig. 16. Defining
the constraint length of code K, the redundancy factor 1

n and clearance parameter of the
code df .

Form the scheme of encoder, presented at Fig. 16, clear, that in this case the code
parameters are follows: constraint length of code K = 5 and redundancy factor 1

n = 1
3 .

Therefore, in formalized description such code can be considered as
(
5, 1

3

)
.

On the base on the encoding scheme, presented at Fig. 16, created the structure of
FSM, which is presented at Fig. 17 [20].

u3, u2, u1

U

m

+ +

+
u1

u2

u3

Fig. 16. Scheme of encoding device for example 12
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Fig. 17. The structure of FSM for the encoding scheme, presented in Fig. 16

The set of equations, described the structure of FSM, presented at Fig. 17, is written
as follows [20]:

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Xb = D2LN (Xa + Xi);
Xc = D2LXb + DLXj;
Xd = DLN (Xb + Xj)

Xe = D3LXc + Xk;
Xf = DLN (Xc + Xk)

Xg = Xd + D2LXl;
Xh = D2LN (Xd + Xl);
Xi = D3LXe + DLXm;
Xj = DLN (Xe + Xm)

Xk = Xf + D2LXn;
Xl = D2LN (Xf + Xn);
Xm = Xg + D2LXo;
Xn = D2LN (Xg + Xo);
Xo = D3LXh + DLXp;
Xp = D2LNXh + D3LNXp;
Xq = D2LXi.

(39)

Solving of the sophisticated set of Eqs. (39) was complexly described in the tutorial
book [20]. It was obtainedwith using theMATLAB symbolic processor [7] for providing
the necessary cumbersome polynomial operations and given such result for FSM transfer
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function in polynomial presentation [20]:

T (D,L,N ) >
L28N 24D57

5L23N 20D51 − L22N 20D50
= L6N 4D7

5LND − 1

= −L6N 4D7
(
1 + 5LND + 25L2N 2D2 + 125L3N 3D3 + . . .

)

= −L6N 4D7 − 5L7N 5D8 − 25L8N 6D9 − 125L9N 7D10 − . . .

(40)

Therefore, it is clear, that the clearance parameter of considered convolution code(
5, 1

3

)
is df = 7.

4.2.4 Comparison of Manual and Computer Methods of Defining the Clearance
Parameter of Convolution Codes and Analyzing the Possibility of Realizing
This Calculation in the IBN Cloud Computing

At the previous sectionwas analyzed the structures of FSMs and the clearance parameters
df for convolution codes

(
3, 1

2

)
,
(
4, 1

3

)
and

(
5, 1

3

)
were defined with using the algebraic

operations with the fractional rational relations, as well as polynomial operations. Clear,
that if for the simple codes

(
3, 1

2

)
and

(
4, 1

3

)
, for which the schemes of FSMs are

presented at Fig. 13 and Fig. 15 correspondently, the manual calculation is possible,
in contrary, for the more sophisticated code

(
5, 1

3

)
, for which the scheme of FSM is

presented at Fig. 17, using of symbolic processor and computer calculations for providing
necessary analytical transformers is inevitability [20].

Generally, it is clear, that using of manual calculation methods is possible only
for the simple coding systems, where the number of FSM states is smaller than 10.
In such condition the maximal polynomial degree is smaller, than 20, and the number
of elementary operations, corresponded to summing the polynomial terms, is smaller,
than 100. Therefore, although such analytical transformations are quite cumbersome,
it’s really can be performed manually. On another hand, a significant advantage of the
manual method of providing the polynomial operations is the ability to find a most
compact record of the corresponding coefficients with their grouping by the several
variables. For example, the analytic relation D14

(
L10N 3 + L8N 2 − L3N − 3

)
can be

rewritten as the complex polynomial function of variables D, L and N as follows:

D14
(
L10N 3 + L8N 2 − L3N − 3

)
= D14

(
L3N

(
L7N 2 + L5N − 1

)
− 3

)

= D14
(
L3N

(
L5N

(
L2N + 1

)
− 1

)
− 3

)
. (41)

Sometimes the relations with the great number of brackets, like the final polynomial
relation in (41), are difficult to further analyzing, but it is clear, that its’ also have certain
advantages, among which the following can be noted [20].

1. The relations with the grouping of polynomial terms by the few variables are always
more compact.

2. The powers of variables in such relations are usually smaller.
3. In most cases using of such presentation of polynomials allows to set the important

additional regularities, which described the general particularities of operation for
considered FSM.
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4. The possibility of introducing auxiliary variables in case of excessive complication
of analytical expressions.

In a contrary, the MATLAB symbolic processor always presents the results of alge-
braic polynomials operations in a such way, that all polynomial coefficients are also
polynomials with respect to other variables [7]. By this reason the analytical expres-
sions, derived from computer calculations, are usually disproportionately cumbersome
[7, 20]. The same disadvantage is inherent to the symbolic processor of ANACONDA
computer system, which is based on the means of Python program language [10].

Analyzing the particularities of applying the polynomial transforming for defining
the interconnections between the states of FSM, lead to such important conclusions
[14–20].

1. It is desirable to use manual calculations at the first stage on general statement of the
task of forming the convolutional code and finding of most important interrelations
between FSM states.

2. The manual calculations are usually very effective for providing the further trans-
forming, when the forming and analyzing of simplified analytical relations are
realized and finding of important polynomial dependences in the general form is
provided.

3. For providing the standard cumbersome polynomial operations with the polyno-
mials, which order is higher, than 20, using of computer software with symbolic
processors, like MATLAB or ANACONDA, is more convenient and effective and
strongly recommended [7, 24].

Really, all convolutional codes with the constraint length K > 10 are formed today
on the base of computer analyze with applying suitable combinator algorithms [14–19].

But it should be pointed out, that for the polynomials with power of collected vari-
ables grater, than 200, the time of calculation with using symbolic processor is enormous
enlarges. Generally, it caused by the enlarging the number of elementary operations with
polynomial terms, which, corresponded to combinatory law, is enlarges as n!, where n
is the polynomial power [20, 21]. It also can be explained by the FSM theory, Really,
although from any FSM state only 2 transmission is possible, with increasing the num-
ber of states possible ways from zero state to last one became prohibitively large [20].
For example, for obtaining the transfer function T (D, L, N) for convolutional code with
parameters

(
5, 1

3

)
(Example 12) on the PC with 4-core CPU Intel Xenon, frequency

2.83 MHz and RAM 16 GB, the appropriative time of solving such task was more than
few days. Certainly, that such formalizing of solved problem generally isn’t correct for
any computer system. Really, such problem can be formalized to providing calculations
in cloud, since the sets of polynomials terms can be treated independently, therefore the
factor of parallelization p, defined by the Eqs. (12–14), is p ≈ 1. But, in any case, for
enormous number of elementary operations the time, necessary to providing the parallel
calculation, as well as the time tp, necessary to transferring the data for parallelized task,
usually isn’t suitable to reach the high level of QoS in IBN. In any case, estimation with
using Eqs. (12–14) is necessary.
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Another, more effectiveway of significant reducing the time of providing polynomial
operations for defining the clearance parameter of convolution code df is significant
reduction the number of polynomial terms. As was shown beyond, in example 11, only
the polynomial terms with lowest power are necessary to defining clearance parameter
df . Insofar as the information about the terms with the highest polynomial power is also
usually necessary, considering only the terms with lowest and highest power is possible,
and the terms with medium value of power is usually negligible and its can be excluded
from consideration. For example, in the manual book [20] such relations for reducing
the number of polynomial terms were proposed:

X short
nom (D,L,N ,Xh) =

(∑nsnommax

i=nsnommax −ksnom
Kinom(L,N )Di

+
∑nsnommin +lsnom

j=nsnommin

Kjnom(L,N )Dj
)
Xh, (42)

X short
den (D,L,N ,Xh) =

⎛
⎝ ndenmax∑

i=ndenmax−ksden

Kiden(L,N )Di+
ndenmin+lsden∑
j=ndenmin

Kjden(L,N )Dj

⎞
⎟⎠Xh,

where nsnommax is the value of maximal power of variable D in the nominator polynomial,
nsdenmax is the value ofmaximal power of variableD in the denominator polynomial, nsnommin is
the value of minimal power of variableD in the nominator polynomial, nsdenmin is the value
of minimal power of variable D in the denominator polynomial, ksnom is the number of
terms of nominator polynomial by the highest power, lsnom is the number of terms of
nominator polynomial by the lowest power, ksden is the number of terms of denominator
polynomial by the highest power, lsden is the number of terms of denominator polynomial
by the lowest power, Kinom, Kjnom, Kiden, and Kjden are the polynomial coefficients for
the terms of nominator and denominator correspondently, Xh is the output stage of FSM.

The parameters of polynomials reducing lenom, leden, kenom, keden, linom, liden, kinom
and kiden are chose as the compromise factor between the time of calculations and
requirement for correct defining the terms with lower and highest power in the transfer
function. During providing the calculations for convolutional code

(
5, 1

3

)
, considered

in example 12, such parameters have been choosed: lenom = 10, kenom = 13, leden = 9,
kenom = 13; linom = 11, kinom = 13, liden = 19, nenommax = 239, nenommin = 14, nedenmax = 234,
nedenmin = 42 and ninommax = 343, ninommin = 35, nidenmax = 335, nidenmin = 60 [20].

In any case, computer simulation in IBN clouds is very effective for creating the new
effective constructions of convolutional codes with improved correction parameters, but
for simplifying the calculation task and its effective realizing in IBN the reducing of
number of polynomial terms with using relations, similar to (42), is also necessary [20].

The examples of defining the corrective ability of convolutional codes with using
relations (28–30) will be considered below.

4.2.5 Defining the Corrective Ability of Convolutional Codes

Example 13. With using relations (28–30), finding the dependences of error in con-
volutional codes verse bit error for the code’s constructions

(
3, 1

2

)
,
(
4, 1

3

)
and

(
5, 1

3

)
,

considered in examples 10, 11 and 12.
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The transfer function of the convolutional code
(
3, 1

2

)
in the fractional rational form

is defined by Eq. (32). Considering relation (32) and finding its particle derivation led
to follows result [14, 20]:

dT (D,N )

dN

∣∣∣∣
N=1,L=1

= D5(1 − 2DN ) + 2DD5

(1 − 2DN )2

∣∣∣∣∣
N=1

== D5 − 2D6 + 2D6

(1 − 2D)2
= D5

(1 − 2D)2
.

(43)

Taking into account, that in relation (28) D = 2
√
p(1 − p), as well as obtained

relation (43) for the derivation dT (D,N )
dN

∣∣∣
N=1,L=1

, the maximal value of bit error PB(p),

correspondently to relation (28), for the code construction
(
3, 1

2

)
is calculated as follows

[14, 20]:

PB(p) ≤ dT (D,N )

dN

∣∣∣∣
N=1,D=2

√
p(1−p)

= D5

(1 − 2D)2

∣∣∣∣∣
D=2

√
p(1−p)

=
(
2
√
p(1 − p)

)5
(
1 − 4

√
p(1 − p)

)2 .

(44)

For the convolutional code with parameters
(
4, 1

3

)
the transfer function in the frac-

tional rational form is defined by Eq. (37). By considering the relation (37) and finding
its particle derivation, we obtained the following result [20]:

T (D,N )|L=1 = D6L4N 2

1 − D2L2N 2

∣∣∣∣
L=1

= D6N 2

1 − D2N 2 . (45)

Correspondently to (45), the partial derivation dT (D,N )
dN

∣∣∣
N=1

is written as follows

[20]:

dT (D,N )

dN

∣∣∣∣
N=1

=
2D6N

(
1 − D2N2

)
+ 2D2ND6N2

(
1 − D2N2

)2
∣∣∣∣∣∣
N=1

= 2D6N − 2D8N3 + 2D8N3

(
1 − D2N2

)2
∣∣∣∣∣
N=1

= 2D6

(
1 − D2

)2 . (46)

Substituting the obtained expression for the partial derivative dT (D,N )
dN

∣∣∣
N=1

(46) into

the given above relation for the bit error PB(p) (28), for considered convolutional code
with parameters

(
4, 1

3

)
the following result has been obtained [20]:

PB(p) ≤ dT (D,N )

dN

∣∣∣∣
N=1,D=2

√
p(1−p)

= 64(p(1 − p))3

(1 − 4p(1 − p))2
. (47)

For the convolutional code with parameters
(
5, 1

3

)
the transfer function in the frac-

tional rational form is defined by Eq. (40). For this code construction, taking into account

(40) and finding the particle derivation dT (D,N )
dN

∣∣∣
N=1

for the function T (D, L, N), written

in the fractional rational form, the follows result have been obtained [20]:

dT (D,N )

dN

∣∣∣∣
N=1

= 3N 3D7(5ND − 1) − 5DN 4D7

(5ND − 1)2

∣∣∣∣
N=1

= 15N 4D8 − 3N 3D7 − 5N 4D8

(5ND − 1)2

∣∣∣∣
N=1
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= 10N 4D8 − 3N 3D7

(5ND − 1)2

∣∣∣∣
N=1

= D7 10D − 3

(5D − 1)2
. (48)

Taking into account (48) and substituting it in (26), for considered convolutional
code with parameters

(
5, 1

3

)
the relation PB(p) is written as follows [20]:

PB(p) ≤ dT (D,N )

dN

∣∣∣∣
N=1,D=2

√
p(1−p)

= D7 10D − 3

(5D − 1)2

∣∣∣∣
D=2

√
p(1−p)

=
(
2
√
p(1 − p)

)7 20
√
p(1 − p) − 3(

10
√
p(1 − p) − 1

)2

= 128
(√

p(1 − p)
)7 20

√
p(1 − p) − 3(

10
√
p(1 − p) − 1

)2

= 2560(p(1 − p))4 − 384(p(1 − p))3
√
p(1 − p)(

10
√
p(1 − p) − 1

)2 . (49)

The graphic dependences, obtained with using relations (44), (47) and (49), are
presented at Fig. 18.

Fig. 18. The graphic dependences of maximal value of error probability in the convolutional

codes
(
3, 1

2

)
,
(
4, 1

3

)
and

(
5, 1

3

)
verse the bit error Pe(p), obtained with using relations (44), (46)

and (49)

It is clear, that for convolutional code
(
3, 1

2

)
the minimal value of maximal error

probability is PB = 0,905, and it take place in 2 cases: namely for the bit errors p =
0,215 and p = 0,785. In another side, the maximum value of PB = 1 is take place for
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p = 0,5. The function PB(p) is symmetric relatively to the line p = 0,5, therefore, to
any value of p the condition PB(p) = PB(1 – p) is correct. The value of PB, taking from
the graphic dependences, presented at the Fig. 18, are generally great, but it should be
taking into account, that it’s corresponded to the probability of maximal bit error in the
convolutional code

(
3, 1

2

)
. The similar dependence for the convolutional code

(
4, 1

3

)
,

presented at Fig. 18, as well as dependence for the convolutional code
(
5, 1

3

)
, are also

symmetric relatively to the line p = 0,5. This symmetry can be simply explained by the
correction properties of convolutional codes, which are operation with presumptions.
Really, if the probability of bit error is high, the code construction is usually known
by the pervious symbol about this error and it corrected automatically. But in contrary,
when the probability of bit error is p= 0.5, defining the correct symbol by the prediction
is impossible, because the probabilities both correct and wrong received symbols are the
same. Therefore, for the convolutional code

(
4, 1

3

)
maximal value of error probability

in the case p = 0.5 is also PB(0.5) = 1, but for other values of bit error probability p the
maximal values of code error probability PB(p) for this code are significantly smaller,
than for code

(
3, 1

2

)
. And for the convolutional code

(
5, 1

3

)
the maximal value of code

error PB also corresponded to the value of bit error p = 0.5, but for this case PB(0.5) =
0,4375. It is clear also, that for all values of bit error p the values of code error PB(p) is
the smallest for the most sophisticated convolutional code construction

(
5, 1

3

)
.

Analytical transforming of relation (27), with taking into account (28) and the value
of clearance parameter of convolution code df , give the following results for dependence
of error in the code combination on the relation of bit signal power Eb to the noise power

spectrum N0 PB

(
Eb
N0

)
for PSC signal in the GNC [20].

1. For the convolutional code
(
3, 1

2

)
, df = 5:

PB

(
Eb

N0

)
≤ Q

(√
5Eb

N0

)
exp

(
5Eb

2N0

) exp
(
− 5Eb

2N0

)
(
1 − 2exp

(
− Eb

2N0

))2 =
Q

(√
5Eb
N0

)
(
1 − 2exp

(
− Eb

2N0

))2 .

(50)

2. For the convolutional code
(
4, 1

3

)
, df = 6:

PB

(
Eb

N0

)
≤ Q

(√
4Eb

N0

)
exp

(
2Eb

N0

) 2exp
(
− 2Eb

N0

)
(
1 − exp

(
− 2Eb

3N0

))2 ==
Q

(√
4Eb
N0

)
(
1 − exp

(
− 2Eb

3N0

))2 .

(51)

3. For the convolutional code
(
5, 1

3

)
, df = 7:

PB

(
Eb

N0

)
≤ Q

(√
14Eb

3N0

)
exp

(
7Eb

3N0

)
exp

(
−7Eb

3N0

) 10exp
(
− Eb

3N0

)
− 3

(
5exp

(
− Eb

3N0

)
− 1

)2
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= Q

(√
14Eb

3N0

)
10exp

(
− Eb

3N0

)
− 3

(
5exp

(
− Eb

3N0

)
− 1

)2 . (52)

The estimated graphic dependences for the probability of error in convolutional code
combination PB on the relation of bit signal power Eb to the noise power spectrum N0,
obtained with using Eqs. (50–52), are presented at Fig. 19.

Fig. 19. The graphic dependences of the maximal value of error probability PB in the convolu-

tional codes
(
3, 1

2

)
,
(
4, 1

3

)
and

(
5, 1

3

)
on relation of signal energy to the noise power spectrum

Eb
N0

for PSK-signal and GNC, obtained with using relations (50–52)

The dependence, presented at Fig. 19, are generally correct, since mostly with
increasing the Eb

N0
ratio the probability of code error is decreased. For the code

(
5, 1

3

)
this

regularity is also generally satisfied, but not for all values of ratio Eb
N0
. Namely, it is clear

from the Fig. 19, that for the value Eb
N0

= 2.5 the calculated dependence PB

(
Eb
N0

)
has

the local maximum, and for the value Eb
N0

= 6 it has the local minimum. Furthermore,
the regularity of reduction of the probability of error in the convolutional code PB in
the case of improving the corrective ability of the code in the dependences, presented
at Fig. 19, generally isn’t observed. This is primarily due to the fact that the estimates
with using the relations (50–52) are approximative and usually slightly inflated. Namely,
with using these relations estimated only the maximal value of error probability in the
convolutional code PE , therefore its real value is usually smaller. For example, the min-
imal value of error probability for the convolutional code

(
4, 1

3

)
, even with the great

value of Eb
N0

relation, corresponding to the Fig. 19, is PB ≈ 0.45. Clear, that for the real
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convolutional encoding systems lim
Eb
N0

→∞
PB

(
Eb
N0

)
= 0 [14–19]. Similarly, from Fig. 19

is clear, that for the convolutional code
(
5, 1

3

)
with increasing the ratio Eb

N0
from 6 to 10

the value of PB is also increased from 0.09 to 0.2.
In any case, obtained estimations of convolutional codes parameters with using

relations (28, 32, 37, 45), are generally correct [14–20]. As for approximative relations
(29, 30) for estimation the probability of code error in theGNS, formingofmore precision
models for GNC and complex digital signals is impossible today by the reason of very
sophisticated task [14–19].

5 Conclusions

A combined approach for Intent-Based Networking (IBN) is defined and proven within
the given work. The Quality of Service (QoS) parameters, such as better performance,
security, data rates, and latencies are herewith fully guaranteed due to realization of the
parallel computing in the cloud environments.

Using of complex factor of efficiency of parallelization Fp, defined by Eq. (11–14),
is allow defining the real possibility of parallelizing the computational task in IBN.With
using Eq. (11–14) the amount of transmitted data Vp should be defined with taking into
account the redundant factor, caused by applying the convolutional code with the defined
constraint lengthK. The singularities of forming convolutional codes and estimationof its
redundancy and error correction parameters are described in the Sect. 4. For estimation
the clearance parameter of convolution code the FSM theory have been used. Clear,
that, corresponding to Fig. 2, applying of convolutional code is corresponded to the
channel layer of OSI reference model. For estimation of the level of parallelization
with using relations (11–14) is recommended, and, as it pointed out in the third section
and corresponded to Fig. 2, it realized on the application layer of OSI model. The
novel approach to estimation the level of algorithm parallelization is considered in the
Sect. 2.3 and it based of forming and analyzing the connections between the elements
of recurrent matrixes. Programming means of program language Python for realizing
algorithm parallelization in network computing are considered in the Sect. 2.3.

Estimations of energy consumptions with using Eqs. (20, 21), considered in the
Sect. 3.3, are also necessary for realizing “Green IT”, but, as it was pointed out in the
Sect. 2.3, such estimations for knowing amount of data Vp are generally static and can
be give as constant value at application layer at the user’s program, which forming
the data threads for parallelized task. In the Sect. 4 separately, as the possible task
for parallelization, were considered the polynomial operations, necessary for defining
the clearance parameter df of convolutional codes. However, it was also pointed out,
that, in any case, reducing the number of polynomial terms during forming this task
for parallelization in IBN, is generally necessary. For providing this operation using of
Eq. (42) is recommended.

The investigation of correction ability of convolutional codes, provided in the forth
part of this chapter, allows make a main conclusion, that probability of code error PB

is generally decreased with increasing of constraint length K and redundancy factor
1
n . Mostly the correction ability of the convolution code is defined by the clearance
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parameter df , which calculated by analyzing of the FSM states. For defining the error
probability using of Eqs. (28–30) is possible, correspondent calculations were consid-
ered in the Example 13. Also, it was proof by calculations of code error, that with
high probability of bit error corrective ability of convolutional codes is generally bet-
ter, than the same parameter to RS-codes, considered in the Sect. 4.1. Choosing of the
constraint length K and redundancy factor 1

n for convolutional codes is usually the com-
promise solution between complication of the encoding and decoding electronic devices
and corresponded software applications and increasing the code corrective ability. The
redundant information, appears with the using of convolutional codes, can be simply
estimated as Ic = Ii·n, where I i – initial information, Ic – coded information. Since the
correction ability of convolutional codes is very high value and it increasedwith reducing
the probability of code error PB, QoS factor of IBN with using of convolutional codes
in communication systems is generally increased. Nowadays, the convolutional codes
are widely used for certain well-known IEEE communication standards, as well as for
Wi-Fi, LTE [6, 23].

It is clear from the contents of this chapter, that such important factors, as level of
parallelization, energy consumption and method of coding are very significant for pro-
viding of QoS in realizing parallel computing in IBN. The main methods for estimation
these factors are complexly described. Correspondent estimative relations, as well as
examples of its’ using, are also given.

The chapter may be interesting for the experts on creating of software applications
for realizing of parallel computing in networks, including the cloud realization in IBN.
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Abstract. Two topics dominate the public debates today: environmental protec-
tion and digitalization. Both are very closely related: for example, digital technol-
ogy in Germany consumes about as much energy per year as a large German city.
At the same time, the total amount of data transmitted over Internet is increasing,
which requires new methods for transmission of higher data volumes. As conse-
quence, we must answer the question of how technical progress of digitalization
could go along with environmental protection. This chapter addresses the ques-
tion whether the new 5G network, which should be not only fast but also energy
efficient, would be a reasonable solution for this. In this respect, we compare the
current 3G and 4G mobile networks with the new 5G network regarding work-
load and energy efficiency based on the different variants of the development of
transmitted data volumes in mobile networks in Germany. We estimate the energy
consumption, the future data consumption and especially the energy efficiency
of current networks and of the fifth generation of mobile communications for the
coming years in Germany by statistical analysis using different models and extrap-
olation. The result shows that 5G is indeed more energy efficient than 4G, but only
above a certain data volume permobile cell. Still, with the increasingmobile traffic
in the coming years, the 5G will clearly lead to better energy efficiency compared
to previous technologies.

Keywords: 5G · 4G · Energy efficiency

1 Motivation

Climate change and environmental protection are of central importance in our society
and are often the subject of public discussion. That is why technical innovations are
not only received with enthusiasm, but also checked with skepticism for environmental
friendliness and efficiency. It is noticeable that the focus is no longer on the highest
possible profit, but rather the profit is weighed against the consumption of the resources,
especially the energy consumption. The resources like energy or resources for energy
generation (e.g. crude oil, natural gas, and coal) are available on Earth to a limited
extent and are usually very polluting during energy generation. Renewable energies are
therefore part of environment-friendly solutions, but these in their turn are limited by
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environmental factors, whereby the potential of reducing the consumed energy is far
from being exhausted nowadays. For this reason, there are a lot of activities to create
new, environmentally friendly technologies, whether directly in energy production (e.g.
renewable energies) or on the consumption side by curbing energy consumption and
increasing efficiency. If you look at the energy consumption in Germany, it is noticeable
that Internet with approximately 43.2 TWh energy consumption per year [1] also has a
significant share in the total electrical energy consumption of approximately 500 TWh
per year. This proportion increases due to the process of digitization and thus the expan-
sion of the Internet infrastructure. End devices, servers and communication networks are
included in the energy consumption. The focus is primarily on servers and communica-
tion networks, because while end devices can be further optimized, mobile networks are
facing a rapidly increasing data traffic. The reason for the ever-increasing demand for
data is mainly video streaming, but also the general increase in the use of the Internet
among the population. This means that the need to transmit more data in a shorter period
is growing, which is why the energy consumption in the mobile communications sector
is also growing.

But the increasing energy demand would contradict to the environmental protection
needs. The 5G technology is intended to remedy this by exchanging larger amounts
of data to the user faster, and at the same time more energy efficient than the fourth
generation (4G).

The expansion of 5G standard has started inGermany in year 2020. The topic is being
controversially discussed: on the one hand it’s seen as the starting signal for complete
digitization, on the other hand 5G is also described as inefficient and sometimes even as
harmful to health. That is the topic of the possible energy efficiency and consumption
in the 5G networks after their broader adoption is so appealing.

In this chapter we compare the 5G energy consumption of the whole mobile network
infrastructure with that of current standards 3G and 4G based on different scenarios of
future data consumption in Germany in the next 8 years. The mobile network itself is
considered, not the energy requirements of the data centers.Wewant to see if the promise
of the 5G to improve the data rates along with the energy efficiency could be fulfilled
when the 5G will be broader adopted.

2 State-of-the-Art

2.1 Mobile Networks and 5G

Currently, the mobile market in Germany is dominated by 3G and 4G networks. Below,
we shortly overview these technologies based on [2, 3].

3G technology, introduced in 2000 as UMTS standard, is still widespread and
supports the data rates of up to 42 MBit/s in the frequency band of 1.920 to 2.170 MHz.

The LTE (Long Term Evolution) cellular standard is the successor to the third gen-
eration (3G) and is in use since 2010 [4]. At that time, it was supposed to replace 3G to
achievemuchhigher data rates. In some cases, all LTEdevelopment stages are incorrectly
named as 4G. However, only technologies that exceed the 3G standard are considered 4G
cellular standard (therefore LTE is not the same as 4G); so, they must achieve speeds of
up to 100 MBit/s for a driving user and 1 GBit/s for a stationary/standing user. Another
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feature of 4G is the lack of so-called circuit switching. With packet switching, which is
now used in 4G, resources are only claimed when there is information to be transmit-
ted. This technology is used to “squeeze” more data into the same bandwidth and thus
increases efficiency with improved data rate and capacity. This means that download
speeds of up to 300 MBit/s are possible, and even more with further developments. The
4G network uses the frequency ranges of 0.7–2.6 GHz, with 700MHz frequency pri-
marily used for rural areas due to required large ranges. With this increased bandwidth,
up to 90% of the corresponding broadband gaps could be closed in Germany and for
2019 there should have been network coverage of 4G networks of 82.2% inmetropolitan
areas and 73.5% outside of them [5]. Still, the transfer from 3G and 4G in Germany is
not completed and these standards are used in parallel, with some mobile operators like
O2 starting to stop 3G only by middle of 2021.

5G standard was introduced in 2016, while mobile network companies started
deploying it worldwide in 2019. It was developed meet future requirements on data
volume, latencies, and energy efficiency. 5G should offer the users the improvements in
three areas:

1) Smooth access available for the user always.
2) 5G should enable improved networking of intelligent systems, e.g. in transport or in

industry.
3) 5G offers scalability, i.e. the flexible adaptation of the infrastructure to requirements,

for example in industry, by varying such factors like data rate, latency and frequency
and adapting them to the usage purpose. Not only new technologies will be used and
applied, but also old applications on the QoE and QoS principle. The QoE principle
(=Quality of Experience) describes subjective empirical values inwhich this quality
of a product/service is expressed. The QoS principle (= Quality of Service) in turn
describes the objective, rational quality of a product/service, i.e. which one can also
measure and understand. In other words, 5G offers application-specific better data
rates, latency, and energy efficiency.

This shall be enabled by several new technologies sketched below.
Higher frequency ranges are introduced in 5G:mid-bandwith 2.5–3.7GHz, allowing

speeds of 100–900 Mbit/s, and high-band with 25–39 GHz and potential data rates of
up to several Gbit/s. However, this comes with smaller spatial ranges and more imped-
iments by walls and windows, as well as with higher costs for additional antennas and
transceivers.

Beamforming is a method where the covered area of a radio cell is no longer covered
isotopically with signal to build up a weaker, but extensive network, where electromag-
netic waves are sent specifically to a point (here: a user). This bundling of the trans-
mission energy on the active users leads to a better signal-to-noise ratio and increases
the throughput. This is achieved by dynamic massive MIMO (MIMO =Multiple Input
Multiple Output) antennas which consist of 64 * 64 small antennas.

According to [6] and [7], massive MIMOs reduce the radiated energy by a factor
proportional to the square root of the number of antennas, while the data rate remains
unchanged (applies to an ideal, single-cell MIMO system). Hardware performance was
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considered in [8], with the result that network energy efficiency is maximized, but for a
limited number of antennas.

According to [9], the key to the energy efficiency of networks is to condense them.
This can be achieved by using many base stations or many antennas per base station.
Analyzing the individual optimization processes in [9] showed that a reduction in cell
size has a positive effect on energy efficiency. This effect occurs when the consumption
of the cell’s circuit exceeds its transmission power. A further positive increase in energy
efficiency arises from the increase in the number of base station antennas, i.e. in principle
the structure of MIMOs. These energy gains are made by reducing interferences in the
cell, since more cells lead to partially smaller data volumes and thus there are fewer
disruptive factors.

Spatial density of the networks is essential to increase efficiency and the number
of possible devices. In 4G, the radio cells are divided into a small number of smaller
areas that are assigned to less-powered base stations. Dense heterogeneous networks
increase the number of base stations per area and form a larger number of heterogeneous
infrastructures, which are activated as required, as can be seen in Figure, for example.
The cells are divided unevenly to optimize the network for the respective use, instead of
using uniform cells that are only scalable to a limited extent (Fig. 1).

Fig. 1. Mobile cells of traditional structure (left) and heterogeneous networks (right) [10]

The problem is finding of nodes through which the cell shapes are formed. It is
relatively difficult to plan such nodes, which is why stochastic means must be used.
Nevertheless, this concentration of nodes leads to a reduction in the distances between
the end devices. This in its turn leads to higher data rates at lower transmission power,
but this can result in additional interference [11]. Analyzes of the optimal density of cells
and disruptive factors for increasing energy efficiency are not yet particularly precise.

To further improve the energy efficiency, the mobile networks can be combined with
further radio access technologies like device-to-device communication (D2D), visible
light communication (VLC), local caching or millimeter wave mobile communication
with frequency of up to 28 GHz. However, these technics have rather limited scenarios
and thus will probably have only a small influence on the overall consumption.
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2.2 Internet Consumption

Germany as industry country with a mix of urban and rural areas is quite representative
for analysis of mobile data consumption and its energy efficiency. With estimated 43.2
TWh in 2020, the consumption of digital end devices and infrastructure makes up to
8% of the overall energy consumption, according to the German Agency for renewable
energy [1].

Although the energy consumption of telecommunications is expected to further
decrease in the coming years, it is more explained by the optimization of digital end
devices (computers, TV, smartphones). However, the consumption of the telecommu-
nication infrastructure, including the mobile network infrastructure, data centers and
telecommunication networks, are expected to grow by around 60% from 2007 to 2025.
A fundamental factor for this growth is the increase of the data volume that is expected
in Germany and worldwide.

According to the forecasts, the total volume of data generated in the world will
increase by factor of 5 from 33 ZB in 2018 up to 175 ZB in 2025 [12]. There are many
reasons for such a rapid increase, such as increased number of users and duration of use,
digitalization, and video streaming. So, streaming platforms such as YouTube, Netflix
and Twitch already account for almost 60% of the data volume [13] and this share of the
data volume is growing. They also contribute a large part to the increasing volume of
data, and thus also to the energy consumption by the Internet. This development exposes
the engineers to two fundamental problems. On the one hand, we must transmit larger
volumes of data faster. On the other hand, the focus is also on energy consumption,
because if we want the energy consumption to keep pace with the increasing amounts
of data, energy efficiency must be increased.

3 General Assumptions

In this chapter, we evaluate the overall consumption of the mobile network infrastructure
in Germany in the coming years depending on such factors as the possible variants of
the mix of the mobile technologies (4G, 5G) and different scenarios of data volumes.

3.1 Energy Consumption of Cells

The information about the energy consumption of the base stations is still quite scarce
due less spread of this technology. For this work, we will use the data from Huawei,
see Fig. 2. It shows that today (4G) consumption is 6 kW on average per base station
and 8 kW during maximum utilization. In 3 years, with partial introduction of 5G, this
maximum output should be 14 kW and the average output 11 kW. In 5 years, the values
of the maximum power increase to 19 kW and on average to 14 kW.

Furthermore, the maximum throughput for 4G is assumed to be 300 Mbit/s and the
typical throughput of 100Mbit/s. For 5G, the assumed typical throughput is 1 Gbit/s and
themaximum value is 10Gbit/s [14]. The data throughputs are assigned to the associated
performance values of the base stations. In our modeling, we will use the exponential
interpolation for data throughputs between these values.
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Fig. 2. Maximum and average power of the respective base station of the antennas (from Huawei
[15])

A very high value for the specific energy requirement for 5G and a lower value for the
4G for the data rates under 10 Mbit/s can be explained by the higher basic consumption
of the 5G base stations, which broadcast in a broader spectrum and therefore require
more hardware modules and antennas. Both lines intersect at around 600 Mbit/s and the
5G graph continues to increase slower than 4G consumption at higher data rates. This
makes 5G work more energy-efficient than 4G over the data rates of 600 Mbit/s per
mobile cell (Fig. 3).

These figures show the ambiguity of 5G regarding the energy efficiency. On the one
side, 5G has larger basic consumption compared to 4G, on the other side the energy
efficiency of 5G excels that of 4G at higher data rates per base station. Thus, to evaluate
the overall effect on the energy consumption, the analysis of the overall consumption
scenarios is needed, which is in scope of this chapter.

3.2 Data Traffic

The data volume in mobile networks of Germany in last years is presented in the Figure
below. Its analysis shows that it can follows the exponential model, which allows to
forecast the overall data volume for the coming years. The exponential growth of data
volume goes in line also with the data volume forecasts for the world until 2025. The
possible drivers for further growth of data volumes would be high-resolution video
streaming, digitalization, as well as broader usage of sensors and IoT technologies.

For our estimation of energy consumption, the number of the base stations and the
transmitted data rates per cell play an important role. The number of the base stations
in Germany continuously increased in the past, cp. Fig. 5. We can assume that with 5G
technology and their need for denser mobile networks, the number of the base stations
will further increase.
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Fig. 5. Number of LTE base stations in Germany in years 2012–2019 [17]

4 Energy Consumption Simulation

4.1 Scenario and General Assumptions

We shall simulate the energy consumption of 4G and 5G technologies in Germany for
years 2020 to 2028 based on following potential scenarios:

• Scenario 1: Constant number of base stations. It is assumed that the number of mobile
cells for 4G and 5G remains the same, i.e. 5G replaces 4G one-to-one in year 2020.

• Scenario 2: Increasing number of base stations. It is assumed that the number of
mobile cells for 5G further increases to leverage the advantages of the 5G regarding
more dense mobile cells and better usage of higher frequency bandwidths.

• Scenario 3: This is a combined scenario for scenarios 1 and 2 with changing mix of
4G and 5G technologies. It is assumed that the ratio of 5G base cells will linearly grow
from 2020 to 2028, starting with 0% of 5G cells and 100% of 4G cells in 2020, and
ending with 100% of 5G cells and 0% of 4G cells in 2028. This scenario reflects the
realistic assumption that the mobile networking companies will gradually retrofit the
current antennas to 5G or build new 4G and 5G antennas due to significant necessary
investments.

For all scenarios, we make further assumptions:

• The data volumes will increase in coming years according to the model introduced in
Fig. 4.

• The daily traffic per cell consists of 0.5h peak traffic and 23.5h of average traffic.
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4.2 Simulation Methodology

The simulation consists of the following steps:

1. Determination of the average and peak mobile traffic per base station based on the
forecasted numbers for number mobile cells and mobile data traffic. The forecast
models are validated by comparison of the numbers for last years with the numbers
forecasted by the model.

2. Determination of the energy consumption per cell based on the mobile traffic for
different scenarios.

3. Projection of the energy consumption per cell to the German-wide consumption.

4.3 Simulation Results

The results of simulation are presented in the figures below (Figs. 6 and 7).
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Fig. 6. Simulation of total energy consumption for mobile networks in years 2020–2028 in
Germany for Scenario 1 (constant number of base stations)

The simulations clearly demonstrate the advantages of 5G regarding energy con-
sumption compared to 4G with the increasing data rates. The breakeven point for energy
consumption for both technologies will be achieved already in year 2022 for Scenario 1
(constant number of base stages) or in year 2023 for Scenario 2 (increasing number of
base stations). In year 2028, the 4G energy consumption would increase with 55 TWh
by factor 17.7, making up to 11% of the total electricity consumption of Germany in
2020 (approximately 500 TWh [18]), compared to 0,8% in year 2020. Compared to that,
the energy consumption for the 5G technology increases by factor of 2.4 and thus quite
moderate, increasing the share of the mobile network energy consumption in the total
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Fig. 7. Simulation of total energy consumption for mobile networks in years 2020–2028 in
Germany for Scenario 2 (increasing number of base stations)

energy consumption to 1.5%, which is still acceptable. Thus, 5G would be indeed the
possible way to cover the increasing demand of mobile data traffic from the energy point
of view.

5G scales also well with the increasing number of base stations. When according
to our forecast the number of base stations increases from 62.6 thousand in 2019 to
240,8 thousand in 2028, the total energy consumption would increase linearly from 6.31
TWh to 21.0 TWh. However, in contrast to [9], the denser mobile networks with higher
number of base stations do not lead to the increase of the energy efficiency on the large
scale, but rather increase the overall energy consumption. Thus, we rather expect the
usage of denser mobile network only in selected areas like high populated city centers
or production facilities with higher number of sensor data exchanged over 5G.

Probably, the most realistic scenario 3 shown in Fig. 8 still demonstrates the advan-
tages of 5G. Even if the increased mobile traffic in years 2024–2007 will lead to a
significant increase of the total consumption due to a big ratio of “old” 4G base sta-
tions, after a complete transition to the 5G the total energy consumption would decrease
to a level between 7.6 TWh (for constant number of mobile cells) and 21.0 TWh (for
increased number of mobile cells).
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5 Conclusions and Outlook

The simulation results clearly demonstrate that with the increasing mobile traffic in the
coming years, the transition to 5G will significantly improve the energy efficiency of the
mobile networks. Further using of 4G technology would lead to a devastating energy
demand for mobile network infrastructure with up to 11% of the overall electrical energy
consumption of Germany in 2028. But the complete transition to 5G until 2028 would
allow to keep the share of the mobile network energy consumption at 1.5%, which is still
acceptable. Further benefits of the 5G like larger data rates, lower latencies and enabling
further scenarios like IoT underline the advantage of this mobile technology.

The simulation method of this work neglected certain details like spatial distribu-
tion of the mobile networks, different traffic types and economical cost/benefit analysis.
However, on such a large scale, these details would contribute less to the overall estima-
tion of the energy consumption in a country. Along with that, considering these factors
would be important for example during the planning of base station placement.
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Abstract. The paper addresses the problem of spectrum sensing in cog-
nitive radio networks and aims at improving efficiency of signal detection
procedures by employing unconventional methods of signal detection and
recognition. Such the methods allow us to reference unknown signals to
a special class of signals for which no prior information is provided.

Conventional methods for signal sensing are as follows: (i) construct-
ing adaptive decision rules based on fitting observed signals with typical
stochastic models (like Gaussian and Rician). The main drawback of
these methods is the lack of robustness to possible violations of initial
model assumptions; (ii) testing signals for cyclostationarity. Despite their
effectiveness such the methods rely on prior knowledge about spectral
width of signal to detect and are computationally expensive; (iii) energy
level detection, based on comparing signal’s energy with a threshold, is
easy to implement however it grants poor accuracy for low SNRs.

As of the moment the lack of efficient facilities of blind signal detec-
tion and radio emission type recognition slows down further progress in
development and use of cognitive radio techniques. Thus the problem is
urgent. The paper focuses on researching into the algorithms based on
methods to detect changes in probabilistic properties of signals. Research
is performed with respect to samples of real signals, typical for both
VHF/UHF and the IEEE 802.22 frequency bands.

Keywords: Frequency · Sensing · Channel · Signal · Noise ·
Detection · Recognition · Resource · Sharing · Cognitive radio

1 Introduction

Nowadays, wireless radio technologies are an intensively developing branch of
the telecommunications industry. The reason for their high popularity is the
convenience of their use for civil and specialized applications. Currently there
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are lots of radio means sharing the air, and their number grows rapidly every day.
Naturally, the frequency resource is already quite jammed [23]. Empty frequency
bands are required to introduce new radio means; the lack of frequency bands
at hand leads to electromagnetic compatibility issues.

An alternative solution to the problem is an efficient (in some sense) utiliza-
tion of the available frequency resource. The described above circumstances have
become prerequisites for the emergence of the IEEE 802.22 standard. This stan-
dard incorporates the cognitive radio (CR) technologies [3,9,16,21,27] with the
aim to provide electromagnetic compatibility of broadband radio access systems
and ground TV broadcasts operating in the 54 – 862 MHz frequency range.

A CR network is a self-organizing radio system with dynamic access to the
radio frequency resource. Such a system is capable of learning its operational
and locational environment to adapt its functional parameters and protocols to
them. Also the CR network is capable of employing the knowledge gained in
the process of operation to change its operational environment, subject to the
established regulatory policies and the CR network’s functional state [13,16].

The CR technology adaption is intended to an increase in the efficiency of
the radio frequency resource utilization through identification of those frequency
bands that are not used by primary (licensed) users and providing them for a
short-term use by secondary users.

Considering the above, we extract these three operational tasks of the CR:

(i) frequency resource acquisition, that is identification of temporarily unoccu-
pied frequency channels in the given range for the secondary use;

(ii) frequency resource access prioritization, that is primary users go first, while
secondary users get prioritized, depending on the capacity requirements and
delay sensitivity;

(iii) frequency resource utilization optimization, that is optimal algorithms selec-
tion to achieve secondary channel capacity maximization and arrange fre-
quency resource access.

Among the listed so far tasks the most crucial one is related to the ability to
observe dynamics of radio emission (RE) changes within a specified frequency
range. Information on the frequency resource utilization may be obtained in two
ways [3,19,21,27,28]:

(i) from the CR system database;
(ii) by automated spectrum sensing of a given frequency range.

Spectrum sensing [3,6,28] is a special case of radio monitoring, which is a
complex task of space-spectral-time processing of REs observed in a wide range
of frequencies [18,19,25]. With the simplicity in mind this task is decomposed
into a number of relatively independent processing tasks, namely, (i) detection of
specified REs, (ii) selection and recognition of specified RE types, (iii) detection
of unknown REs, (iv) recognition and estimation of modulation parameters of
unknown REs.
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Conventionally these tasks can be accomplished by processing signals taken
from the output of scanning radio systems [11,17,25,28]. At the first stage, for
every frequency channel a decision is made on the presence of either a mixture
of signal and noise or noise only, i.e. the problem of signal detection at pres-
ence of noise is actually solved. As a result of such an analysis of observations,
unoccupied frequency channels are determined. At the second stage, once a sig-
nal has been successfully spotted, it undergoes a recognition procedure done
to determine whether this signal is known to the CR system. In other words,
every detected signal is to be assigned to one of two classes, namely, signals
peculiar to primary (licensed) or secondary users. It is also possible that the
detected signal breaks the pattern, i.e. has nothing to do with the signals the
CR system was trained to recognize. To the best of our knowledge, such a varia-
tion of the statement of the problem of detecting unoccupied frequency channels
along with classifying signals found in the occupied frequency channels when
conducting spectrum sensing in the CR networks was not considered by other
researchers.

This paper presents results of research into the problem of detection and
recognition of specified known signals in the presence of unknown signals for
the purpose of applying these techniques to determine occupancy of frequency
channels during spectrum sensing in cognitive radio networks.

2 Frequency Resource Acquisition

2.1 Problem Analysis and a Proposed Approach

The bare bones solution to the problem of signal detection in the presence of
noise is normally considered within a parameter estimation context [7], namely,
we judge on the value of the parameter θ ∈ {0, 1} given the output signal:

x(t) = θ · s(t) + n(t), (1)

where s(t) is for the known signal and n(t) is for the additive channel noise.
Usually, the noise samples are treated as i.i.d. normal with 0 mean and unknown
variance. To move any further, we need to put forward a hypothesis on θ. There is
an uncertainty about the null hypothesis choice, which should be done carefully,
keeping in mind that [4]: a null hypothesis should never be accepted; it is either
rejected, or not rejected, based on the fact whether the data are consistent or
inconsistent with the null hypothesis.

A conventional [7,15,16] choice is H0 : θ = 0; H1 : θ = 1. This choice is in
a good agreement with the above. Indeed, once the type I error (i.e. probability of
a false alarm) α is fixed, then the probability of confusing noise with the signal is
α and in terms of the CR, making a mistake leads us to non-occupying a currently
free channel which is not beneficial from the perspective of the secondary channel
capacity utilization, but guards us against possible collisions with primary users,
which is of the most priority for us. Imagine we do a vice versa and say H ′

0 :
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θ = 1; H ′
1 : θ = 0, then the type I error is to declare noise only presence when

there is a mixture of the signal and noise. This is a much worse scenario.
The case (1) allows a relatively easy generalization for a set of multiple signals

to detect [22]. This situation is quite typical for the cognitive radio, as it is not
very unusual that primary users have a bunch of different signals to transmit
within a prefixed range of frequencies. The main drawback of this M -hypothesis
[22] approach is that we are forced to make a decision. That is, if we are looking
to discriminate noise from a bunch of peculiar to some primary users signals
then multiple signal misdetections are possible and we will never be sure it is
safe to occupy the frequency band of interest by transmitting a secondary user
signals. It means a completely different approach is needed. This approach must
account for these main facts:

(i) observations that are consistent with the null hypothesis H0 do not imply
the alternative H1 is false [4];

(ii) the search for unoccupied frequency channels is done within prefixed sub-
bands of the given frequency range. Hence there should be awareness of
typical signals peculiar to primary users which utilize this frequency range;

(iii) primary users may transmit signals of a fresh type that is not in the CR
data base;

(iv) signals from another secondary user may be present in the frequency band
of interest, that the CR is not aware of;

(v) cognitive radio system should be capable of discovering previously unregis-
tered signals emitted by primary or secondary users.

The first item in the list implies that only a rejected hypothesis is capable of
providing us with statistically significant information about the observed sample.
That is, a new strategy is necessarily two-stage one:

1. At the first stage, the input signal is tested for membership of the class
of known signals, i.e. those for which training samples are at hand. If so,
optimal or quasi optimal decision rules may be used to achieve low rates of
recognition error. In turn, previously unknown signals (training samples for
which are missing in the cognitive radio database) can appear at the input.
In this case, in order to avoid the error of false assignment of an unknown
signal to the class of known signals, emitted by primary users, it is proposed
to enroll such an unknown signal into a special class, say (M + 1).

2. The signal that has been referenced to the (M + 1)-th class is unknown to
the system, but it may well also turn out to be noise that indicates the
channel non-occupancy. Thus at the second stage it is necessary to check
whether an unknown signal is noise. To achieve this we may resort to the
use of such decision rules, which rely solely on statistical properties of the
noise. Alternatively, once the null hypothesis on the noise presence has been
rejected, the input signal must be treated as completely new to the CR system
and additional inquiry should be undertaken to clarify the signal’s nature and
reference it to the base of primary or secondary signals.
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Note, to keep the probability of false alarm tolerable, we need to resort to
the theory of multiple comparisons [12]. More details on this will be provided in
the subsequent sections.

2.2 M + 1 Hypothesis Problem

We assume that signal being recognized is represented by a finite dimensional
random vector �x of equidistantly spaced samples of the signal. Decision on sig-
nal’s membership is made with respect to observed realizations. We put forward
(M + 1) hypotheses about the received signals, namely, Hi, i = 1, M are for
statistically defined signals, H0 is for signals gathered into the (M + 1)-th class
and possessing unknown probabilistic characteristics [2]. Probability densities
W (�x| �αi), i = 1, M of the statistically defined signals are specified accurate
within vector parameters �αi, i = 1, M and the probability density is unknown
for the (M + 1)-th class. Prior probabilities of hypotheses P(Hi) = Pi are also
given and

∑M
i=0 Pi = 1. It is assumed that learning samples for M defined signals

{�xir, r = 1, ni; i = 1, M} are given and a learning sample for the (M + 1)-th
class of unknown signals (i = 0) is either absent or unrepresentative.

Now we proceed with the average risk analysis [22,24]. Here we are, the
average risk is

R =
M∑

l=0

M∑

i=1
l �=i

Cli Pi P(yl|Hi) +
M∑

i=1

C0i Pi P(y0|Hi) + P0

M∑

l=0

Cl0 P(yl|H0), (2)

where Cli is for the cost of each course of action to be taken, the first subscript
indicates the hypothesis chosen and the second, the hypothesis that was true;
P(yl|Hi) is for the probability of deciding in favor of the l-th signal when the
i-th signal is present.

A non-randomized decision rule of recognition does the observation space
partitioning into M non-overlapping domains. Allowing for that, the first term in
(2) is the component of the average risk caused by a misclassification within the
class of defined signals. The second term of the average risk is due to referencing
a defined signal to the (M + 1)-th class of unknown signals. The third term is
the component of the average risk due to referencing an unknown signal from
the (M + 1)-th class to one of M defined signals.

According to the available information it is possible to find within the stated
problem of recognition, estimates of the first two components in (2). It does
not seem possible to estimate the third component. With the aim to take into
account the third term we offer to introduce a scalar parameter that is equal
to the volume of the rejection region Y = ∪M

l=1yl for the hypothesis H0 on the
presence of a signal from the (M + 1)-th class. This region has meaning of the
acceptance region of M defined signals. From the intensional point of view, the
recognition problem we have under consideration consists in making a decision
on presence of one of M defined signals and referencing unknown signals to the
(M + 1)-th class. In connection with the above, this problem of recognition can
be treated as the problem of selection and recognition of defined random signals.
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2.3 Decision Rule for Selection and Recognition of Defined Signals

Solution to the formulated above unconventional problem of signal selection and
recognition gives the following decision rule of signal recognition [2]:

H0 : max
l=1,M

{PlW (�x|�αl)} < Δ (3a)

we conclude that the data do not contradict the hypothesis H0 on the presence
of a signal from the (M + 1)-th class of unknown signals;

Hi : max
l=1,M

{PlW (�x|�αl)} ≥ Δ, (3b)

PiW (�x|�αi) ≥ PlW (�x|�αl),
l = 1,M, l �= i

(3c)

we conclude that the hypothesis Hi is consistent with the claim that the specified
i-th signal is present.

Here parameters �αi, i = 1, M are estimated with respect to learning samples
for M specified signals; the threshold Δ is defined from the condition of providing
the given probability of correct recognition of the specified signals. Note, we do
not use any information on probability distribution density of the (M + 1)-th
class signal as well as its learning samples.

Geometrical meaning of the decision rule (3) is explained in Fig. 1, where
�̂Gp is the estimate of the mathematical expectation found for the p-th signal;
yp is the acceptance region of the p-th signal; ρpz is the Euclidean distance

Fig. 1. Geometrical meaning of the decision rule (3).
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measured from the observed realization of a signal to the centre of the p-th
signal acceptance region; ρGp

is the value that defines the volume of the p-th
signal acceptance region.

2.4 Decision Rules for Detecting Unknown Signals in the Presence
of Noise

Moving back to the case (1) we put forward the following two hypothesis: H0, the
hypothesis, which is valid if there is no signal in the frequency band to analyze
and the alternative hypothesis H1, which is valid if H0 fails, i.e. the hypothesis
about the presence of a signal mixed with noise. Employing the introduced above
mathematical notation we write [11]

W (�x|�α0)
H0

≷
H1

Δ0, (4)

where W (�x|�α0) is for the multivariate density of the noise represented by the
L-dimensional vector �x of samples; �α0 is the distribution density parameter; Δ0

is a certain threshold value selected to provide the specified probability of false
alarm (Type I error).

Let N < L and INL = ‖ai,j‖L
i,j=1 be a block matrix, where

aij =

{
1, i = j; i, j ≤ N,

0, otherwise.

If �x comes from a multivariate Gaussian distribution, decision rule for detecting
unknown signals in the presence of noise is [2,8,26]

(�x − �μ0)T INLR−1
0 INL(�x − �μ0)

H0

≶
H1

Δ0, (5)

where �μ0 and R0 are respectively mean vector and covariance matrix of the
noise; T stands for matrix transposition and INL allows for taking into account
not all of the components of the vector �x, but the first N out of L. Estimates
for �μ0, R0 are determined from a learning sample of noise �x0.

If components of �x0 are uncorrelated, covariance matrix R0 becomes diagonal
and the decision rule (5) reduces to comparing to the threshold Δ0 Euclidian
distances between the noise reference and signals. Namely,

N∑

j=1

(xj − μj0)2

σ2
j0

H0

≶
H1

Δ0, (6)

where xj and μj0 are components of �x and �μ0 respectively; σ2
j0 are for diagonal

elements of R0.
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In turn, when for decision-making a set of observation vectors {�xq}v
q=1 is

used, the decision rule (5) takes the form:

v∑

q=1

( �xq − �μ0)T INLR−1
0 INL( �xq − �μ0)

H0

≶
H1

Δ0v (7)

or
v∑

q=1

N∑

j=1

(x(q)
j − μj0)2

σ2
j0

H0

≶
H1

Δ0v (8)

for the case of diagonal covariance matrix R0. Here x
(q)
j stands for the j-th

component of �xq.
Another variation of the rule (5) is

TrINL(R − R0)INL(R − R0)T INL

H0

≶
H1

Δ0R, (9)

where R0 = 1
n0

∑n0
q=1(�x0q −�μ0q)(�x0q −�μ0q)T , R = 1

v

∑v
q=1(�xq −�μ0q)(�xq −�μ0q)T ,

n0 is for the size of a training sample and v � n0 is the size of a control sample;
Tr(·) designates matrix trace operator. If matrices R0 and R happen to be
diagonal, expression (9) becomes

N∑

j=1

(rj − rj0)2
H0

≶
H1

Δ0R, (10)

where for j = 1, N rj0 = 1
n0

∑n0
q=1(xj0 − μj0)2, rj = 1

v

∑v
q=1(xjq − μj0)2 and

v � n0.
For the sake of comparison, a conventional energy detector

�xT �x
H0

≶
H1

Δ0 (11)

was used.
The above decision rules (5)–(11) define some possible algorithms for detect-

ing unknown signals in the presence of noise, and can be used for acquisition
of unoccupied frequency channels in CR networks at the second stage of the
proposed technique based on M + 1 hypotheses approach.

Spectrum sensing is mostly done in the frequency domain. That is, in what
follows to monitor changes in signal and noise environment, we process bins of
magnitude and energy spectra of observed signals; to get the spectra, the DFT
is used.

2.5 Multiple Comparisons: Post Hoc Hypotheses Testing

A technique of frequency resource acquisition presented so far in Subsects. 2.1
through 2.3 is necessarily two stage one. And every stage requires testing
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hypotheses about observed signals. To keep tolerable the false alarm probability
we resort to the theory of multiple comparisons [12]. A brief how-to guide on
the subject one may find in [10].

Since at the very beginning of our testing activities we are unable to predict
the number of stages to be passed on, we deal with the post hoc comparisons,
thus we need to be more conservative than with the planned comparisons. Indeed,
once the input signal is observed, we former test if the signal is known to the
CR sensing system and if it is not we determine whether this signal features
statistical properties of noise. If all the tests are negative we treat the observed
signal as unknown one and update the CR data base. Here we stick with the
Bonferroni procedure [1,10] and set the Type I error rate for both of our tests
equal αfamiliwise/2, where αfamilywise is for the significance level for the whole
sensing procedure.

Figure 2 depicts a flow chart describing the proposed approach to detecting
unoccupied frequency channels and sharing them with secondary CR users.

3 Results of Research into Methods for Detecting
Unknown Signals

This section reports results of comparative efficacy analysis of operation of deci-
sion rules for detecting signals in the presence of noise. The ability of efficient
detection of unoccupied frequency channels is crucial for a smooth operation of
the CR system. Decision rules listed in Subsect. 2.4 were implemented in MAT-
LAB; the research was done with respect to peculiar to radio networks samples
of signals and noise. In particular, we dealt with a wide-band WFM signal and a
narrow-band AFS FSK 130 Bd signal. Digital records were obtained with the aid
of an SDR receiver, capable of scanning and analyzing a given frequency range,
as well as making digital records of signals present in a particular frequency
band.

Figures 3 and 7 depict magnitude spectra of the WFM and AFS FSK signals.
These signals were treated as unknown ones, which appeared in the presence of
noise in the frequency band of interest. A Monte Carlo experiment was used
to estimate performance of the signal detection rules. In our experiment we
employed both control samples of the signals and training sample of the noise
having size 1000 realizations composed of L = 64 time bins each. Realizations of
noise served the goal of determining threshold values to plug them into detec-
tion procedures, while realizations of the signals were used to get estimates for
probabilities of the signal correct detection, P̂(1|1), in the presence of noise in
a given frequency channel. Note, that with regard to the stated in Subsect. 2.4
hypothesis (4), P̂(1|1) is actually a correct rejection rate. In what follows, we use
as mutually replaceable both of the terms, namely, probability of signal correct
detection and probability of noise hypothesis correct rejection.

The detection performance was studied in the form of dependencies of the
probability of correct detection, P(1|1), on the signal-to-noise ratio (SNR) with
a fixed false alarm probability (Type I error) P(1|0) = 0.04. Estimates P̂(1|1)
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Reading of:
(i) input parameters of the detection algorithm;
(ii) parameters of probability models of specified signals;
(iii) samples of signals found in frequency channels of interest

Start

Processing data of the analysed frequency channel;
computing distances to the reference.

Referencing the signal 
to the (M+1)-th class;
testing for the noise

The signal is one of
M signals

True False

Frequency channel is 
occupied by an 
unknown signal

True

Frequency channel
is unoccupied

Generating a list of free and 
occupied frequency channels

False

Data output

Stop

Fig. 2. A flow chart describing operation of the system to detect unoccupied frequency
channels in the CR.
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Fig. 3. Magnitude spectrum of a wide-
band FM (WFM) signal.

Fig. 4. P̂(1|1) vs SNR; WFM signal;
decision rules (5) and (11).

were obtained as proportions P̂(1|1) = n1/n, where n1 is for the number of
experiments in which the correct decisions were made on the detection of the
signal, n = 1000 is the total number of experiments.

Figures 4 through 6 and 8 through 10 show the dependences obtained for deci-
sion rules (5), (8) and (10) which were implemented in the frequency domain with
N = L/2. Also, for the sake of reference, the above figures contain dependency
P̂(1|1) vs SNR for the energy detector (ED) represented by (11). Note, decision
rule (8) deals with bins of the magnitude spectrum, while decision rule (10)
has bins of the power spectrum as its input. The figures analysis suggests there

Fig. 5. P̂(1|1) vs SNR; WFM signal;
decision rules: (8) for v=1, 3 and (11).

Fig. 6. P̂(1|1) vs SNR; WFM signal;
decision rules: (10) for v=1, 3 and (11).
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Fig. 7. Magnitude spectrum of a
narrow-band AFS FSK 130 Bd signal.

Fig. 8. P̂(1|1) vs SNR; AFS signal;
decision rules (5) and (11).

Fig. 9. P̂(1|1) vs SNR; AFS signal;
decision rules: (8) for v=1, 3 and (11).

Fig. 10. P̂(1|1) vs SNR; AFS signal;
decision rules: (10) for v=1, 3 and (11).

are two ways to gain the probability of the unknown signal correct detection,
namely, by increasing either the SNR or the number of realizations v employed
at the moment of working out the decision (Figs. 4, 5, 6 and 8, 9, 10).

4 Employing the Concept of Pareto Optimality to Meet
Trade-Off Requirements for Algorithms to Detect
Unknown Signals

The previous section did a comparison of decision rules for detecting unknown
signals with respect to the correct rejection rate P̂(1|1) (i.e. power) which was
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determined under two types of alternatives, namely, wide- and narrow-band
signals (see Figs. 3 and 7). Despite being informative this comparison payed no
attention to computational complexity of the rules. In turn, such a complexity is
closely related to the amount of data to be collected in order to make a decision.

Here we come up with two objectives: (i) miss rate P̂(0|1) or the Type II error,
i.e. the probability of declearing only noise presence where there is a mixture
of signal and noise at the input and (ii) computational complexity index, which
measures performance of the detection algorithms in terms of time required
for a detection algorithm to accumulate the necessary sample size and make a
decision.

When it comes to practical implementation of detection algorithms with the
aid of high-performance computing means the required observation duration does
the main contribution to a resulting value of the computing complexity index.
Such a duration is computed with the equation t = v T , where T is for the dura-
tion of one realization and v is the number of realizations the algorithm employs
to make a decision. Sampling frequency Fs determines a particular value of T ,
T = L/Fs. Once the sufficient length of observations has been accumulated, the
DFT is computed to get the spectral representation of the observed realizations.
Only unique spectral bins are retained, thus N = L/2.

As with the correct rejection rate P̂(1|1), the miss rate P̂(0|1) values, corre-
sponding to different decision rules, were obtained by Monte Carlo experiments,
P̂(0|1) = n0/n, where n0 is for the number of experiments in which wrong deci-
sions on only noise presence were made with respect to a mixture of signal and
noise, n = 1000 is the total number of experiments.

Values of t peculiar to different variants of the decision rules from Subsect. 2.4
are listed in Table 1; column k1 = t

tmax
contains the normalized values. In turn,

column k2 = P̂(0|1) reports the miss rate values. One may see easily we deal with
conflicting objectives. That is, when choosing in favor of a particular version of
detection algorithm, we improve one of the objectives and deteriorate another
one. Therefore to perform a comparative analysis and select a preferred version
of the algorithm for detecting unknown signals we resort to the theory of multi-
objective optimization [5,14,20].

Let S ⊂ R
3 be a feasible region associated with possible variations of the

decision rules and �z ∈ S, where �z = (z1, z2, z3)T ; z1 is for the rule number, i.e.
(5), (8), (10) and (11); z2 = L and z3 = v (see Table 1). Say Y is the image
of S and �k(�z) ∈ Y , �k(�z) = (k1(�z), k2(�z))T . Here Y is the feasible objective
region and �k(·) is the vector-valued function, values of which coincide with those
listed in columns k1 and k2 of Table 1. We are looking to extract the set of
Pareto optimal decision vectors from the feasible region S. For the case when
the feasible region S is discrete and finite, the inclusion of �z ∗ ∈ S into the Pareto
set P(S) of optimal decision vectors is done iff there is no other �z ∈ S such that
ki(�z) ≤ ki(�z ∗) for all i ∈ {1, 2} and kj(�z) < kj(�z ∗) for at least one index j [14].

When constructing the Pareto subset in accordance with the above approach
the worst decision vectors from the feasible region S are rejected as well as the
corresponding to them variants and variations of the decision rules. In particular,
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Table 1. Pareto efficient algorithms to detect unknown signals

Rule # L v t, µs P̂(1|1) k1 = t
tmax

k2 = P̂(0|1) P(S)

(5) 1 64 1 256 0.740 0.083 0.260 –

2 128 1 512 0.902 0.167 0.098 –

3 256 1 1024 0.977 0.333 0.023 +

(8) 4 64 1 256 0.734 0.083 0.266 –

5 2 512 0.927 0.167 0.073 –

6 3 768 0.965 0.250 0.035 –

7 128 1 512 0.894 0.167 0.106 –

8 2 1024 0.964 0.333 0.036 –

9 3 1536 0.990 0.500 0.010 +

10 256 1 1024 0.954 0.333 0.046 –

11 2 2048 0.991 0.667 0.009 –

12 3 3072 0.998 1.000 0.002 –

(10) 13 64 1 256 0.784 0.083 0.216 +

14 2 512 0.935 0.167 0.065 +

15 3 768 0.970 0.250 0.030 +

16 128 1 512 0.907 0.167 0.093 –

17 2 1024 0.967 0.333 0.033 –

18 3 1536 0.989 0.500 0.011 –

19 256 1 1024 0.953 0.333 0.047 –

20 2 2048 0.995 0.667 0.005 +

21 3 3072 0.999 1.000 0.001 +

(11) 22 64 1 256 0.262 0.083 0.738 –

23 128 1 512 0.330 0.167 0.670 –

24 256 1 1024 0.481 0.333 0.519 –

Rule # L v t, µs P̂(1|1) k1 = t
tmax

k2 = P̂(0|1) P(S)

there were identified 7 Pareto optimal decision algorithms out of 24 feasible
ones. The selected algorithms have a “+” sign in P(S) column of Table 1. Note,
that found so far Pareto optimal variants �z ∗ ∈ P(S) remain incomparable
among themselves in terms of the used objectives. That is it, any version of
the algorithm �z ∗ from the Pareto subset can be treated as the optimal one for
solving the problem of detecting unknown signals. To narrow down the Pareto
subset to a unique preferred variant of the detection rule, one may employ a
certain conditional preference criterion, which utilizes some extra information
on preferability among the Pareto optimal detection algorithms, for example

kP (�z) = w1 k1(�z) + w2 k2(�z), (12)
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where w1,2 are the weights to specify the relative importance of every objec-
tive. Setting w1 = w2 = 0.5 leaves us with one preferred variant, namely,
number 14 in Table 1. This decision rule is the minimizer of kP (�z), i.e. �z ∗ =
arg min�z∈P (S) kP (�z), where �z ∗ stands for rule (10) with L = 64 and v = 2. The
choice in favor of such a rule ensures the correct rejection rate P̂(1|1) = 0.935
when detecting unknown signals in the presence of statistically defined noise;
the false alarm rate was set to P̂(1|0) = 0.04. In this case the required to make
a decision duration of observations equals t = 512 μs.

5 Results of Research into the Procedure for Selection
and Recognition of Defined Signals

As it was described previously, we treat differently signals that the CR system
is aware of and signals that are new to the system (see flow chart in Fig. 2 for
details). We assume Gaussianity of the input vectors which represent signals and
employ the Mahalanobis distance [8] between an input signal �x and the reference
(i.e. one of M known signals, �μl) Dl, l = 1,M to rewrite the decision rule (3):

H0 : max
l=1,M

Dl > Δ;

Hi :

⎧
⎨

⎩

max
l=1,M

Dl ≤ Δ,

Di ≤ Dl; i, l = 1,M ; i �= l,

(13)

where Dl = (�x − �μl)T INL R−1
l INL (�x − �μl); �μl and Rl are respectively mean

vector and covariance matrix of the l-th known signal; INL is the block matrix
introduced in Subsect. 2.4 and Δ is some threshold value selected to keep tol-
erable the false alarm probability, α = 0.05/2 = 0.025. Such a value of α was
selected to meet the Bonferroni procedure requirements. Additionally, we sup-
posed that components of the input vectors were uncorrelated, which resulted
in the following expression for the Mahalanobis distance

Dl =
N∑

j=1

(xj − μjl)2

σ2
jl

, l = 1,M,

where N ≤ L and �x = [x1, x2, . . . , xL]T , �μl = [μ1l, μ2l, . . . , μLl]T , Rl = diag(σ2
1l,

σ2
2l, . . . , σ

2
Ll).

Figure 11 plots normalized averaged magnitude spectra of signals which were
treated respectively as known signals (1 through 4) and unknown signals (5
through 8). Among the unknown ones there was a noise signal, which had
sequence number 5. The signals are 6 kHz ones [18]. Accumulated learning and
testing samples included 100 realizations each. Every realization was composed
of 128 time bins. Results of recognition are summarized in Table 2. Analyzing
Table 2 data, we need to keep in mind that signals 1–4 were introduced to the
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system by their learning samples, while signals 5–8 were not. This explains mis-
classification of signal 7 due to the lack of corresponding to it learning samples.
The rest of unknown signals (namely #5, #6 and #8) have been referenced
properly to the (M +1)-th class. From the perspective of cognitive radio smooth
operation the previously observed confusion of the 7-th signal with the 4-th one
influences nothing as it is crucial for us not to occupy a currently engaged by
the primary user frequency band and making a decision in accordance with the
results of our classification does it for us.

Table 2. Results of signal selection and recognition

Probability of referencing Signal j
to the given class

Signal j

1 2 3 4 5 6 7 8

P (1|j) 0.97 0.00 0.00 0.00 0.00 0.00 0.00 0.00

P (2|j) 0.00 0.66 0.00 0.00 0.00 0.00 0.00 0.00

P (3|j) 0.00 0.34 0.96 0.00 0.00 0.00 0.00 0.00

P (4|j) 0.00 0.00 0.00 0.90 0.00 0.00 0.65 0.00

P (M + 1|j) 0.03 0.00 0.04 0.10 1.00 1.00 0.35 1.00

Fig. 11. Standardized averaged magnitude spectra of radio signals.

6 Conclusion

Analysis of the provided results of research into methods of signal detection and
recognition to perform frequency resource sharing in cognitive radio networks
shows efficiency of the proposed two stage decision-making procedure. At the
first stage of this procedure the input signal is tested for membership of the
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class of known signals (i.e. those for which training samples are at hand); while
at the second stage, all the signals which have been referenced to the class of
unknown ones, are tested for exhibiting features of the channel noise.

Employing such a procedure in contrast to conventional techniques of signal
recognition allows us to reduce substantially chances for occupying a previously
engaged by the primary user channel, which is good from the perspective of pre-
serving integrity of data transmitted by primary users. Keeping such an integrity
is the main objective of the cognitive radio system. A native drawback of the
proposed approach is that our two stage procedure being conservative leads to a
decrease in capacity of the secondary channel. One of possible ways to address
this problem is to increase the operability of the cognitive radio system when it
comes to spotting new empty frequency sub-bands, which was done in Sect. 4.
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Abstract. The chapter deals with an overview analysis of knownways to increase
the efficiency of OFDMAmobile communication systems. In order to increase the
spectral efficiency of the frequency resource use of a low-orbit satellite network
with a distributed satellite architecture, a model of cognitive multiuser access with
OFDMA is proposed, which includes a unit for determining the required number
of frequency subchannels as well as a new algorithm for determination of distorted
carriers and algorithm for selecting the operating frequency sectionOFDMA (RU)
for the respective frequency channels. With a view to evaluating the effectiveness
of the developed model, simulations were performed for channels with 20 MHz
bandwidth when exposed to interference with 1 MHz bandwidth, which simulate
Bluetooth signals. It follows that in comparison with the original ITU algorithm,
the proposed method of suppressing RU gives a significant gain in modeling,
namely the efficiencyof the use of subcarriers has increased significantly compared
to the original algorithm.

Keywords: Low-orbit satellite network LEO-system · OFDMA technology ·
Preamble puncturing mechanism · Resource frequency units (RU) · Mobile
telecommunication systems

1 Introduction

Given the development of fundamentally new functionalities of space systems and the
need to increase their intellectualization in order to ensure a high level of efficiency
and reduce time for operational decisions, there is a need to create a new type of space
object called cluster or in English terminology «swarm». The use of a cluster of small
spacecraft (SMA) allows you to get a number of known benefits. In particular, the group
flight of the ICA increases not only the ability of such a system to perform the target
functions under specified conditions and modes of application, but also its ability to
reconfigure in the event of various outrageous factors. The ballistic construction of an
ICA group can be both global in nature with a uniform distribution of ICA in several
orbital planes and in each of these planes, and local in which the group retains its ballistic
structure at small intersatellite distances. In this case, one of the ICA groups is assigned

© The Author(s), under exclusive license to Springer Nature Switzerland AG 2022
M. Klymash et al. (Eds.): Future Intent-Based Networking, LNEE 831, pp. 410–423, 2022.
https://doi.org/10.1007/978-3-030-92435-5_23

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92435-5_23&domain=pdf
http://orcid.org/0000-0002-3059-6787
http://orcid.org/0000-0002-1919-9174
http://orcid.org/0000-0002-0247-5400
http://orcid.org/0000-0002-3148-1148
http://orcid.org/0000-0002-0624-460X
https://doi.org/10.1007/978-3-030-92435-5_23


Model of Increase of Spectral Efficiency 411

the role of “leader”, which can be transferred to another ICA of the same type. The main
function of the ICA-leader is to coordinate the actions of the subordinate group of ICA,
including the transfer of control commands and the provision of autonomous navigation
information of the subordinate ICA.

From this point of view, domestic research are aimed at developing a low-orbit
satellite communication system, which is a group of small spacecraft (LEO-system)
with a distributed satellite architecture [1, 2, 12–14]. The development of innovative
methods and devices for technical implementation of multi-user transmission in a low-
orbit system to increase the spectral efficiency of the satellite network frequency resource
with a distributed satellite architecture is among the currently unresolved pressing issues
for such a system.

2 The State of Development of the Issue Under Study

The desire to minimize the composition of the active equipment of the ICA satellite
system led to attempts to maximize the use of the included systems and equipment of
the spacecraft. Therefore, communication between the root and repeater satellites in
a distributed satellite is carried out using a new generation wireless broadband access
network, such as LTE, WiMAX [1], which use OFDMA mode. An important feature of
OFDMA technology is that data transmission can be performed on those subcarriers that
are least prone to this user to frequency-selective interference. To select such subcarriers,
each radio sends transmission quality reports using different subcarriers. According to
experts, the choice of subcarriers, taking into account the feedback on the quality of
transmission, can increase the bandwidth by up to 50% compared to the random choice
of subcarriers.

There are ways to increase the efficiency of OFDMA radio communication systems,
which are based on this principle of operation: [3] - amethod of adaptive disconnection of
carriers; [4] - amethodof adaptive distribution ofOFDMcarriers of radio communication
systems; [5] - a way to increase the spectral efficiency of OFDM radio communication
systems in channels with random parameters.

The disadvantage of these methods is that they do not allow to technically implement
multi-user transmission in a low-orbit system “distributed satellite”, i.e. simultaneous
transmission of different data by the root satellite to several satellites-repeaters of the
microgroup (DL MU MIMO technology) and (multi-user transmission, which is per-
formed synchronously with several satellites-repeaters of the micro-group, and the root
satellite acts as a coordinator and determines the start of the transmission - UL MU
MIMO technology).

There is a method of maximum fairness (FA, Fairness algorithm), which aims to
allocate users a frequency resource in order to increase the minimum data rate [6]. In
essence, this corresponds to the equalization of data rates of all users, hence the name
of this method.

The main purpose of FA is to maximize the minimum data rate in the system. There
are problems with its implementation due to the complexity of optimizing the method of
maximum justice. The general approach of this algorithm is that firstly each subcarrier
is allocated equal power, and then step by step available subcarriers are assigned to users
with the lowest speed, but the best characteristics in the channel.
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The disadvantage of the method of maximum fairness is that the distribution of
speeds between users is not flexible. In addition, the total bandwidth is largely limited
by the user with the lowest signal-to-noise ratio (SINR), because most of the resources
are allocated to him, which is a very suboptimal approach.

There is a method of proportional rate limitation (PRC, Proportional Rate Con-
straints), which aims to maximize the total bandwidth with an additional limit so that
the data rate of each user is proportional to a set of predefined system parameters [7].

Thedisadvantageof thismethod is that it is particularly acute problemof optimization
and, accordingly, its ability to technically implement.

There is a method of proportional fair distribution (PF, Proportional Fairness), the
main purpose of which is to compromise between two priority requirements in the
network: an attempt to maximize the overall bandwidth of the wireless network, and the
level of service should not be less than the minimum [8]. The PF method is a method
that allows you to maximize bandwidth in the long run of the user depending on the
average transmission conditions, while satisfying the conditions of objectivity for each
of them.

The disadvantage of this method is that it cannot support real-time applications such
as voice services and video streaming services.

There are known systems and methods, which are described in the patent [9], for
the implementation of a multi-user scheme that allows multiple users, groups of users
or carriers to share one or more channels. In [9], the available bandwidth is divided
into several subchannels with equal bandwidth according to standard OFDM practice.
The transmitter is informed by the application that it needs to transmit data at a specific
transmission rate. The transmitter determines the minimum number of subchannels and
the maximum power (or noise) limit for each subchannel that are required to achieve
this data rate, and selects a set of subchannels that meet these requirements. It is not
necessary that the subchannels be contiguous in the spectrum or belong to the same
channel. Once the transmitter has selected the required number of subchannels, it starts
transmitting simultaneously on these subchannels across the entire bandwidth used by
these subchannels.

The disadvantage of these systems and methods is that they do not allow to techni-
cally implement multi-user transmission in a low-orbit systemwith a distributed satellite
architecture, ie simultaneous transmission of different data by the root satellite to mul-
tiple satellites. uplink (multi-user transmission, which is performed synchronously with
several satellites-repeaters of the microgroup, and the root satellite acts as a coordinator
and determines the start of the transmission - UL MU MIMO technology).

3 Statement of the Task

The closest to the proposedmodel is a knownmethod of frequency control in thewireless
network standard IEEE 802.11ah, which is being developed by ITU [15]. Its feature is
that it uses the known mode of increasing the spectral efficiency of the OFDMA channel
and the preamble puncturing mechanism, as a new way to adapt to interference from
other devices, through more flexible control of traffic multiplexing in the channels.

In [16], each transfer may occupy one or more resource blocks. In the frequency
domain, each resource block may consist of 26, 52, 106, 242, 484 or 996 subcarriers
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(including a number of service subcarriers). In the time domain, the duration of the
resource block is equal to the duration of the multi-user transmission and each time is
determined by the access point. Thus, for this multi-user transmission, the frequency
bands 20MHz, 40MHz, 80MHz and 160MHz are one resource block with 242 subcar-
riers, two resource blocks with 242 subcarriers, two resource blocks with 484 subcarriers
and two resource blocks with 996 subcarriers, in accordance. Each such resource block,
in turn, can be divided into two narrower resource blocks, etc. However, there are a num-
ber of exceptions. For example, in a channel with a width of 20 MHz, a resource block
with 242 subcarriers may be replaced by two resource blocks, each of which consists
of 106 subcarriers, and in a channel with a width of ≥ 40 MHz, a resource block with
242 subcarriers may be replaced by two resource blocks, each of which consists of 106
subcarriers, and one resource block of 26 subcarriers.

Although OFDMA technology can be used for both uplink and downlink transmis-
sion, this solution does not allow uplink and downlink transmission at the same time.
In the case of transmission in the downlink, the frame contains a common preamble
for all recipients, which indicates information about the assignment of specific resource
blocks to each of the recipients. Implementing multi-user transmission in the uplink is
a more complex task. Multi-user transmission is performed synchronously by several
stations, and the access point acts as a coordinator and determines the start time of the
transmission. First, it must obtain information about the data available at the stations
for transmission, and secondly, assign resource blocks for transmission to those stations
that have data. It is also worth noting that the access point does not know whether there
will be a free channel in terms of the station at the time of the scheduled transmission.

The preamble puncturing mechanism for 802.11ax networks as well as OFDMA
mode are new access algorithms, alternatives and analogues of which did not exist
in previous generations of the standard, therefore the study of preamble puncturing
efficiency, unlike OFDMA (in LTE network research) is little studied. Therefore, the
authors proposed a method for assessing the quality of the algorithm and its modeling
based primarily not on data rates, but on the aspect of efficient use of frequency resources
of the channel, because bandwidth does not occupy the entire bandwidth, 20 MHz
subchannel.

From the simulation results shown in Fig. 1, it is seen that when the interference
band does not overlap the signal band, it does not affect the operation of the preamble
puncturing mechanism, ie does not initiate the suppression of one or two subchannels.

The depressions on the graphs correspond to the moments when the interference
band overlaps two adjacent subchannels, respectively, in these cases, the preamble of
both adjacent subchannels is suppressed. In general, for band channels, the efficiency
of subcarriers is quite low, as only a certain part of the spectrum is affected by inter-
ference, but the entire 20 MHz subchannel is suppressed, and in some cases, when the
interference is located within two subchannels - two. In general, the original preamble
puncture mechanism [10] is not well adapted to adapt to band interference, as it sup-
presses one or two 20 MHz subchannels, thus failing to provide OFDMA subcarriers
for the transmission of unaffected such interference.

Thus, the disadvantage of this method is that the implemented mechanism of pream-
ble puncturing in IEEE 802.11ax networks does not provide both the rational use of
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Fig. 1. Dependence of the efficiency factor of the use of subcarriers for the 80 MHz channel on
the interference of bluetooth

frequency resources for the system and, accordingly, high spectral efficiency of the
system.

In the proposed solution, aspects of theOFDMAmethod and the preamble puncturing
mechanism are combined in a newway to create a cognitivemultiuser access systemwith
more efficient use of OFDMA subchannels for wireless communication in a low-orbit
system with a distributed satellite architecture.

The objective of the proposed innovative solution is to improve the low-orbit satellite
communication system by developing a method of cognitive multi-user access from
OFDMA satellite network with a distributed satellite architecture to increase the spectral
efficiency of its frequency resource.

The problem is solved by the fact that in the method of cognitive multiuser access
with OFDMA,which uses amultiplexing protocol with frequency divisionmultiplexing,
containing a unit for determining the required number of frequency subchannels, based
on the relevant performance of the data transmission system, additionally introduced an
algorithm for the assignment of non-carrier and a vibration algorithm of the OFDMA
(RU) operating frequency band for the respective frequency channels, which use the
granularities of those frequency spectrum bands that can be suppressed, by improving
the operation of the preamble puncturing mechanism, the introduction of cognitive radio
techniques and the use of OFDMA mode.

The use of OFDMA in conjunction with the preamble puncturing mechanism pro-
vides suppression not of the entire channel, but of a single frequency section of OFDMA
RU, which allows one to use unaffected subcarrier interference for data transmission.

The essence of the proposed scientific and technical solution can be explained as
follows. Borrowed from LTE networks, OFDMAmode allows the distribution of one or
more sub-channels (carrier set) with 20 MHz bands between several stations in the DL
channel (downlink channel), and to transmit in the UL channel (uplink channel) data
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from several stations simultaneously. In this case, the 20MHz subchannel is divided into
so-called resource frequency units (RU), which have different bandwidth depending on
the requirements and the amount of data required for transmission. Depending on this
in the channels of 20 MHz can be allocated RU, which are divided into the following
types:

– 26-tone;
– 52-tone;
– 106-tone;
– 242-tone.

Therefore, depending on the availability of workstation resources (STA), other parts
of the spectrum may be provided, in addition to standard channels with bandwidths of
20, 40, 80 or 160 MHz. It is obvious that such a solution organically complements the
mechanism of preamble puncturing in terms of increasing the granularity of parts of the
spectrum that can be suppressed under the influence of band noise.

From this point of view, it is advisable to apply subchannel suppression for different
types of RU so as to cover only 20MHz subchannel with different RU allocation schemes
so as to overlap the maximum of all sections of the 20 MHz subchannel in order to
suppress these areas. By reducing parts of the spectrum, it is possible to increase the
efficiency of the preamble suppression mechanism by suppressing not only 20 MHz
subchannel, but only a certain part of it using the OFDMA scheme with different RU
allocations. To do this, do the following:

– determine the set of distorted carriers of the used channel;
– select RU allocation schemes that will be involved in signal transmission, one of the
RUs of which will be suppressed;

– select a suppressed RU that will not participate in the transfer.

Obviously, it does not make sense to apply all schemes where all RUs are involved in
the preamble suppression mechanism, as many of them are repeated, and combinations
of RU use simply change between stations. The main goal when choosing unique dis-
tribution schemes is the maximum efficiency of data transmission in comparison with
other RU allocation schemes, ie it is necessary to choose such schemes in which tones
are not suppressed, RU which will be used for data transmission should have the highest
bandwidth. In the Table 1 shows the optimal distribution schemes RU developed by the
authors.

Next, based on the combination of OFDMA mode and preamble puncturing mech-
anism, it is necessary to develop an algorithm that will take into account which RUs to
use from the distribution scheme mentioned above in order to suppress bandwidth by
disabling single RUs.

Here it is necessary to make clarifications about the 20 MHz subchannel. In the
original algorithm [10], according to the recommendations of the standard, it was rec-
ommended not to use preamble puncturing, for channels 20 and 40 MHz. This applied
primarily to the feasibility of suppressing one or two subchannels, if the total bandwidth
was small in relation to the number of these subchannels. However, in the proposed
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Table 1. Sample data

Year 2003 2004 Average

Efficacy I type 70.00% 80.00% 75.00%

Error I type 30.00% 20.00% 25.00%

Efficacy II type 70.00% 60.00% 65.00%

Error II type 30.00% 40.00% 35.00%

Table 2. Optimal RU distribution schemes of different types

Type RU Index
suppression of RU

Distribution scheme RU

26- tonal 0–4 26 26 26 26 26 106

26- tonal 4–8 106 26 26 26 26 26

52- tonal 0–4 52 52 26 106

52- tonal 5–8 106 26 52 52

106- tonal 0–4 106 26 106

106- tonal 5–8 106 26 106

algorithm, what is new is that the suppression of tones is carried out not only for the
entire subchannel at once, but also for certain parts of it, thereby using undisturbed tones
for data transmission.

Thus, our solution uses a tone suppressionmechanism, both in channelswith 20MHz
bandwidth and for channels with 40 MHz bandwidth, which is respectively new.

Therefore, the proposed method operates as subchannels to localize changes in RU
schemes, and specific RUs, the indices of which are transmitted during the sending of
OFDMA HE MU PPDU (multi-user data packet format). Thus, the sequence of the
proposed method is as follows:

– determine the distorted carriers of the channel used (the algorithm of this operation
is shown in Fig. 2);

– determine the transmission scheme according to the channel used;
– determine the subchannels within which the suppression of RU will be carried out;
– for each subchannel in the RU allocation scheme, the corresponding RU channel is
suppressed using digital signal processing techniques (for example, using a digital
notch filter);

– on the receiving side OFDMA HE MU PPDU is interpreted as OFDMA PPDU,
according to the presence of suppressed subchannels in the information header of the
frame;

– according to the OFDMA RU scheme, which is also transmitted in the information
header, the signal is ignored within the suppressed RU.
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The claimed method can be implemented as follows. The technical result of the pro-
posed model is to increase the spectral efficiency of the frequency resource of the satel-
lite network with a distributed satellite architecture. To do this, the multi-user scheme
allows the grouping of low-orbit spacecraft (LEO-system) with a distributed satellite
architecture, which includes groups of root (leading) satellites and repeater satellites
(slave), to share one or more channels. In the proposed model, the available bandwidth
of the channel is divided into several subchannels with the corresponding bandwidth
in accordance with standard OFDMA practice. The transceiver of the root satellite is
informed by the application program that it needs to provide data transmission with
a specific transmission rate on the uplink (to the root satellite) or downlink channels
(to the satellite repeaters). The device determines the distorted carriers and selects the
operating frequency sections OFDMA (RU) for the respective frequency channels, tak-
ing into account the granularity of those sections of the frequency spectrum that can be
suppressed. The use of OFDMA in conjunction with the preamble puncturing mecha-
nism provides suppression not of the entire channel, but of a single frequency section
of OFDMA RU, which allows to use unaffected interference subcarriers for data trans-
mission required to achieve this data rate. Once the device has selected the required
number of subchannels, it transmits the control channel to the appropriate receivers of
the satellite repeaters identifiers of the selected subchannels. It then starts transmitting
data simultaneously on said subchannels in the corresponding bandwidth used by said
subchannels between several repeater satellites in the DL channel or transmits data in
the UL channel from several repeater satellites simultaneously. In the UL channel, data
transmission is performed synchronously by several repeater satellites, and the root satel-
lite acts as a coordinator and determines the start time of transmission. To inform the
root satellite about the availability of data on the repeater satellites for transmission from
time to time, they send him reports.

A key aspect of the described system is the method of selecting subchannels for
use. This method applies the principles of cognitive radio to the OFDMA method and
the preamble puncturing mechanism. This process can be implemented in hardware or
software. First, the application requests the data rate for transmission. This data rate will
mainly depend on the type of data transmitted. The root satellite transceiver then begins
an iterative subchannel selection process to meet the required criteria.

For channels with appropriate bandwidths (eg 20 MHz), the following RU distribu-
tion schemes are used, which were shown in Table 2. According to them, the algorithm
selects the allocation scheme RU, which is suitable for suppressing this interference.
The algorithm performs the following (see Fig. 3):

– determines the distorted carriers of the used channel (the algorithm is shown in Fig. 2);
– preserves the vector of tones that have been subjected to interference, all other tones,
including information, are equated to zero;

– in the main cycle, a search is made for a suitable RU allocation scheme according to
whether the stored tone vector is completely overlapped by suppressing a certain RU
in a certain distribution scheme.
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Fig. 2. Block diagram of the algorithm for determining the distortion of the carriers

This estimate is determined by the following expression:

(1)
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where kINT is the interference factor in the channel; tonei is the element of the tone
vector; is the number of tones in the 20 MHz channel.

The estimate is determined based on whether the interference factor in the channel
is equal to or not equal to zero. The loop searches for the RU allocation scheme and the
specific RU to be suppressed. In this case, in accordance with the frequency distribution
of RU in the channel 20 MHz carry out the imposition of the mask on the vector of tones
and zeroing those tones of the position that coincide with the position of a particular RU
in a particular distribution scheme. Accordingly, after each iteration, evaluate whether
the suppressed RU completely covers the interference band or not, and then perform an
overall assessment according to the following criteria:

– if the RU distribution and suppression scheme has completely eliminated the interfer-
ence, this RU suppression scheme and index are selected as working to send OFDMA
HE PPDU, where RU suppression is not involved in the transmission;

– if the distribution scheme and the proposed RU have not completely removed or have
not eliminated the interference, then search for the next RU in the current distribution
scheme RU or select the next distribution scheme.

Since the types of RU depending on the distribution schemes contain different band-
width, it is advisable to first start searching for RU with a lower bandwidth, and only
then try allocation schemes where RU have a wider bandwidth. Therefore, for channels
with 20 MHz bandwidth, the RU selection algorithm and the RU allocation scheme is a
RU selection scheme, where narrowband RUs are used first, and then broader RUs.

To evaluate the effectiveness of the developed method, the above algorithm was
simulated for channels with bandwidth of 20 MHz under the influence of interference
with a bandwidth of 1 MHz, which simulate Bluetooth signals. During each simulation
series, about 2300 model starts were performed according to the different position of
the interference relative to the signal band.

For a channel with a bandwidth of 20MHz, the obtained simulation results are shown
in Fig. 4.

From the results of the study it follows that in comparison with the original algorithm
[10] the proposed method of suppression of RU gives a significant gain in modeling,
namely the efficiency of subcarriers has increased significantly compared to the original
algorithm. The increase along the edges of the graph is explained by the fact that the
obstacle when moving gradually takes the position of RU, respectively, the number
of subcarriers that are exposed to the noise gradually increases. The local minima and
maximaon the graph correspond to themomentswhen there is a change in the distribution
scheme RU, ie when there is a change in the bandwidth RU. The minimum coefficient
in the central part of the graph is explained according to the RU distribution scheme in
the 20 MHz channel, namely that in the central zone there are 106 - tone and 26 - tone
RU, respectively.
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Fig. 3. Selection algorithm for 20 MHz channel
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Fig. 4. Dependence of the efficiency factor of the use of subcarriers for the 20 MHz channel on
the interference of bluetooth

4 Conclusion

1. The original preamble puncture mechanism known today is poorly adapted to adapt
to narrowband interference, as it suppresses one or two 20 MHz subchannels, thus
not using OFDMA subcarriers to transmit unaffected transmissions.

2. The proposed method of improving the operation of the preamble puncturing mech-
anism is associated with the need to increase the granularity of those parts of the
spectrum that can be suppressed, by implementing the principles of cognitive radio
techniques or using OFDMA technique.

3. With a view to increasing the spectral efficiency of the use of the frequency resource
of a low-orbit satellite network with a distributed satellite architecture in the method
of cognitive multiuser access with OFDMA, a new algorithm for determining dis-
torted carriers and algorithm for selecting the working frequency band OFDMA
(RU) spectra that can be suppressed by improving the operation of the preamble
puncturing mechanism, the introduction of cognitive radio techniques and the use
of OFDMA. The use of OFDMA in conjunction with the mechanism of preamble
puncturing provides suppression not of the entire channel, but of a single frequency
section of OFDMARU, which allows you to use unaffected interference subcarriers
for data transmission.

4. The results of the research allow to recommend the joint use of OFDMA and pream-
ble puncturing techniques in the scenarios of the impact of various narrowband
interference in the study of the features of the operation of 5G /IoTwireless networks.
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Abstract. This chapter is based on recent research work in two fields: a) optical
signal decay in wireless atmospheric communication links, and b) performance
and quality of service (QoS) in such links that accounts for the destructive effects
of fading phenomena on signal data streams transmitted through such channels.
The total signal decay was formulated based on predictions of the main losses
occurring in the atmospheric communication link, accounting for the effects of
attenuation and absorption by gaseous structures and hydrometeors (rain, snow
and clouds), and turbulence-induced fast fading of radio and optical signals. Signal
data parameters, including capacity, spectral efficiency and bit-error-rate (BER),
were analyzed for the prediction and increase of QoS, taking into account all
features occurring in atmospheric communication links. An optimal algorithm
for the prediction of the total signal decay was found, considering various mete-
orological conditions occurring in the real atmosphere at different heights and
various frequencies of radiated signals. Lastly, a method was proposed to evaluate
the data stream parameters: capacity, spectral efficiency and BER, accounting for
effects of fast fading atmospheric turbulence that corrupt information data signals
transmitted through such channels.

Keywords: Atmosphere · BER · Capacity · Clouds · Hydrometeors ·
K-parameter of fading · Optical waves · Rain · Scintillation index · Spectral
efficiency · Turbulence

1 Introduction

There are three main transmission channels for wireless communications: terrestrial,
atmospheric and ionospheric. In this work, we will discuss the atmospheric channel,
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and, in particular, the troposphere, which ranges over the altitudes of 10–20 km from
the ground surface. During recent decades the most widely researched wireless com-
munication channels were between ground-based subscribers and air-based subscribers
(airplanes, helicopters, drones, and more) [1–7]. The content of the troposphere is too
wide: from gaseous particles - aerosols, to hydrometeors, such as rain, clouds, fog, hail
and snow [1–14]. All these features give a huge impact on signal decay and signal inten-
sity loss caused by attenuation and absorption of radio and optical signals by all kinds
of these hydrometeors. More dangerous for signal data corruption, regularly observed in
the troposphere, called atmospheric turbulences (Fig. 1). These gaseous structures, hav-
ing stochastic nature, result sporadic air streams and motions in space, accompanied by
sporadically varied wind direction and speed, the wind intensity, by temporal variations
of air humidity, moisture, and temperature. Due to irregular weather conditions in the
troposphere, when optical signals propagate through tropospheric channels, their ampli-
tude or intensity verities sporadically. This phenomenon is called fading, fast and slow
- in the time domain, or small-scale and large-scale - in the space domain, respectively.

Fig. 1. The «Earth-Atmosphere-Earth» propagation channel

The aim of the presented work reporting our recent investigations is to analyze
the total optical signal decay, that is, to evaluate the total signal loss inside the atmo-
spheric channel based on predictions of tropospheric parameters related to hydrometeors,
gaseous structures, and turbulences. A second aim is to derive a quality of service (QoS)
metric for the link by estimating parameters of the information signals, called baseband
signals [7], as it passes through such atmospheric wireless channels with fading caused
by multiple scattering, reflection and diffraction of optical waves. Finally, the aim of
this work is to provide designers of wireless atmospheric communication links with a
stable algorithm that can predict the total signal loss and evaluate the capacity of the data
stream, or the spectral efficiency and bit-error-rate (BER) in such channels, affected by
attenuation, absorption and fading phenomena.

The rest of the chapter is organized as follows. In Sect. 2, we present the atmospheric
content and the different types of hydrometeors, as well as specific features of atmo-
spheric turbulence. Then, in Sect. 3, we describe the effects of these atmospheric features
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on optical signal propagation through such channels with fading. Section 4 presents the
main parameters of the signal data stream, such as capacity, spectral efficiency and BER,
and outlines their computation, accounting for effects of fading. Sample computations of
these parameters for various propagation conditions occurring in wireless atmospheric
channels with fading are presented.

2 Effects of Tropospheric Features on Signal Propagation

For a homogeneous gaseous atmosphere in conditions of line-of-sight between a source
of radiation and the receiver, as an optical detector, in conditions of absence of hydrom-
eteors fading phenomena of optical waves can prevent the availability of 99.999% for
the paths of 5 km and more, with the fade margin of 28 dB. However, the existence of
hydrometeors and turbulent structures significantly affects conditions of optical signals
propagation and can decrease the efficiency of atmospheric communication links due
to scattering, absorption and diffraction by hydrometeors and turbulences. Cumulative
effect of these natural features causes strong fast fading of signal data.

2.1 Main Effects of Tropospheric Features on Signal Decay and Fading

We will briefly examine separately the main effects of each feature on signals with
information data (called band path signals [7]) passing the irregular troposphere, caused
by rain, and clouds on the signal attenuation, caused by turbulences on the signal, as
the main source of fast fading. As was shown in [1–14], there are three main features
that cause signal attenuations: molecular absorption, effects of rain and effect of clouds.
The effect of turbulence on the scattering of signals is presented separately. We will
show the main parameters, the corresponding formulas, and will compute and plot their
characteristics in this paragraph.

2.1.1 Molecular - Gaseous Absorption

Gaseous molecules and atoms are among many types of atmospheric molecules and
atoms, and at the middle-latitude troposphere mostly include O2,O,CO2,NO,N2, etc.
[1–5].

Aerosols are usually organized in form of liquid or solid interacting particles spatially
distributed in the atmosphere. Aerosol particles play an important role in the processes
of condensation and freezing forming molecules of water or ice. They also, via particles
ionization processes, influence the electrical properties of the atmosphere. For aerosols
stability, their actual size should be between a few nanometers and a few micrometers;
aerosols with sizes larger than 50 µm are unstable. An amount of aerosol particles
depends on the altitude of their location z, and on the number of aerosols near the
ground surface, N (0), that is:

N (z) = N (0)expexp

(
z

zs

)
, (1)

where N (z) is the number of aerosols at altitude z (in meters), and zs is a scaled height
given by 1 km < zs < 1.4 km [1–5].
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Generally speaking, all gaseous molecules, including aerosols, forming atmosphere
absorb energy from optical waves passing through them, and, therefore, causing attenua-
tion [3–5]. Signal strength/power loss depends on the frequency of radiation, deviations
of temperature, pressure, and water vapor concentration, and, finally, it increases with
the increase of frequency and all meteorological parameters of the atmospheric gases
[2].

The total absorption signal passing atmospheric link of the path length r is given by:

A = ∫ γ (r)dr, (2)

where γ (r) is the normalized attenuation per length of link (in dB/km). It consists of the
sum of two components: γo(r) and γw(r), which are defined the attenuation of oxygen
and water vapor, respectively:

γ (r) = γo(r) + γw(r), (3)

where γo(r) and γw(r) are oxygen and water vapor specific attenuation characteristics
at ground level, where pressure is 1013 mbar and temperature are 15 °C were defined
experimentally and given empirically in [3–5]:

γo =
[
7.19 · 10−3 + 6.09

f 2 + 0.227
+ 4.81

(f − 57)2 + 1.5

]
f 2 × 10−3

[
dB

Km

]
, (4)

γw =
[
0.05 + 0.0021ρ + 6.09

(f − 22.2)2 + 8.5
+ 10.6

(f − 18.3)2 + 9

]
f 2ρ × 10−4

[
dB

Km

]
.

(5)

Here f is the frequency (in GHz) and ρ is the water vapor density (in g/m3). In [3–5],
the temperature parameters were considered by using the correction factors: for dry air
- 1.0% per 1 °C from 15 °C, and for water vapor - 0.6% per 1 °C from 15 °C. If so, the
absorption specific factors in the tropospheric link with the path length L can be given
by [3–5]:

Ao = γoLo; Aw = γwLw[dB]. (6)

The total atmospheric attenuation La (in dB) for a tested link can then be found by
integrating the specific attenuation characteristic γa (in dB/m) over the total path length
in the atmospheric link:

La = ∫π
0 γa(l)dl = ∫π

0

[
γo(l) + γw(l)

]
dl, (7)

by assuming an exponential decrease in gas density with altitude. In [6] the total signal
attenuation in the gaseous quasi-homogeneous atmospheric was defined as the zenith
attenuation and denoted by Lz. Then, attenuation for an inclined path with an elevation
angle θ > 10° can be found from the zenith attenuation Lz as [6]:

La = Lz
sinθ

, (8)

and was computed from Eqs. (3)–(8) following the standard ITU-676 approach [1].
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2.1.2 Effects of Rain

Rain is globally distributed in space and along the height of liquid water drops with
diameters greater than 0.5 mm. When the drops’ sizes are smaller, they are usually
called drizzle droplets or drizzles. The concentration of drops typically ranges from 100
to 1000 m−3 [6–11]. Raindrops have diameters larger than 4 mm because the concen-
tration generally decreases as the diameter increases, except heavy rain. Drizzles reduce
the visibility of the path much higher than raindrops. Usually, in meteorology rain is
classified according to its rate of fall.

Inmeteorology usually consider three types of rain: light, moderate and heavy, which
correspond to dimensions less than 2.5 mm, between 2.8 mm and 7.6 mm, and more
than 7.6 mm, respectively. Rainfall with a rate less than 250 mm per year or more than
1500 mm per year, approximately has been found as extreme limits on all the world
continents [6–11].

As wasmentioned by numerous experimental observations carried out and described
in [7–11], the attenuation of optical waves caused by rain increases:

• with the number of raindrops along the transmission path,
• the size of the drops, and
• the length of the path through the rain.

There are several models for finding the attenuation caused by rain: empirical [7, 8],
semi-empirical and statistical-analyticalmodels [7–11], close to that created by Saunders
[6]. The Saunders’ model, which coincides with the ITU models (see [7–11]), does not
depend on any particular place, not frequency dependent, has a satisfactory processing
time and can be easily implemented. In our work, we follow the Saunders model as more
attractive to experimental observations of rainfalls worldwide. However, the Saunders
model is correct onlywhen the density and shape of the raindrops are constant.According
to [6] the received power Pr at a given detector is found to decrease exponentially with
optical path r through the rain and with α as the parameter of attenuation along with
the distance r along with the link. It shows receiving power Pr(r) decrease to e−1 of its
initial value Pr(0):

Pr(r) = Pr(0)e−αr . (9)

As for the value ofα, it is given by the integral of a one-dimensional (1-D) distribution
of the drops’ diameter D, denoted by N(D), and by the effective cross-section C(D) of
scattering of signal power by raindrops distributed over the drops’ diameter D:

α = ∫∞
D=0 N (D) · C(D)dD. (10)

In real tropospheric optical traces, the drop diameter distribution N(D) is not a
constant value and can be found from the following expression [6]:

N (D) = N0exp

(
− D

Dm

)
, (11)
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where N0 andDm are the parameters that depend on the rainfall rate premeasured above
the ground surface in millimeters per hour and equals [6]:

N0 = 8 × 103 m−2mm−1, Dm = 0.122R0.21 mm. (12)

As for the effective cross-section C(D), it can be found using the Rayleigh approxi-
mation that is valid for lower frequencies, when the average drop size is small compared
to the incident wavelength [6, 7]. In this case, can be used a very simple expression for
C(D):

C(D) ∝ D3

λ
. (13)

As was mentioned in [7], when N(D) is not constant (as we described earlier in (11)
following [6]), we can now take the value of the specific attenuation at a given point on
the trace, γ (r), and integrate it over the whole path length rR to find the total path loss:

L =
∫ rR

0
γ (r)dr, (14)

and find the relation of γ (r) introduced in [7] with the specific attenuation α (as shown
in [6]):

γ = L

r
= 4.34α. (15)

Then, expressing (14) on a logarithmic scale can be rearranged as:

L = 10 log log

(
PT

PR

)
= 4.34αr. (16)

In practice, usually used an empirical model, which combines all effects of rainfall,
where γ is assumed to depend only on R, the rainfall rate measured on the ground in
millimeters per hour. According to [6–10]:

γ (f ,R) = a(f )Rb(f ). (17)

The attenuation coefficients, a(f ) and b(f ), can be calculated from [6, 8, 10]. In order
to calculate the attenuation for a given path where the elevation angle θ is less than 90°

it is necessary to account for the variation in the rain in the horizontal direction.
Sometimes, a reduction factor s of the path loss is introduced for total rain attenuation

[6, 8–10]:

L = γ srR = a(f )Rb(f )srR. (18)

Here, rR and s can be obtained from [6]. It should be noticed that rain varies in time over
various scales: seasonal, annual and diurnal. To take into account all of the temporal
variations, it was estimated expression (18) for rain attenuation and was found that the
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effect of rainfalls occurrence does not exceed 0.01% of the time. If so, was propose
another formula than (18):

L0.01 = a(f )R0.01b(f )s0.01rR. (19)

where values of s0.01 can be found in [6–11]. For a temporal percentage, another than
0.01%, the attenuation can be corrected by introducing the relevant time percentage P,
which changes over a broad range from 0.001% to 1%, that is:

Lp = L0.01 × 0.12P−(0.546+0.043logP). (20)

However, rain precipitation is defined by variations in both horizontal and vertical
directions, which makes it very hard to describe the spatial distribution of rain. The
correction factor (i.e., the term s0.01rR, we used in the effective path loss evaluation
according to Eq. (19)).

2.1.3 Effects of Clouds

All main characteristics of clouds, the dimensions, their shape and structure, are defined
by air movements, which change their formation and growth, and by the properties of
the cloud particles. Usually, sky cover is the observer’s view, whereas cloud cover is
areas that are smaller or larger than the overall space of the sky dome [7]. There are
several well-known models that are used for the probability distribution of the sky cover
[12–14]. For the prediction of the cloud attenuation, we will follow the ITU-R model
given in [12].

Specific Attenuation for Clouds. The specific attenuation of optical signal caused by a
cloud can be determined by [12]:

γc = K1M

[
dB

Km

]
, (21)

where γc is the specific attenuation of the clouds, in dB/km,K1 is the specific attenuation
coefficient [in (dB/km)

(
g/m3

)], and M is liquid water density (in g/m3).

As was mentioned above, for small-scale cloud drops, the Rayleigh approxima-
tion can be used for the calculation of specific signal loss factor [12]. A mathematical
model based on Rayleigh scattering, which uses a double-Debye model for the dielectric
permittivity ε(f ) of water, can be used to calculate the value of K1:

K1 = 0.8197f

ε′′(1 + η2
)
(
dB

km

)( g

m3

)
, (22)

where f is the frequency in GHz and η is defined as:

η = 2 + ε′

ε′′ , (23)

where ε′ and ε′′ are the real and imaginary components of the complex dielectric per-
mittivity of water, respectively. The complex dielectric permittivity of water can be
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computed by knowledge on the primary and secondary frequencies of the double Debye
model [12]:

fprim = {20.09 − 142(φ − 1) + 294(φ − 1)2,
(
ε′ > ε′′)590 − 1500(φ − 1),

(
ε′ < ε′′),

(24)

where φ = 300/T , and T is the temperature in Kelvin. If so, the complex dielectric
permittivity of water can be found by using the following expressions:

ε′(f ) = (ε0 − ε1)

1 +
(
f
fp

)2 + (ε1 − ε2)

1 +
(
f
fs

)2 + ε2, (25)

ε′′(f ) = f (ε0 − ε1)

fp

(
1 +

(
f
fp

)2) + f (ε1 − ε2)

fs

(
1 +

(
f
fs

)2) , (26)

where ε0 = 77.6 + 103.3(φ − 1), ε1 = 5.48, ε2 = 3.51.

Total Cloud Attenuation. The total cloud attenuation can be found as:

A = LK1

sinsin(θ)
, (27)

where θ is the elevation angle (5◦ ≤ θ ≤ 90◦), K1 is the specific attenuation coefficient
defined by (22), and L is the total content of liquid water (in kg/m2).

Table 1 shows total cloud attenuation versus radiated frequency varying from 10 to
1000 THz and for elevation angles varying from 5 to 30°. In our computations, a water
density of 0.29 g/m3 was used, according to [19].

Table 1. Total cloud normalized attenuation loss, A [dB/m], vs. inclination angle θ [o] and
temperature T [oC] for radiation frequencies f varying from 10 to 1000 THz

θ◦/T [oC] 3o 10o 20o 30o

−10o 183.7236 55.3726 28.1134 19.2307

0o 234.3845 70.6413 35.8655 24.5335

10o 288.7611 87.0299 44.1863 30.2252

30o 399.3016 120.3458 61.1012 41.7957

It is clearly seen that an increase of frequency from10 to 1000THz has aweak impact
on total cloud attenuation (the standard deviations does not exceed 1% at 1000 THz that
obtained for 10 THz). As seen from Table 1, the total loss of optical waves caused by
clouds is too strong and, in practice, decreases efficiency of optical communication links
in cloudy environments.
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3 Effects of Turbulence

Atmospheric turbulence is a gaseous chaotic structure (called eddy) generated in the tro-
posphere by a sporadic and random distribution of the overall gas temperature, overall
windmagnitude and its direction variations along the signal propagation paths [15]. This
chaotic behavior results in fluctuations of index of refraction and causes Doppler shift,
i.e., fast fading phenomena. It was postulated by numerous investigations, experimental
and theoretical [15–20] that exists only one common way to describe atmospheric turbu-
lence - by use turbulence power spectra divided into three separate regions by introducing
two turbulence scales: L0, as the outer scale of the turbulence, varied between 10 m and
100 m, and l0, the inner scale varied between 1 mm and 30 mm [15–19]. According to
such a decision, the spatial and temporal evolution of turbulence, small-scale, moderate-
scale, and large-scale, either weak or strong, can be described by the so-called cascade
process – from large structures with scale L0 to small structures with scale l0, due to
the process of turbulence energy dissipation, introduced independently by Richardson
and then by Kolmogorov and Obukhov [15–17]. The process of random variations of
optical signal intensity passing tropospheric link filled by such turbulent structures has
been defined as scintillations of signal intensity via the so-called scintillation index, as
the normalized variance of signal intensity fluctuations [15–19].

Scintillation Index. The scintillation index, denoted as σ 2
I , describes fluctuations in

optical power or intensity as measured by a point detector. According to [15–19] the
scintillation index is defined by:

σ 2
I = 〈I〉2 − 〈I〉2

〈I〉2 = 〈I〉2
〈I〉2 − 1. (28)

Since the signal intensity deviations caused by turbulence is distributed by log-
normal PDF and CDF (or Gaussian PDF and CDF) with a zero-mean value [15–19], we
can present the normalized signal intensity scintillations (called the index of intensity
deviations) in the following manner [15–19]:

σ 2
I = 0.12 · C2

ε · k 7
6 · d 11

6 , (29)

where C2
ε is the structure parameter of dielectric permittivity of the turbulence averaged

over the path length, d is the distance in km, and k is the wave number, k = 2π/λ.
It should be noticed that below we investigate cases of both weak and strong turbu-

lence occurring in the atmosphere. Indeed, as was observed by numerous experiments,
both in line-of-sight (LOS) conditions with weak fading and non-line-of-sight (NLOS)
conditions with strong fading occur in different atmospheric regions over the world [15–
20]. Therefore, it is interesting to examine “good-good” and “bad-bad” situations defined
in [6]). We start our discussion by analyzing weak and moderate turbulence occurring in
the irregular atmosphere. Thus, in Fig. 2a to Fig. 2c, the index of signal intensity scintil-
lations, σ 2

I ,(computed, according to (29)) versus the structure constant of the turbulence
C2

ε computed forC2
ε = 10−12−5 ·10−12 is presented. Here, we accounted for weak and

moderate turbulent structures occurring in the atmospheric optical channel. Parameter
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Fig. 2. Index of signal intensity scintillations vs. the structure constant of the turbulence C2
ε =

[10−12, 5 · 10−12], averaged over the path for frequencies from 10 THz to 1000 THz, for links:
(a) L = 100 m, (b) L = 500 m, and (c) L = 1000 m.
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σ 2
I was averaged over the optical paths L = 100, 500 and 1000 m, respectively, for

different frequencies from 10 THz to 1000 THz.
It can be seen that above C2

ε = 2 · 10−12 the dimensionless scintillation index σ 2
I

does not exceed unity (for all studied frequencies) over short optical atmospheric links
(L = 100 m), exceeds ten over a link of L = 500 m, reaching several tens for long optical
atmospheric links (L = 1000 m). In other words, weak and moderate turbulence affects
the optical signal in the visual and IR ranges only for long optical atmospheric links and
does not lead to corruption of signal data propagating through channels characterized
by weak and moderate turbulence.

Now we consider an atmospheric optical channel characterized by strong turbulence
structures, that is, a channel with a structure constant of the turbulence, C2

ε , varying
within the range of C2

ε = [10−9, 5 · 10−9].
In Fig. 3a to Fig. 3c, we present the computed index of signal intensity scintillations,

σ 2
I , versus the structure constant of the turbulence C2

ε computed for C2
ε = 10−9 −

5 · 10−9. That is, we analyze strong turbulent structures occurring in the atmospheric
channel, and averaged over the optical paths L = 100, 500 and 1000 m, for different
frequencies from 10 THz to 1000 THz. It can be seen that above around C2

ε = 2 ·
10−9 the dimensionless scintillation index σ 2

I exceeds values of several hundred (for all
frequencies of observation andL= 100m); that is, the optical data-carrying signal (called
the band path signal [17]) in the visual and IR ranges is fully annihilated.Moreover, as the
frequency increases from 10 to 1000 THz and for ranges L > 500 m, the tendency of the
index of signal intensity scintillations, σ 2

I , to increase becomes much stronger, reaching
from several hundred to tens of thousands. This result is very important for designers of
arbitrary wireless atmospheric or land-atmospheric links, because it makes it possible
to predict the real fast fading of a signal passing through the turbulent troposphere for
optical networks operating at frequencies of f > 10 THz.

Fast fading of a signal over open optical links passing into the gaseous quasi-
homogeneous troposphere with the absence of hydrometeors (called LOS conditions)
is caused mainly by multiway propagation due to turbulences and, therefore, stochastic
variations of the refractive index. The fluctuations of the signal intensity due to tur-
bulence are distributed log-normally with the normalized standard deviation described
by (29) [15, 16]. For moderate fluctuations of an optical signal, according to Rytov’s
approach [15, 16], the effect of turbulence corresponds to the turbulence attenuation γR,
following Rytov’s theory of regular turbulence, and can be written as:

γR = 2 ·
√
23.17 · C2

ε · k 7
6 · d 11

6 . (30)

Here we should notice that Rytov’s approach is based on Kolmogorov’s spectral
theory of weak-to-strong turbulence behavior, which, as was shown in [16, 18, 19],
is similar to the modified spectral theory proposed by Andrew and Phillips in [16].
Therefore, we follow in our analysis both formulas (29) and (30), which are followed
by both these theories.

Relation Between Scintillation Index and K-parameter of Fast Fading. Another way to
calculate the total signal pathloss caused fast fading effects is to use the relations between
theK-parameter of fading usually used in land-land communication links [7, 17] and the
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Fig. 3. Index of signal intensity scintillations, σ 2
I , vs. the structure constant of the turbulence

C2
ε = [10−9, 5 · 10−9], for frequencies from 10 THz to 1000 THz and averaged over the paths:

(a) L = 100 m, (b) L = 500 m, and (c) L = 1000 m
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scintillation index, σ 2
I . Usually, in land wireless communication the Ricean parameter of

fading K = Ico/Iinc is used [7, 17], but in atmospheric communication links always used
the normalized scintillation index σ 2

I [18–20]. For a zero-mean Gaussian distribution
usually observed experimentally in the turbulent atmosphere, in [19] was found the
relation between the parameter of fading, K, introduced in [7, 17], and the mean square
of the scintillation index 〈σ 2

I 〉 :

〈σ 2
I 〉 = 〈[I − 〈I〉]2〉

〈I〉2 = I2inc
I2co

≡ K−2, (31)

where Ico and Iinc are the coherent and incoherent components of the total signal intensity.
Taking C2

ε ∼ 10−9 for computations of the average value of the structure parameter
of the refractive index, and computing the dimensionless square root of the average

intensity scintillation index,
[〈
σ 2
I

〉]1/2
, according to (31) for the trace of 500 m, we

defined the K-fading factor. The results of these computations are plotted in Fig. 4.

Fig. 4. Mean square of signal scintillation index,
[〈

σ 2
I

〉]1/2
, vs. K-factor

We note that from numerous experiments where relation between 〈σ 2
I 〉 and the

refractivity of the turbulence in the irregular troposphere were taken into account [17–
19], it was found that the range of the latter parameter ranged from ~C2

ε ≈ 10−13 to
~C2

ε ≈ 10−10, for nocturnal and diurnal atmospheres at the heights of 1–2 km, respec-
tively. In other words, the researchers have mostly investigated weak and moderate
turbulence occurring in the atmosphere, and, therefore, their results are too optimistic,
giving conditions of LOS with weak distortion of the carrier signal and information
within it for most geographic places. The above obtained results make it possible to
discuss situations occurring in channels with strong turbulence, i.e., with strong fading
(for K < 1).
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Thus, as follows from the non-linear relation between the mean square of the signal
intensity scintillation index andK, illustrated in Fig. 4, whenK is high themean square of

the signal intensity scintillation index,
[〈
σ 2
I

〉]1/2
, is low, and vice versa; when

[〈
σ 2
I

〉]1/2
approaches its maximum value of unity, the parameter of fading, K, becomes lowest
(K < 2). We are considering the worst (or “bad-bad”) Rayleigh distribution describing
strong fast frequency selective fading causing total obstruction (detonation) of the signal
with information. At the same time, as the scintillation index decreases, saturation of
the fading parameter K is observed (see Fig. 4). This is clear to understand, because
with an increase of K > 2 (i.e., the signal is more than double the multiplicative noise),
the situation becomes closer to line-of-sight (LOS) propagation conditions, where the
incoherent component of the signal becomes weaker with respect to the coherent one.
In this case, only flat slow fading can be observed without any sporadic scintillations of
optical signal intensity.

Thus, by obtaining information on the average scintillation index, < σ 2
I >, using

measured data of the average refractive factor< C2
ε > according to (38), theK-parameter

of fading can be used to determine the capacity, spectral efficiency and BER of a data
stream sent via a wireless atmospheric optical communication channel.

4 Effects of Turbulence on Signal Data Propagating through
Atmospheric Communication Links

4.1 Characteristics of Signal Data in Atmospheric Communication Links

According to the classical approach, the Shannon-Hartley formula, which defines the
relationship between the maximum data rate via any channel, defines the capacity of a
channel with additive white Gaussian noise (AWGN) of bandwidth Bω, which is linearly
proportional to the bandwidth Bω [in Hz] and logarithmically - to the white or additive
signal-to-noise ratio (SNR ≡ Nadd ).

〈σ 2
I 〉 = 〈[I − 〈I〉]2〉

〈I〉2 = I2inc
I2co

≡ K−2, (32)

where the power of additive noise in the AWGN channel is Nadd = N0Bω, S is the signal
power (in Watts, W), and N0 is the signal power spectrum (in W/Hz).

Usually, in optical communication, wireless and wired, another characteristic called
the spectral efficiency of the channel [7, 17] is used:

C̃ = C

Bω

(
1 + S

N0Bω

)
. (33)

Based on the approximate approach proposed in [7, 17], which accounts for the flat or
frequency-selective or time-selective fading, we will introduce in (33) the multiplicative
noise in terms of the Ricean K-factor of fading defined by relation (31). In [7, 17],
the K-factor of fading was defined as a ratio between the coherent and the multipath
(incoherent) components of the signal intensity, K = Ico/Iinc, or K = S/Nmult . Using
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these notations, the capacity as a function of the K-factor and the signal to additive noise
ratio (SNRadd ) can be introduced instead of (33), i.e.:

C = Bω

(
1 +

(
SNR−1

add + K−1
)−1

)
= Bω

(
1 + K · SNRadd

K + SNRadd

)
. (34)

If so, one can easily obtain from (34) the spectral efficiency of the channel with
fading as a source of multiplicative noise:

C̃ = C

Bω

(
1 + K · SNRadd

K + SNRadd

)
, (35)

where the bandwidthBω corresponds to the optical link/systemunder investigation.Com-
parison,made in [7, 17] between the two approaches, classical Shannon and approximate,
showed that (33) with SNRadd = N0Bω only, and (34) with K and SNRadd = N0Bω,

are equivalently described of the channel/system capacity only in the cases when the
K-factor is larger than SNRadd .

As can be seen in Fig. 4, the fading parameter K indicates whether or not strong
direct visibility exists between the source and the detector, accompanied by the weak
additional effects of multipath phenomena caused by the multiple scattering of signals
by the turbulent structures filled the perturbed atmospheric regions [7, 17–20].

Using information regarding the K-factor, one can now predict deviations of the
signal data parameters of the atmospheric multipath channels during their pass through
themoderate and strong turbulences-filled gaseous quasi-homogeneous tropospherewith
an absence of hydrometeors.

Thus, the capacity and spectral efficiency, described in terms of the K-factor by (34)
and (35), respectively, can easily be estimated for various scenarios occurring in the
atmospheric channel and for different conditions of the internal noise of the source and
the detector at both sides of the link under consideration. One of numerous computed
examples is presented in Fig. 5 for different additive SNRs and for a “point” receiver
(with respect to the range of 1 km between the terminals).

In Fig. 5, the K-parameter ranged from 0.1 to 30, that is, it covers the “worst” case,
corresponding K < 1, describing by Rayleigh’s law in the NLOS case [7, 17], through
K ≈ 1 (quasi-LOS case), and reaching K > 1, describing in the LOS case of signal
propagation by a delta-shaped Gaussian law [7, 17].

As can be seen, in the strongly perturbed irregular atmosphere (with strong turbu-
lences), when 1 < K < 10 the spectral efficiency is around of 0.7–1.1 bit/s/Hz for SNR
= 1 dB, while when 10 < K < 30, it is around 3.4 and 4.6 bit/s/Hz for SNR = 20 dB.

Since the total band path optical signal consists of a carrier signal with carrier fre-
quency fc combined with baseband signal as a carrier of digital information, i.e., a
sequence of bits, effects of multipath fading occurring in any optical communication
channel leads to errors in the detected bits, which is characterized by the bit-error-rate
(BER). Using the Rayleigh distribution for the “worst” case of strong fading, one can
determine the probability of bit error defined BER, occurring in the multipath optical
channel using the following formula [7, 17]:

Pr(e) = 1

σ 2
∫∞
rT re

−
(

r2

2σ2N

)
dr = e

−
(

r2T
2σ2N

)
, (36)
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Fig. 5. Spectral efficiency vs. K-factor for SNR = 1, 5, 10, 15, and 20 dB for point receiver

where Pr(e) represents the evaluated probability of a bit error, σ 2
N is the intensity of

interference at the optical receiver (usually defined as the multiplicative noise [7, 17]),
rT determines the threshold between detection without multiplicative noise (i.e., the
“good case” [6, 7]), and with multiplicative noise (i.e., the “worst case” [6, 7]).

In our investigations, we present BER as a function of the RiceanK-factor of fading,
following results obtained in [7] based on a Ricean probability density function (PDF),
which is more general than the Rayleigh PDF [7, 17]. Thus, following [17] and using a
classical formula for BER [15, 16], we finally get:

BER = 1

2
∫∞
0 p(x)erfc

(
SNR

2
√
2
x

)
dx, (37)

where p(x) is the PDF (in our case Ricean), and erfc(·) is the well-known error function
[7]. Using the BER definition (37), where p(x) is the Ricean PDF and the SNR includes
the multiplicative noise, we finally get the following expression for the BER:
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⎛
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2
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2
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Nadd

) x

⎞
⎟⎠dx. (38)

This is an important formula, which gives the relation between the BER and the
additive SNR, the Ricean parameter K, describing the multipath fading phenomena
occurring within the land-atmospheric links between the ground-based subscribers and
moving and flying vehicles. Finally, for each specific channel one can obtain the BER
and loss of bits inside the information data stream passing a channel.
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4.2 Relations Between Signal Data Parameters in Atmospheric Links and Fading

We can present a detailed analysis of the key parameters of the wireless atmospheric
optical channel, and of the data stream parameters, based on the approximate approach
outlined above. The analysis is divided into the following steps:

Firstly, the refractive index structure parameter, C2
n , that characterizes the strength

of atmospheric turbulence, was measured experimentally [7, 17, 18, 20].
Secondly, the intensity of the incoherent componentwas estimated from themeasured

beam scintillation/fluctuation energy, < σ 2
I >, according to (29). As shown in [18–20],

the effects of fading become stronger/weaker depending on the kind of turbulence:
strong (with 〈C2

ε 〉 = 5 · 10−12) occurring at altitudes up to 100–200 m/weak (with
〈C2

ε 〉 = 4 · 10−14) occurring at altitudes of 1–2 km.
Thirdly, the parameter K, which represents the ratio between the coherent and inco-

herent components of the optical signal within the communication link, can be estimated
either via (29) or via (31) by the corresponding fading measurements. It was shown that,
for horizontal atmospheric channels, the fading factor K exceeds unity.

(K > 1) at higher atmospheric altitudes where the LOS component exceeds the
multipath non-line-of sight (NLOS) component.

In the fourth step of our algorithm, the effects of fading (e.g., the changes of the
K-parameter) on the BER in a tropospheric wireless communication link featuring weak
and strong turbulences can now be studied. Results of the BER in moderate (σ = 2 dB)
and strong (σ = 5 dB) atmospheric turbulent media as a function of the K-factor of
fading for different SNR values, are given in Fig. 6a and Fig. 6b, respectively, based on
the experimental data described in [17–20].

As seen in Fig. 6a the BER decreases from 2.3 · 10−1 for K ≈ 1 to 10−5 for K ≈ 5,
for all SNRs, that is, as the LOS component becomes predominant with respect to NLOS
multipath components (i.e., for atmospheric links at altitudes of 100–500 m containing
turbulent structures [14, 17]). From Fig. 6b we see a decrease in the BER from 10−1

to 10−5 for K ≈ 1 and K ≈ 5, respectively, for all SNRs. These results imply a huge
decrease in bit errors in the data flows passing through the optical atmospheric channel.
This effect depends on the SNR in the optical channel, and additionally decreases with
increasing SNR.

Further, comparing Fig. 5 and Fig. 6, one can understand the dependence of the BER
on C̃ = C/Bω. As seen in Fig. 5, the spectral efficiency increases with an increasing
fading K-factor, and for a small value (K = 1–3), increases from 0.7 to 0.9 bit/s/Hz even
for a low SNR (SNR = 1 dB). The spectral efficiency reaches 2.2 bit/s/Hz for the same
fading K-factor, but with SNR > 5 dB. Considering the results presented in Fig. 6a and
Fig. 6b for the same small range of K = 1–3, we observe a sharp decrease in the BER
from 0.23 to 0.001 for low SNRs (SNR = 1–5 dB) and from 0.1 to 10–5 for high SNRs
(SNR = 10–20 dB). In summary, the BER decreases significantly with an increase of
spectral efficiency of the wireless optical communication link as the K-factor increases
for a constant SNR, or for a constant K-factor, but with increasing SNR values.
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Fig. 6. BER vs. K-factor for SNR= 1 dB to 20 dB for a) moderate (with σ = 2 dB) and b) strong
(with σ = 5 dB) atmospheric turbulence
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5 Conclusions

This chapter is based on the recent research work in two fields of research: (1) optical
signal decay in wireless atmospheric communication links, and (2) quality-of-service
(QoS) in such links accounting for the destructive effects of fading phenomena on signal
data streams passing through such channels.

The optical signal decay was studied based on the attenuation and scattering effects
of gaseous structures and hydrometeors (rain, snow and clouds), as well as on turbulent
structures, which have a predominant impact on the fast fading of optical signals prop-
agating through atmospheric channels with fading. Data stream parameters (capacity,
spectral efficiency and BER) were analyzed, taking into account all relevant atmospheric
communication link features for the prediction of, and increase in, QoS.

The impact of each of the above atmospheric features on the total loss of signal
passing such fading channels was analyzed for optical signal decay prediction.

Then, the influence of fading phenomenon, defined by the K-factor (instead of the
more commonly used scintillation index), on the degradation of data stream parameters,
such as spectral efficiency andBER,was investigated both theoretically and numerically.
Such an approach affords a unified examination of various optical channels based on
both the scintillation index and the K-factor of fading, enabling a unified approach to
the analysis of optical and radio channels simultaneously.

Finally, an optimal prediction algorithm was found for the optical signal decay in
variousmeteorological situations occurring in the real atmosphere at different heights and
for various frequencies of radiated signals. Further, a method was proposed to evaluate
the data stream parameters, spectral efficiency/capacity and BER, that accounts for the
effects of atmospheric turbulence on fast fading, which corrupt information transmission
in these channels.

References

1. Jaenicke, R.: Aerosol physics and chemistry. In: Fisher, G. (ed.) Physical Chemical Properties
of the Air, Geophysics and Space Research, vol. 4(b). Springer-Verlag, Berlin (1988)

2. d’Almeida, G.A., Koepke, P., Shettle, E.P.: Atmospheric Aerosols. Global Climatology and
Radiative Characteristics, Deepak Publishing, Hampton (1991)

3. Rosen, J.M., Hofmann, D.J.: Optical modeling of stratospheric aerosols: present status. Appl.
Opt. 25(3), 410–419 (1986)

4. ITU-R International Telecommunication Union, ITU-R Recommendation: Attenuation by
atmospheric gases, pp. 676–683 (1997)

5. Seinfeld, J.H.: Atmospheric Chemistry and Physics of Air Pollution. Wiley, NewYork (1986)
6. Saunders, S.R.: Antennas and Propagation for Wireless Communication Systems, 2nd edn.

WileySons, New York (1999)
7. Blaunstein, N., Arnon, S., Zilberman, A., Kopeika, N.: Applied Aspects of Optical

Communication and LIDAR. CRC Press, Taylor & Francis Group, New York (2010)
8. Crane, R.K.: Prediction of attenuation by rain. IEEE Trans. Commun. 28, 1717–1733 (1980)
9. International Telecommunication Union, ITU-R Recommendation, P.838: Specific attenua-

tion model for rain for use in prediction methods, Geneva (1992)
10. ITU-RRecommendation International TelecommunicationUnion: Specific attenuationmodel

for rain for use in prediction methods, p. 838 (1992)



Optical Signal Decay and Information Data Loss 443

11. ITU-R Recommendation International Telecommunication Union: Propagation data and pre-
diction methods required for the design of terrestrial line-of-sight systems, pp. 530–537
(1997)

12. ITU-R Recommendation International Telecommunication Union: Attenuation due to clouds
and fog, pp. 840–842 (1992)

13. Chou, M.D.: Parametrizations for cloud overlapping and shortwave single scattering prop-
erties for use in general circulation and cloud ensemble models. J. Clim. 11, 202–214
(1998)

14. ITU-R Recommendation International Telecommunication Union: Characteristics of precip-
itation for propagating modeling, p. 837 (1992)

15. Ishimaru, A.: Wave Propagation and Scattering in Random Media. Academic Press, New
York (1978)

16. Andrews, L.C., Phillips, R.L.: Laser Beam Propagation through Random Media, 2nd edn.
SPIE Press, Bellingham (2005)

17. Tiker, A., Yarkoni, N., Blaunstein, N., Zilberman, A., Kopeika, N.: Prediction of data stream
parameters in atmospheric turbulentwireless communication links.Appl.Opt. 46(2), 100–199
(2007)

18. Bendersky, S.,Kopeika,N.,Blaustein,N.:Atmospheric optical turbulence over land inmiddle-
east coastal environments: prediction, modeling and measurements. J. Appl. Opt. 43, 4070–
4079 (2004)

19. Blaunstein, N., Kopeika, N.: Optical Waves and Laser Beams in the Irregular Atmosphere.
CRC Press, Taylor&Frances Group, Boca Raton (2018)

20. Belov, V., et al.: NLOS communication: theory and experiments in the atmosphere and
underwater. Atmosphere 11(10), 1122–1129 (2020)



Control Methods Research of Indicators
for Intelligent Adaptive Flying

Information-Telecommunication Platforms
in Mobile Wireless Sensor Networks

Leonid Uryvsky , Oleksandr Lysenko , Valeriy Novikov ,
and Serhii Osypchuk(B)

Igor Sikorsky Kyiv Polytechnic Institute, Industrialnyi Lane2 (Campus 30), Kyiv 03056, Ukraine
leonid_uic@ukr.net

Abstract. This chapter is devoted to the problem statement of managing the
intelligent adaptive flying information-telecommunication platforms (FITP) net-
work. Construction and operation peculiarities of mobile wireless sensor net-
works (MWSN) with FITP are outlined in this study. The approach to creating
new architectural, algorithmic, and technical solutions for intelligent control sys-
tems construction based on MWSN with FITP features is proposed. The chapter
analyzes construction methods and operation protocols for intelligent adaptive
FITP. The intelligent adaptive control concept of FITP is developed for apply-
ing in emergency or critical infrastructure protection zones. The MWSN with
FITP throughput increase methods are investigated and math model is introduced.
Methods of noise protection increase in channels for MWSN with FITP are ana-
lyzed. The math model creation general problem statement of noise protection
research for MWSN channels with FITP is outlined. Noise immunity quality indi-
cators of MWSN channels with FITP are given. The math model of research and
comparison noise immunity for wireless communication systems in Gaussian and
Rayleigh channels is proposed. Suggestions for improving MWSN with FITP
noise immunity based on the developed wireless communication channels math
model description are given.

Keywords: Flying Information-Telecommunication Platforms (FITP) · Mobile
Wireless Sensor Networks (MWSN) · Math model · Control method

1 Introduction

The key global tendencies of infocommunication systems development are shown in
[1–3]. One of the current areas is intelligent adaptive flying information and telecom-
munication platforms (FITP) in mobile wireless sensor networks (MWSN), and control
methods for their indicators [4, 5].

The object of study is a high-performance sensor network management system
based on the robotic flying objects and computing FOG-infrastructure use.
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The subject of research is a set of intellectual controlmethods for high-performance
sensor networks based on the robotic objects and computing FOG-infrastructure use for
terrestrial sensor network and flying information and telecommunication robots group
in the emergency zone or area for tactical tasks.

The work aims to develop the systems intellectual control methods control for
high-performance sensor networks, based on the use of robotic objects and computing
FOG-infrastructure, to increase reliability, timeliness, accuracy and reliability for critical
infrastructure information systems in emergency zone search and rescue operations, to
use flying information and telecommunication robots with mobile sensors and telecom-
munication ground and air platforms and their effective management, while ensuring
their structural and functional connectivity in conditions of rapid and unpredictable
objects movement in dual-use systems.

2 Concept Development of Intellectual Adaptive Control
in the Emergency Zone for Flying Information
and Telecommunications Robots

2.1 Management Tasks for Flying Information and Telecommunication Robots
Network

Network management tasks for FITP are divided into stages: planning, deployment, and
operational management [6].

Planning stage is carried out by the MWSN control center with FITP.
Based on the projected situation and available resources, the planning scope is:

1. Topology planning for the FITP network (finding the required number of FITP,
determining their location or movement in space), which implements a specific
management goal, based on the requirements for the parameters of the MWSN and
the requirements for the messages transmission.

2. Resources allocation (hardware, frequency, energy, spatial) for the FITP network;
methods, control algorithms, parameters, and modes definition for technical means
operation.

Deployment stage is to run a given number of FITP and control their flight to some
barrage specified areas. At the same time, some deployment phase tasks (for example,
topology re-planning) of the FITP network can be performed during operational man-
agement with significant changes in the network topology. Control over the FITP flight
and its onboard systems operation is carried out from the network control center (CC).

MWSNwith FITP state at the operational management stage is assessed according
to the accepted efficiency criteria and, in accordance with the plan and the real situation,
measures are taken to maintain the MWSN with FITP performance within the specified
limits or their optimization [7]. In contrast to planning tasks, operational management
tasks are solved in real time in a mixed way (centralized / decentralized), and their
content can be repeated many times.

FITP network management tasks are divided into the following two groups by
functions:
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Special management tasks – determining the FITP flight routes and coordinating
their movement [8].

2. Universal control tasks – typical for any MWSN with FITP [9]: topology man-
agement; routing management; load management; radio resource management, energy
resourcemanagement, securitymanagement. However, specific implementation ofman-
agement methods for each functional subsystem must take into account the purpose of
the FITP network and the features of its architecture (dimension, mobility, performance,
etc.).

The functionalmodel of the FITPnetworkmanagement system is presented onFig. 1.

Fig. 1. Functional model of the FITP network operational management system

The FITP network management system efficiency in general case is evaluated by the
vector criterion K = [K1, K2,…, Kn]:

– K1 = [ K1
1 K1

2 K1
3] are the routes quality for all MWSN from FITP or its zone (K1

1

is the length of transmission routes in network zones,K1
2 is the average delivery time,

K1
3 is the throughput, etc.);

– K2 is the bandwidth of all MWSN from FITP or its zone;
– K3 are the FITP zones coverage degree by fixed amount, or by selected and prioritized

mobile sensor nodes (MSN);
– K4 is the structural reliability (connectivity);
– K5 is the FITP number.

The efficiency criteria set presence determines the management tasks multicriteria
nature and significantly complicates the formal methods development. To find a compro-
mise management, it is proposed to use the leading criterion method: to determine the
main efficiency criterion (based on the current situation), which is subject to optimiza-
tion, and others to consider limitations. To determine the leading criterion, it is proposed
to use the hierarchical target dynamic alternatives evaluation method [10].
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One of the FITPnetworkmanagementmain tasks is the FITPnetwork topology (loca-
tion)management task. TheFITPnetwork topologymanagement problems classification
is shown on Fig. 2.

Fig. 2. FITP network topology (location) management tasks classification

2.2 Stages of Planning FITP Network Management Cycles

According to [11], the topology (location) management primary goal for the FITP net-
work is to increase the MWSN bandwidth while ensuring MSN structural connectivity
and quality of service (QoS). Therefore, as the FITP location management effective-
ness main criterion, it is proposed to choose the MWSN bandwidth, and others to be
classified.

Then the FITP location management will be performed according to the following
principles (stages): planning (re-planning), deployment, operational management.

At the planning stage (re-planning) the control center (CU) is carried out:

– collecting information about the initial topology ((xi, yi), vi,X0k ,V0k ) and network
operation (�i) and input the original data (s0, t03

(
l0

)
, d0,D0,N ,K, �);

– structural connectivity and duration parameters calculation, as well as route quality
parameters, using advanced and existing mathematical models discussed below;

– compliance analysis with the structural connectivity and routes quality;
– network S bandwidth calculation, according to the mathematical model considered in

Subsect. 4.2;
– search for the initial (next) placement of the next FITP, which maximizes network
bandwidth, in the possible solutions presence, using the proposed algorithm, which
are also discussed in Sect. 4.2.

At the deployment stage is carried out:

– FITP output (movement) to the initial (next) placement point.
– message transmission routes adjustment and channel loading.

At the operational management stage is carried out:
– FITP operation adaptation to real operating conditions (traffic level generated by each
MSN).

– periodic check of necessity for the FITP position change need (while all MWSN
MSNs with FITP are considered fixed at the set moment of time).
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These principles (stages) are implemented sequentially and quickly for each FITP
according to the method discussed below, depending on howmuch the network topology
has changed relative to its previous state (i.e. almost depending on the network topology
change rate).

3 Mobile Wireless Sensor Networks with FITP Infrastructure
Construction Peculiarities

An example of building an MWSN architecture with FITP is shown on Fig. 3.

Fig. 3. Two-level MWSN with FITP architecture example

The MWSN with FITP first level (primary information sensors level) consists of
MSN clusters (groups).

The second level (air) consists of the core network FITPs that are designed to ensure
MSNs (FITPi, i= 1,…,m) remote clusters connectivity, and the FITPs for “problematic”
MSN clusters increasing connectivity j, j = 1, …, p (for example, between clusters �1
and �2 or �4, �5 and �6, as shown on Fig. 4).

Fig. 4. FITP network scheme with PSNs
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Each FITP is equipped with two sets of equipment: antenna system and transceiver
(for communication with MSNs and for communication between FITP), network router,
GPS-navigator, buffer storage device. There are 3 different functionalities of FITP:

– FITP bridge;
– FITP router;
– FITP gateway.

The FITP gateway has the most complex structure. It provides a wide range of
message processing operations and can act as a device for pairing with an external
network. FITP-bridges provide relay, and FITP-router – messages routing within one
MWSN with FITP. The most multifunctional and rational FITP is such when each FITP
will combine all functionalities stated above.

The end devices of MWSN with FITP are MSN (Fig. 1). Those must be equipped
with:

– two sets of receiving and transmitting equipment, – for communication betweenMSN
and for communication with FITP. The use of two separate radio interfaces allows
the messages transmission both through the terrestrial MWSN and through the FITP
network, which creates more routes between a pair of MSNs. The second advantage
of using separate radio interfaces is the different frequency bands use on each of the
interfaces, which provides better quality of service and load balancing in the network;

– network bridge-router, for retransmission and messages routing assigned to other
MSNs;

– functionality for converting information into a user-friendly form (data, voice, video).

The following information transfer methods betweenMSNs are used inMWSNwith
FITP:

1) messages transmission between MSNs (without FITP use);
2) messages retransmission to recipient through FITP in the event that both themessage

source and the source recipient are within the one FITP coverage area;
3) communication through intermediate MSNs that are called base nodes. In this case,

each message received by the FITP must be transmitted to the base node, which
determines the further message route;

4) retransmission with transfer to the FITP storage device. In this case, the message
is received by the FITP from the message source, stored in its storage device, and
transmitted to the consumer during the flight of the FITP over the consumer;

5) communication with the interstation channels use between FITP.

Themost useful ismethods combination #1, #2 and #5. The following two options for
organizing channels are possible. In the first option, the message between two MSNs is
transmitted over a network with multiple re-emission of FITP on radio channels created
only at the time ofmessage transmission. In the second option, trunk channels are created
between all MSNs that observe each other, through which messages are transmitted if
necessary. Each of these two options has its advantages and disadvantages.
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The first option advantages are ease of implementation, ability to use one set of
receiving and transmitting equipment FITP for communication with the MSN and with
neighboring FITP. However, the economized use of channel resources complicates the
communication process and is accompanied by difficulties in multiple access organiza-
tion. This option is quite effective at low and medium inbound traffic (inbound network
load) and, as will be shown below, ineffective at high inbound traffic.

In the case of large inbound traffic, it is advisable to use trunk communication
channels. The increase in bandwidth is achieved by a five to six time increase in the
transceivers number on the FITP board, which necessitates the mutual influence elimi-
nation of trunk channels among themselves, as well as mutual messages interference in
the middle of trunk channels.

The functioning feature of MWSN with FITP is its topology dynamic change (both
due to MSN and FITP movements). Therefore, there are scientific tasks when design-
ing MWSN with FITP, – to increase packet messaging efficiency, MSN to MWSN
multiple access organization, routes determination for messages retransmission through
intermediate network nodes, FITP topology (location) management.

Eachmessage is divided into informationpacketswhenpacketmessages are transmit-
ted. The packet message transmission method allows to increase the network bandwidth
by simultaneously servicing MSNs large number.

The rules called multiple access protocols enable the network use by a large MSN
number and FITP interaction with them and with each other. These protocols can be
divided into types: random, deterministic and hybrid [12].

Deterministic protocols streamline theMSN and FITPwork in such a way as to com-
pletely eliminate conflicts in which two or more MSNs (FITPs) simultaneously transmit
messages to the same MSN. In such protocols, conflict resolution is performed by static
or dynamic channel resources fixation for MSN and FITP: time (TDMA), frequency
(FDMA), spatial (SDMA), code (CDMA), or hybrid (TDMA / CDMA, STDMA), and
requires high level of network management organization.

Random access protocols allow conflicts to occur, i.e. packet collisions in com-
munication channels. Historically, the first method with random access is the ALOHA
method. It works effectively in low network load cases, when network bandwidth partial
loss due to packet collisions is smaller than losses associated with network resource
downtime. With a large number of packets, there is a situation where the network node
is unable to receive or transmit the packet. This problem is partially solved by random
access clocking, in which all network nodes begin to transmit packets with the onset of
the next clock (S-ALOHA method). The time interval between cycles covers the packet
duration and its maximum propagation time in space.

The carrier-controlled access methods (e.g., CDMA) are used to reduce the conflicts
likelihood using radio channel state preliminary check. In this case, the node monitors
channel status (the carrier presence or packet transmission), before transmitting the
packet. If the channel is busy, the node postpones the packet transmission to a later time.
When the channel is released, packet transmission can begin in the following ways:
immediately, using “hard” CDMA, or at random intervals, using “soft” CDMA, with
transmission randomization time into segments or with probability p (p-persistent) [13].
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To solve the “open” and “hidden” terminal problems, a number of methods (pro-
tocols) with carrier control and conflict prevention (CSMA/CA) have been proposed.
The best known of these are FAMA, MACA, MACA-BI, MACAW, DBTMA and IEEE
802.11 DCF [13]. When using these methods, the communication channel is temporar-
ily reserved for the message transmission period by exchanging between the sender and
the recipient short service packets: the sender’s request for transmission (RTS) and the
recipient consent (CTS).

The analysis [14] shows that in the MSN high mobility conditions, which is typical
for MWSNwith FITP, the IEEE 802.11 protocols set has an advantage, although it is far
from perfect. Also, studies in [14] indicate the IEEE 802.11 protocols using possibility
not only inside the building but also outside. With a cell radius of up to 6 km, the MAC
sublayer protocol complies with all 802.11 standards.

In addition, the MAC access layer should address such important tasks as authenti-
cation, synchronization, encryption, power management, roaming, and more. Particular
attention should be paid to roaming, i.e. the procedure of MSN entry into the FITP
service area, MSN transition from one FITP zone to another and switching of MSN
between FITP zones when MSN is in the service areas of several FITPs simultaneously.

Route definition for each package is a complex operation and can be carried out
by both on-board FITP and MSNs. Note that the MWSN and FITP routers have the
same functional properties, which allows the existing routing protocols use and allows
to abandon the auxiliary protocol use, which coordinates the FITP arrival and departure
with the routing protocol [15].

In general, MWSNwith FITP in comparison with existing information transmission
systems are characterized by a much higher complexity and organization level.

So, the approach is proposed for new architectural, algorithmic and technical solu-
tions level for the intelligent control systems construction based on MWSN with FITP
features:

– The network structure complexity: the radio channels between the MSN message
source and the FITP, between the FITPs, between the FITP and the MSN message
recipient, – are complex information transmission systems.

– TheMWSN topology changes due toMSNmovement causes connectivity instability,
the routing complexity, the Doppler shifts carrier frequencies emergence.

– TheMWSNwith FITP operation requires an effectivemanagement system, an integral
part of which the FITP network subsystem management is.

4 Methods Analysis for Mobile Wireless Sensor Networks
with FITP Capacity Increasing

4.1 Methods Review of MWSN with FITP Capacity Increase

Today, the most promising for use in the disaster area are MWSN with FITP class of
unmanned aerial vehicles (UAVs) [16]. Recently, attention is growing to small UAVs
(UAVs), which are more cheap, easy to operate and do not require a runway or special
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launch pad installations [17]. MWSN-type UAVs that are equipped with communica-
tion means, – can better explore inaccessible areas (natural disasters areas, man-made
disasters, etc.), and ground-based MWSN to increase the MWSN efficiency.

The UAV example is the model R-100 LLC “Iuavia” (Kyiv), which is shown on
Fig. 5.

Fig. 5. Miniature UAV (R-100) manufactured by Iuavia

To date, the problem is insufficiently solved for optimal operational FITP set place-
ment to increase the bandwidth of MWSN while ensuring the structural and functional
MSN connectivity.

Significant attention has recently been paid to ensuring network connectivity, includ-
ing the MWSN context. It is shown in [18] that base stations distributed network use
can significantly increase network connectivity. In [19] the authors determine the critical
power from which a node should transmit messages in the network to ensure network
connectivity with probability 1, in the case when the network nodes number goes to
infinity.

Miller in [20] calculated the probability that two network nodes can be connected
in a two-way better than directly. In work [21] the authors studied what should be the
transmission range that provides network connectivity with a higher probability.

In [22] the authors shown that in a network with N nodes placed randomly, if each
node is connected to less than 0.074 logN neighboring nodes, the network is asymptot-
ically disconnected with a probability 1 with increasing N. In the case where the node
is connected with more than 5.1774 logN neighbors, then the network is asymptotically
connected with a probability 1 with increasing N.

In [23] the authors investigated how to place additional nodes in the network so the
extended network will be connected. Huller in [24] studied the increasing connectivity
problem and determined the edges set of the minimumweight that must be added in order
to form a k-connected graph. The works [25] and [26] present analytical expressions that
allow to determine the required nodes set, which is formed at a given density almost
without a doubt k-connected network. In work [27] the methods proposed for managing
MWSN connectivity based on the message routing and node capacity management. In
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[15] the MWSN connectivity management is offered on the basis of network nodes
antennas pattern control.

The problem of MWSN capacity increasing with the FITP help is also studied by
domestic and foreign scientists.Ways to increase theMWSNbandwidthwith FITP based
on FITP coverage for the maximum number of ground nodes are presented in [15, 16,
17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 27, 28, 29]. Increase network bandwidth using
a single UAV is investigated in [10]. Increasing network bandwidth by load control at
network nodes was studied in [30, 31, 32, 33].

So, currently available methods embedded in the topology (location) FITP man-
agement system, solve only partial problems of MWSN disconnected components
geometric connectivity, and do not take into account the channel resources lim-
ited capacity, load distribution and packet maintenance in MSN. Also, most meth-
ods solve only static problems, and do not take into account MSN mobility and FITP
maneuverability, and therefore are subject to improvement. Existing planning methods
for MWSN with stationary sensors are also not effective, because they have a high
complexity and computation time, which does not allow FITP to work out the obtained
solutions in real time.

Thus, there is an urgent scientific task – method development for increasing the
MWSN capacity with FITP and its location control in case of rapid and unpredictable
LSM movement.

4.2 Problem Statement for Creating the Mathematical Model of System
Bandwidth Research

Tostate a problemof creating themathematicalmodel for studying the systembandwidth,
let’s consider the MWSN with FITP functional model (Fig. 6).

TheMWSNwith FITP 1st level is aMSNs network that can move arbitrarily in some
area r. In the direct visibility presence, MSNs communicate with each other through a
common broadcast channel on the frequency f 1, and in the direct visibility absence,
the messages transmission is carried out through intermediate nodes. MSNs are multi-
functional devices that combine transceiver, modem, codec, router, and storage device,
operating in single-frequency half-duplex mode on a store-and-forward basis. For FITP
messaging, each MSN also has a second set of equipment operating in duplex dual
frequency mode at frequencies f 2–f 3.

The MWSN with FITP 2nd level is a FITP network that barrage at a height h on
a minimum radius circle around its optimal location point (x0k , y0k), k = 1,K , where
K is the FITP number in the network, forming cells with radius R. The FITP on-board
equipment is also a complex multifunctional device with separate radio interfaces (for
communication with MSN and FITP with each other), capable for retransmitting mes-
sages in the middle of the cell or beyond. Between cellular connections (FITP-FITP)
operate in duplex mode with frequency compaction, using a distributed carrier frequen-
cies set on a cellular principle, with a separate demodulator at each frequency. With a
single transmitter help, messages are sent to the neighboring FITP according to the avail-
able requests in the time division mode. It is considered that each FITP has information
onboard on its location and frequencies distribution on cells, what allows to define at
FITP position change which frequencies should be used at present.
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Fig. 6. MWSN with FITP functional model

Therefore, the following message transmission routes options between MSN (for
example, between MSN1 and MSN10) are possible [34], which are indicated by solid
bold arrows on Fig. 6:

1. through the MSN network (MSN1 – MSN2 – … – MSN10);
2. through the FITP network (MSN1 – FITP1 – FITP3 – MSN10);
3. mixed way (MSN1 – FITP1 – MSN6 – … – MSN10).

The following requirements apply to the routes between the specified pair sender a
– recipient b:

1) Smab is the route bandwidth mab: mab ≥ s0, a, b = 1,N ,m = 1,M , where N is
the MSNs number in the network, M is the routes number in the network, s0 – the
minimum allowable route bandwidth level;

2) t3ab are the transmission delays (or relays number) on the route: t3ab ≤
t03

(
l(mab) ≤ l0

)
;

3) dij(Dik) is the structural connectivity on all route sections:
dij ≤ d0

(
Dik ≤ D0

)∀ij||ik ∈ mab, i, j, a, b = 1,N , k = 1,K , where dij, d0 is
the distance between the MSN and the corresponding restriction from above, and
Dij,D0 is the distance between MSN and FITP, and the corresponding restriction
from above;

4) T3ij is the each route section ij connectivity duration: T3ij ≤ T 0
3 , where T3ij is the

minimum time during which the FITP can work out the specified location, set the
route and transmit the minimum information amount.
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Route selection is based on one of the known routingmethods. For the FITP topology
(location) management convenience, it is better to use tabular-oriented methods (for
example, OLSR), then each MSN has its own shortest paths route table �i to all other
network nodes.

The purpose of FITP position management is to increase the MWSN with FITP
bandwidth while ensuring the MSN structural connectivity and the data transmission
routes quality between them.

In this case, the network bandwidth will be understood as the maximum traffic
value γ, which the network can process per unit time with a constant matrix of traffic
distribution G.

So, developed mathematical model for intelligent adaptive flying information and
telecommunication system optimal functioning:

determine the FITP group X location to maximize the bandwidth of MWSN with FITPs
S, i.e.:

S =
N∑

a=1

N∑

b=1

smab(X ) → max
X∈�

, (1)

Fig. 7. Mathematical model structure
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where � is the permissible values range, which is determined by the requirements
for MWSN with FITP connectivity and performance indicators;

X =
⎡

⎣
X01

. . .

X0k

⎤

⎦,where X01 =
⎡

⎣
x01
y01
z01

⎤

⎦, . . .X0k =
⎡

⎣
x0k
y0k
z0k

⎤

⎦, k = 1,K (2)

Themathematical model structure and its components interaction is shown on Fig. 7.
Thus, the use of increasing bandwidth methods by MWSN based FITP analysis

shown that the existing methods, which are embedded in the FITP topology (location)
management system, solve only partial problems that ensureMWSN disconnected com-
ponents geometric connectivity, do not take into account channel resources capacity and
MWSN nodes load distribution. Most methods solve only static problems, and do not
consider the MSN and FITPmaneuverability and mobility nature, and therefore are sub-
ject to improvement. Existing planning ground MWSN methods are also not effective,
as they have a high complexity and computational time, which does not allow FITP to
work out the obtained solutions in real time.

5 Increasing Noise Immunity Methods in Channels of MWSN
with FITP

5.1 General Problem Statement for Mathematical Model Research of MWSN
with FITP Channels Noise Immunity

The starting point is the main characteristics description in the classical (ideal) chan-
nel with additive white Gaussian noise (Additive White Gaussian Noise, AWGN) with
statistically independent Gaussian noise samples that distort information samples in the
wireless communication systems characteristics analysis, and without any presence of
inter-symbol interference (ISI). The main performance degradation sources are divided
into internal (thermal noise generated by the receiver) and external (natural and artifi-
cial noise and interference sources). In mobile communication systems, external noise
and interference are often more significant than the receiver thermal noise. Such noise
includes interference from other radio channels, as well as extraterrestrial noise and
atmospheric noise.

If the channel characteristics are not specified, it is usually assumed that the signal
is attenuated with a distance similar to the propagation in an ideal free space, where
the area between the transmitter and receiver antennas is considered free from signal
absorbing and reflecting objects. With such an ideal propagation, the received signal
strength is quite predictable. For most real channels, such a free space propagation
model inadequately describes the channel behavior and does not allow to predict the
wireless information transmission systems characteristics [35].

5.2 MWSNwith FITPChannels Noise ImmunityQuality Indicators Comparative
Analysis

The most significant are the following MWSN with FITP channels noise immunity
quality indicators.
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Delay τ is the signal expansion consequence in time caused by suboptimal impulse
response in the channel with fading.

Transmission time (observation) t is associated with antenna movement or spatial
changes in the propagation paths that determine the non-stationary channel behavior.

Channel coherence band is the frequency range statistical measure in which
the signal spectrum components are considered correlated, and the channel passes them
with approximately the same attenuation coefficient and linear phase change.

Coherence time (correlations) is the time period during which the channel
characteristics do not change significantly.

Maximum signal delay τmax is the time between the first and last component recep-
tion, after which the multi-beam signal scattered components power is lower than the
threshold level set relative to the most powerful component. The threshold level is usu-
ally chosen 10 or 20 dB below the most powerful beam level. Sizes τmax and related

by an approximate ratio .
A more accurate parameter that characterizes the signal delay is the delays scatter,

which is often described by the root mean square value στ . Sizes and στ are closely

related as follows: .

Rapid fading is channels characteristic with where the correlation interval
does not exceed the character duration Ts. During time Ts the fading nature changes

many times, which leads to signal distortion.
Slow fading occurs when . The symbols are not distorted in shape, but the

decrease in transmission quality is caused by a decrease in the average signal-to-noise
ratio γ b (Signal-to-Noise Ratio, SNR) due to signal components incoherent addition, as
well as amplitude fading.

In the channel with fading the relationship between τmax and Ts (similarly, between
the channel coherence band and the signal bandwidth �Fs) considered from two
different standpoint categories of transmission quality deterioration:

– frequency-selective fading (frequency-selective fading)when τ smax , or ;
– frequency-nonselective, or amplitude fading (flat fading) when τ smax, or

.
The subscriber devices mobility is crucial in modern telecommunications, and it

causes problems number that are directly related to terminal movement.
The Doppler effect essence is the following. In case when moving the transmitter

and/or signal receiver relative to each other (or/and the propagation medium), there is
a change in received signal wavelength λ. Change λ generates a change in received
signal carrier frequency f0. Such a change f0 on the Doppler frequency shift magnitude

, where V is the receiver and / or transmitter relative speed, leads to the so-
called Doppler expansion (parasitic frequency deviation) and carrier frequency spectrum
scattering in the band . Because Doppler spread and channel coherence

time are inversely proportional ( ), value f∂ can be considered as channel fading
rate.
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5.3 Wireless Communication Systems Noise Immunity Comparison in Gaussian
and Rayleigh Channels

The approximate analytical expressions and graphs of bit error probability (BER)
PB from SNR Eb

N0
dependency for modulations BFSK, BPSK, and differential BPSK

(DBPSK) in the channel with AWGN [35] are shown on Fig. 8 and Table 1.

Fig. 8. BER for several binary modulation types in channel with AWGN [35]

Table 1. BER calculation for different binary modulations types and detection

Modulation l̂3

BPSK (coherent detection) Q
√
2γb

DBPSK (differential coherent detection)
(
1
2

)
exp(−γb)

BFSK (coherent detection) Q
√

γb

BFSK (incoherent detection)
(
1
2

)
exp

(
−

(
1
2

)
γb

)
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In Table 1, the SNR values are γb = Eb
N0
, where Eb is the energy required to transmit

one information bit, N0 is the white noise spectral density power in the channel, Q(x) =
1√
2π

∞∫
x
e− t2

2 dt is the error integral.

All dependency graphs PB from Eb
N0

(Fig. 8) show the classical exponential depen-
dence is a waterfall-like species associated with the Gaussian channel. However, in the
conditions of multibeam propagation [36], the analytical expressions for the mentioned
abovemodulation types, have a different form (Table 2). In the Table 2 formulas, the aver-

age SNR γ b =
(
Eb
N0

)
E

(
α2

)
, where E(·) is a mathematical expectation (average value

α2), α is a fading factor (random variable with Rayleigh distribution), α2 is described
by the probability density χ2 with two freedom degrees. Figure 9 shows noise immunity
graphs for such Rayleigh fading.

Table 2. BER Rayleigh limit probability at γ b >> 1

Modulation PB

BPSK (coherent detection) 1
4γ b

DBPSK (differential coherent detection) 1
2γ b

BFSK (coherent detection) 1
2γ b

BFSK (incoherent detection) 1
γ b

Each signal transmission scheme (modulation) is described by an approximately
linear function now as a result of Rayleigh fading, which in the channel with AWGN
gave a graph in the waterfall form.

Table 3 compares the approximate analytical BER expressions forM signals ensem-
bles with phase (Phase Shift Keying, PSK) and quadrature amplitude (Quadrature
Amplitude Modulation, QAM) modulation in Rayleigh and Gaussian channels [35].

5.4 Proposals to Increase the Noise Immunity for MWSN with FITP Based
on the Developed Mathematical Model for Wireless Communication
Channels Description

When transmitting signals in channels with fading, the reliability is usually distinguished
between such options as “good”, “bad” or “terrible” (Fig. 10).

The leftmost curve (“good”) has an exponential shape and corresponds to the depen-
dence PB = f (γb) expected behavior, when using any nominal modulation schemes at
AWGN, i.e. at small values γb it is possible to achieve good transmission reliability.

The middle curve is called the Rayleigh limit and shows a deterioration in transmis-
sion reliability due to γb decrease, which is amplitude characteristic and slow fading in
the channel and direct visibility absence between transmitter and receiver.
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Fig. 9. BER for several binary modulation types in channel with slow Rayleigh fading

Table 3. BER ( ) for someM-PSK/QAMmodulation types in Rayleigh and Gaussian channels

Modulation l̂3 in a channel with AWGN l̂3 in the Rayleigh channel with AWGN

BPSK,
QPSK,
4-QAM,
MSK
(coherent
detection)

Q
√
2γb

1
2

(
1 −

√
γ b

γ b+1

)

DBPSK
(differential
coherent
detection)

(
1
2

)
exp(−γb)

1
2(γ b+1)

BFSK
(coherent
detection)

(
1
2

)
exp(−γb)

1
2(γ b+1)

(continued)
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Table 3. (continued)

Modulation l̂3 in a channel with AWGN l̂3 in the Rayleigh channel with AWGN

BFSK
(incoherent
detection)

Q
√

γb
1
2

(
1 −

√
γ b

γ b+2

)

M-PSK,
M > 4 (Gray
code,
coherent
detection)

(
1
2

)
exp

(
−

(
1
2

)
γb

)
1

γ b+2

M-QAM,
M > 4 (Gray
code,
coherent
detection)

2
log2 M

Q
(√

2 log2M γb· sin
(

π
M

)) M−1
M log2 M

·
(
1 −

√
3γ b log2 M (M 2−1)

3γ b log2 M (M 2−1)+1

)

M-QAM,
M > 4 (Gray
code,
coherent
detection)

4

(
1−M− 1

2

)

log2 M
Q

(√
3γb log2 M

M−1

)
,M =

2k , k = 4, 6, ...

M−1
M log2 M

·
(
1 −

√
3γ b log2 M (M 2−1)

3γ b log2 M (M 2−1)+1

)

The “terrible” curve is often called the “error floor” when PB ≈ 0.5, which corre-
sponds to the effect of severe deterioration due to frequency-selective or rapid fading. In
this case, none γb increase exists that ensure the required information transfer reliability
level.

Reliability improvement methods should be used to eliminate or reduce distortions
level. The controlmethod choice depends on the channel fading type and causes. First, the
signals distortion for the transition from the “terrible” curve to the Rayleigh limit (“bad”
curve) is reduced. Further approximation to the Gaussian channel curve is possible by
using signal diversity methods and powerful correction codes.

Combating methods with fading are classified as following [37]:
– DSSS – Direct Sequence Spread Spectrum – a way to combat signal distortion due

to frequency-selective interference ISI, that supposes expansion;
– FHSS – Frequency Hopping Spectrum Spreading – combating method with signal

distortion due to frequency-selective fading, which consists in expanding the spectrum
by the operating frequency pseudo-random (hopping) adjustment method;

– OFDM – Orthogonal Frequency-Division Multiplexing – combating method
with signal distortion due to frequency-selective fading, by increasing the symbol
transmission duration.
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Fig. 10. Signal transmission reliability: good, bad, terrible [35]

After eliminating the signal attenuation causes due to frequency-selective and rapid
fading, use diversitymethods tomove thewireless system operating point from the “bad”
transmission curve (Fig. 5) to a curve approaching the AWGN characteristics.

The first and most effective combating method for fading is the signals spatial diver-
sity, which was implemented in 1927 and was based on the several receiving antennas
Rx use. It is also possible to organize spaced channels by using several transmitting
antennas Tx. With the multi-element antennas MIMO technology development (Mul-
tiple Input - Multiple Output) [38] there is an opportunity to significantly increase the
noise immunity (energy efficiency, EE) of the wireless systems by simultaneous signals
diversity at reception and transmission. According to the leading specialist in the digital
telecommunications field R. Calderbank, the spatial resources use on themodern flexible
and universal methods basis of space-time signals coding (Space-Time Coding, STC) in
multi-antenna MIMO systems can significantly improve the EE exchange capabilities
and conditions for spectral efficiency (SE) [39, 40]. MIMO technology has become an
integral part of modern wireless standards (LTE, WiMAX IEEE 802.16, Wi-Fi IEEE
802.11) [41] and the basis for next-generation wireless systems. The Orthogonal Space-
Time Block Coding (OSTBC) scheme [40], proposed in 1998 by S. Alamouti and named
after him, is defined as the basic standard. In [42, 43] the authors proposed improved
methods for signals orthogonal space-time block coding.
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Figure 11 shows BER/SNR graphs at the input of the receiver with using BPSK for
different diversity options on reception and transmission (borrowed from the original
article by S. Alamouti [44]). Obviously, Single Input - Single Output (SISO) cannot
provide a high reliability level due to lack of diversity (“no diversity”), even in a quasi-
staticRayleigh channel. It is also clear that SISO systems cannotmeet the ever-increasing
users’ demandson the information transmission speed, as the increase inwireless systems
spectral efficiency (SE) is directly related to the large signal ensembles use and the signal
points convergence, which impairs noise immunity.

Fig. 11. Spaced transmission and reception at BPSK noise immunity comparison (coherent
detection)

Exact expressions to calculate BER probability for spaced reception methods with
MRRC, which are equivalent to the noise immunity of spaced OSTBC transmission, in
the channel with slow Rayleigh fading for BPSK and QPSK are given in [44].

6 Conclusion

1. New architectural, algorithmic and technical solutions for intelligent control systems
construction and high-performance sensor networks based on the use of robotic
objects are developed.

2. Algorithmic and technical solutions for semi-natural modeling modernization pro-
posed in the study. These are used for technological solutions effectiveness decisions
verification, and to confirm the sensor system with real data the stated tactical and
technical characteristics compliance.

3. New packet transmission routes construction and maintenance intelligent methods
have been developed for intelligent adaptive flying information and telecommuni-
cation robots with the multi-path transmission mode.
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4. MWSN with FITP operation analysis shown that they belong to the dynamic, com-
plex, multifunctional and multilevel systems class, that have problems in developing
and maintaining a structure with a given connectivity, quality of service, increase
network bandwidth. Such complex networks operation requires an effective con-
trol system, part of which is the FITP network subsystem management topology
(location).

5. MWSN with FITP increasing bandwidth methods analysis shown that the existing
methods, which are embedded in the FITP topology (location) management system,
solve only partial problems that ensureMWSN disconnected components geometric
connectivity, do not take into account channel resources capacity, load distribution
and packet service in MWSN nodes. Also, most methods solve only static problems,
and do not take into account theMSNnaturemobility and FITPmaneuverability, and
therefore are subject to improvement. ExistingMWSN ground planningmethods are
also not effective, as they have a high complexity and computational time, which
does not allow FITP to work out the obtained solutions in real time.

6. The method development for increasing the MWSN with FITP capacity in the rapid
and unpredictable MSN movement conditions is relevant and has not only theoret-
ical but also applied practical significance to ensure the effective modern MWSN
operation.

7. The MWSN with FITP analysis for noise protection increase methods development
is carried out.

8. Ways to reduce the frequency-selective fading effects in the channel are the equal-
izers use on reception and / or signals generation potentially invariant to frequency-
selective distortion on transmission (modulation MFSK and DPSK; expanding the
signals range by DSSS or FHSS; OFDM technology).

9. Masures aimed at increasing SNR are error correction codes and signal diversity
methods (time or space, frequency or polarization, combined diversity, etc.). The
most effective combating fading method is the signals spatial diversity, which can
be implemented at the reception and / or transmission.
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Abstract. The research is devoted to the analysis and improvement of video
analytics functions in video surveillance systems in order to increase the efficiency
of detection of dynamic objects in the sectors of video surveillance. It has been
established that video analytics methods using background subtraction and object
recognition methods have significant disadvantages, namely: algorithms cannot
select an object from the background at low contrast; some moving objects can be
recognized as backgrounds; algorithms critically depend on lighting conditions,
etc. Thus, the aim of the study is to improve the method of detecting dynamic
objects in video sequences, which uses methods of subtraction of the background,
based on pixel analysis of frames using elements of the theory of expert systems.
The advancedmethod of detecting dynamic objects in video sequences is based on
the ViBe algorithm, and differs from the original in that it uses a color model U *
V *W*with double threshold levels and expert systems to eliminate uncertainties
in the classification of pixels (Dempster-Schaefer theory) and the dynamicmethod
of updating background pixel models.

Keywords: Algorithm · Method · Video sequence · Background subtraction ·
Dynamic object · Colour model · Pixel · Background · ViBe

1 Introduction

The use of intelligent video surveillance systems of state border protection bodies and
units will facilitate development of automated analysis of non-standard situations, vio-
lations of the state border crossing rules, perimeter control, provide opportunities for
biometric analysis (automatic identification of persons by facial images), analysis of
vehicle license plates, automatic object tracking, automatic detection and classification
of objects, search of objects in the database of video archives, etc. A significant role
in intelligent video analytics systems belongs to the detection of dynamic objects in
the video stream. Existing models and algorithms for background selection and object
recognition have significant shortcomings that limit their application in practice, namely:
under low contrast algorithms are unable to select an object from the background; some
moving objects can be recognized as a background, algorithms are critical to lighting
conditions, and so on. That is why the relevance of the study is determined by the need to
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eliminate the discrepancy between the necessity to ensure high efficiency of operational
and service activities of border guards by introducing modern technical means of border
protection and imperfection of scientific and methodological apparatus of processing
information.

Intelligent Video Surveillance System (IVSS) is a video surveillance system that
has the ability to automatically analyse data received from VSS cameras and perform
necessary tasks, such as generating alarms or warnings. The use of intelligent video
surveillance systems makes it possible to automate such areas of activity as perimeter
control analytics, situational analysis (automatic detection of crisis situations associated
with the accumulation of large numbers of people), biometric analysis (allows automatic
identification of persons by facial images), analysis by several cameras (allows automatic
monitoring of the object by several video surveillance cameras), automatic detection and
classification of objects, search for objects in the database of the video archive, etc. [1].

2 Review of the Literature

The research of intelligent video surveillance systems is a scope of the works of a wide
range scientists, such asAinsworth T., Bouwmans T, AntoineVacavant, Sobral Andrews,
Zivkovic Z., Tourani Ali, Velastin Sergio, Li Ying and others [2–11].

Information from VSS cameras is stored in video archives and is broadcasted in
real time on the operator’s monitors. The operator’s attention, in this case, is divided
proportionally between the channels of the video surveillance system. Therefore, the
operator is not physically able to simultaneously monitor the situation in each sector
of the surveillance cameras. Thus, there is a possibility that the operator will not detect
important information. After 12 min of continuous viewing of information from VSS
cameras, the operator may not detect up to 45% of cases of activity on VSS channels,
and after 22 min this figure may increase up to 95%. After 20–40 min of continuous
surveillance of the situation from VSS cameras, a so-called “video blindness” occurs,
when the operator is unable to detect some information on the monitor screen. There-
fore, for the effective use of video surveillance systems, it is advisable to automate the
processes of detecting “objects of interest” and “suspicious actions”.

An important issue, which is insufficiently paid attention to in modern research, is
the development of intelligent information technologies for information processing in
video surveillance systems.

The process of automated information analysis in video surveillance systems
includes the following steps: foreground subtraction; selection and classification ofmov-
ing objects; tracking the trajectory of the detected objects; recognition and classification
of actions of “objects of interest”.

The purpose of foreground subtraction is to separate the moving fragments of the
image from the still ones (background). In the second stage, the foreground image
is segmented (compact areas moving at the same speed are detected, which can be
considered as elements of one object). This is followed (if necessary) by tracking the
trajectory of moving objects (tracking). The next step is to identify and analyze the
behavior of the detected objects.

To solve problems at each of these stages, scientists use a variety of techniques. For
example, methods based on background subtraction [2], probabilistic approaches [3],
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mathematical models such as co-occurrence matrices [4], methods of time difference
and optical flux [5], etc. aremost often used to construct the foreground. Also developing
methods of building a background based on the use of neural networks.

There are also a large number of methods for solving the problem of selection and
classification of objects [6]. The videomay contain a number ofmoving objects that have
been separated from the background. These can be people, groups of people, vehicles,
animals, etc. To classify these objects, it is necessary to perform segmentation, i.e. to
separate objects from each other. [7]. The structural and functional scheme of the video
surveillance process with the functions of intelligent information processing is shown
in Fig. 1.

Inmodern video surveillance systemswith the functions of automated video informa-
tion processing, one of the important tasks is detection of moving objects, construction
of their trajectories and analysis of such trajectories. For example, one of the detec-
tors used in modern intelligent video surveillance systems is a conditional line crossing
detector. The logic of this detector is that the operator in the software interface builds a
conditional line crossing of which by certain objects (persons, vehicles, or any moving
objects) is visually (and / or audibly) signalised. To implement the abovementioned task,
it is necessary to solve the following partial tasks: detection of dynamic objects, their
localization, tracking from frame to frame and fixing the moment of crossing of a group
of pixels belonging to the “object of interest” with pixels belonging to the “conditional
line” [8].

An important step in the process of detecting moving objects in the video sequence
obtained from stationary (fixed) VSS cameras is background subtraction. The general
approach is to select parts in the video frame that are significantly different from the
backgroundmodel, i.e. to create a foregroundmask.The simplest background subtraction
algorithm is to use a video frame that does not contain anymoving objects as a reference.

Fig. 1. Structural and functional scheme of the video surveillance process with the functions of
intelligent data processing [16]
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Then, by subtracting the background from the following video frames, we can
detect moving objects. However, in real conditions there are a number of problems
that complicate the process of background subtraction [9] – Fig. 2.

Fig. 2. Problem factors that complicate the background selection process

All the variety of methods and algorithms for background subtraction according to
the theories used [9–14] can be divided into categories based on:

1) basic methods and methods that operate on average and variance values;
2) methods of fuzzy logic;
3) Gaussian processes;
4) non-parametric methods;
5) the use of neural networks, etc.

In [15], a classification ofmethods for detectingmoving objects is proposed:methods
based on interframe difference, calculation of optical flux and background subtraction.

The most common method of detecting moving objects is the background subtrac-
tion, the main idea of which is to subtract the current frame from the pre-formed back-
ground mask – Fig. 3 [16]. This method provides the ability to process video streams in
real time. Creating a background model is to calculate the absolute difference between
the current frame and a predefined still image (Frame Difference) that does not contain
moving objects. This method uses only one previous frame, so it is unable to detect pixel
motion inside a large object that moves evenly and is sensitive to interference such as
camera shake, gusts of wind, treetops, water waves, and so on. In addition, the disad-
vantage of this method is the high sensitivity to the dynamic background and abrupt
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changes in the frame (abrupt changes in lighting, weather conditions, camera shake,
etc.). In the study [16], typical algorithms and methods for selecting dynamic objects in
video sequences were analyzed.

Thus, the authors C. Stauffer andW. E. L. Grimson [17] proposed a method in which
the color distribution of each pixel is represented by the sum of normal distributions of
pixel radiation intensities and each background pixel is described by a mixture of k
Gaussian distributions. Eric Hayman and Jan-Olof Eklundh improved this algorithm
[18] and named it Mixture of Gausian (MOG). The MOG algorithm made it possible
to highlight the background model in the presence of small fluctuations in lighting. But
with abrupt changes in lighting or frame noise, this algorithm erroneously determines
the background model. To solve these problems, the MOG algorithm continued to be
improved by many scientists. The research resulted in improved algorithms MOG-2,
GMM, GMG, TLGMM, STGMM, SKMGM, TAPPMOG and others. For example,
the MOG2 background extraction algorithm is based on the principles of a method
for restoring the background and detecting moving objects from static cameras using
Gaussian mixture models. The improvement of the MOG2 algorithm is that it selects
a certain number of Gaussian distributions for each pixel. This approach allowed to
achieve better adaptability to such a factor as abrupt changes in lighting. The peculiarity
of the GMG algorithm [19] is that it uses the first n frames (according to the authors’
recommendations n = 120) to model the background. The algorithm combines methods
for statistical evaluation of the background model and Bayesian approach to foreground
pixel segmentation. Approximation of approaches such as the Kalman filter bank and the
Gale-Shapley algorithm is also used to solve the problem of tracking dynamic objects.

Fig. 3. Block-scheme of a typical algorithm for detecting moving objects based on background
subtraction methods [16]

ViBe (Visual Background extractor) – a method proposed in [20] is quite simple
in computational terms and fast. ViBe algorithm combines such positive characteristics
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as high speed, quality of selection of moving objects, low resource consumption in
terms of computing. But, despite these advantages, ViBe has a number of disadvantages:
sensitivity to sudden changes in lighting, insufficient level of “suppression” of shadowsof
dynamic objects. The original ViBe algorithm uses the RGB colour scheme. The authors
proposed to use images in grayscale in order to increase the speed of the proposedmethod
in the future.

Based on the analysis of the advantages and disadvantages of existing models and
algorithms, the authors [16] made assumptions about the possibility of using other
color schemes besides RGB, which are characterized by the best photometric invariant
features.

3 Improved Method of Detecting Dynamic Objects in Video
Sequences

Improved method of detecting dynamic objects in video sequences differs from the
original ViBe by using the colour scheme U*V*W*, using double threshold levels and
elements of expert systems theory to eliminate uncertainties in the classification of
pixels, as well as using a dynamic approach to update the background model with the
neighbouring pixels.

According to the analysis of the advantages and disadvantages of colour models
XYZ, I1I2I3, HSI, YIQ, Lab, YCrCb, RGB, HSV, C1C2C3, Opp, Nopp, Copp, Luv,
xyz, YES, CMY, YUV, HSL, UVW, xyY, etc. [16], the assumption was made about the
possibility of using the model U*V*W*, which is characterized by the best photometric
invariant features.

The operation of the algorithm can be divided into the following stages: initializa-
tion of the background model; foreground detection (dynamic objects); updating the
background model [16].

At the stage of initialization of the background model, for each pixel p with coordi-
nates (x, y) a certain number N of its previous values v(p) is allocated. Then, for each
pixel of the current frame, you can build a model:

M (p) = {ν1(p), ν2(p), . . . , νN (p)}, (1)

where v(p) is the pixel p value; v(pi) is the pixel pi value pi; vn(p) is the value of the
n-th pixel.

At the foreground detection stage firstly it’s necessary to check to see if the current
pixel belongs to the background model. To do this, let’s denote the value of the pixel p
with coordinates (x, y) in the current frame as vn(p) and construct a sphere of radius R
around it in the colour space U*V*W*. Then let us determine the number of K values
of v(p) that fall into this sphere. To do this, we need to determine the distance between
two pixels in Euclidean space, and compare it with the value of R:

M�E(ν(pi), ν(pj)) =
{∣∣ν(pi) − ν(pj)

∣∣ > R,∣∣ν(pi) − ν(pj)
∣∣ ≤ R.

, (2)

where v(pi) is the value of the pixel with the coordinates in the current i-th frame; v(pj)
is the value of the pixel with the coordinates in the previous j-th frame.
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The Euclidean distance between v(pi) and v(pj) in the colour space U*V*W* is
represented as follows:

�E
(
ν(pi), ν

(
pj

)) =

√√√√√
(U ∗(ν(pi)) − U ∗(ν(

pj
))

)2+
(V ∗(ν(pi)) − V ∗(ν(

pj
))

)2+
(W ∗(ν(pi)) − W ∗(ν(

pj
))

)2.

, (3)

If the value of the absolute difference between v(pi) and v(pj) is greater than a certain
threshold value R, the pixel is considered a candidate for belonging to the foreground
(belonging to a dynamic object), otherwise - to the background.

A fixed threshold value of R, when applying the algorithm in difficult conditions
(sudden changes in lighting, camera shake, dynamic background, etc.), in our opinion,
is not an effective solution. Analysing empirically the results of experimental studies of
the original ViBe algorithm, we came to the following conclusions:

– if youmanually define a low value ofR, then the background pixels will be determined
only those that have indicators very close to the reference background. At the same
time, we will get a certain number of other pixels that really belong to the background
and were mistakenly identified as belonging to dynamic objects.

– if you manually define a high value of R, the pixels with the indicators “farthest” from
the reference samples will be determined belonging to the dynamic objects.

Thus, it is proposed to apply the dynamic value of the threshold level R. The essence
of the approach is to apply double threshold levels and elements of the theory of expert
systems to eliminate uncertainties in the classification of pixels. Let us denote by Rlow

is the relatively low value of the threshold level, Rhigh is the relatively high value of the
threshold level (Fig. 4). Then, to make a decision, we will no longer have two cases, but
three:

�E(ν(pi), ν(pj)) =
⎧⎨
⎩

∣∣ν(pi) − ν(pj)
∣∣ < Rlow,

Rlow ≤ ∣∣ν(pi) − ν(pj)
∣∣ ≤ Rhigh,∣∣ν(pi) − ν(pj)

∣∣ > Rhigh.

(4)

The next step is to calculate the number of points belonging to the foreground and
the background. Calculations according to formula (4) are performed N times and the
result of the number of matching pixels is obtained, which is denoted by K. Next, the
minimum number of K elements that are candidates for the background is determined
empirically so that the pixel could be classified as background. Otherwise, it is believed
that this pixel belongs to the foreground. In the original ViBe algorithm, the authors
proposed the following rule:

Ni =
{
1 < R K < #min
0 ≥ R K ≥ #min

. (5)

IfK < #min, then the pixel belongs to a dynamic object, otherwise - the background.
In our case, we obtained an interval of uncertainty, falling into which pixel can

belong to both the dynamic object and the background. To decide on an unambiguous



Technologies for Building Intelligent Video Surveillance Systems 475

Fig. 4. Visualization of pixel values ν(pi) and ν(pj) in the color space U*V*W * with threshold
levels Rlow and Rhigh

classification, we use the mathematical apparatus of the Demster-Schaefer theory [21].
According to the main provisions of this theory, the reliability function reflects the sum
of all weights of subsets B of the set A (hypothesis A) and has the following form:

bel(A) =
∑

B⊆A
m(B). (6)

where m(B) is the weight function that reflects the distribution of certainty weights.
The likelihood function is the sum of the weights of the sets B that intersect with the

set A:

pl(A) =
∑

B|B∩A�=∅

m(B), (7)

where bel(A) ≤ P(A) ≤ pl(A), and P(A) the exact probability of the hypothesis A.
Let us denote ARlow as a hypothesis of the correct classification of the pixel belonging

to the background, and ARhigh as a hypothesis of the correct classification of a pixel
belonging to a dynamic object. Then theweight functions of these events can be displayed
as follows:

m
(
ARlow

)
= Klow

K
, (8)

m
(
ARhigh

)
= Khigh

K
, . (9)

m
(
ARlow ∪ ARhigh

)
= K − Klow − Khigh

K
. (10)

To consolidate these weight functions, we will use Transferable Belief Model of
Philippe Smets [22]:

PBet(x) =
∑

x∈A⊆X

m(A)

|A| . (11)
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Having applied this model to the problem of consolidation of these weight functions,
we obtain two functions of Belief Models PBet(ARlow ) and PBet(ARhigh). If PBet(ARlow ) ≥
PBet(ARhigh), the current pixel is classified as belonging to the background, otherwise – as
belonging to a dynamic object.

After the foreground is detected, the background model is updated. If the pixel pi in
the current frame has been classified as background, then the following two procedures
occur:

– first, an element is randomly selected from the set M (p), which is replaced by the
value of the pixel in the current i-th frame ν(pi);

– an element is randomly selected from around the pixel pi, the value of which will also
be replaced by ν(pi).

This ensures the spatial consistency of the background model, because the values of
the background model of one pixel also fall into the background model of neighbouring
pixels. One of the disadvantages of the original ViBe is that in case of the appearance
of dynamic objects during the initialization of the background model, the appearance of
so-called “phantom objects”, which were accidentally classified as a background was
noticed.

In order to remove these artefacts, it was proposed to use a dynamic approach in
updating the background model by means of neighbouring pixels. The essence of the
proposed approach is to build a three-level neighbourhood. It is considered that the
neighbourhood of the control pixel consists of three levels: on the first level it is a circle
of 3 × 3, on the second level it is a circle of 5 × 5, on the third level it is a circle of 7 ×
7.

The implementation of this approach involves the probabilistic selection of the value
of the neighbourhood pixel when updating the background model based on empirically
obtained coefficients (K1

okol = 0.83, K2
okol = 0.11, K3

okol = 0.06) and the application of
an equal law of distribution of random variables within each of the three levels.

4 Results and Discussion

Software-algorithmic implementation of the improved method of dynamic object detec-
tion was developed on the basis of C ++ in Visual Studio 2019. The research was
conducted on test video sequences from the resource ChangeDetection.NET (CDNET),
which are sequences of frames in jpg format with such environmental features as: bad
weather, dynamic background, use in normal conditions (baseline). The proposed algo-
rithm was studied in comparison with the original ViBe, the implementation of which
was obtained from the materials of O. Barnich and M. Van Droogenbroeck [20].

Evaluation of the efficiency of algorithms was performed on such metrics as
“precision”, “recall” and the metric W proposed in [22]. The BGS Library was used
for the experiment. Parameters of the original ViBe: N = 20, R = 20. Parameters of the
proposed improved ViBe: N = 20, Rlow = 8, Rhigh = 25.

According to the indicators obtained during the experimental study, the consolidated
results were formed, which are given in Table 1.
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Table 2 shows the visual results of the study, the analysis ofwhich shows the improve-
ment of the proposed method in bad weather conditions and the suppression of the
dynamic background. The consolidated results of the experimental study (see Table 1)
indicate an improvement in the results of the proposed method compared to the original
ViBe by an average of 6.7%.

Table 1. Generalized characteristics of the efficiency of algorithms

Algorithm Metrics

Precision Recall W

Original ViBe 0.7521 0.6982 0.93321

Proposed method 0,8126 0,7910 0,94185

Visual results of the study (Table 2) allow us to assess the advantages and
disadvantages of the proposed method compared to the original ViBe.

Thus, the use of the U*V*W * colour scheme, which is characterized by better
photometric invariant features than RGB, made it possible to improve the selection of
blocks that have similar colour parameters (gray car on gray asphalt, man in green clothes
on grass, etc.).

With the help of a dynamic approach to the selection of the threshold level R we
managed to partially eliminate the appearance of small artefacts that occurred when
such types of dynamic background as a small movement of trees, trembling leaves,
wave oscillations on water surface. This approach to the selection of the threshold level
R also allows to suppress the noise that occurs due to small displacements of the CCTV
camera or the appearance of “vibration” caused by a strong wind.

Thus, the use of the U * V * W * color scheme, which is characterized by better
photometric invariant features than RGB,made it possible to improve selection of blocks
that have similar color parameters (gray car on gray asphalt, man in green clothes on
grass, etc.).

Using a dynamic approach to the selection of the threshold level R helped to partially
eliminate the appearance of small artifacts that occurred when such types of dynamic
background as a small movement of tree crowns, trembling leaves, wave oscillations on
the water surface. This approach to the selection of the threshold level R also allows you
to suppress the noise that occurs due to small displacements of the VSS camera or the
appearance of “vibration” in strong gusts of wind.

During the experiment the values of the probability coefficients of the neighboring
level were empirically selected. The optimal values of the studied test sets of video
sequences were the values K1

okol = 0.83, K2
okol = 0.11, K3

okol = 0.06. However, fixed
values of probability coefficients are optimal only for these sets of video sequences, and
in our opinion, for greater versatility of the proposed method, it is advisable to continue
research on the implementation of a dynamic approach to the choice of these coefficients.
Also, one of the ways to improve the proposed approaches is to study other methods
for selecting the threshold levels Rlow ta Rhigh to decide on a unique classification in
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addition to the mathematical apparatus of the Demster-Schaefer theory. Since, when
transforming from the RGB color scheme to U * V *W *, the color components change
disproportionately, so it would be advisable to investigate the influence of the angular
parameters of the studied pixel on the values of the threshold levels Rlow and Rhigh..

The application of the above approaches negatively affected the performance of the
algorithm. However, the speed of processing frames with a resolution of 320× 240, 720
× 576 and 720 × 480 is sufficient for real-time operation.

Table 2 Comparative analysis of the operation of algorithms for testing video sequences

The frame under study Reference frame
The frame obtained 
using the original 
ViBe algorithm

The frame obtained 
using an advanced ViBe 
algorithm

5 Conclusions

The chapter presents an improved method of detecting dynamic objects in video
sequences based on the ViBe algorithm.

The scientific novelty of the obtained results is the development of an improved
method for detecting dynamic objects in video sequences, which is based on the ViBe
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algorithm. Improvements were made by using the U*V*W* color scheme, using double
threshold levels and elements of expert systems theory to eliminate uncertainties in pixel
classification (mathematical apparatus of Demster-Schaefer theory and a transformable
confidencemodel developed by Philippe Smets), and using a dynamic approach in updat-
ing background model due to neighboring pixels. In order to implement the proposed
solutions and confirm the effectiveness of these approaches, an experimental study of the
proposed method in comparison with the original ViBe was carried out. The experiment
was performed using test frames from a set of CDNET in various variants of the environ-
ment, which is as close as possible to the actual application in video surveillance systems
and with different variants of resolution. The consolidated results of the experiment on
the metrics “precision”, “recall” and the author’s metric W proposed in [6] indicate an
improvement in the results of the proposed method compared to the original ViBe by
an average of 6.7%. The obtained visual results of the study are the best in terms of
segmentation of dynamic objects, in bad weather conditions and during suppression of
the dynamic background.

The disadvantages of the proposed method include the reduction of speed, which is
uncritical and allows it to be used in software systems in real time.
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Abstract. This paper considers an important scientific and applied task of identi-
fying irrelevant andunreliable informationonweb resources,which is an important
area of development and implementation of methods of data mining. The analysis
of modern methods and means of estimation of irrelevant and unreliable infor-
mation from the point of view of estimation of information sources is carried out
and the basic problem directions which arise in the course of their functioning are
allocated.

A system of indicators for filtering unreliable and irrelevant information,
which is obtained on the basis of several sources, is proposed. Based on this
system, a method of checking information from web resources for relevance and
reliability has been implemented. This approach is based on the possibility of
using a predefined resource, the data from which are only reliable.

A method of detecting inaccurate and irrelevant information has been devel-
oped, taking into account the peculiarities of its distribution through relevant
pages in social networks and the use of multitasking classification of information
obtained from various data sources.

The proposed intelligent data processingmethods togetherwith othermethods
of intellectual analysis used to evaluate information obtained from the Internet,
will significantly increase the efficiency of the process of establishing irrelevance
and inaccuracy of information, and will build an assessment of a particular web
resource for publishing and disseminating such information.

Keywords: Irrelevant and unreliable information · Web-resource · Information
source · Social networks

1 Introduction

Detection of irrelevant and unreliable information is an important element in the process
of information awareness and acceptance. The large amount of information disseminated
through the Internet requires its comprehensive evaluation, and this in turn also raises
the question of evaluating the relevant information source [1–3].

Unlike printed materials, such as books and articles, web pages do not have to meet
standards of quality, accuracy and statistical reliability. This lack of quality control
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creates particular problems for establishing the appropriate level of trust [4], within
which it is necessary to evaluate each web page for accuracy, reliability, relevance and
objectivity [5].

On the Internet, each website address has a domain as part of the address, which
allows you to identify the owner of the website. A domain or its membership in a trusted
zone can be a quick way to evaluate the quality of a web resource before you visit it.
Typically,.edu,.gov, and.org aremore likely to have better information than.comdomains
[5–7].

This paper implements the procedure for assessing the reliability and relevance of
information from a particular web resource. The use of such a procedure also allows for
a general assessment of the relevant information source for reliability and relevance.

2 Analysis of Research and Publications

Most publications on this topic focus on the use of methods of intellectual analysis [2,
3, 5, 8], namely artificial neural networks, decision trees, the use of symbolic rules in
constructing the resulting characteristics, rules, approaches based on the methods of the
nearest neighbor, the method of reference vectors, Bayesian networks, linear regression,
methods of correlation-regression analysis; methods of cluster analysis, in particular
hierarchical and non-hierarchical methods of cluster analysis [8], methods of searching
for associative rules, apriority method; methods of limited or partial search, genetic
algorithms in the framework of evolutionary programming, various methods of data
visualization [2]. Most of these methods have been implemented in the framework of
artificial intelligence [4–7]. Within the framework of data mining there are several key
problems that require a solution based on the specifics of the subject area inwhich they are
formed [7–9]. Such tasks include the following: classification, clustering, forecasting,
association, visualization, analysis of detection of deviations, evaluation, analysis of
relationships, summarizing [2, 4, 7–11].

At the same time, the specifics of information that accumulates on the Internet, or
obtained from it, requires the implementation of additional approaches that can be easily
implemented and programmatically interpreted within a given subject area [12–14].
Especially relevant is the direction of development of methods of information analysis
for relevance and reliability [15–18].

3 Statement and Solution of the Problem

Checking web resources for out-of-date and inaccurate information manually is time
consuming. Such verification of inaccurate information does not scale according to
the amount of newly created information, especially when an organization has several
resources, including resources in different social networks. The use of tools aimed at
automating such verification, or the partial use of automatic verification methods are
mainly based on the automation of information retrieval processes, natural language
processing methods, machine learning, graph theory [5, 6, 11].



An Ontological Approach to Detecting Irrelevant and Unreliable Information 483

In general, the relevant information can be presented by the following cortege [11,
13, 15, 19, 20]:

Kw = 〈S,P,O〉, (1)

where Kw – relevant information, S – subject area, P – predicate (relationship of the
object to the subject area), O – object in subject area.

For example, let’s consider the following information resource, which contains news
on theofficial Facebookpageof theMinistry of InternalAffairs: «TheMinistry of Internal
Affairs of Ukraine (MIA) is the central executive body». In this block you can select the
following information blocks:

Kw = 〈MIA, is, central executive body〉 (2)

Most known means of automatic retrieval of information are based on the presented
(1) and its corresponding interpretation.

The data is extracted from open sources, which belong to one category or group
of relevant media resources of an institution or organization [19–21]. Then there is the
search of non-relevant information and construction of the system for its classification.
This process often involves the extraction of data or the corresponding relationship
between them. Data mining can be classified as data mining from a single source or
open source [22–24]. One source of data extraction is mainly based on a relatively
reliable resource (for example, the official website of the institution).

This method of obtaining relevant information is relatively effective, often leading
to the establishment of incomplete information, as it depends on the level of content or
relevance of the posted content.

Searching for current news based on data from several open sources is less effective,
but will significantly expand the formation of complete and reliable information blocks.

We form the following sets:

At ∈ Kw, (3)

BaseAt = {At}, (4)

Base Relation = {BaseAt,RelationAt}, (5)

where At - represents a piece of data that has been verified; BaseAt - represents a set
of verified data; Base Relation - represents a set of connections between entities, which
are described by the corresponding relations RelationAt.

In order to form a database with real news, which is obtained on the basis of several
sources, they need to be further filtered, taking into account the following features:

Redundancy of the presented data in one context (for example, Kw =
〈MIA, is, central executive body〉) and

Kw1 =
〈
Ministry of Internal Affairs, is,

central executive body

〉
(6)

Kw1 will be redundant because «MIA» and «Ministry of Internal Affairs» corre-
spond to the same entity;
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– Invalidity - an indicator that depends on a specific time interval, for example, Kw =
〈Ministry of Internal Affairs, Ministry, Ukraine〉 irrelevant information and should
beupdated.Oneof the options to overcome this problem is to present datawith a certain
set of time characteristics or to expand the obtained set by establishing additional state-
ments. Contradiction of the provided data (for example Kw = 〈MIA, address, Kyiv〉)
andKw = 〈MIA, address, Kharkiv〉) are conflicting data that require further analysis);

Web-resource (the complexity of identifying the resource to the trusted area within
a given subject area). The authenticity of a resource can be established, for example,
by the fact that its address belongs to a trusted zone; Completeness - the availability of
information obtained from resources does not always allow to establish its reliability.

3.1 The Procedure for Checking Information fromWeb Resources for Relevance
and Reliability

To assess the falsity of information posted on web resources, it is necessary to compare
the data obtained and presented using the relationship (1) with the information obtained
from reliable sources.

Typically, the data validation procedure for the cortegeKw = 〈S,P,O〉 is to estimate
the possibility that the boundaries denoted by the predicate P are formed taking into
account the affiliation of S to the node representing O in the set BaseAt. In particular,
this process can be described using the following steps, which are presented by used
scheme on Fig. 1.

Fig. 1. The scheme of analysis of information from web resources using indicators to assess the
reliability of information

1. The location of the essence. Topic S, as well as objectO, must first match the element
of the set of valid data in BaseAt, which represents the same entity.
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2. Check the relationship. The information described by (1) is not considered non-
relevant information if the boundary is indicated by a predicate from the element
representing S to the element representing O, exists in the plural of descriptions of
BaseRelation relations. Otherwise, the information is considered fake, or in need of
further clarification.

3. Establishment of relevant data. When Kw = 〈S,P,O〉 is not included in the set
BaseRelation, the probability for the boundaries of the entity, which is denoted
by a predicate within a certain subject area can be determined using the semantic
proximity index [15, 16, 25–29], which allows a pairwise evaluation of elements
from the set 〈S, P, O〉, which are in semantic relations (synonyms, hyper-hyponymic
relations, associativity), and zero values for all other pairs. Consider the specifics
of the described verification process. Assume that the information block verified
on the official resource can be represented as a formalized set of statements Kw =
〈si, pi, oi〉, i = 1, 2, . . . n. Set WBaseAt is based on verified data sets stj, ptj, otj, j =
1, 2, . . .m.

Checking the information blocks that are placed on the adjacent to the studied
resource will be reduced to the construction of Fa functions with the found authen-
ticity indicators Af i ∈ [0; 1] for each block 〈si, pi, oi〉, comparing them in pairs with
〈stj, ptj, otj〉 taking into account the description of the relationship with Base Relation :

Af i = 1, if the block is verified as authentic;

Af i = 0, if the block is verified as non − authentic.

The overall indicator of the authenticity of the news Af will be defined as the
aggregate value of all Af i:

Fa : (si, pi, oi)
WBaseAt→ Af i (7)

Af = O(Afi), ∂ei = 1, . . . n, (8)

where O – the aggregation function is selected (for example, weighted average).
The information to be checked is relevant data provided Af = 1, and id Af = 0 the

mentioned news are completely unreliable:

Fa((si, pi, oi)WBaseAt) =
= P(limit pi,which connects si and oi inWBaseAt),

(9)

where P – probability of conformity si, oi to reliable data stj, otj inWBaseAt .

si = argmin
stj

[
U

(
sj, stj

)]
< θ, (10)

oi = argmin
otj

[
U

(
oj, otj

)]
< θ, (11)
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where U– the distance between two elements of the corresponding entities, which can
be calculated using the Jakard distance formula [15, 16, 30, 31].

The value of U will reflect the identification of two entities, for example, if
U (oi, oi+1) = 0, then oi and oi+1 are the same entities.

As a result, we obtain a set of extracted data and a set of verified reliable data. One of
the main problems in constructing a set of reliable data will be the source (sources) from
which this data can be obtained. As a suitable source can be used a predefined resource,
the data from which are only reliable.

3.2 A Method of Verifying Information from Web Resources Based
on the Analysis of Data Obtained from Social Networks

Detection of unreliable information, taking into account the peculiarities of its dissemi-
nation through the relevant pages in social networks, can be implemented using methods
of analyzing the structure of information in the process of their dissemination or duplica-
tion. Detection of irrelevant information based on its dissemination can be formulated as
a task of multitasking classification of information obtained from different data sources.
The input data of this method of distribution can be an ordered set, the elements of
which are information blocks and the corresponding indicators of their identification
(time, source, profile).

Such an ordered set can be represented through a tree-like structure, which, taking
into account the relevant indicators, fixes the degree of dissemination of certain informa-
tion through social networks. The root element of such a structure identifies the source
fromwhich the informationwas originally taken, and other nodes represent the userswho
disseminated the information, given their relationship to the parent source (for example,
the organization’s official social network page and user pages or just “friends”).

The assessment of the reliability of information disseminated through the relevant
profiles in social networks can be done by taking into account the power of the set or by
assessing them through time characteristics.

Figures 2 and 3 illustrate the assessment of the reliability of information obtained
through social networks using the above assessment methods.

The main criteria used when using iterative set estimation are:

– number of iterations - the maximum number of iterations in which the information
blocks were distributed;

– width of the iterative step - the number of sources of information within the iterative
step;

– dimensionality - the total number of sources of information through which dissemi-
nation takes place;

Figure 3 shows the time-dependent process of forming the elements of the sets. The
following indicators were used for this:

– period of existence of the information element - the time during which the information
was disseminated through the relevant information sources;



An Ontological Approach to Detecting Irrelevant and Unreliable Information 487

Fig. 2. The scheme of calculation of reliability of the information on the basis of an estimation
of processes of formation of elements of sets

– real-time mode - the number of sources of information that disseminated information
at a certain time;

– number of sources of information dissemination - the total number of sources of
information through which dissemination takes place;

Fig. 3. The scheme of calculating the reliability of information based on the analysis of time
characteristics of the formation of elements of sets
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The difficulty of applying this method of determining reliable information is the
increased number of nodes at each stage of the iteration, for example, due to the large
number of active users belonging to the root node. In addition, you often have to filter out
additional metrics that can build up at each iteration. In the general case, the reliability of
the information will be determined based on its proximity to the root distribution node,
taking into account the current time characteristics.

4 Experiments

Based on the proposed approach, a number of experimental studies were conducted.
The essence of these studies was to assess the information of the web resource of the
Ministry of Internal Affairs of Ukraine (https://mvs.gov.ua/) and the relevant sources of
information that are fully linked to it, partially or not. Figure 4 shows a diagram that
shows the results of the evaluation of the relevant sources of information, taking into
account the parameters at each iterative step.

Fig. 4. The scheme of assessing the reliability of information based on iterative and temporal
characteristics on the example of data obtained from the resource https://mvs.gov.ua/

As a result of expert assessment with elements of the use of automated tools for
content analysis, the reliability of information was assessed on the basis of indica-
tors of context-semantic analysis, and the construction of appropriate weighted average
estimates of O(Af ). The corresponding results are shown in Table 1.

As a result of the assessment of resources on the basis of the indicators described
above, a generalized assessment of the reliability of the source was carried out, in
accordance with the proposed assessment scale (Table 2):

⎧⎨
⎩

if 0 ≤ O(Af ) < 0.5 then − Invalid source(low reliable)
if 0.5 ≤ O(Af ) < 0.75 then − Medium reliable of source

if 0.75 ≤ O(Af ) ≤ 1 then − High reliable of source
(12)

Reliability assessment was performed on the basis of an aggregate assessment of
each information source. As a result, it is established that on two information resources,
the information that is disseminated can be considered reliable, and on two - partially
reliable.

https://mvs.gov.ua/
https://mvs.gov.ua/
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Table 1. The results of assessing the authenticity of web resources

Indicators Web resources

https://mvs.
gov.ua/
(reliable
source)

https://
www.fac
ebook.
com/mvs.
gov.ua

https://
www.fac
ebook.
com/ole
ksandr.tyk
honov

https://
www.ins
tagram.
com/mvs
_ua/

https://
www.ins
tagram.
com/pol
ice_ber
ezovka/

Indicators for
assessing the
reliability of
information

Redundancy 1.000 0.972 0.515 0.950 0.795

Invalidity 1.000 0.879 0.625 0.855 0.654

Contradiction 1.000 0.915 0.500 0.915 0.596

Inaccuracy 1.000 0.900 0.650 0.900 0.545

Completeness 1.000 0.875 0.500 0.795 0.750

The overall
indicator of
the
authenticity of
the resource
O(Af )

1.000 0.908 0.558 0.883 0.668

Table 2. The results of assessing the authenticity of web resources

Evaluation
parameters

https://mvs.
gov.ua/ (reliable
source)

https://www.
facebook.
com/mvs.
gov.ua

https://www.
facebook.
com/oleksa
ndr.tykhonov

https://www.
instagram.
com/mvs
_ua/

https://www.
instagram.
com/police_
berezovka

Author Press center Press center Tykhonov Press center District
Police
Department

Date of
publication
(distribution)

30.04.2021 30.04.2021 02.05.2021 30.04.2021 01.05.2021

Reliability of
the source

High High Medium High Medium

Source
registration
date in the
trusted domain

– 20.09.2016 31.10.2020 21.09.2020 30.09.2020

Degree of trust High High Medium High Medium

Reliability
assessment

– High Medium High Medium

https://mvs.gov.ua/
https://www.facebook.com/mvs.gov.ua
https://www.facebook.com/oleksandr.tykhonov
https://www.instagram.com/mvs_ua/
https://www.instagram.com/police_berezovka/
https://mvs.gov.ua/
https://www.facebook.com/mvs.gov.ua
https://www.facebook.com/oleksandr.tykhonov
https://www.instagram.com/mvs_ua/
https://www.instagram.com/police_berezovka
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5 Conclusions

The paper considers the features of the process of evaluating information for relevance
and reliability. The lack of appropriate approaches, which are easy to use and imple-
ment, prompted the development of an appropriate system of indicators and methods for
assessing inaccurate and outdated information. The use of the methods proposed in this
work allowed to increase the degree of recognition of the source of information for the
placement of irrelevant and inaccurate information.

The created methods are software implemented as an add-on to existing solutions
within individual softwaremodules and can be effectively used to assess the reliability of
information. The effectiveness of the proposed methods was confirmed experimentally
on the example of evaluation of web resources.
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Abstract. The chapter proposes a new approach to estimate the quality of train-
ing datasets for convolution neural networks with deep learning. It is shown that
the accuracy of image classification depends on the following parameters such as
completeness, imbalance, uniformity of coverage of feature vectors, data compact-
ness and particular class accuracy. A comparative assessment of the dependence
of the training time of the model on the sample size of the proposed approach is
carried out in comparison with VGG net, Alex net, CNN ensemble, Google net. It
is established that theminimization of the Kulbak-Leibler distance allows forming
the parameters of the training sample with much lower computational costs and
a more compact representation of the feature space. This allows creating highly
efficient information systems that carry out the process of classification of big data
with high accuracy.

Keywords: Deep learning · Quality estimation · Big data · Training sample ·
Computational costs

1 Introduction

In recent years, there has been an exponential growth in the amount of digital information.
As of 2020, about 40–44ZBof informationwere generated.However, it is known that not
all accumulated big data contains useful information. This stimulates the development of
modern information technology for processing, analyzing and interpreting large amounts
of data in real time. Data processing allows to quickly structure the information, their
analysis opens up the possibility of identifying random patterns, which cannot always be
effectively classified or predicted.All this together opens up awide range of opportunities
for the use of big data, from modern info communication systems of the new generation
5G, to the problems of protection and preservation of the environment.

Machine learning methods based on the collection and analysis of big data have been
widely used in various fields of human activity. Currently, there is a steady trend that
artificial intelligence systems are increasingly displacing traditional approaches that are
based on heuristic decision-making methods.
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This is due, the fairly rapid development of computing tools, video controllers on
the one hand and on the other hand the availability of a large amount of data for machine
learning. Obviously, there are important circumstances that complicate or prevent the
effective use of such intelligent systems. The main reason, in our opinion, that prevents
this is a difficulty in obtaining a representative training sample in which data processing
and classification will be carried out with high accuracy and in real time.

In machine learning tasks, there is a relationship between the amount of data used
to train the model and the subsequent accuracy of its work on both test and validation
data. This is most often appears in the problem of lack of data to create a quality training
sample [1]. A representative training sample is largely responsible for the correct training
of the model in the classification.

There is no universal approach that would give an unambiguous answer to the ques-
tion of how much data is needed and what size is needed to train a particular model with
predictable accuracy.

As a rule, the data in the training sample form a vector of features of a given length.
Using statistical methods and elements of cluster analysis, it is possible to estimate the
quality of the training sample [2]. There are a number of works on data evaluation in the
case of using classical models for their classification [4, 5]. However, these approaches
are used to work in the feature space [6]. To a large extent, the result of assessing the
quality of the sample primarily depends on the process of finding features, which is often
heuristic in nature and not amenable to strict justification.

There are a large number of applications where the objects of analysis are images,
such as remote sensing, robotics, biometric authentication and others [7–10]. The infor-
mation in the form of images is more difficult to generalize and requires intermediate
stages of processing such as their improvement bypre-processing, aswell as the construc-
tion of invariant system of features to affine transformations. Without these intermediate
stages of data processing, it is almost impossible to assess the coverage of classes in the
feature space and as a result to make assumptions about the adequacy and quality of the
training sample for testing a particular model. One of such effective methods of solving
this problem is the use of convolutional layers of the neural network, which generalize
the choice of features in the image and reduces them to the learning process [11, 12]. It
is known that the main tool for establishing the representativeness of the training sample
in deep learning for a long time used the so-called learning curves. With their help, it is
possible to estimate the quality of the training sample not directly, but through its impact
on a particular model under training [13]. However, the most accurate approach to the
evaluation of the training sample is based on methods that combine the information of
the trainedmodelwith a posteriori data [14]. This approach is highly reliable and inmany
works is taken as a reference. Its disadvantage is the high computational complexity,
which imposes limitations on the efficiency of evaluation. For example, the quality of
images strongly influences the informativeness of the training sample, which is formed
on the basis of these images [15].

Remote sensing of the Earth’s surface involves the acquisition and analysis of large
amounts of data generated by high-resolution optical and infrared scanners placed on
spacecraft or drones. These data are usually presented in the form of large imagematrices
of 10000 × 10000 pixels in grayscale. Applied remote sensing tasks involve building of
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automated methods for classifying objects of interest, which leads to the emergence of
large databases that can be used for deep learning [16, 17]. Training neural networks is a
computationally complex process that does not always give the desired result. According
to research, the process of correct training of the neural network strongly depends on the
properties of the training sample, namely how well it represents a set of discriminatory
features.

Experiments on training samples show that it does not make sense to have large
amounts of data if their quality is poor. Under the quality of the data we will understand
the complex characteristics that describe the properties of the data that perform the
task, namely: compactness of presentation, imbalance, class consistency, class deviation
within the sample and accuracy.

Based on this, there is a need to carry out a preliminary assessment of the training
sample, and this leads the need to develop approaches for estimating the quality of the
training sample [18, 19].

The essence of the proposed approach involves a preliminary assessment of the
training sample quality based on the above-mentioned components. We will always
have only two cases when preliminary estimation of the sample quality will have an
effect:

– If the training sample is not very informative, then training the model will not give
the expected result. Therefore, such a sample will be supplemented in such a way as
to correspond to the complex quality characteristics;

– If the training sample is redundant, the training process of themodel is computationally
complex, and reducing its redundancy will not significantly affect the accuracy of
training, but can significantly reduce training time.

This approach allows making a preliminary assessment of the properties of the train-
ing sample before training the neural network in this sample. As a result, we optimize
the total time spent on the creation of the training sample, its building and evaluation,
as well as make it possible to automate the process of creating a quality training sample
for arbitrary classification models.

2 Reduction of the Data Dimension

The procedure of reducing the dimensionality of the data is illustrated by the example
of processing a database containing images obtained by remote sensing. If the input
database is denoted as X = {x1, x2, ..., xn}, where x1, x2, ..., xn - is the vector of features
of individual images with a length of 4096 samples, the database of significantly reduced
dimension will be written as M = {m1,m2, ...,mk}, where M << X .

In the proposed approach to determine the quality of the image database in the role
of a feature generator is proposed to use a multilayer convolutional network, which train
to generate image features. It is obvious that the architecture and the number of layers
of the network will depend on the type and number of images. Therefore, we will use
the VGG architecture, which is shown in Fig. 1.
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Fig. 1. VGG convolution network architecture

It has a simple uniform structure of sequentially arranged convolutional and com-
bining layers; the depth of the architecture is 16 layers. The operation of the network in
the mode of the feature generator is balanced, and the filters effectively capture useful
features [22]. Another positive advantage of such a structure is the ability to perform
training only once for a large enough sample to train convolutional filters and apply the
calculated coefficients without the need for retraining.

The convolutional layers output the data as a three-dimensional array of values,
where the slice in the third coordinate corresponds to the filter used by the input of the
next layer. The information represented by fully connected layers at the network output
is a combination of characteristics that were generated by the previous layer. Based on
this convolution can be written as:

conv(al−1,Zn)x,y = ψ l(
∑nl−1

H

i=1

∑nl−1
W

j=1

∑nl−1
C

k=1
Zn
i,j,ka

l−1
x+i−1,y+j−1,k + bln), (1)

where, nH , nW are the size of the image in height and width; nC is the number of image
channels; Z is the filter, which in this case has a square shape; a is the size of a specific
network layer; b is the initial threshold; l is the dimension.

Pre-selection of image features is needed to optimize a large amount of data that
are in the input image database. Then, with the help of combination characteristics, it is
possible to increase the discriminatory properties of features in the feature space.

The goal of dimensionality reduction is to preserve a high-dimensional data struc-
ture in a reduced-dimensional space. The classical dimensionality reduction approaches
include principal component analysis (PCA), which is a representative of linear meth-
ods and is aimed at obtaining low-proportional representations of data that differ from
each other. It was found that classical approaches cannot fully represent the local and
global data structure. Therefore, it was proposed to use probabilistic approaches to data
reduction based on the Kullback-Leibler distance (KL) [23].
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As the similarity between the vectors of features responsible for individual images
xi and xj, we take the conditional probability pi|j, written in the form:

pi|j =
exp(

−‖xj−xi‖2

2σ 2
j

)

∑
n
exp(

−‖xj−xn‖2

2σ 2
j

)

, (2)

where σ 2
j is the variance is localized in near xj.

Obviously, a similar conditional probability expression can be written for data mi

and mj in a reduced dimension:

qi|j = exp(−∥∥mj − mi
∥∥2)

∑
k
exp(−∥∥mj − mk

∥∥2)
. (3)

If in the reduced dimensionM correctly reflects X , then the conditional probabilities
will be proportional. In this case, the task is to find a low-dimensional representation of
the data while minimizing the differences between pi|j and qi|j. The measure of KL is
such a measure that indicates how different one distribution is from another. In our case,
the probability distributions P and Q are discrete and definite in the same probability
space, then the objective function will take the form:

∑

j

DKL(Pi||Qi) =
∑

j

∑

i

pi|j log pi|j − pi|j log qi|j. (4)

We will minimize this expression using numerical gradient methods that need to be
initialized with initial values. In this case, random values from near origin are selected.

With the described approach it is possible to reduce the dimensionality of the data
based on the established conditional probability of pairwisemetric distances. This allows
moving to the building a quality features of the database with much lower computational
costs and a compact feature space representation.

According to the proposed method the quality estimation of the training sample is
carried out on the basis of all sample data, and then thinning and revaluation. Thinning
of the sample is realized randomly, and in the presence of additional information it
is possible to extract both redundant data and those that make noise in the learning
process. The reduction of the training sample is justified only to the moment when its
representativeness begins to decline (Fig. 2).
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Fig. 2. Block diagram of the training sample reduction method

3 Database Estimation

A good quality training sample for deep learning will be considered a set of data that
in the process of training the network provides the desired level of interpretation or
classification in real time. Quantitative assessments of the training sample are embed-
ded in the data structure itself. The peculiarities of the data structure primarily include
their clustering properties, overlap and imbalance of classes [22, 24], sparse data [25],
compactness of representation and representativeness.

Wewill quantify this data. One of the informative parameters is completeness, which
is characterized by the percentage of data that includes one or more values. A charac-
teristic feature for completeness will be the average deviation of the class within the
sample, which will be calculated according to the following expression:

σavg = exp

(∑N

c
(
1

N
− Kc

K
)2

)
, (5)

where N is the total number of classes, Kc is the number of components belonging
to a particular class, c is the serial number of a particular class. K is the total number of
components.

An important requirement is that, first of all, the most informative data should be
checked first, since the quantitative assessment of completeness practically does not
depend on unimportant data.
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The secondmost important assessment is the unevenness or imbalance of the training
sample by classes, which will be determined by the following relation:

U = 1

(N − Kc)2

∑N

c

(
Kc − K

N

)
. (6)

It should be noted that if the unevenness indicator show a large imbalance, then
this indicates that a particular class is represented by a significantly smaller number of
feature vectors and in the process of the neural network training, it is ignored or treated
as noise.

Intrinsic features of the training set include the uniformity of coverage of feature
vectors in the feature hyperspace. Then the third quantitative estimate takes the following
form:

E = 1

K2

∑K

i

∑L

d=1

∑N

c=1
exp

((
xd − 1

2N
(2r − 1)(max(xi,c) − min(xi,c)

)2
)

.

(7)

where r is the coverage ratio.
In the course of a series of experiments, it was found that the uniformity of feature

vector coverage in the feature hyperspace is inversely related to the clustering properties
of the training sample.

Since the clustering analysis of the training sample is a computationally complex and
time-consuming process it is proposed to replace it with a property of data compactness
representation in the feature space. This quantitative feature is directly proportional to
the clustering properties of the training sample and quite accurate marker that indicates
the simplicity of constructing a classifier in the process of training a neural network:

G = 1 −
∑N

c=1
∑N

d=1
∑K

i=1 (xi,c − xi,d )

(K2
c − Kc)

∑N
i=1 (max

c
(xi,c) − min

c
(xi,c))2

. (8)

The next parameters for evaluating data are accuracy, which reflects how well the
data describes a particular class, what it identifies, and consistency, which shows how
well the data fits with the object it describes.

In addition, during the verification of the input data, the presence of duplicated data
on the learning process was found to have a negative impact, which subsequently leads to
an imbalance. This includes the cases of the presence in the training set a several records
of the same feature vector, as well as cases when the feature vectors are very close to
each other. Therefore, when such a case occurs during the preliminary assessment of the
training sample, it is advisable to localize and remove this data.

The building of features that are invariant to a specific training set will allow using
a set of these features for a preliminary assessment of the quality of the training set
without performing the computationally complex process of training a neural nework.
The proposed approach will make it possible to correct the already existing training
sample by significantly reducing it, which in turn will reduce the network training time.
The simplest option for reducing the training sample is to randomly extract data after
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each step of checking it for representativeness. A more difficult but accurate option for
reducing the training sample is to remove redundant data that introduce noise into the
training process.

Fig. 3. Dependence of the proposed quantitative estimates on the training sample size

As a result of the application of the main quantitative estimates to determine the
quality of the training sample, the plotted dependences are shown in Fig. 3. The training
samplewas created on the basis of the synoptic base for the study of cloudiness of images.
Curve 1 - displays the dependence of the characteristics of the class deviation within the
sample, 2 - the dependence of the imbalance characteristics, 3 - the dependence of the
characteristics of the compactness of the representation of classes, 4 - the dependence
of the characteristics of the consistency of classes depending on the size of the training
sample. As it can be seen, three of the four curves increase with an increase in the number
of elements of the training sample. This property allows setting a threshold at which the
training efficiency of the neural network remains at the desired level.

4 Estimation of the Training Sample Quality

As a result of numerous experimental studies, a relationship was established between
the set of characteristics obtained from the training sample described in the previous
section and the classification probability of a deep learning model trained on the same
training sample. Based on this, an assumption was made about the correspondence of
the set of characteristics of the training sample to the possible recognition probability,
which can be achieved by the deep learning model as a result of training on the same
sample.
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One of the options for establishing the relationship between the characteristics of the
training sample and the probability of training is to use linear regression, in this case,
multiple linear regression in a multidimensional space, since we are working with a set
of a number of characteristics. This will make it possible to obtain an integral estimate,
which, with some probability, will describe the quality of a particular sample.

Fig. 4. Block diagram of training set quality estimation

The characteristics of the training sample are well described by a regression model
of the linear type, whichmakes it possible to use this approach to pre-estimate the quality
of an arbitrary training sample.

According to the proposed approach, the evaluation of the training sample is carried
out on the basis of all sample data. After that, the training sample is gradually thinned and
re-evaluated. Thinning of the sample, in the simplest case, is implemented randomly, and
in the presence of additional information, can remove redundant data that make noise in
the training process. And this limit is set by the proposed approach, which is presented
in the form of block diagrams in Fig. 4.
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To test the proposed approach, a training base for equipment error research with a
total size of 95,000data tapeswas used.The test consisted of the simultaneous application
of a regression model to assess the predicted result of the classification accuracy and the
full cycle with the training of the deep learning model and the assessment of the actual
accuracy. The test results are shown in Table 1.

Table 1. The probability of correct classification of the model trained on the basis of training
samples and with the help of evaluation based on the proposed approach

The size of the training
sample

Evaluation using the proposed
approach

Probability of correct
classification %

95000 96 94

90000 95 94

85000 96 94

80000 94 94

75000 93 93

70000 91 94

65000 89 91

60000 87 90

55000 81 83

50000 78 81

45000 77 74

40000 71 73

35000 67 65

30000 61 58

25000 55 51

20000 52 49

15000 50 46

10000 43 38

5000 37 33

As can be seen from Table 1, the evaluation using the proposed approach shows the
results comparable with those corresponding to the results of the real neural network
trained in the test training sample. Some difference in the results is due to the fact that
the regression linear model used for evaluation was created based on the results of the
classification probabilities of another model of deep learning with a different structure
and number of internal parameters (Fig. 5).

Individual deep learning models give different results for the probabilities of correct
classification when trained on the same training set. In turn, the proposed approach is
based on the results of the model chosen as the standard. Table 2 shows the results of
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Fig. 5. Estimating the probability of correct classification depending on the size of the training
sample for the proposed and standard approaches

comparing the probabilities of correct classification of such deep learning models as
VGG16, Google network, Alexnet, proposed by the approach. All models studied on
the basis of Cifar-10 images with different sizes of training subsamples. The results
confirm the effectiveness of the proposed approach, which makes it possible to make
a preliminary assessment of the training sample, and detects when its further increase
does not lead to an increase in the results of the correct classification.

Table 2. The probability of correct classification ofmodels trained on the basis of training samples
Sifar-10 and by evaluating the proposed approach

The size of the training
sample

Evaluation using the
proposed approach

VGG16% Alexnet% Google network%

40000 93 92 84 98

35000 91 92 83 98

30000 88 92 83 98

25000 84 91 81 97

20000 79 90 78 97

15000 75 84 76 95

10000 70 81 63 93

5000 64 72 61 85
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An important characteristic of deep learningmodels is the training time in the training
sample. The dependences of the learning time of deep learning models on the size of the
training sample are shown in Fig. 6.

Fig. 6. Dependences of training time of deep learning models and the number of training sample
images (1- proposed approach, 2- VGG net, 3- Alex net, CNN ensemble, Google net)

When evaluating the quality of the training sample, the computational complexity
and estimation time are important. From Fig. 5. it is seen that the time of evaluation
of the training sample by the proposed approach is more faster than direct evaluation
after training, because the learning process of the deep learning model is computation-
ally complex, and the proposed approach requires only the selection of features. The
experiment used a core i5 processor, 16 GB of RAM and Nvidia GTX 1060 graphics
accelerator.

5 Conclusions

Anewmethod for estimating the quality of the training sample of large databases has been
developed. The method is based on the assumption that the quality of the training sample
can be represented by a set of a finite number of characteristics, each of which describes
certain properties of the data. Establishing a relationship between the characteristics of
the training sample and the accuracy of the classifier trained on the basis of this sample
is carried out using a linear regression model.

It is shown that the quality of the training sample in the classification of large
databases can be effectively determined by calculating, analyzing and comparing the
following sample parameters: the average class deviation within the sample σ, its imbal-
ance U, uniformity of coverage of the vector E, compactness of data representation in
space G and particular class accuracy.
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To reduce the computational complexity, it was proposed to use the method of the
dimensionality reduction of the data without losing the data structure, based on mini-
mizing the Kulbak-Leibler distance. This allowed us to move to the building of the char-
acteristics of the training sample with much lower computational costs and a compact
representation of the feature space.

Experiments obtained on different test training samples show that the method gives
results commensurate with those obtained as a result of neural network training. At
the same time, the time of evaluation of the training sample by the proposed method
increases the speed of obtaining the result by an order of magnitude. This allows to
effectively using it to pre-evaluate the training sample, making it possible to adjust its
size before learning the network on large databases.
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