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Abstract. Inrecent years, soft robots with “softness” have been attract-
ing much attention. Since soft robots have “softness”, they are expected
to be able to perform delicate tasks that only humans can do. On the
other hand, it is challenging to control. Therefore, in this research,
we focused on reservoir computing with a biologically inspired learn-
ing algorithm. Reward-modulated Hebbian learning, one of the reservoir
computing frameworks, is based on Hebbian learning rules and rewards
and allows us to train the network without explicit teacher signals. The
rewards are provided depending on the predicted and actual state of the
environment influenced by the exploratory noise. We demonstrate that
our model successfully controls the robot arm so that the tip position of
the arm draws a given target trajectory.
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Reservoir computing

1 Introduction

In recent years, new research aimed at “softness” has been appeared in different
science and technology fields. Traditional robotics has pursued the traditional
engineering values of speed, power, precision, and certainty. However, it cannot
make the “soft” motions that living things do. Soft robots are composed of soft
materials, which are inspired by animals (e.g., squid, starfish, worms) that do not
have hard internal skeletons [1]. Soft robots carry many advantages associated
with mechanical softness [2,3]. On the other hand, it is challenging to control
soft robots compared to ordinary robots [4,5]. Also, when a soft robot makes
motion, its body produces diverse and complex dynamics. These are often high-
dimensional, non-linear, and depend on the history of past stimuli.

Reservoir computing(RC) [6] is a kind of recurrent neural network. RC is con-
structed with a randomly connected neural network (dynamical reservoir), and
only readout connections are learned. It is also suitable for handling non-linear
and those containing past information. However, most RC models rely on super-
vised learning rules. In many motor tasks, including generation and planning
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of motion, explicit teacher signal is not available. Reward-modulated Hebbian
learning (RMHL) [7] is one of the frameworks of reservoir computing and is
based on Hebbian learning rules and rewards obtained. This RMHL framework
allows performing learning without using an explicit teacher signal.

In the present study, we addresses to control the complex dynamics of soft
robots by using RMHL. We conduct an experiment using a robot arm of a 2-joint
6-muscle model of the forearm and upper arm, a muscle and skeletal system.

2 Methods

In the present study, we proposed the reservoir computing model for controlling
the robot arm. The model is required to generate an appropriate control signal
that causes tensions on muscles of the robot arm based on the given target time
course of the tip of the arm. In the following subsections, we first explained the
target of the control (robot arm), and then we describe the proposed model,
including the network architecture and the network configuration procedure.

2.1 Robot Arm

The robot arm we use in the present study is a 2-joint, 6-muscle model of the
forearm and upper arm, which is muscles and skeletal system (see Fig. 1)[8,9].
This robot arm was simulated using MuJoCo [10]. In this musculoskeletal system,
muscles act as actuators that generate joint torque. In this model, the shoulder
has a pair of monoarticular muscles and a pair of biarticular muscles for bending
and stretching the shoulder. The elbow also has a pair of monoarticular muscles
and a pair of biarticular muscles. This monoarticular muscle act only on one
joint, and the biarticular muscles act on two joints.

In this robot arm model, each muscle is controlled with a control signal
ranging from 0 to 1. 0 indicates that the muscle tension is 0, and 1 indicates
that the muscle tension is maximum.

In this model, the robot arm is controlled using a feedback controller. The
input signal to the feedback controller is based on the difference between the
target angle of the robot arm joint and the actual angle of the robot arm joint.
The output signal of the feedback controller is a control signal that causes tension
on the muscles and moves the joint of the robot arm.

2.2 Network Architecture

The overall structure of the model used in the present research is shown in Fig. 2.
The network model is composed of the reservoir and the feedback controller. The
training of the reservoir is based on the concept of predictive coding [11], and the
reward modulated Hebbian learning (RMHL). The reservoir generates the time
cause of the target joint angle and predicts the time course of the tip position of
the arm. Training of the connections from the reservoir to the output layer that
generates the target joint angle is achived based on RMHL, while the training
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Fig. 1. Arm 2-joint 6-muscle model: Gray represents shoulder and elbow joints. Black
represents forearm and upper arm. Red represents muscle. (Color figure online)

of the connection from the reservoir to the prediction layer is achieved by the
FORCE algorithm [12]. The feedback controller generates the control signal for
the muscles on the arm, and the controller is driven based on the differences
between the target angle and the actual joint angles.

The reservoir is consisting of N sparsely and recurrently connected neurons.
The firing rate of the neuron at time ¢ is given by r(t) = tanh[x(¢)]. The dynamics
of the internal state x of the network is given by

TE(t) = —x(t) + We(t) + Wr(t) + Weeyq(t), (1)

where eyq(t) = Y (t) — Ya(t), and c(t) is the state of the context layer. This
context information is passed from ¢(t) to the reservoir. Also, the context infor-
mation is converted by the converter and passed to the target time course y; (t),
which is the tip position. yp(t) is the predicted tip position, and y, (t) is the
actual tip position of the robot arm. 7 is the time constant. eyq (¢) is the dif-
ference between target teacher signal y;(t) and the actual tip position yq (¢).
wree, Win and W€ denote the synaptic weights for recurrent connection with
in the network, connections from context layer to the network, connections from
eyq (t) to the reservoir, respectively. These synaptic weights are configured with
the following procedure.

The recurrent connection is configured sparsely and randomly with the fol-
lowing procedure. Firstly, generate a matrix of N, x N, with a connection rate
Are¢, where N, is the number of neurons in the reservoir. The elements of this
matrix Wi are randomly set to a non-zero value of —1 or 1. Then, the spectral
radius of this matrix pg is calculated. The synaptic connection of the recurrent
connnection W7 is given as W°¢ = o, W5/ po with the coefficient of synaptic
strength «,.. Note that the spectral radius of W"¢¢ equals «..

The connection for the contextual input W'" and the error feedback W¢
are configured with the following procedure. First, generate a matrix of N, x 2
and N, x 2 with a connection rate 0.1. The non-zero elements of these matrices
W™ and W are set to, uniformly distributed random numbers from -1 to 1.
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W is given as W = ;W™ with the synaptic strength a;. W€ is given as
W¢ = a,Wg§ with the synaptic strength ae.

Context
C
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Fig. 2. Network architecture

The reservoir generate the target joint angle 0;(t) in the output layer z(t),
and the output layer additionary receive the exploratory noise &(¢):

z(t) = W (t) + £(1), (2)

where WU is the connections from the reservoir to the output layer z(t). Here,
we use the Ornstein-Uhrenbeck process as the exploratory noise. The Ornstein-
Uhrenbeck process is the stochastic process given by the following stochastic
differential equation

£(t) = —0&(t) + oW (1), (3)

where W (t) presents the Wiener process, which has Gaussian increments,
namely, the difference of the variable in a small-time step is normally distributed
with a mean 0. Here, the exploratory noise is designed so that its amplitude is
modulated with the e,,: when the actual tip position y, (t) approaches the target
tip position y (), the noise amplitude is decreased.

2.3 Reward-Modulated Hebbian Learning

The connection from the reservoir to the output layer is trained with reward-
modulated Hebbian learning (RMHL). The reward is a scalar value utilized to
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modulate the Hebbian learning on the output connection that strengthens the
connection between correlated neurons.

In the present study, the reward is configured based on the comparison between
the prediction and the actual tip position of the robot arm. The reward is provided
when the actual tip position is closer to the target tip position than the predicted
tip position. The reward R(t) is defined with the following equation.

_ ) —tanhleya(t) —eyp(t)]  ifeya(t) — eyp(t) <0,
R = {0 ifeyq(t) — eyp(t) >0, @

where ey,(t) = |y (t) — yp(t)| is the difference between the target tip position
y¢(t) and the predicted tip position yp(t). The reward R(t) is provided when
the ey, < €y, and the weight change on the output connection W“(¢) is given
by

AW (t) = R(£)€(t)r(¢)- ()

2.4 FORCE Learning

The connections from the reservoir to the prediction layer is trained with the
first order reduced and controlled error (FORCE) learning, which is one of the
online learning algorithms. According to the FORCE learning algorithm, WV is
updated with the following equations.

WH(t+ At) = WY(t) + (ya (t) — yp (1)) P(t) (1) (6)

The training progress so that the difference between the predicted tip position
yp(t) and the actual tip position y,(t) is reduced. Where P is the running esti-
mate of the inverse correlation among the output of the neurons and is updated
with the following equation:

 Pt)r(t)r(t)"P(t)
1+r@)TPH)r(t)

P(t+ At) = P(t) (7)
The initial value of P is P(0) = I/ay, where the matrix I is the identity matrix
and ay is the reguralization parameter.

2.5 Feedback Controller

The feedback controller generates the control signal for the muscles on the arm,
and the controller is driven based on the differences between the target angle and
the actual joint angles. The feedback controller generates the control signal that
causes tension on the muscles on the arm, based on the difference between the
target joint angle 6 (t), which is the output of the reservoir, and the actual joint
angle 0, (t). Based on the differences between the target and actual joint angle,
the joint torque F'(t) is determined using the proportional integral derivative
(PID) control. The joint torque is given by

F(t) = Kp(0:(t) — 6a(t)) + K1 /O (6:(5) — Ba(s))ds + Kp(6:(t) — 6a (1)) (8)



60 K. Minato and Y. Katori

where, Kp, K, and Kp represent the gains of proportional control, integral
control, and differential control, respectively.

The tension (control signal) of the robot arm can be obtained by using the
pseudo-inverse matrix of matrix A and the joint torque [13]. The matrix A is
determined by the moment arm of the robot arm. The moment arm AT of the
robot arm is determined as the follows based on the architecture of the robot
arm shown in Fig. 1.

T 0.15-0.15 0 0 0.5-0.5
AL = < 0 0 0.10.10.5 —0.5> (9)

The tension of the robot arm is given by
T
(1. T2, T3, T3, T5, Tg) - = —(AT)*F(t) (10)

Ty to Tg are the tensions of muscles in the robot arm, which correspond to the
muscles shown in Fig. 1. (AT)# is the pseudo inverse matrix of AT. Since the
value of the control signal is limited between 0 and 1, the tension is set to 0 if
T; is less than 0 and is set to 1 if T} is more than 1.

The control signal from the feedback controller is sending to the robot arm,
and the state of the robot arm is updated. The state of the robot arm can be
obtained as actual joint angle 8, (t) and as actual tip position of the arm y, (¢).

The parameter values used in the present study are as follows. N, = 200,
7=02,08"°=01a =080 =01,a =010y =01,0 =10,0 =02, Kp =
4.0,K; =0.7, Kp = 0.3.

3 Results

First, we evaluated the model with a task that requires the tip of the robot arm
to draw a circle (see Fig.3(A)). The experiment was performed in 5000 time-
steps(25 s) per episode. In one episode, the target signal y; goes around the circle
in Fig.3(A) about 12 times. The experiment is repeated for 30 episodes.

Also, after each episode, the tip of the robot arm returns to the coordinates
(1,0), which is the outstretched position. Learning was done from episodes 1 to
29, and learning was turn off in episode 30.

In the first episode, the robot arm did not draw a circle well, but as the
learning progress, the robot arm could draw the circle (Fig. 3(C)(D)).

Figure 3(E)(F) shows the time course of the joint angles and the tip position.
Upper panels in Fig. 3(E)(F) shows the target and actual joint angles 6; and 0,
in the first and last episodes, respectively. Light blue and blue curves indicate
the target ; and the actual 6, angle of the shoulder joint, respectively. Purple
and red curves indicate the target 8; and the actual 8, angle of the elbow joint,
respectively. Lower panels in Fig. 3(E)(F) shows the target, actual, and predicted
tip position y;, Y, and y, in the first and last episodes, respectively. Orange,
red, and brown curves indicate y:, yq, and y, of y coordinate respectively. Blue,
green, and purple curves indicate y¢, yq, and y, of x coordinate respectively.



Robot Arm Control Using Reward-Modulated Hebbian Learning 61

(A) (B)

1o
0 .
S oe N
0a
2
oo o7 om0 oz b ois ko obs  ibe oo B T s
> > o
o o eme C
20
<& & s
< 5 10
S ] 5 oof |
oo
: 5 100 2000 3600 w000 w000
< 1o IO
S os S o0s
= =
S oo F 00
< =<
1000 _IZ_O_oo Siooo 4000 5000 ) 1000 2000 3000 4000 5000
ime Steps Time Steps
I =
@S o \\/\/\/\A/\A/\/\/\/\/\/ <
s os S os
g [}
>, D o
h 1600 2000 5000 acoo so00
o oo g 0
& oo o om
R om R oo
Somm S oo
oos oos
B 600 2000 S0 2000 S0

Time Steps Time Steps

Fig. 3. (A) The circle that is required to be drawn by the arm tip. (B) The layout
of the robot arm. The shoulder joint is fixed at the coordinates (0,0). (C): The orbits
drawn by actual tip position y, in the first ten episodes. (D): The orbits drawn by ya
in the last episode. (E) and (G): First episode. (F) and (H): Last episode. (Color figure
online)

In the first episode, both joint angles exhibit slight fluctuation, and the tip
position also fluctuates around the center of the target circle (Fig.3 (E)). In the
last episode, the orbit of the tip position roughly follows the target circle.

Figure 3(G)(H) shows the time courses of the differences in the actual, pre-
dicted, and target tip positions. Upper panels in Fig. 3(G) (H) shows the e,, and
eyp in the first and last episodes. Blue curves represents ey, and orange curves
represents ey,. Lower panels in Fig.3(G) (H) shows the ey, — €, in the first
and last episodes. The differences between the actual and the target tip position
Yo and between the predicted and the target tip position y, are larger in the
early episodes, but after the learning, the differences are reduced. The difference
eya — €yp is reflected to the reward value; if ey, — €, is negative, the reward is
provided. The fluctuation of the difference ey, — ey, is decreased as the learning
progress. This indicates that the number of updates in W°% and amplitude of
the exploratory noise become smaller as the learning progresses.
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Fig. 4. The dependencies of the mean squared error (MSE) on the parameter values.
(A) The dependencies of the MSEs on the strength of the recurrent connection «,.. (B)
The dependencies of the MSEs on time constant of the reservoir 7. Red, orange, and
green curves indicate the MSE of 8; and 8, , the MSE of y; and y,, and MSE of y; and
Yp, respectively. The bold curve indicates the mean value, the thin curve indicates the
minimum and maximum values, and the filled area indicates the standard deviation.
(Color figure online)

Figure 4 shows the dependencies of the mean squeared error (MSE) of 6; and
0., MSE of y; and y,, and MSE of y; and y, on the strength of the recurrent
connection o, and 7. The MSE between 6; and 6, is minimized around «, = 0.8.
Also, when «,. exceeds 1, it starts to exhibit chaotic activity. Furthermore, the
MSEs become small in the vicinity of 0.1 to 0.2 (Fig. 4(B)).

4 Conclusion

In the present study, we addressed controlling a robot arm with 2-joints and 6-
muscles by the reservoir computing that generates the motor command (target
joint angles) and predicts the state of the robot (tip position of the arm). We
show that the model successfully controls the robot arm so that the tip position
of the arm draws a given target trajectory.

This can be achieved by comparing the predicted arm motion with the actual
arm motion. The actual arm motion is reflected in a realization of the exploratory
noise. When the influence of the exploratory noise contributes to getting closer
to the target motion than the predicted value, the learning progresses based on
the realization of exploratory noise.

However, the actual orbit did not exactly match the target orbit, and there
was a deviation. A possible reason for this deviation is that the feedback control
does not perform completely redundant arm control. A possible solution to over-
come the problem is to use an inverse static model and a model using a reverse
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dynamics model together with PID control [13]. In the future, by incorporat-
ing these approaches into the present model, we expect to establish a further
advantageous model for soft robot control.
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