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Abstract. Arbitrary style transfer task is to synthesize a new image
with the content of an image and the style of another image. With the
development of deep learning, the effect and efficiency of arbitrary style
transfer have been greatly improved. Although the existing methods have
made good progress, there are still limitations in the preservation of
salient content structure and detailed style patterns. In this paper, we
propose Multi-Attention Network for Arbitrary Style Transfer (MANet).
In details, we utilize the multi-attention mechanism to extract the salient
structure of the content image and the detailed texture of the style image,
and transfer the rich style patterns in the art works into the content
image. Moreover, we design a novel attention loss to preserve the sig-
nificant information of the content. The experimental results show that
our model can efficiently generate more high-quality stylized images than
those generated by the state-of-the-art (SOTA) methods.
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1 Introduction

With the development of deep learning, recent years have witnessed the con-
tinuous progress of image style transfer. Especially with the success of convolu-
tional neural network (CNN), it has become the main research method of image
style transfer. Gatys et al. [1] first showed that the content information could
be extracted from natural images and the style information could be obtained
from artworks through a pre-trained VGG network [12], and proposed an image
reconstruction algorithm to realize the stylization. However, this algorithm is
restricted by low efficiency. In order to reduce the computational cost, several
methods [3,6,14] based on feed-forward networks have been developed, which
can effectively generate stylized images, but they are limited to a fixed style or
lack of visual quality.

For arbitrary style transfer, several approaches have been proposed. For
instance, AdaIN [2] is the first method realize effective real-time style trans-
fer, which only adjusts the mean and variance values of content image to match
those values of style image. However, this method is too simple to affect the
output quality. WCT [7] matches content features with style features through
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Fig. 1. The existing methods do not well maintain the original semantics of content
and transfer the fine texture of style. The output images of WCT [7] and SANet [9] lack
part of the woman’s outline in the content image. While for AAMS [16] and Svoboda
et al. [13], the extraction of style is insufficient.

the whitening and coloring process of covariance replacing variance, and then
the stylized features are embedded in the pre-trained encoder-decoder to synthe-
size stylized images. Nevertheless, the increase of feature dimension will greatly
increase the calculation of complexity. Avatar-Net [11] is a style decoration
method based on image blocks. It maps the features of content and style while
maintaining the content structure to get better quality. Xing et al. [15] proposed
a portrait-aware method, which applied fine-grained and coarse-grained style
transfer to the background and the entire image, respectively. Jung et al. [4]
proposed Graph Instance Normalization (GrIN), which made the style transfer
approach more robust by taking into account similar information shared between
instances. Svoboda et al. [13] employed a two-stage peer-regularization layer that
used graph convolutions to reorganize style and content in latent space.

Recently, with the introduction of the attention mechanism, great break-
throughs have been made in style transfer. Yao et al. [16] applied the self-
attention mechanism to style transfer model and added multi-stroke control.
In addition, Park et al. [9] proposed a style-attentional network which matched
style features with content features.

Although the above methods have achieved good results, there are still some
limitations. First of all, these methods do not take into account the original
semantic structure of content image comprehensively. Moreover, the existing
methods do not reflect the detailed texture of the style image, making the style
of output deviate. As shown in Fig. 1, some algorithms lack part of the outline
of the content image, while some algorithms do not extract the style patterns
enough. These seriously reduce the quality of stylized images.

To address these limitations, we propose Multi-Attention Network for Arbi-
trary Style Transfer (MANet). It employs multi-attention mechanism to pre-
serve the salient structure of content image and the detailed texture of style
image, and renders the rich style patterns of art works into the generated result.
The proposed MANet includes unary content attention module (UA), pairwise
style attention module (PA) and fusion attention module (FA). The UA mod-
ule and PA module model the salient boundaries of content and learn within-
region relationships of style through the unary self-attention mechanism and
the pairwise self-attention mechanism respectively, so as to retain the main
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content features and vivid style patterns. Then, we integrate the enhanced con-
tent and style features through FA module to achieve stylized result. In addition,
we propose a novel attention loss. When content image and style image generate
stylized result, we design the attention loss to minimize the difference of atten-
tion between content image and stylized result, which ensures that the salient
semantic information of the content image can be preserved in the process of
style transfer. To summarize, our main contributions are as follows:

– We propose an efficient multi-attention network (MANet) for arbitrary style
transfer, including UA module, PA module and FA module.

– We propose a novel attention loss function to enhance the salient features
of the content, which can retain the salient structure of the original content
image.

– Various experiments show that our method can preserve the salient structure
of content images and detailed texture of style images, and combine content
features and style features flexibly.

2 Related Work

In order to realize arbitrary style transfer efficiently, some methods have been
proposed. Huang et al. [2] proposed AdaIN, which transferred the statistics of
the mean and variance of the channel in the feature space for style transfer. Li
et al. [7] proposed WCT, which integrated whitening and coloring transforms
to match the statistical distribution and correlation between content and style
features to achieve style transfer. AdaIn and WCT holistically adjust the content
features to match the second-order statistics of style features. Svoboda et al. [13]
proposed a two-stage peer-regularization layer that used graph convolutions to
reorganize style and content in latent space.

Recently, several approaches introduced self-attention mechanism to obtain
high-quality stylized images. Park et al. [9] proposed a style-attentional network,
which flexibly matched the semantically nearest style features to the content
features. It slightly modified the self-attention mechanism (such as the number
of input data) to learn the mapping between the content and style features. Yao
et al. [16] adapted the self-attention to introduce a residual feature map to catch
salient characteristics within content images, and then generated stylized images
with multiple stroke patterns.

However, the above methods cannot effectively preserve salient content struc-
ture and capture detailed style patterns. The disadvantages of these methods can
be observed in Sect. 4.2. To this end, we propose an arbitrary style transfer net-
work, named multi-attention network, and we design a new attention loss to
enhance salient content features. In this way, the method can naturally inte-
grate style and content while maintaining the original structure of content and
detailed texture of style.
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Fig. 2. The overall framework of our network.

3 Methodology

For the purpose of achieving arbitrary style transfer, the proposed network con-
sists of an encoder-decoder module and a multi-attention module. Figure 2 shows
the overall framework. A pre-trained VGG19 network [12] is used as an encoder
and a symmetric decoder to extract deep features. Inputting a content image
Ic and an arbitrary style image Is, we can extract their respective feature maps
F i
c = E(Ic) and F i

s = E(Is) (i is the number of a certain layer). To consider both
the overall style distribution and local styles, we extract the features of two layers
(Relu 4 1 and Relu 5 1) in the encoder, and combine the final results. Mean-
while, considering that the use of a public encoder can only extract features
in a few specific fields, it lacks attention to the salient structural parts of the
content and the internal pixel relationship of the style. Therefore, we propose a
multi-attention module that can learn salient boundaries of content and learn
within-region relationship of style separately, and can integrate content and style
features appropriately in each position to obtain the stylized features Fcs. The
multi-attention module is described in detail in Sect. 3.1. The decoder follows the
setting of [2] and gets the stylized result Ics = D(Fcs). We design a new atten-
tion loss to preserve the salient structure of the content. Section 3.2 describes
the four loss functions we used to train the model.

3.1 Multi-Attention Module

As shown in Fig. 3, the multi-attention module includes three parts: unary con-
tent attention module, pairwise style attention module and fusion attention mod-
ule. With content/style feature F i

c(F
i
s) through the content/style attention mod-

ule, we can get F i
cc(F

i
ss) that retain salient features. Then the fusion attention

module appropriately embeds style features in the content feature maps.

Unary Content Attention Module. The semantic information of content
should be preserved during the style transfer to keep the structure consistent
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Fig. 3. The framework of Multi-Attention Module.

before and after stylization. Following [17], we design the Unary Content Atten-
tion module (UA) to model the salient boundaries. The content feature map F i

c

from the encoder is normalized and fed to two convolutional layers to obtain
new feature maps F̄ i

c1 and F̄ i
c2. At the same time, we feed the unnormalized

F i
c to another convolutional layer to obtain the feature map F i

c3. Unary content
attention map is Ai

c is formulated as follows:

Ai
c = expand(softmax(μ(F̄ i

c1)
T ⊗ F̄ i

c2)) (1)

where expand(·) represents to expand the size, ⊗ represents the matrix multipli-
cation and μ(·) denotes the mean of features. Then we get the optimized content
features F i

cc:
F i
cc = F i

c3 ⊗ Ai
c + F i

c (2)

Pairwise Style Attention Module. It is necessary to learn the main style
patterns of the style image, and render the style appropriately to the content
image in the process of style transfer. For a certain style, it contains many
elements. So we design the Pairwise Style Attention module (PA) to learn pixel
relationships within the same category region in the style image following [17].
Thus to strengthen the components and highlight the expressiveness of the style
and to extract the detailed texture. The style feature map F i

s is normalized
and fed to two convolutional layers to obtain new feature maps F̄ i

s1 and F̄ i
s2,

and then they are subtracted the mean. At the same time, F i
s is fed to another

convolutional layer to obtain the feature map F i
s3. The pairwise style attention

map Ai
s is formulated as follows:

Ai
s = softmax((F̄ i

s1 − μ(F̄ i
s1))

T ⊗ (F̄ i
s2 − μ(F̄ i

s2))) (3)

Then, we get the enhanced style features F i
ss:

F i
ss = F i

s3 ⊗ Ai
s

T
+ F i

s
(4)
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Fusion Attention Module. Through UA and PA modules, we obtain the
enhanced content and style features. Similar to [9], we add FA module to appro-
priately integrate content and style features. Figure 3 shows the FA process. The
enhanced content features F i

cc and style features F i
ss are normalized to obtain

F̄ i
cc and F̄ i

ss. Then we feed F̄ i
cc, F̄ i

ss and F i
ss to three convolutional layers to

generate three new feature maps F̄ i
cc1, F̄ i

ss2 and F i
ss3. The correlation map Ai

cs

is formulated as follows:

Ai
cs = softmax(F̄ i

cc1
T ⊗ F̄ i

ss2) (5)

where Ai
cs maps the correspondence between the enhanced content features F i

cc

and the enhanced style features F i
ss. Then, we can calculate the stylized feature

map of each layer (Relu 4 1 and Relu 5 1) as follows:

F i
cs = F i

ss3 ⊗ Ai
cs

T
+ F i

cc
(6)

Finally, we get the final stylized feature map Fcs from the two MANets:

Fcs = F 4
cs + upsampling(F 5

cs) (7)

3.2 Loss Function

Our model contains 4 loss functions during training.

Content Loss. Similar to AdaIN [2], the content loss is computed using the
pre-trained encoder. The content loss Lc is utilized to make the stylized image
close to the content image in content, as follows:

Lc =
5∑

i=4

‖φi(Ics) − φi(Ic)‖2 (8)

where φi represents the feature map extracted from i-th layer in the encoder.

Attention Loss. The stylized image should preserve the salient characteristics
of the original content image. Therefore, we propose a new attention loss to
minimize the difference in attention between content image and stylized result,
taking into account the insufficiency that the salient information in content may
be distorted. In addition, it helps to make the visual effect of the generated
image better. The attention loss Lattn is as follows:

Lattn =
5∑

i=4

∥∥Ai
c(Ics) − Ai

c(Ic)
∥∥
2

(9)

where Ai
c(·) represents the attention map obtained by feeding the features

extracted from i-th layer in the encoder to the content attention module.
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Style Loss. We apply the style loss in AdaIN [2], and Ls is used to make the
generated image close to the style image in style:

Ls =
5∑

i=1

‖μ(φi(Ics)) − μ(φi(Is))‖2 + ‖σ(φi(Ics)) − σ(φi(Is))‖2 (10)

where σ(·) represents the variance of features.

Identity Loss. Similar to [9], we introduce the identity loss to consider both
the global statistics and the local mapping relation between content and style
features. The identity loss is formulated as follows:

Lid =λid1(‖Icc − Ic‖2 + ‖Iss − Is‖2)

+ λid2

5∑

i=1

(‖φi(Icc) − φi(Ic)‖2 + ‖φi(Iss) − φi(Is)‖2)
(11)

where Icc(Iss) denotes the generated result by using two same content (style)
images as content and style images simultaneously. λid1 and λid2 denote the
weight of identity loss. Our total loss function formula is as follows:

L = λcLc + λattnLattn + λsLs + Lid (12)

where λc, λattn and λs are weighting parameters.

4 Experiments

4.1 Implementation Details

When we trained the network, we used MS-COCO [8] as content dataset, and
WikiArt [10] as style dataset, both of which contain approximately 80, 000 train-
ing images. In the training process, we used the Adam optimizer [5] with a
learning rate of 0.0001 and a batch size of five content-style image pairs, and we
randomly cropped the 256×256 pixels area of both images. In the testing stage,
any input size can be supported. The weights λc, λattn, λs, λid1, and λid2 are
set to 3, 5, 3, 50, and 1 to balance each loss.

4.2 Comparison with Prior Methods

Qualitative Evaluation. We show the style transfer results of five SOTA
technologies: AdaIN [2], WCT [7], SANet [9], AAMS [16] and Svoboda et al. [13],
as shown in Fig. 4. AdaIN only needs to adjust the mean and variance of content
features. However, due to the oversimplification of this method, its output quality
is affected, and the color distribution of some content is often preserved (e.g., the
preserved complexion of content in row 1 and the missing eyes and eyebrows in
row 5 in Fig. 4). WCT synthesizes stylized images through whitening and coloring
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Fig. 4. Example results for comparisons

transformations, but sometimes has content distortion (e.g., the distorted faces
and objects in Fig. 4). SANet uses the style-attentional network to match the
semantically closest style feature to the content feature, retaining the global style
and local style. However, sometimes the salient features of the content image are
distorted (e.g., the blurred face in rows 3, 7 and the unclear main structure in
rows 4,6). AAMS also introduces a self-attention mechanism to increase multi-
stroke control. However, the content and style are not well integrated and the
stylized image is blurry. The content structure is not obvious, and the texture
information of the style is not displayed (rows 2, 3, 4, 6, and 8 in Fig. 4). Svoboda
et al. introduces a fixpoint triplet style loss and a two-stage peer-regularization
layer. But because it learns the overall artist style, the correlation between the
stylization result and the style image is very limited, and it cannot be controlled
and reflect the main mode of the style (rows 1, 3, 4, 5, 6, and 7). In contrast, our



398 S. Hua and D. Zhang

Table 1. Quantitative comparison over different methods.

AdaIN WCT SANet AAMS Svoboda et al. Ours

Preference/% 15.1 10.6 19.7 13.8 7.9 32.9

Lc (content) 10.96 13.29 14.41 12.26 12.54 11.93

Ls (style) 14.92 15.30 14.90 15.19 15.74 12.57

algorithm can adapt to multiple style and preserve the structural information of
the content, as shown in Fig. 4.

Different from the above methods, our multi-attention network can further
retain the salient information of content and the detailed texture of style. In
addition, our method can effectively integrate content and style by learning the
relationship between content and style features, so that the generated result not
only retains the semantic information of the content, but also contains rich colors
and textures of the style.

Quantitative Evaluation. To compare our visual performance with the above-
mentioned SOTA methods further, we conducted a user study. For each method,
we used 18 content images and 20 style images to generate 360 results. We
selected 20 content and style combinations, showing the generated images of six
methods to 50 participants to choose their favorite result for each combination.
We collect 1, 000 votes in total, and the preference results are shown in the
second row of Table 1. The results show that our method can obtain preferred
results.

Evaluating the results of style transfer is very subjective. For quantitative
evaluation, we also made two comparisons. They are reported in the last two
rows of Table 1. We compared different methods through content and style loss.
The evaluation metrics include content and style terms used in previous methods
(AdaIn [2]). The results were obtained by calculating the average content and
style loss of 100 images in 512 × 512 scale. It can be seen that our method does
not directly minimize content and style loss, because we use a total of four loss
types. Nevertheless, the style loss obtained by our method is the lowest among
all methods, and the content loss is only slightly higher than that of AdaIN. It
indicates that our method favors fully stylized results rather than results with
high content fidelity.

4.3 Ablation Study

Attention Loss Analysis. We compare the styled results with and without
attention loss to verify the effect of attention loss in this section. As shown in
Fig. 5, compared with the stylized results without attention loss, using attention
loss can retain the salient features of the original content image and more visible
content structure. With attention loss, the stylized results take into account that
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Fig. 5. Ablation study.

Fig. 6. Content-style trade-off.

the salient information in the content image may be distorted, and preserve the
significant information of content.

Multi-Attention Module Analysis. In this section, we will try to reveal the
effectiveness of the multi-attention module. In [17], the transformation in unary
non-local (NL) neural networks was changed to use independent 1×1 convolution
transformation Wm. But only one convolution is not enough to extract the salient
information of the content in style transfer. Figure 5 shows the result of using
Wm. It can be seen that the salient structure of the content is not clear enough.
We also compared the results of using two NL [17] instead of UA and PA modules.
As illustrated, this method cannot extract effective features for content and style
separately, and the result is not good enough in reflecting content and style.

In addition, Fig. 5 shows two stylized outputs obtained from Relu 4 1 and
Relu 5 1, respectively. The content structure is good when only Relu 4 1 is used
for style transfer. But the partial styles are not displayed well. On the contrary,
Relu 5 1 obtains a detailed style mode, but the content structure is distorted.
In our work, we integrates two layers to obtain a completely stylized result while
preserving the salient information of the content.

4.4 Runtime Controls

Content-Style Trade-Off. During training, to control the degree of styliza-
tion, we can adjust the style weight λs in Eq. 12. During test time, the degree of
stylization can be controlled by changing α:

Ics = D(αFcs + (1 − α)Fc) (13)
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Fig. 7. Style interpolation.

α can be adjusted between 0 and 1. When α = 0, the original content image is
obtained, and when α = 1, we obtain the most stylized image. Figure 6 presents
the examples.

Style Interpolation. In order to obtain multi-style results, feature maps from
different styles can be fed into the decoder, thereby combining multiple style
images into one generated result. Figure 7 shows the results.

5 Conclusions

In this paper, we propose a multi-attention network to extract the salient struc-
ture of the content image and the detailed texture of the style image, and appro-
priately combine the content and style. Furthermore, we propose a new attention
loss to consider the deficiencies that the salient information in the content image
may be distorted, and to ensure that the significant semantic information of the
content image is preserved in the style transfer process. Sufficient experiments
show that our network can consider the salient content structure and detailed
style patterns to synthesize better results.
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