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Preface

Computational fluid dynamics came of age as a stand-alone subject in the latter part
of the 20th century following pioneering developments at Imperial College, and Los
Alamos National Laboratory. Initial skepticism as to the applicability of general-
purpose computer software to practical industrial applications, as well as novel and
innovative scientific processes was quickly shown to be unfounded. Computational
models can always provide the user qualitative insight into the physics governing
natural andmanufactured processes and devices.With skill and care, suchmodels can
also provide reliable quantitative information, a priori. Initially, engineerswroteCFD
software in procedural languages such as FORTRAN or C, or adapted existing suites
of software, typically based onwhat is referred to today, as the Finite VolumeMethod
(FVM), and also the Finite Element Method (FEM). The argument for employing
existing software/algorithms being that, other than for a very few specialized app
developments, there was no real advantage, and no need to ‘reinvent the wheel’.
Tried and true methods, such as the SIMPLE algorithm developed by S. V. Patankar
and D. B. Spalding, and many subsequent derivatives, are reliable and have already
been highly optimized on a range of problems.

The analysis of electrochemical phenomena is an inter-disciplinary subject which
may be considered a subset of the science of ‘physicochemical hydrodynamics’ a
term coined by theRussian/Jewish scientist V.G. Levich to describe the interaction of
physical and chemical phenomena with fluid mechanics (and vice versa). It is fair to
say that the term CFD and not PCH has by-and-large caught on in the modern usage;
nevertheless the conventional CFD literature is quite lacking with regard to this
important subset of mathematical/engineering modeling. Fuel cells, electrolyzers,
and batteries are all examples of PCH devices, where electrochemistry and trans-
port phenomena proceed hand-in-hand. With renewed interest in global warming,
decarbonization, renewable energy, and hydrogen as a clean energy currency, elec-
trochemical processes havemoved to the foreground for energy conversion. The need
for reliable and open models was never greater.

v



vi Preface

A significant development at the turn of the twenty-first century was the creation,
supply, and maintenance of open source modeling software. Of these OpenFOAM1

enjoys widespread usage world wide, and especially in Germany, where the present
writers are based. Like many other advances in CFD, OpenFOAM evolved out of the
work of a group of researchers, such as H. Weller, H. Jasak, and many others, in the
thermofluids group at ImperialCollege. The combination of open source software and
the employment of object-oriented programming has proven to be highly successful
and the code suite subsequently enjoyed exponential growth in development and
application. In many industries it is a requirement that codes be open for the purposes
of validation and verification.Moreover the open source paradigm is compatible with
performance calculations on massively parallel computers from the perspectives of
the licensing model, and numerical optimization. The application of open source
software to modeling of electrochemical processes and devices is the subject of
Annex 37 of the International EnergyAgencyTechnologyCollaboration Programme,
Advanced Fuel Cells, which brings together leading researchers employing a variety
of open source tools, from around the globe.

The goal of this project was to provide the reader with hands-on explanations of
the basis for developing code specifically dedicated to electrochemical applications.
All of the authors of this work have many years’ experience, both in electrochemical
engineering and alsoCFD/PCHwithOpenFOAMand other software suites. The goal
is to provide the reader with enough practical information that they can quickly start
to develop their own models within the OpenFOAM environment. Since we cannot
maintain suites of software, we invite the reader to write directly to the authors(s)
should he or she require further information and/or access to specific source code.
Indeed, it is hoped that eventually the above-mentioned IEA activities will lead
to a suite of professional quality code being publically available/maintained by a
community-of-users including both the authors and the readers of this book. The field
is an exciting and creative one, which is rapidly advancing, as not only improved
numerical techniques are created, but also the technology grows in application in
society.

Jülich, Germany
October 2021

Steven Beale

1 Reference to any product (commercial or otherwise) or corporation name is for information
purposes only, and does not constitute recommendation or endorsement by the authors or editors.

The original version of the book was revised: The ESM material has been updated. The correction
to the book is available at https://doi.org/10.1007/978-3-030-92178-1_10
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Modeling of Electrochemical Cells

Werner Lehnert and Uwe Reimer

1 Introduction

We are living in a very exciting time. The transition from fossil to regenerative energy
sources is bringing about technological innovations, as well as societal changes. This
leads us from a technological paradigm based on crude oil, natural gas, coal, and
nuclear energy to one underpinned by regenerative power generation, such as that
provided bywind turbines, solar cells, and hydroelectric power plants. The electricity
generated from renewable sources can be fed directly into the power grid or, assuming
the availability of appropriate technologies, stored in a suitable form. Hydrogen will
play a key role as an energy carrier in this respect. Hydrogen can be produced
from electricity and water by means of the electrolysis process, and can then be
used directly or in subsequent processes, such as to produce synthetic fuels. The
production of hydrogen, its storage and reconversion into electricity, for example
through fuel cells, in both the stationary and transport sectors, has been receiving
extensive attention in public and political discourse.

The storage of energy is vital due to the fluctuating nature of renewable power
generation, and can be accomplished by various technologies. Batteries can be used
to some degree. Examples are lead-acid, Li-ion, and liquid metal battery designs.
An alternative is redox flow battery technology. If hydrogen is used as a storage
medium, it can be stored in high-pressure vessels and large caverns, as well as in
liquid form, and is then available not only for reconversion in fuel cells but also
for use in other, more conventional conversion technologies. Hydrogen can also be

W. Lehnert (B) · U. Reimer
Forschungszentrum Jülich GmbH, Institute of Energy and Climate Research, IEK-14, 52425
Jülich, Germany
e-mail: w.lehnert@fz-juelich.de

W. Lehnert
Modeling in Electrochemical Process Engineering, RWTH Aachen University, 52056 Aachen,
Germany

© Springer Nature Switzerland AG 2022
S. Beale and W. Lehnert (eds.), Electrochemical Cell Calculations with OpenFOAM,
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2 W. Lehnert and U. Reimer

employed inmobile applications, with electrically-driven heavy-duty trucks powered
by fuel cells and hydrogen seeming to be a future option. Battery-powered electrical
vehicles, in addition to fuel cell-based hybrid vehicles for passenger cars, seem to
be gaining wider acceptance.

In the 1990s, most automobile manufacturers devoted significant resources to the
development of fuel cell technologies for passenger car applications. In most cases,
other vehicle manufacturers were not regarded as competitors, but the main compe-
tition to fuel cell vehicles remained conventional vehicles with internal combustion
engines. At this time, fuel cell vehicles were unable to compete with conventional
systems due to factors of costs, service lifetimes, and insufficient hydrogen infras-
tructure. The same can be said for battery-powered passenger cars during this period.
Trials showed that the technology worked, but neither the charging times needed for
batteries and the driving ranges the vehicles allowed met customer requirements. In
a sense, history repeated itself in this context. The first cars, back in the 1890s, were
battery-powered; the internal combustion engine largely displaced this technology.

Today, the situation seems to be somewhat different. Battery technology has made
many advances and there is increased environmental awareness. Local and global
emissions must be reduced and the demand for emission-free vehicles to operate
in densely-populated areas is becoming more strident. The field of mobile applica-
tions will probably feature a mixture of different technologies in the future. Electric
vehicles for personal transport will likely draw their power from either batteries or
hydrogen-fed fuel cells. The electric charging or hydrogen infrastructures will play
an important role and must be made available for this technology to be successful. If
this requirement is fulfilled, electrochemical converters and electrochemical storage
systems will become more important in the future and gradually displace conven-
tional combustion technologies. Electrochemistry, from electrocatalysis to applied
electrochemistry and electrochemical process engineering, will gain importance in
research, teaching, and in applications.

The following sections are not intended to be a reiteration of the fundamentals of
electrochemistry or the complex physical/chemical relationshipswithin electrochem-
ical converters. Rather, it is intended to outline the role of the necessary parameters
in the simulation of fuel cells, using the example of electrochemistry and transport
in porous media.

The Challenges of Electrochemistry

Electrochemical systems are omnipresent, even though they often perform their jobs
inconspicuously. Batteries and accumulators appear in a wide variety of applications
in everyday life. Every car, truck or motorcycle that utilizes an internal combustion
engine contains a battery to start it that is intended to reliably operate for many years.
Laptops, watches, smartphones, and many other everyday mobile devices receive
their power from electrochemical converters. Every PC contains a small battery in
the form of a button cell by which it can maintain a few necessary functions when
the power supply is unavailable. Electrochemical converters and storage in the form
of batteries, whether rechargeable or non-rechargeable, are an integral part of our
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everyday lives. However, battery storage systems are also utilized on a large scale to
compensate for fluctuations in the power grid.

Significant, industrially-relevant and large-scale electrochemical systems include
chlor-alkali electrolysis and fused-salt electrolysis. Electrochemical machining and
electroplating are other typical methods used in industrial context. So-called sacri-
ficial anodes on ship hulls, for example, also make use of electrochemical effects to
protect metal hulls from corrosion.

As a result of the necessary sustainable energy transition, electrochemical energy
converter and storage systems have become a major focus of research and develop-
ment. In particular, fuel cells, electrolyzers, and batteries have become prominent.
Thus, in addition to basic research, application-related research is also of great impor-
tance, with the main pillars of progress today being materials science, research on
electrochemical mechanisms, and modeling and simulation.

The first evidence of electrochemical systems can be dated to the period from 250
BC to 250 AD. During excavations in Iraq, a copper cylinder and an iron rod were
found in a concentric arrangement, insulated by a layer of asphalt. If one were to add
an acid, this configuration would have resulted in a working battery. Although it has
not been proven that the Parthians used this arrangement in the manner speculated
upon, it may have been possible. The first proven electrochemical experiments date
to the eighteenth century. Since that time, electrochemical research has continued
to progress, even though interest in the subject has been subject to fluctuations. A
few years before the turn of the millennium, despite industrial interest in fuel cells,
interest in electrochemistry itself was fairly low. Wendt and Kreysa describe this in
their 1999 book (Wendt andKreysa 1999) on electrochemical engineering as follows:

“Electrochemistry soon became a very diversified field of – though still also today numerous –
specialists working more and more on very particular problems, which are very often multi-
disciplinary in character, and it moved slowly to the rim of the physicochemist’s vision. In
the little justified view of the majority of the academic physicochemists who today imagine
electrochemistry to be mainly manifested in terms of the Nernst equation and perhaps – if
it goes that far – the Butler-Volmer equation, electrochemistry is now a chapter of science
history.”

(from: H. Wendt and G. Kreysa (1999)).

This pessimistic sentiment regarding electrochemistry in general has been over-
come and electrochemical research is currently gaining momentum. However, a
definitive definition of the term ‘electrochemistry’ probably does not exist. Electro-
chemistry is defined in different ways and depends strongly on the research area
from which it is viewed. Adzic and Marinkovic write in the introduction to their
book (Adzic and Marinkovic 2020):

“In general terms, electrochemistry is concerned principally with chemical reactions that
are associated with the transfer of electrons or ions across interfaces. The most typical
electrochemical interface is between a solid metal and a liquid solution of an electrolyte
(ionic conductor), but any interface involving a predominantly electronic conductor and a
predominantly ionic conductor is considered to be an electrochemical interface.”

(from: R. Adzic and N. Marinkovic (2020)).
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In his book (Holze 2009), Holze goes into greater detail regarding the interdisci-
plinary nature of electrochemistry:

“Electrochemistry is an extremely interdisciplinary area of science closely related to chem-
istry, physics, materials science, biology, surface science and a host of other fields. It is
basically devoted to investigations of structures and dynamics as being present at interfaces
between phases containing different types of mobile charged particles.”

(from: R. Holze (2009)).

The ‘Electrochemical Dictionary’ from 2008 (Bard et al. 2008) defines the topic
as follows:

“Electrochemistry, as the name suggests, is a branch of chemical science that deals with
the interrelation of electrical and chemical phenomena [i]. From the very beginning elec-
trochemistry covers two main areas: the conversion of the energy of chemical reactions into
electricity (electrochemical power sources) and the transformations of chemical compounds
by the passage of an electric current (→ electrolysis). Electrochemistry is an interdisciplinary
science that is mainly rooted in chemistry and physics; however, also linked to engineering
and biochemistry/biology. According to this overlap, a simple definition cannot be given
and it depends very much on the point-of-view what will be included. Electrochemistry is
usually understood as part of physical chemistry, but it can be also subdivided according to
the involved chemistry:”

(from: G. Inzelt, M. Lohrengel, F. Scholz in: A. J. Bard, G. Inzelt, F. Scholz ‘Electrochemical
Dictionary’ (Bard et al. 2008)).

Probably the shortest, most general and comprehensive definition comes from
Schmickler and Santos (2010), who do not describe electrochemistry in terms of
specific disciplines or processes:

“Electrochemistry is the study of structures and processes at the interface between an elec-
tronic conductor (the electrode) and an ionic conductor (the electrolyte) or at the interface
between two electrolytes.”

(from: W. Schmickler and E. Santos (2010)).

From these definitions, it is clear that electrochemistry cannot be considered a
singular and clearly definable field. It is, rather, a multidisciplinary field.

Scales in Electrochemistry

Electrochemistry is not only a multidisciplinary area but also has relevance at
different scales. It is amulti-scale topic, startingwith quantummechanical effects and
ending with applications in electrochemical engineering. Electrochemical reactions
take place at surfaces and are linked to the transport processes of educts and their
products. Electrocatalysis deals with atomic and molecular interactions, and is thus
the smallest level in terms of the scale of its focus. The effects are described using
quantum mechanical methods. At the next larger scale, phenomena in the nanometer
to micrometer range are considered. For instance, if one considers electrodes in fuel
cells, the properties of the porous stochastic structures, such as porosity, the distri-
bution of pore radii, and also the three-phase zone as a function of the electrode
morphology, all play a role. This scale can be considered a transition to applied
electrochemistry. If, on the other hand, complete devices are considered, such as
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fuel cell or electrolysis stacks, as well as batteries, then process engineering in all
its forms comes into play. This area can thus be considered electrochemical process
engineering. The literature, as conveyed in books, discusses the topic in the field
of fuel cells in particular. The entire spectrum of scales is covered in a number of
publications [e.g., Larminie and Dicks 2003; Barbir 2005; Gasik 2008; O’Hayre
et al. 2009; Kulikovsky 2010; Wang and Pasaogullari 2010; Franco 2013; Eikerling
and Kulikovsky 2015; Hacker and Mitsushima 2018]. Interest in the topic of elec-
trolysis is currently growing. The literature available on the subject is also steadily
increasing, but has not (yet) reached the same volume as that on the topic of fuel
cells [e.g., Bessarabov et al. 2015; Scott 2020; Godula-Jopek 2015].

1.1 Electrochemistry

The simulation of mass transport provides values for local mass distribution in the
form of partial pressure, concentration, or mass or molar fractions within the frame-
work of a model. On this basis, electrochemistry describes the rates of mass transfer
as a function of current, which in turn are included in the transport equations as
local sources and sinks for particular species. Already through the formulation of the
electrochemical equations, fundamental assumptions aremade that have a significant
impact on the validity of the resulting model, and should be taken into account when
interpreting the results. For example, the model of the polarization curve of a fuel
cell is used, which is shown in Eq. (1):

Ecell = ENernst − ηohm − ηact − ηtrans (1)

The cell voltage Ecell is calculated on the basis of a thermodynamic reference state,
theNernst voltage ENernst, fromwhich kinetic losses in the form of so-called overvolt-
ages due to ohmic resistance, the activation overvoltage, and mass transport losses
are subtracted. In the following, the contributions from the fields of thermodynamics
and kinetics will be discussed.

Thermodynamics

Thermodynamics describes reactions in chemical equilibrium, as in Eq. (2) for the
reaction of hydrogen and oxygen. This yields a first basic assumption, that the
chemical equilibrium is established much faster than all transport processes:

H2 + 0.5O2 ↔ H2O (2)

This can be converted into an electric voltage with the aid of the definition of
the electromotive force. The Nernst Eq. (3) expresses this voltage as a function of
the local concentrations or partial pressure. As the logarithmic expression must not
contain units, the molar fraction Xi is used, which can be applied to both gas phases
(as reduced partial pressure Xi = pi/p0

i ) and aqueous solutions:
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ENernst = �E0 + RT

zF
ln

(
X H2O

X H2X0.5
O2

)
(3)

At this point, another question arises: Should the water in the model be assumed
to be produced in liquid or gaseous form? Physically, the answer is simple, as water
will take the form of a liquid below the boiling point. However, in the context of the
chosen transport model, it may well be more rational to always allow water to form
in a gaseous state if, for example, the transport model does not represent a liquid
phase. In fact, the following, different physical models can be used for the Nernst
equation: “gas electrode,” “three-phase boundary,” and “flooded electrode” (Reimer
et al. 2018). The latter two consider the presence of liquid water and are therefore
only applicable to low-temperature fuel cell types, such as polymer electrolyte fuel
cells (PEFCs). The resulting Nernst voltage differs by up to 200 mV. Compared to
cell voltages from 0 to about 1 V, this difference seems quite large, at least initially.
In purely practical terms, however, it has much less significance, as none of these
models accurately represent the open cell voltage. Most models use an implicit
correction that accurately determines the resulting cell voltage. Thus, the selection
of the physical model of the Nernst voltage establishes the reference point for the
overall model. According to Eq. (1), it should be noted that the absolute values of
the kinetic parameters are not independent of this reference point when they are
determined by, for instance, fitting an experimental polarization curve.

Another essential aspect of electrochemical cells is the spatial location of the reac-
tions. They take place on the catalyst surfaces, which means that the corresponding
half-cell reactions must be considered at each electrode (see Eq. (4)):

Anode : H2 ↔ 2H+ + 2e−

Cathode : 2H+ + 2e− + 0.5O2 ↔ H2O (4)

The Nernst voltage of the overall reaction is obtained from the difference between
the two half-cell potentials EAn and ECat, as shown in Eqs. (5) and (6):

E An = E0
An + RT

2F
ln

(
X2

H+
X H2

)
(5)

ECat = E0
Cat + RT

2F
ln

(
X H2O

X2
H+ X0.5

O2

)
(6)

This shows that the local molar fraction of the protons has a direct influence
on the value of the voltage. For models that represent the catalyst layer and the
membrane as a two-dimensional surface, this influence is unimportant, as the iden-
tical value is simultaneously added and subtracted by the logarithm. However, if the
membrane and catalyst layer are spatially-resolved, the resulting gradients of the
proton concentration cannot be directly neglected.
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From Eqs. (3), (5), and (6), it follows as a further assumption that only the species
from the reaction equation determine the resulting potential difference. The material
of the catalyst has no influence on it. This is correct for systems in which the catalyst
layers for the anode and cathode are the same and do not change during operation.
In technical systems, however, different combinations for the anode and cathode are
often used. Although pure Pt is often used on the hydrogen side, PtRu alloys are
also found in PEFC systems. In PEM electrolysis, the catalyst on the oxygen side is
usually IrO2, or sometimes a mixture of IrO2/RuO2. It is often very difficult to assess
whether, and to what extent, these material combinations contribute to the potential
difference. This fact ismostly neglected in the context ofmodeling, as the selection of
the model parameters are typically based on experimentally-determined polarization
curves (see the discussion on the Nernst voltage). It should be clarified in advance
whether this assumption is valid for the operating range under consideration. A good
example is a PEFC with Pt catalysts on the anode and cathode, wherein identical
electrodes can be assumed, neglecting the different structure and loading. This is
valid over almost the entire operating range. Only in the vicinity of the open cell
voltage does partial oxidation of the Pt occur on the cathode, which can result in
a potential shift of up to 50 mV (Reimer et al. 2019; Cai 2019). In addition to the
oxidation of the surface, the structure of the catalyst particles, which are only a few
nanometers in size, also has an influence. For a more detailed discussion, please
refer to the work by Holdcroft (2014) and book by Eikerling and Kulikovsky (2015),
which contain a comprehensive overview of the effects described.

Kinetics

As a result of the thermodynamic considerations, the voltage is obtained as the
potential difference. The voltage obtained in this manner should correspond to the
open cell voltage. However, the presence of a significant electrical current requires
the occurrence of directed transport processes, which necessitate a certain amount
of the available energy. Electrochemical kinetics describe this loss as a so-called
“overvoltage.” In a highly simplified way, two essential transport processes can be
identified that occur for all electrochemical reactions on charged surfaces. On the
one hand, there is a transition of electrons from the conduction band of the catalyst
through the metal surface into the valence band of adsorbed species. On the other, it
entails the transport of charged species through the electrochemical double layer on
the catalyst surface. These two effects are described by the Butler-Volmer Eq. (7).
Equation (7) contains two exponential terms, the first describing the forward reaction
and the second the backward one. This is especially important near electrochemical
equilibria. For technically relevant current densities, however, the reverse reaction is
of no significance andEq. (7) simplifies, as an exactmathematical limit, consideration
to the Tafel Eq. (8) (Reimer et al. 2018; Hamann and Vielstich 2005; Bard and
Faulkner 1988):

j = j0

(
ci

cre f
i

)γ [
exp

(
αnF

RT
ηact

)
− exp

(
(1 − α)nF

RT
ηact

)]
(7)
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j = j0

(
ci

cre f
i

)γ [
exp

(
αnF

RT
ηact

)]
(8)

There are far more complex models for - electron transfer in electrochemical
reactions, such as Marcus theory (Hamann and Vielstich 2005; Bard and Faulkner
1988), for which the 1992 Nobel Prize in Chemistry was awarded. Nevertheless,
Eqs. (7) and (8) have become established as a standard. A major reason for this may
be the accessibility of the required parameters. Equations (7) and (8) include six
model parameters, in addition to the temperature T, the universal gas constant R, and
the Faraday constant F. Based on theoretical considerations, the exchange current
density j0 corresponds to a rate constant for the reaction at the surface. Therefore, the
parameter j0 can be related to the size of the active catalyst surface. The reaction rate
also depends on the local concentration of the reacting species at the surface. This
is described by the concentration ci . The reference concentration cre f

i is the concen-
tration at which the value for j0 was originally measured. In turn, the parameter γ

is called the reaction order and is practically used as a fitting parameter. However,
assumption γ = 1 is commonly used, as the model approach is already highly simpli-
fied and describes, to be precise, only a 1-electron transition. In turn, the parameter
α is called the symmetry factor or transfer coefficient. In a broader sense, properties
of the electrochemical double layer can be assigned to it. A change in the thickness
of the double layer or, for instance, the material of the catalyst surface, should there-
fore have an effect on this parameter. In fact, a different value of the Tafel slope
can be experimentally-determined in the region in which the Pt surface is partially
oxidized (Song and Zhang 2008; Wakabayashi 2005; Stassi 2006). The parameter
n is included for formal reasons and describes the number of electrons exchanged
in the rate-determining step, and should not be confused with the parameter z from
Eq. (3). For the Tafel equation, in its linear representation as η = f (ln j), the product
α·n can be determined from the slope and the value for j0 from the intercept. Thus,
the activation overvoltage may be calculated from two terms (α·n and j0) if the local
concentration is given.

Models that represent the electrodes as a two-dimensional interface often utilize
the physical model of a “combined electrode” (see Fig. 1). Here, the anode and
cathode are combined to form an effective electrode. This is always an elegant solu-
tion if the system has a hydrogen electrode on one side, which can thus be treated as
a reference electrode.

The great advantage of this method is that the activation overvoltage can be calcu-
lated with only two effective parameters, which are directly accessible from the char-
acteristic curve. The limits of this method are reached when other reactions occur
at the hydrogen electrode or deactivation of the catalyst takes place, such as when
operating a PEFC with reformate. These additional effects must then be taken into
account as a “disturbance” through parameters. Another possibility is to consider
two half-cells and use two Tafel equations analogous to Eqs. (5) and (6). As an
additional challenge, however, the kinetic parameters must be determined separately
for each electrode. One possibility is to use reference electrodes in the membrane.
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Fig. 1 Model of the “combined electrode” with a two-dimensional approximation of the two
catalyst layers

Unfortunately, an absolute determination of each contribution is hardly possible,
because the proton concentration cannot be controlled and the reference potential
shifts according to Eq. (5) depending on the current density, with the positioning also
having a direct influence on the measurement (Liu et al. 2004; Kulikovsky and Berg
2015). Despite these difficulties, this approach offers a direct experimental approach
for validating the model parameters.

Another possibility is to represent the catalyst layer in 3D, as is shown in Fig. 2.
However, this requires knowledge of the internal structure. As the simplest approach,
a homogeneous structure can be assumed, with different gradients arising in the layer
depending on the parameters selected.

It can be seen from the illustration in Fig. 2 that for this purpose, the catalyst
layers on both sides must be considered separately. However, it can also be assumed
that the contribution of the anode can be neglected when operating with pure H2.
The advantage of this type of model is that it links the electrochemical conversion

Fig. 2 Model of the “homogeneous catalyst layer” (cathode)



10 W. Lehnert and U. Reimer

Fig. 3 “Agglomerate model” with illustrated structure of the catalyst layer

with transport equations for protons and gas species. Thus, statements regarding
the degree of utilization of the electrodes as a function of their loading and layer
thickness are possible (Kulikovsky 2010a, b; Perry et al. 1998; Boyer et al. 2000).
However, the assumption of a homogeneous catalyst layer contradicts the internal
structure of the catalyst layer, which is known from the manufacturing process and
analysis of the electrode morphology. This structure can be taken into account by
drawing on the so-called agglomerate models (Sun et al. 2005; Sousa et al. 2010;
Kamarajugadda and Mazumder 2012; Xing and Mamlouk 2013) (see Fig. 3).

This type of model takes into account the spatial distribution of the platinum
particles and their connection to the carbon carrier material and polymer phase. The
increased accuracy in the geometric description, however, in turn requires a larger
number of model parameters that must be determined via suitable experiments. As
an example, the eleven most important parameters required in the model of Sun et al.
(2005) are listed below:

- Exchange current density.
- Symmetry factor.
- Pt loading.
- Pt particle diameter.
- Effective Pt surface ratio.
- Radius of the agglomerate.
- Effective specific agglomerate surface area.
- Catalyst layer thickness.
- Porosity of the catalyst layers.
- Thickness of the electrolyte film covering each agglomerate.
- Electrolyte fraction in the agglomerate.
In general, it can be said that the simulation of a “correct characteristic” at different

operating conditions is at least a first indication of the correct model description.
However, reproducing the experimentally-obtained polarization curve by means of
the model is a necessary but not a sufficient condition for the model’s validation.
For instance, experiments on high-temperature PEFCs in co-flow and counter-flow
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result in identical polarizations curves within the measurement accuracy, but the
temperature distribution and even current density distribution clearly differ (Lüke
et al. 2012). The following three points describe the fundamental assumptions that
have a key influence on the simulation results and should therefore be taken into
account when interpreting the results:

• The establishment of the thermodynamic equilibrium is much faster than all
transport phenomena.

• The choice of the electrode model pertaining to the Nernst voltage affects the
absolute values of the kinetic parameters.

• The electrode material does not change during operation and is the same on both
sides of the electrochemical cell.

When evaluating experiments in order to determine parameters, the same assump-
tions should bemade as in themodeling. Only then can the parameters bemeaningful
within the framework of the models used.

1.2 Mass Transport in Porous Media

Low-temperature, as well as high-temperature fuel cells and electrolyzers, consist to
a large extent of stochastic porous media. The typical porous components of a PEFC
include the gas diffusion layers (GDLs), the microporous layers, the electrodes, and,
in a broader sense, the membrane. Oftentimes, the only “deterministic” components
are the bipolar plates with the incorporated flow channels, with both the ribs and
channels of the bipolar plates having an interface with the porous GDLs on one
side. From this simple consideration, it is clear that porous media exert a significant
influence on fuel cell behavior and not only in terms of mass, heat, and charge
transport but also in relation to electrochemical conversion in the electrodes.

Thiswill be outlined using the example ofmass transport in the gas diffusion layer.
The transport of a fluid in a porous medium is disturbed by the solid components.
These limit the free volume through which the fluid can be transported. The porosity,
i.e., the ratio of the void volume to the total volume, decreases with increasing solid
content. In addition to the effect of porosity, other microstructural properties have
an influence on effective transport. The microstructure can lead to the blocking of
the straight pathways for the fluid through the medium, increasing the length of its
pathway. This is accounted for by the tortuosity. In addition, constrictions on the
transport paths can occur with the result that the pore radii along the transport paths
change or vary from pore to pore. Furthermore, the pores or transport paths may be
interconnected. In addition, dead end pores can be created by the solid fraction, as
is shown in Fig. 4a, top right.

In these three-dimensional, stochastic porous media, transport must be described
using mathematical models. This can be performed in several ways, and it is often
convenient to simplify the model’s spatial geometry. For instance, the pores can be
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Fig. 4 Sketch of the cross-section through a porous medium: a real structure with dead-end pores;
b abstracted model of the pore network; and c representation as representative elementary volume
with average properties (according to Eq. 14)

described by a size distribution and the interconnection of all pores represented by a
network (Sahimi 2011), as is depicted in Fig. 4b.

It would, in principle, be straightforward to solve the transport equations in the
spatially-resolved structures or stochastic model structures that are equivalent to the
real structures in a statistical sense. This would require a detailed knowledge of these
underlying structures. With current tomography and image-processing methods,
these structures can be detected and presented in a manner suitable for transport
simulations (Sahimi 2011; Thiedmann et al. 2008, 2009;Wang et al. 2010). An alter-
native to describe the transport properties in porous media are pore network models,
which are an abstraction of the real structures and feature equivalent properties to
the real materials in the statistical sense. In these networks, fluid transport is often
described using simplified transport models (Gostick et al. 2007; Markicevic et al.
2007; Agaesse 2016). In general, this can greatly reduce the computational resources
required while maintaining good accuracy among the transport parameters, as was
recently shown by Gackiewicz et al. (2021) in a direct comparison of two methods
for flow in sand layers.

In contrast, in terms of cell and stack simulation, continuum models are used
to describe transport phenomena in porous structures. The two aforementioned
approaches, as successfully as they can be used, require unacceptably high computa-
tion times and core memory when large volumes/regions are to be simulated, such as
in the case of complete cells or stacks. When statistical properties are averaged out
based on the considered representative elementary volume and local effects thereby
play a minor role, volume-averaged models are a suitable choice. Instead of the
knowledge of detailed structures of the porous media, consistently effective parame-
ters are required to characterize the single-phase andmulti-phase transport processes.
As an example, consider the determination of the effective diffusion coefficient Def f

for flow-through of a porous medium. The value of Def f depends on the properties
of the fluid, as well as on the porous medium’s structure. Considering bulk diffusion,
the parameter multiplied by the diffusion coefficient includes, in the simplest case,
the porosity ε and the tortuosity τ. For the effective diffusion coefficient, Def f is
obtained as:
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Def f = ε

τ
Dbulk (9)

A reduction in the porosity ε or an increase in the transport path (always τ > 1)
leads to a reduction in the effective diffusion coefficient.

Porosity data are available formanymaterials, but care should be taken as towhich
definition of porosity is meant. Thus, for mass transport through a porous layer (e.g.,
through a GDL), only the fraction that enables gas transport through the layer from
one side to the other is relevant. However, dead-end pores with a connection to the
surface but without continuous paths (see Fig. 4a) have no relevance in terms of
mass transport. Dead-end pores inside the porous medium connected to transport-
relevant pores also do not contribute to mass transport via the porous layer. In the
field of catalysis, or electrocatalysis, these pores are of importance. Closed pores are
also irrelevant in terms of mass transfer. They have an influence on the mechanical,
thermal behavior and, if applicable, the electrical conductivity. Porosity data from
the literature should therefore be critically considered. If the method of porosity
measurement is known, the measured porosity can be assigned. Porosity and other
characteristic data for different materials, such as GDLs, can be found in the relevant
literature (Zamel and Li 2013; Ozden et al. 2019; Yang et al. 2021; Yuan et al. 2021;
https: 2021).

Another aspect is the tortuosity, which is often defined in an intuitive manner as
being the quotient of the effective path length Lef f and thickness of the material
Lshort :

τ = Lef f

Lshort
(10)

This definition refers to the geometric path length, i.e., the shortest paths between
opposing surfaces. However, it does not take into account the influences of wide and
narrow pores on mass transfer. In this regard, a distinction must be made between
geometric and transport-based tortuosity, both values of which can significantly
differ. In the literature, tortuosity is often described as a material constant which,
in combination with porosity, diminishes the effective mass transport in the porous
medium. However, it has been shown that tortuosity is not a pure structural param-
eter and is a function of the temperature, transported species, pressure, and possible
reactions within the porous structure and flow conditions (Ghanbarian et al. 2013;
Keil 1999). This flow-based tortuosity is a variable that relates to random porous
media and cannot be measured directly.

An alternative definition that results inmore realistic values is presented inEq. (11)
(a discussion of the differences between the two definitions can be found in a study
by Epstein (1989), where the terms tortuosity and tortuosity factor are discussed):

τ =
[

Lef f

Lshort

]2

(11)
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In order to take into account the variable pore diameter along the diffusion path,
the constrictivity factor δ is sometimes used in the literature, which is intended to
represent the hindrance of the fluid and lead to smaller values for Def f , as indicated
in Eq. (12) (Coutelieris and Delgado 2012):

Def f = δ · ε

τ
Dbulk (12)

Regardless of the descriptions or underlyingmodels, it is necessary to use suitable
parameters to describe the mass transport. In principle, it is irrelevant whether these
parameters are determined experimentally (Tjaden et al. 2018) or via detailed simula-
tions in real structures (Wang et al. 2010; Froning et al. 2013). Due to the uncertainty
of parameter determination in real porous structures, tortuosity is often taken as a
fitting parameter. Alternatively, different empirical correlations can be found in the
literature, but refer to specific underlying structures. For instance, the Bruggeman
correction ismentionedhere (Eq. 13) (Markicevic et al. 2007;Bruggeman1935). This
model was originally developed for media consisting of regular stacks of spheres. Its
validity to fuel cell materials, however, is questionable (Yuan et al. 2021). Further
correlations can be found in the relevant literature (Sahimi 2011; Tjaden 2018).

Def f = ε1.5Dbulk (13)

Diffusion in the porous GDLs is typically superimposed by means of convective
mass transport. In this respect, permeability through the porousmedia is of additional
importance andmust be considered in themodels. Due to the small Reynolds number,
a Darcy approach can typically be applied in the GDLs (Eq. 14):

J = K

μ
∇ p (14)

where J is the superficial velocity that is caused by the pressure gradient∇ p. Further-
more, K is the permeability and μ the dynamic viscosity. Permeability also depends
on the microstructure of the materials and is measured through-plane in many cases,
when this is possible using standard methods. Comprehensive through-plane and
in-plane data for typical materials are only partially available. It is common to use
these measured permeabilities in the models, even when it is possible to calculate
permeability via effective structural parameters within the framework of models, as
is done, for example, in the mean transport pore model (Arnost and Schneider 1995).
However, a lack of measured or calculated parameters for the application is also
apparent here. In this respect, it is understandable and acceptable to employ effective
measured or calculated permeability.

Thus, it becomes apparent that several parameters are necessary for the descrip-
tion of the single-phase mass transport in the framework of the continuum models
which, however, are only partially available and feature large uncertainties. In a
typical PEFC, liquid water is also present. Therefore, the phenomena of two-phase
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transport must be implemented in the models. Models of this are presented in the
subsequent chapters of this book. In this section, only the available and, in particular,
the unavailable experimental and validated parameters will be briefly highlighted.
Many of the models were originally developed for the fields of groundwater flow
and petroleum engineering (Bear 1988), and have been applied therein with great
success. An essential difference from typical fuel cell materials is that in the field
of petroleum engineering, there are large areas with comparable dimensions in all
spatial directions when performing experiments for the determination of parameters.
In contrast, porous components with large x–y but small z expansions are found in
fuel cells. In this respect, near-surface effects in the z-direction dominate in thin
fuel cell materials, in contrast to the materials utilized in petroleum engineering. In
the absence of specific models and parameters adapted to typical fuel cell models,
established models and data from the petroleum engineering domain are often used.

In order to describe two-phase transport in the porous fuel components in the
context of continuum models, the capillary pressure saturation curve and relative
permeabilities are essential considerations. In most PEFC models, the Leverett-
Udell function is used as the capillary pressure–saturation relationship (Leverett
1941; Udell 1985). Gostick et al. showed that the measured capillary pressure satu-
ration curves of typical GDL materials with varying hydrophobicities differ in shape
(Gostick et al. 2012; Gostick et al. 2010). It should also be noted that Udell’s fit does
not adequately reflect the underlying experimental data (Si et al. 2015). Further-
more, the data do not relate to typical fuel cell materials. Despite these two factors,
the Leverett-Udell function is widely used. Another aspect made evident in the exper-
imental data is the hysteresis of the capillary pressure saturation curve. To the best
of the authors’ knowledge, this has not been discussed in the context of continuum
models describing fuel cell behavior.

If one considers the data with respect to relative permeability or to structural
parameters relevant for material transport as a function of water saturation, a compa-
rable picture emerges; little experimental data is currently available for typical fuel
cell materials.

In actual fuel cells, the MEA components are compressed to ensure a low contact
resistancebetween the ribs of theflow-field andGDL.On theother hand, the compres-
sion must not be so strong as to hinder mass transfer below the ribs. Typically, the
compression is about 30%, with the GDL being the component subject to the highest
compression. Thus, compressed and non-compressed regions and transition regions
may be found in a cell. It is apparent that compression combined with the anisotropy
of theGDLmaterials does notmake the situation easier. Experimental data describing
these effects in relation to the necessary structural parameters or directly to the mass
transport are also sparse regarding the typical fuel cell and electrolyzer materials.
For this reason, transport simulations in tomographically-examined materials are
increasingly employed (Hoppe 2021). Typical data and parameters that consider the
anisotropy of the materials and compression are:

• Porosity
• Tortuosity
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• The capillary pressure saturation curve
• Relative permeabilities

It does not matter whether the data originate from experiments or validated simu-
lations. Rather, the decisive factor is that the data are consistent across the respective
material classes. Naturally, increasing the complexity of the models would require
more and better data. At this point, the data should not be weighted in the sense
of a sensitivity analysis, although not all parameters have the same impact on the
simulation result; some parameters can also be viewed as fitted values.

1.3 Conclusions

Although they may seem simple at first sight, fuel cells present highly complex
scientific and technical challenges. This is also true in the field of modeling and
simulation within the framework of continuum models, which was briefly touched
upon here. It turns out that models for the description of fuel cell behavior are
available, and these generally work well in the context of their intended applications.
Unfortunately, it must be stated that it is not easy to obtain the necessary parameters
for the mentioned models. More intensive collaboration between experimentalists
and modelers thus seems to be necessary, whereby the synergies may become more
effective and the mutual benefits more obvious, as was demonstrated, e.g., in Beale
et al. (2021). However, experience shows that it is not always easy to engage in such
cooperative endeavors.

In the field of modeling and simulation, multi-physics and multiscale models
have been developed to describe fuel cell behavior. In recent years, CFD simulations
have proven to be of particular importance in this regard. CFD simulations enable
the modeling of complex interactions within a cell or a stack. For a long period of
time, commercial CFD tools have dominated the simulation community. This has
certainly contributed to the popularity of fuel cell simulation, and it has seemed
easy to perform meaningful model calculations with these tools, provided that the
appropriate computer infrastructure has been in place. However, it is apparent that
many of the published results are only partially validated and difficult to interpret
in their complexity. In this regard, it seems useful to make a few general statements
with respect to modeling and simulation, as per the books by Ingham et al. (2000)
and Moeller (2004).

Even if it is apparently trivial, it should be noted that before modeling work is
commenced, its goals should be determined. The level of detail of a model, as well
as its balance region, result from the target’s definition. Aside from the demand for
a clear definition of the goal, the systematic approach to modeling and simulation is
essential, as the above-mentioned authors make clear. It is recommended not to start
with the most complex model, but to successively increase the complexity and check
all intermediate steps. It should also be ensured that the necessary model parameters,
for example material data, are available. These data should derive from appropriate
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experiments or simulations. This requirement,which is in fact often taken for granted,
is more complex and difficult to meet than the previous ones. In addition, it is self-
evident that amodelmust be validated in order to be usefully applicable. The first step
to this is to ensure that it corresponds to basic physical and chemical understanding.
An experimental validation via—appropriate—experiments is to be aimed for in
any case. If this is not possible, the model should be compared with independently-
developed ones. Unfortunately, these validation steps are complex and sometimes
highly time-consuming. Furthermore, both parameter determination and validation
require close collaboration among experimental working groups. Unfortunately, the
authors’ experience shows that such cooperation sometimes proves to difficult due
to different understandings and requirements of the experiments or simulations. In
this regard, there is demand to build up a mutual understanding and value the work
in an appropriate manner. Only then can the synergy of experiments and simulations
be successfully executed.

The following chapters includemodels that are accessible to everyone. This acces-
sibility is an advantage of open source software over commercial tools. The models
presented in the subsequent chapters describe modeling approaches in detail and are
comprehensible due to these descriptions. In addition, further necessary literature is
outlined. Thus, models are available that can be applied to a wide range of applica-
tions and further developed to adapt them to the respective goals of modeling and
simulation.
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A Simple Electrochemical Cell Model

Steven Beale

ABSTRACT A case corresponding to the simplest possible electrochemical cell,
namely a single oxygen electrode for a polymer electrolyte electrochemical cell, with
constant properties, is presented herein. The target audience is one that is familiar
with the computer code Open Source Field Operation and Manipulation (Open-
FOAM), with little or no knowledge of electrochemistry, who wish to enter the field,
as well as those with some knowledge of electrochemistry who wish to build their
first mathematical model using OpenFOAM. The simpleFuelCell model has
been deliberately kept basic in order to introduce simple electrochemical concepts,
such as the stoichiometric ratio and reaction order, in comparison to subsequent
chapters of this book, where much more complex algorithms are developed. The
simpleFuelCell case is readily built-up from the base case for incompress-
ible laminar flow of Newtonian fluids (icoFoam), by adding terms for the electro-
chemical reaction and species continuity (mass transfer). Full details are provided.
The model may also be run bypassing the solution for the continuity and pressure-
correctedmomentumequations byfixing the stream-wise velocity to a constant value.
The results are compared to an exact analytical solution and show near perfect agree-
ment. The case can be used in-class, for university teaching purposes, e.g., in a first
course on electrochemical modelling. If desired, the user may subsequently relax the
model assumptions to investigate the impact on model accuracy or computational
performance.
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Nomenclature

A inverse Tafel slope
c concentration, kg/m3

D diffusivity, m2/s
E open circuit voltage, V
F Faraday’s constant, 96485×103 C/kmol
H height, m
i Current, A
j current density, A/m2

kR reaction rate constant, m/s
L length, m
M molecular weight, molar mass, kg/kmol
ṁ ′′ mass flux, kg/(m2·s)
N iter iteration number
n normal direction
p pressure, partial pressure, N/m2

pα partial pressure, N/m2

R universal gas constant, 8.31446 J/(mol·K)
R residual [units of solved variable], resistance Ohm/m2

S surface area vector, m2

S surface area magnitude, m2

T temperature, K
U velocity, m/s
U stream-wise velocity, m/s
V cell voltage, V
VW cross-wise velocity, wall velocity, m/s
x displacement, m
X mole fraction
y displacement, m
Y mass fraction
Z charge number
z displacement, m

Greek letters

αR relaxation parameter
αw net protonic drag coefficient
γ reaction order
δ cell half-width, m
λ stoichiometric coefficient
ν kinematic viscosity, m2/s
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ρ density, kg/m3

φ general scalar variable [any units]

Subscripts

H2 hydrogen
H2O water
i inlet
O2 oxygen
o outlet
P nodal value
R reaction
t transformed substance state
W wall
0 ambient, external, reference value

1 Introduction

In recent years, a number of models of electrochemical devices, such as fuel cells
and electrolysers, have been developed by engineers and scientists. These range, in
complexity, from simple 0-D and 1-D analyses which run on a personal computer,
to detailed transient 3-D cell and stack models, often requiring the use of supercom-
puters employing thousands of compute cores to obtain solutions. In recent years, the
availability of well-written open source computational fluid dynamics (CFD) codes
such as OpenFOAM facilitate the construction of multi-physics multi-scale models
which are designed and developed from a ‘top down’ approach. One example of
this is the openFuelCell code (Beale et al. 2016). In this chapter the reader is
introduced to the subject of modelling electrochemical devices from a ‘bottom up’
approach. It is shown how to build the simplest possible 2-D electrochemical model,
namely a half-cell, using OpenFOAM. Computational modelling generally requires
that model closures be made. Details are provided on the specific model equations
employed and the salient portions of the source code are provided with explanations.
This raises the important topic of validation and verification:

“Following Boehm (1981) and Blottner (1990), we adopt the succinct description of
verification as “solving the equations right” and of validation as “solving the right equations.”

Patrick. J. Roache (1998).

This chapter is therefore concerned with verification of the cell model, by means
of comparison of the results of the model calculations with a known analytical
solution over a range of conditions. Thus, the reader is introduced to a number
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Fig. 1 Schematic of an idealised polymer electrolyte cell: a fuel cell mode; b electrolyser mode

of concepts and definitions specific to electrochemistry, from an introductory posi-
tion. Following this introduction, the reader should find him/herself in a position to
construct electrochemical models of increasing complexity.

At the heart of any electrochemical cell are two electrodes; an anode and a cathode,
as well as an electrically-conducting electrolyte/membrane, as is illustrated schemat-
ically in Fig. 1. In a polymer electrolyte fuel cell (PEFC), as portrayed in Fig. 1a,
two half-reactions take place as follows: Hydrogen is oxidised at the anode with
electrons passing through the load and protons crossing through the membrane. At
the cathode, the protons combine with oxygen and electrons to form product water,
i.e.,

Anode 2H2 → 4H+ + 4e− (1)

Cathode 4H+ + 4e− + O2 → 2H2O (2)

The overall mass flux, ṁ ′′, is just that of the water produced less the oxygen
consumed. A hydrogen fuel cell operated in reverse is simply a water electrolyser,
also known as a polymer electrolyte electrolyser cell (PEEC). In that case, the water
is converted into feedstock hydrogen and oxygen, as is shown in Fig. 1b. Under these
circumstances, water is split into oxygen, protons, and electrons at the anode, and
the hydrogen protons are simultaneously reduced (combined with the electrons) to
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form hydrogen at the cathode.

Cathode 4H+ + 4e− → 2H2 (3)

Anode 2H2O → 4H+ + 4e− + O2 (4)

To avoid confusion; in this work the electrodes will be referred to as the oxygen
electrode, and the hydrogen electrode. To date, there has been substantially more
interest in the modelling of fuel cells than electrolysers; however, this situation is
changing somewhat. The simpleFuelCell code, described in this chapter, was
originally developed as a fuel cellmodel. It was subsequently adapted to also consider
water electrolysis.

A number of expressions have been derived to describe the reaction kinetics.
Among the simplest of these is the Tafel equation1 (Gileadi 1993), which may be
written, for instance for the oxygen electrode, as:

j = j0

(
Y

Yre f

)γ

exp(Aη) (5)

where j is current density (A/m2), and η is the so-called activation overpotential
(Bockris et al. 2000), Y = YO2 is the mass fraction of oxygen for a fuel cell, whereas
Y = YH2O for an electrolyser, and Yref is a reference value of Y. This can be, but
is not necessarily, equal to the inlet value, Yi. The term j0 is the exchange current
density and is generally given by an Arrhenius-type expression as a function of
temperature. Equation (5) is not valid for j

/
j0 ≤ 1. The Tafel equation may be

considered an expression for the additional potential or ‘overpotential’, η, (in units
of volts) required to transfer charge across an electrode, in other words the deviation
in the cell potential, V, from the ideal or open-circuit potential, E, when j = 0,

V = E ∓ η (6)

associated with the finite-rate reaction. For an electrolyser, V > E , and the over-
potential η = V − E , is an expression of the fact that more electrical energy must
be supplied than can be removed as chemical energy, at a finite-rate. Conversely,
for a fuel cell, while η is still referred-to universally as the ‘overpotential’, the cell
voltage, V, is in fact actually less than the ideal potential, E > V : The reader will
note that in practical electrochemical cells, additional voltage losses also result from
other causes, such as mass transport and ohmic resistance. The constant, A, in Eq. (5)
is sometimes called the inverse Tafel slope, due to the common practice of plotting
η versus log j , referred to by electrochemists as a ‘Tafel plot’.

Generally speaking, the hydrogen reaction is much faster than the oxygen one
and so the former can be completely neglected, at least for a first order analysis, i.e.,

1 After the Swiss chemist, Julius Tafel (1862–1918).
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η = ηO2 and ηH2 = 0 in Eq. (6). The oxygen mass flux, ṁ ′′
O2
, at the oxygen electrode

is related to the current density, j, according to Faraday’s law(s) of electrolysis:

ṁ ′′
O2

= ∓MO2 j

ZO2F
(7)

where MO2 = 32 kg/kmol is the molar mass of oxygen and ZO2 = 4 is the charge
number (valence) of the oxygen molecule. The negative sign is for fuel cell mode,
which indicates that reactant oxygen is consumed by the reaction (employing the
convention that ṁ ′′ is positive for injection and negative for suction). Conversely, the
positive sign is for electrolyser mode and indicates that oxygen is being produced,
i.e., ṁ ′′ > 0 applies to a fuel cell and ṁ ′′ < 0 to an electrolyser. The reader will note
that this convention is commonly employed in texts on heat and mass transfer (heat
added is positive, heat removed is negative). This is precisely the opposite to the
convention adopted in OpenFOAM. Similarly, water is generated or removed such
that:

ṁ ′′
H2O = ±MH2O j

ZH2OF
(8)

where MH2O = 18 kg/kmol and ZH2O = 2. Thus, in a fuel cell, even though mass in
the form of water is being produced at the oxygen electrode, oxygen is consumed. In
an electrolyser oxygen is being produced, and water consumed. The total mass flux,
ṁ ′′, is:

ṁ ′′ = ρVW = ṁ ′′
H2

= ṁ ′′
H2O − ṁ ′′

O2
(9)

2 One-Dimensional Electrochemical Cell Analysis

Kulikovsky et al. (2004, 2005) derived an analytical solution for a one-dimensional
(1-D) idealisation of a PEFC as a single oxygen electrode. The basic hypothesis was
that mass transfer can, like heat transfer, be treated passively; in other words, the
mass flux at the wall does not lead to substantial changes in the mixture density
and velocity. This implies no overall change in mass continuity, but only in species
concentration. The additional assumption of perfect mixingmeans that the individual
species velocities in the stream-wise direction are all equal to the bulk value. The
model assumptions are listed in detail below, followed by the mathematical expres-
sion formass fraction, Y, and current density, j. The reader interested in the derivation
of the analytical solution is referred to Appendix I, where it is given as a conventional
mechanical engineering/control-volume analysis based on amass-based formulation,
rather than the molar form, as originally derived by Kulikovsky et al.
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2.1 Model Assumptions

• The hydrogen oxygenation/reduction reaction is very ‘fast’ in comparison to the
oxygen reduction/evolution, i.e., the anodic activation overpotential is negligibly
small.

• The mixture density, ρ, is assumed to be constant.
• The oxygen-side streamwise velocity, U, is constant and the crosswise velocity

is zero, in the equations for conservation of mass and momentum, but non-zero
for species conservation.

• There is perfect mixing in the oxidant-side crosswise direction, and conversely
no streamwise (axial) diffusion, i.e., only bulk convection.

• The open-circuit potential, E, Eq. (6), is constant, while the ohmic resistances of
all internal components are negligibly small.

• Theoxygen reaction-order,γ, the inverse-Tafel slope,A, inEq. (5) and the cathodic
activation overpotential, η, are all constant, and so the local current density is a
function of the oxygen mass fraction, Y, and reaction order, γ, only.

• The temperature is constant throughout the cell.
• Water transport in the membrane is not considered.
• There is no crossover or leakage of gas from one electrode to the other
• The solubility of oxygen in liquid at the reaction sites is not considered an issue.

Based on the these assumptions, it is possible to derive the analytical solution,
presented below.

3 Analytical Solution

The equation to be solved is:

ρU

Mα

dYα

dx
= − j

ZαHF
(10)

where j is given by Eq. (5), and H is the height of the channel, see Fig. 2. Since this
is a 2-D formulation, the width,W may conveniently be chosen as unity,W = 1. The
subscript αwas used in Appendix I to distinguish between the different species; for a
fuel cell α = O2 whereas for an electrolyser α = H2O. With this clearly understood,
the subscript will be discarded henceforth, and the mass fraction denoted simply by
Y. The solution for the mass fraction, Y (x), is as follows:

Y

Yi
=

⎧⎨
⎩

{
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
L

}1/(1−γ)

γ �= 1(
1 − 1

/
λ
)x/L γ = 1

(11)

where Yi is the inlet mass fraction of oxygen. The current density, j(x), is given by:
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Fig. 2 Idealised electrochemical cell showing the geometry, notation, and boundary conditions.
Not to scale. a Fuel cell mode, the oxygen mass fraction decreases as oxygen is consumed by
the reaction even though net mass, in the form of water, is being added: b Electrolyser mode; the
water mass fraction decreases in the main flow direction as the feedstock water is consumed by the
electrochemical reaction and oxygen is produced

j

j
=

⎧⎨
⎩

λ
(
1−(1−1/λ)

1−γ

1−γ

){
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
/
L
}γ/(1−γ)

γ �= 1

−λ
[
ln

(
1 − 1

/
λ
)](

1 − 1
/
λ
)x/L γ = 1

(12)

where j is the mean current density.

j = 1

L

L∫
0

jdx (13)

The stoichiometric ratio, λ, is defined for a fuel cell as:

λ = maximum current

actual current
= imax

i
(14)

The maximum current corresponds to 100% of the oxygen/water at the inlet being
consumed. NB: The actual current is just i = jl, for the 2-D problem considered
here, assuming W = 1. For constant ρ, U:

λ = Y i

Y i − Y o
(15)

where Y i and Y 0 are the mass-averaged inlet and outlet mass fractions of oxygen
for a fuel cell and water for an electrolyser. Clearly, λ = 1 implies that all of the
oxygen/water is consumed, whereas λ = ∞ implies an open circuit, i = 0, no
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reaction. It follows that 1 ≤ λ ≤ ∞. The analytical solution, below, was originally
developed to model a PEFC, however, it may also be applied to PEECs where the
mass flow (of hydrogen protons), is reversed, as is shown in Fig. 2b, and oxygen
is produced with Y i < Y o. For an electrolyser, the oxygen stoichiometric number
would be negative, however, a water stoichiometric can be, and is, similarly defined.
The reader will note that the quantity 1/λ is sometimes referred to as the ‘utilisation’,
namely the fraction of the total oxygen/water (or hydrogen on the hydrogen electrode
side) that is utilised. Thus, 1 – 1/λ is that fraction of the total not utilised in the
reaction; the term ‘non-utilisation’ could perhaps be coined.

4 Model Equations

The basic equations solved by icoFoam (Greenshields 2018) are continuity and
momentum in the incompressible form.

∇ · U = 0 (16)

∇ · (UU) = −∇(
p
/
ρ
) + ∇ · (ν grad U) (17)

These must be modified by the addition of a mass fraction equation.

∇ · (UY ) = ∇ · (D grad Y ) (18)

The solution of Kulikowsy et al. (2004, 2005) is based on the assumption that mixing
is ‘perfect’, i.e., no cross-wise diffusion gradient, but conversely there exists a finite
stream-wise gradient. One possible formulation is to treat the diffusivity,D, as being
directional, in nature. OpenFOAM admits that the diffusivity, D, may be prescribed
as a second order tensor, for example;

D =
⎛
⎝ D11 D12 D13

D21 D22 D23

D31 D32 D33

⎞
⎠ =

⎛
⎝ 10−15 10−15 10−15

10−15 1 10−15

10−15 10−15 1

⎞
⎠ (19)

which ensures diffusion dominates the y and z cross-wise directions, and convection
the stream-wise x direction. The main flow (stream-wise) is in the x-direction, with
mass diffusion (cross-wise) in the y-direction as shown in Fig. 3. The z-direction is
redundant (2-D problem).

The wall boundary condition may be written as:

∂Y

∂n

∣∣∣∣
W

= VW

D
(YT − YW ) (20)
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Fig. 3 Boundary patches and values employed, for the case when PISO is employed with wall slip.
The gas mixture flows in the x-direction with the electrode located in the plane y= ymax . The 3 sides
(shaded) are located at z = zmin, zmax , and y = ymin, respectively. Since the problem considered is
2-D, the z-direction is redundant. Not to scale

where it is understood that D = D22 in Eq. (19), VW is the wall mixture velocity,
Yw is the wall value of Y, and YT the so-called transferred substance state (T-state)
value2 (Spalding 1960, 1963; Kays et al. 2005; Beale 2004, 2005, 2007, 2015). The
T-state value for species α is just the ratio of the mass flux of the individual species
α, to the total mass flux.

YT = ṁ ′′
α

ṁ ′′ (21)

For a non-reacting process, such as conventional membrane filtration 0 ≤ YT ≤ 1,
however for chemical and electrochemical reactions YT is not bounded,−∞ ≤ YT ≤
+∞. The total mass flow here is just ṁ ′′ = ṁ ′′

H2
= ṁ ′′

H2O − ṁ ′′
O2
. Table 1 gives the

T-state values for H2, O2, and H2O. It should be noted that these values assume no
net water transport, i.e., water is only produced/consumed by the reaction and not by
pressure-gradient-driven convection, mass transport, or osmotic drag in the hydrated
membrane. For the latter case, it can be shown (Beale 2015) that, e.g., for a fuel cell
YT = −8

/
(1 + 18αw), where αw is the so-called net protonic drag coefficient. The

2 Strictly speaking, MO2 = 31.998 and MH2 = 2.01568. So e.g. for O2: yT =
−MO2 zH2

/
MH2 zO2 = −7.9372 but, as is seen later, this does not affect the results in

non-dimensional form.
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Table 1 Molar mass, charge number and transferred-substance state values for the reaction

Electrode Species, α M z YT

Oxygen O2 32 4 -8

Hydrogen H2 2 2 1

Oxygen H2O 18 2 + 9

(hydrogen) wall velocity, VW , is required for the species boundary condition, Eq. (20)
only, not continuity and momentum Eqs. (16)–(17). This is obtained by combining
Faraday’s law of electrolysis, Eq. (7), with the Tafel equation, Eq. (5):

VW =
(
MH2 j0 exp(Aη)

ZH2ρFYre f

)
Y γ = kRY

γ (22)

where Y = YO2 for a PEFC and Y = YH2O for a PEEC. kR is the reaction rate constant
defined as:

kR = ±MH2 j0 exp(Aη)

ZH2ρFYre f
(23)

which is a constant in the present model. The sign convention is somewhat arbitrary
and has been chosen so that the direction ofVW is in the negative coordinate direction
(i.e., inward) for a fuel cell and positive (outward) for an electrolyser, in order to
accommodate the fact that the hydrogen protons and electrons are being removed
from the oxygen electrode in a PEEC, whereas they are being added in a PEFC (see
Fig. 2).

NB: This formulation ensures that VW → 0 as YW → 0, obviating the possibility
of negative values of Y from arising, i.e., the problem is bounded. Equation (20)
is a Robin/mixed (linearised) boundary condition as is typically encountered in
heat/mass transfer. OpenFOAM admits to such boundary condition prescriptions
using a somewhat arcane procedure, as follows:

YW = f YV + (1 − f )(YP + gδ) (24)

where YP is the value of Y at node P, f is a valueFraction, Yv is a refValue, g is a
refGradient, δ is cell-centre to boundary distance,3 δ = |P − W|. Equation (20) may
be implemented either by using a ‘Neumann-like’ fixed gradient approach:

f = P

1 + P
(25)

3 The reader will note δ is distance and not the reciprocal of distance, as may be encountered in
someOpenFOAMdocumentation: In OpenFOAM, deltaCoeff was historically chosen as 1/distance
because floating-point multiplication (by 1/distance) is computationally cheaper than division (by
distance).



32 S. Beale

g = 0 (26)

or by means of a ‘Dirichlet-like’ fixed value formulation:

f = 0 (27)

g = P

1 + P

YT − YP

δ
(28)

where P is a cell Péclet number.

P = Vwδ
/
D (29)

In both cases,

Yv = YT (30)

The Neumann form may be written as:

∂Y

∂n
= 1

D
kRY

γ

W (YT − YW ) (31)

The reader will note that for γ = 1, the membrane boundary condition is now
quadratic in Y. This class of boundary value problem is found elsewhere in the
process and chemical industries, for example in membrane separation processes
(Pharoah et al. 2000) where an osmotic pressure difference, which is a non-linear
function of the mass fraction, is the driving force for mass transport. The matter is
discussed further in Beale et al. (2013, 2020).

The reader will note that λmay be calculated, either from the reaction rate, as λR,
or from the outlet values of U and Y, as λO, together with the inlet values:

λR =
∑
inlet

YU · dS
/ ∑

electrode

kRY
γ(YT − Y )dS (32)

λO =
∑
inlet

YU · dS
/(∑

inlet

YU · dS −
∑
outlet

YU · dS
)

(33)

where dS = |dS| is the surface area and λO = λR if and only if: (i) the Reynolds
number, or more precisely the Péclet number for mass fraction, is sufficient large that
axial diffusionmay be discounted; and (ii) numerical convergence has been achieved.
Indeed, λO = λR may be used as a criterion of convergence for the code in place of
the more usual residual sums, see Fig. 10, below.

For the purpose of generating a polarisation (current density vs. voltage) charac-
teristic, fuel cells are not generally tested at constant inlet velocity; rather, above a
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certain minimum threshold, the inlet air/fuel in a fuel cell (oxidant/feedstock in an
electrolyser) velocities are adjusted to maintain constant stoichiometric numbers, λ,
as defined byEq. (14) at both the electrode(s). Thismay be expedited in the numerical
code by adjusting the next value of U according to:

U = (
1 + αR

(
λ∗/λ − 1

)) ×U ∗ (34)

where λ* and U* are values of the stoichiometric number and inlet velocity from the
previous iteration, λ is the desired value and αR is a relaxation parameter. Alterna-
tively, the inlet mass fraction, Y, may be adjusted. Although it is, in fact, not strictly
necessary to iterate using Eq. (34), provided that one assumes the analytical solution
to be correct; when some of the assumptions given above are relaxed, an iterative
approach such as Eq. (34) is simple to implement.

5 Practical Implementation

The case structure is illustrated in Fig. 4. The directory run contains the usual
files/dictionaries. A dictionary in /constant, cellProperties holds the cell
property values. blockMesh is used to generate a rectilinear mesh. The direc-
tory src contains the following custom C ++ source files: createFields.H,
simpleFuelCell.C, TstateBC.H, lambda.H, j.H, Re.H. These are
presented and discussed in detail inAppendix II, below. The listings provided here are
known to runwithOpenFOAMv6 as available from theOpenFOAMFoundationLtd.
The simpleFuelCell source code is updated by the present writer on a periodic
basis. The reader who wishes to obtain the latest version of the simpleFuelCell
code should therefore write directly to this author for the latest copy.

6 Results

The resultswere generated using amesh of size 100× 1× 1,whichwas used to tessel-
late a region of size 0.2× 0.01× 0.01 m3. Figures 5 and 6 show the non-dimensional
mass fraction, Y /Yi, and current density, j

/
j , as a function of non-dimensional

distance, x/L, for γ = 1. The numerical results are compared to the analytical solu-
tions given in Eqs. (11) and (12). It can be seen that the level of agreement is very
good. These profiles are similar to those that appear in the book by Kulikovsky
(2010). The reader will note that as λ approaches unity, both the current density and
mass fraction exhibit a highly non-linear profile, whereas for λ ≥ 2, a reasonably
linear profile is observed. It can be seen that the simpleFuelCell results for
current density, j

/
j , are near identical to the analytical results, whereas those for

mass fraction, Y, are very slightly lower in value, for λ = 1.01 − 1.1. It is worth
noting that the values of λ in the range of 1.01 ≤ λ ≥ 1.1 (indicating that almost all
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Fig. 4 Simplified tree diagram for the files and directories in simpleFuelCell
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Fig. 5 Normalised mass fraction Y /Yi versus non-dimensional distance, γ = 1

of the reactant is consumed) are not readily feasible in actual fuel cells/electrolysers;
if they were, this would rapidly lead to cell degradation and destruction.

Figures 7 and 8 show Y /Yi and j
/
j versus x/L for λ = 2, with the reaction

order, γ, being varied. It can be seen that as the reaction order increases, so does
the non-linearity of both the mass fraction and current density, with the reactant
being consumed further upstream; the dependence on Yγ, Eq. (22), becomes more
pronounced as γ increases.

Figures 9 and 10 show the convergence history for the performance calculations,
with Fig. 9 showing the usual (sum of the normalised initial) residuals of Y. It
can be seen that these decrease to a minimum threshold R = 10–12, as set out in
run/system/fvSolution, indicating that satisfactory convergence has been
attained for the case λ = 2, γ = 1. It can be seen that the residuals decrease in
a satisfactory manner over time, but it is observed that it is sometimes required to
adjust the inlet U-value, iteratively, to obtain the set stoichiometric number, λ. This
may be the cause of the convergence history not being a straight line on a logarithmic
scale, as is seen in Fig. 9. Figure 10 is, perhaps, a better measure of convergence.
It shows values of the stoichiometric parameter, λ, as a function of the iteration
number, N, for the case λ = 2 and λ = 1.1, with γ = 1 in both cases. The values
displayed are computed from both the electrochemical reaction rate, λR, Eq. (32),
as well as the outlet flow rate, λO, Eq. (33). It can be seen that for λ = 2, λR and
λO, both converge within 200 iterations, whereas for λ = 1.1, while λR converges
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Fig. 6 Current density normalized versus non-dimensional distance, γ = 1

very rapidly, λO requires numerous iterations to asymptotically reach a stable value.
While this history is clearly dependent upon the initial choice of Y-values and U-
values (at t = 0) in /0/y and /0/U, it is nonetheless true that near-wall values of
Y adjust rapidly to the reaction boundary condition, Eq. (20), whereas downstream
conditions require time and the influence of convection to reach a stable condition. It
is worth noting that the formulation of the chemical reaction, according to Eq. (20),
is unconditionally stable, as Yw → 0, Eq. (22) ensures the wall velocity in Eq. (20),
VW → 0 and thereby the boundary coefficient (which is an lvalue in the matrix of
coefficients, rather than an rvalue or source term). This unconditional stability is
not true for all mathematical formulations of the problem, as is discussed elsewhere
(Beale et al. 2018, 2020).

7 Discussion

The results of Kulikovsky et al. (2004, 2005) are significant, as they demonstrate the
important point that the two main parameters influencing PEFC performance are λ

and γ; a fact that was initially disputed, but later confirmed in physical experiments,
and is at least approximately true for real electrochemical cells. It was shown here,
in the present work, that the same results are equally applicable to PEECs. The only
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Fig. 7 Normalised mass fraction Y /Yi versus non-dimensional distance for different reaction
orders, λ = 2

changes to be made in the code are for the mass fraction boundary conditions: In a
fuel cell kR is positive and YT is negative (YT = -8) whereas in an electrolyser kR is
negative and YT is positive (YT = +9), at least according the convention(s) adopted
in this article.

As the operating conditions further depart from the idealised model assumptions,
the actual mass fraction and current density will depart from those in Figs. 5 and 6.
Nonetheless, the analytical solution can still be used to provide mathematical verifi-
cation for more complex electrochemical cell calculations (Cao 2017; Zhang 2019;
Zhang et al. 2018), especially at the debugging stage of code development.

The work of Kulikovsky (2010) is also remarkable in that it is a relatively rare
example of an application outside the established disciplines of fluid mechanics
and heat/mass transfer, where the concept of dimensional similitude is applied to
sets of differential equations, which are solved in a non-dimensional form. In addi-
tion to the Reynolds number, it is also possible to define and compute other non-
dimensional numbers, for example, a local Damköhler number, Da = kRY

γ

W H
/
D,

which gives the ratio of electrochemical reaction to diffusion terms4 i.e., the ‘speed’
of the reaction. However, such non-dimensional numbers are seldom found in texts
on electrochemical cells.

4 For a 3-D geometry, the height, H, may be replaced with the hydraulic diameter, Dh.
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Fig. 8 Current density normalized versus non-dimensional distance for λ = 2, with different
reaction orders, γ = 0,1,2,5

8 Further Considerations

The base case for idealised electrochemical cell operation having been established,
the user is free to adapt the model for more realistic conditions, and to investigate the
impact of reducing the number of base assumptions. Some parameters to consider
varying follow: these, by-and-large, correspond to relaxing the model assumptions
given in Sect. 2.1, namely:

• The mixture density, ρ, need not be presumed constant, but rather a function of
the make-up species. The ideal gas law for a mixture may be used to formulate
ρ. At this point, it would be worth considering replacing the built-in icoFoam
solver with another; although it is true to say that while the density of the fluid is
not constant, due to the very large difference in the molar mass of H2 and H2O,
the flow itself is still incompressible by any definition.

• The stream-wise velocity, U, need not be assumed to be a constant slug-flow, but
rather a non-zero crosswise velocity based on Eq. (22), may be readily imple-
mented as a boundary condition for the conservation equations for mass and
momentum with the associated parabolic profiles in both the stream-wise and
cross-wise velocities. This may be easily implemented by removing the following
line in /0/U:
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Fig. 9 Normalised residual, R, for mass fraction, Y, versus iteration number, N Iter. λ = 2, γ = 1.
Fuel cell mode

membrane
{

type zeroGradient;
}

and by adding:
membrane

{
type fixedValue;
value uniform (0 0 0);

}

with a similar treatment accorded to the wall patch (the coding is there, but
commented out). This will assure that: (a) the no-slip condition is imposed at
the wall; and that (b) the membrane U boundary condition is correctly set
according to the identity for U.boundaryField()[membranePatchID] in
TstateBC.h, as detailed in Appendix II. Of course, the user will have to re-run
blockMeshwith a reasonable number of cells and ensure that the Courant numbers
are small enough to procure convergence.

The results for a zero order reaction γ = 0, may then be compared with the
analytical solution of Berman (1953) for fluid flow, and the solution of Sherwood
et al. (1963, 1965) for developing and fully-developedmass transfer; see, for example,
Beale (2005), for an overview of those comparisons. A mathematical description of
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Fig. 10 Convergence history for stoichiometric number, λ, versus iteration number, N Iter, based
on the electrochemical reaction rate, λR, and outlet flow rate, λO

the generalised wall boundary condition with injection/suction may be found in the
recent chapter by Beale et al. (2020).

• Perfect mixing: The diffusion coefficient, D, Eq. (19), may be based on more
realistic values, rather than the artificial assumption of perfect mixing. N.B.: This
once againwill be a function of Y andwill, in general, be non-homogeneous due to
the presence of porous transport layers aswell as open channels in electrochemical
cells, i.e., ‘effective’ values. This is an example of volume-averaging, also referred
to nowadays as (sic) ‘homogenisation’.

• The activation overpotental, η, need not be assumed to be constant. In
this chapter/code, a single value for the reaction rate, kR, was set in
constant/cellProperties to describe the reaction kinetics, rather than
prescribing the individual values of η, j0, A, Yref . This conveniently renders the
formulation in a form familiar to the mechanical/chemical engineer; however,
an electrochemist would most certainly prescribe each of these four terms indi-
vidually. From Eq. (23), the rate constant is kR ∝ exp(Aη) and, from Eq. (6),
η = ±(E − V ). In reality, the open-circuit potential, E, Eq. (6), is not constant.
From the laws of thermodynamics, one may deduce the change in E, according to
a Nernst equation (Bockris et al. 2000) which, for a single active electrode, may
be written in the following simplified form:
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E = E0 − RT

ZF
ln

((
YH2O

/
YH2O,ref

)1/2(
YO2

/
YO2,re f

)
)

(35)

at any given temperature and pressure, and thereby the effects of the variation of
�E and η upon cell performance be readily investigated. This entirely neglects the
effects of hydrogen variation on the hydrogen electrode, which was not considered
here.

• The ohmic resistances of the internal components, R, may be significant. This is
addressed by replacing Eq. (6) with an expression of the form:

η = ±(E − V ) − R j (36)

Equation (36) combines Kirchhoff’s second law with Ohm’s law. This identity,
together with the Tafel equation, Eq. (5), and the Nernst equation yields three equa-
tions in three unknowns, for E, j and η, which is a closed system of equations, i.e.,
a well-posed problem.

• Heat sources and sinks, and heat transfer mechanisms should be considered, i.e.,
an energy equation added. These are important, as they affect property values and,
indeed, large temperature gradients can lead to failure in real electrochemical cells
for a number of reasons. Constant temperature, like constant flow distribution
and current density, is desired but not always attained in any given prototype:
Electrochemical reactions like other reactions, generally involve the production
or consumption of heat.

• Water transport through the membrane and in the porous transport layer and chan-
nels is extremely important. It can, and must, be accounted-for in PEFC/PEECs.

• Since both liquid water, and dissolved oxygen and gaseous oxygen are present at
the reaction sites, the oxygen at the reaction site should also be considered, for
instance, by means of Henry’s law. This is generally considered a ‘rate-limiting’
or controlling factor, for diffusive transport. N.B.: In electrochemical texts diffu-
sive losses are often evaluated in terms of voltage losses, and referred to as the
‘concentration overpotential’ or alternatively ‘concentration polarisation’.

The relaxation of some of these latter assumptions is far from trivial. They will
be further addressed in other chapters in this book.

9 Conclusion

A simplified 1-D formulation was derived for a highly idealised electrochemical cell
exhibiting the essential features of a typical modern electrochemical cell. Initially, a
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PEFCwas considered, themodel later being expanded to a PEEC.Analytical verifica-
tion (Kulikovsky2004;Kulikovsky et al. 2005) demonstrated thefidelity of the simple
model in terms of the current density, j, and mass fraction, Y. Much of the model
was, in fact, derived from previous, more complex 3-D work (Beale et al. 2016), and
the contribution of all of the co-authors of that work is acknowledged. The present
goal was to simplify the problem so that salient electrochemical phenomena could
be isolated, with unnecessary physical and geometrical complexity (Reimer et al.
2019) being eliminated for the purposes of a preliminary or ‘bottom-up’ introduc-
tion. In subsequent chapters of this book, these important details will be introduced
and amplified in a ‘top-down’ fashion, so that by the end of the book, the reader
will find him/herself capable of building complex multi-physics models of electro-
chemical devices/processes. It is hoped that such a combined bottom-up/top-down
approach, together with the open source paradigm, will lead to the development of
ever more realistic models which will, in turn, contribute to the technological revo-
lution required for environmentally-friendly energy conversion devices, such as fuel
cells and electrolysers, to augment and eventually supplant conventional heat engines
based on the consumption of non-renewable fossil fuels. For this to happen, the open
source paradigm is of necessity a requirement, and the generation of transparent
re-usable code of ever increasing applicability, to be freely shared amongst multiple
users, obviates duplication and the creation of research silos, and thereby works to
the benefit of all.
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Appendix A1: Derivation of Analytical Solution

In view of the assumptionsmade in themodel, any of the followingmay be selected as
state-variable in deriving the analytical expression for oxygen distribution: normal-
ized concentration, c/ci, mole fraction,5 X/Xi, partial pressure, p/pi, partial density,
ρ/ρi, mass fraction and Y/Y i. All of these variables will follow the same distribu-
tion when suitably normalised. For a binary system, any of these variables may
be selected as the state-variable, although historically, mass-based formulations are
frequently encountered for diffusion modelling in CFD codes, due to the fact that the
mass-averaged velocity corresponds to the velocity solved-for in the Navier–Stokes
equations. Here, diffusion is essentially neglected and the matter is not especially

5 Here, the following shorthand is employed: p = pO2 , ρ = ρO2 i.e., the partial pressure and
density, not the mixture values. This would avoid ambiguity with use of the subscript ‘i’, which
here denotes an inlet value (not the value for species i).
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Fig. A1.1. Control volume analysis. For a fuel cell α = O2 whereas for an electrolyser α = H2O

important. The reader will note that if the wall velocity, Vw, was applied to conti-
nuity and momentum equations, then the mixture density, ρ, and mixture molar
mass, M, would vary, as would the molar and mass-based distributions. Essentially,
all solutions start with the following identity:

j = a
dφ

dx
= bφγ (A1.1)

where a and b are constants and φ = c, X, p, ρ, Y as appropriate. Equation (A1.1) is
a linear-first order equation that may readily be solved, first for φ and subsequently
for j. For the convenience of the reader, a mass-based formulation based on a stan-
dard mechanical engineering control-volume formulation is derived with φ = Y .
Kulikovsky et al. considered instead, φ = c.

For convenience, the symbol Yα is used to denote the mass fraction of species α.
For a fuel cell Yα = YO2 , whereas for an electrolyser Yα = YH2O, the only difference
between the two cases is that the net mass flux, ṁ ′′ (and U and j) is/are inward
(injection) for a fuel cell and outward (suction) for an electrolyser, however in both
cases ṁ ′′

α is as shown since both oxygen/water are consumed by the reaction in a
fuel cell/electrolyser at the oxygen electrode, i.e., removed from the control-volume.
Without loss of generality it can be assumed that the width of the cell, Fig. 2, W
= 1 m. A control-volume for the problem at hand is illustrated in Fig. A1.1. If the
velocity, U, and density, ρ, are presumed constant:

(ρUYα(x + �x) − ρUYα(x))H = ṁ ′′
α�x (A1.2)

dYα

dx
= ṁ ′′

α

ρUH
(A1.3)

From Faraday’s law of electrolysis, Eq. (7):

ṁ ′′
α = −Mα j

ZαF
= ρyT kRY

γ
α (A1.4)
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j =
(
ZαFρUH

Mα

)
dYα

dx
=

(
ZαF

Mα

ρYT kR

)
Y γ

α (A1.5)

where kR is given in Eq. (23). Equation (A1.5) is one form of Eq. (A1.1), in mass
units. Thus, Eq. (5) is obtained as:

dYα

dx
= ρYT kR

UH
Y γ

α (A1.6)

Define Y ∗ = Ya
/
Yα,i , where Yα,i = Yα(0), x∗ = x

/
L , so that

dY ∗

dx∗ = −(
AY ∗)γ

(A1.7)

where

A =
(

MO2kR
2FHUYα,i

)(
Yα,i

Yα,re f

)γ

(A1.8)

− 1
1−γ

(Y ∗)1−γ = Ax∗ + K γ �= 1

− ln(Y ∗) = Ax∗ + K γ = 1
(A1.9)

y* = 1 at x* = 0

K =
{

1
1−γ

γ �= 1

0 γ = 1
(A1.10)

Thus,

Y ∗ =
{

(1 − (1 − γ)Ax∗)
1

1−γ γ �= 1
exp(−Ax∗) γ = 1

(A1.11)

Eliminate A, using Eq. (14):

Yα,0

Yα,i
= 1 − 1

λ
=

{
(1 − (1 − γ)A)

1
1−γ γ �= 1

exp(−A) γ = 1
(A1.12)

A =
{(

1 − (
1 − 1

/
λ
)1−γ

)/
(1 − γ) γ �= 1

exp
(
1 − 1

/
λ
)

γ = 1
(A1.13)

Yα

Yα,i
=

⎧⎨
⎩

{
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x/L

}γ/(1−γ)

γ �= 1(
1 − 1

/
λ
)x/L γ = 1

(A1.14)
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The current density is obtained by differentiation, as below:

j = −ZαFHU
dYα

dx
=

⎧⎪⎨
⎪⎩

ZαFHUYα,i

(
1−(1−1/λ)1−γ

1−γ

){
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
/
L
}γ

/
(1−γ)

γ �= 1

ZαFHUYα,i

[
ln

(
1 − 1

λ

)](
1 − 1

λ

)x/L
γ = 1

(A1.15)

j(x) =
(
ZαFρUH

Mα

)
Yα(x)

γ (A1.16)

j =
⎧⎨
⎩

(
ZαFρHU

Mα

)
Y γ

α,i

(
1−(1−1/λ)

1−γ

1−γ

){
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
/
L
}γ/(1−γ)

γ �= 1(
ZαFρHU
MO2

)
Yα,i

[
ln

(
1 − 1

λ

)](
1 − 1

λ

)x/L γ = 1

(A1.17)

The limiting or maximum current density is obtained for, λ = 1, as6:

jmax =
(
ZαF

Mα

ρyT kR

)
Y γ

α,i (A1.18)

Thus,

j

jmax
=

⎧⎨
⎩

(
1−(1−1/λ)

1−γ

1−γ

){
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
/
L
}γ/(1−γ)

γ �= 1[
ln

(
1 − 1

λ

)](
1 − 1

λ

)x/L γ = 1
(A1.19)

The average current is just,

j = − 1

L

L∫
0

ZαFρUh

Mα

dYα

dx
dx = ZαFρUh

(
Yα,i − Yα,0

)
MαL

(A1.20)

So that:

j

jmax
=

(
1 − Yα,o

Yα,i

)
= 1

λ
(A1.21)

j

j
=

⎧⎨
⎩

λ
(
1−(1−1/λ)

1−γ

1−γ

){
1 −

[
1 − (

1 − 1
/
λ
)1−γ

]
x
/
L
}γ/(1−γ)

γ �= 1

−λ
[
ln

(
1 − 1

/
λ
)](

1 − 1
/
λ
)x/L γ = 1

(A1.22)

6 This is only strictly true when the Péclet number, Pe > 1.
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Appendix A2: Source Code

run directory

/constant/cellProperties

/*--------------------------------*- C++ -*----------------------------------
*\ 
=========                 |
\\ /  F ield         | OpenFOAM: The Open Source CFD Toolbox
\\ /   O peration     | Website:  https://openfoam.org
\\ /    A nd | Version:  6
\\/     M anipulation  |

\*---------------------------------------------------------------------------
*/
FoamFile
{ 

version 2.0;
format ascii;
class dictionary;
location "constant";
object cellProperties;

} 
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * 
//

nu nu [ 0 2 -1 0 0 0 0 ] 15.0e-6;
dHyd dHyd [ 1 0 0 0 0 0 0] 1.e-02;
tStateValue tState [ 0 0 0 0 0 0 0] -8;
relax relax [0 0 0 0 0 0 0] 0.3;
lambda lambda [0 0 0 0 0 0 0] 2.0;
gamma gamma [0 0 0 0 0 0 0] 1.0;
kReact kReact [1 1 0 0 0 0 0] 0.006;
constlambda true;
lpiso true;
wall false;

// ************************************************************************* 
//
[Listing of cellProperties dictionary]

This dictionary contains values of kinematic viscosity, ν, hydraulic diameter Dh

(used to calculate Reynold number), oxygen T-state value yT = 8, Eq. (21), relax-
ation parameter, α., stoichoiometry, λ, (if prescribed), reaction order, γ, and rate
constant kR, In addition the following logicals are present: constlambda true
effects iterative adjusting of the inlet velocity until the desired value for lambda is
reached. lpiso true implies icoFoamwill be employed, otherwise the velocity
field is simply fixed (and may be adjusted iteratively if constlambda=true).
wall true will result in active rather than passive mass transfer i.e. boundary
conditions in the continuity (pressure) and momentum equations otherwise these are
disabled corresponding to the analytical solution given above.
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src directory

simpleFuelCell.C

This is a modified version of icoFoam. The main change is that the solution for the
scalar mass fraction, Y, has been added to the code.

/*---------------------------------------------------------------------------*\
=========                 |
\\ /  F ield         | OpenFOAM: The Open Source CFD Toolbox
\\ /   O peration     | Website:  https://openfoam.org
\\ /    A nd           | Copyright (C) 2011-2018 OpenFOAM Foundation
\\/     M anipulation  |

-------------------------------------------------------------------------------
License

This file is part of OpenFOAM.

OpenFOAM is free software: you can redistribute it and/or modify it
under the terms of the GNU General Public License as published by
the Free Software Foundation, either version 3 of the License, or
(at your option) any later version.

OpenFOAM is distributed in the hope that it will be useful, but WITHOUT
ANY WARRANTY; without even the implied warranty of MERCHANTABILITY or
FITNESS FOR A PARTICULAR PURPOSE.  See the GNU General Public License
for more details.

You should have received a copy of the GNU General Public License
along with OpenFOAM.  If not, see <http://www.gnu.org/licenses/>.

Application
simpleFuelCell

Description
Simple single electrode kinetics solver, based on icoFOAM.

Adapted from icoFOAM
by
Steven Beale
Forschungszentrum Juelich GmbH
2017-2020

\*---------------------------------------------------------------------------*/

#include "fvCFD.H"
#include "pisoControl.H"
// >>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>>
#include "mixedFvPatchFields.H"// needed for T-state boundary condition
// <<<<<<<<<<<<<<<<<< <<<<<<<<<<<<<<<<
// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //

int main(int argc, char *argv[])
{ 

#include "setRootCase.H"
#include "createTime.H"
#include "createMesh.H"

pisoControl piso(mesh);

#include "createFields.H"
#include "initContinuityErrs.H"

// * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * * //
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Info<< "Time = " << runTime.timeName() << nl << endl;
#include "CourantNo.H"
if (lpiso) 

{//
// Momentum predictor

fvVectorMatrix UEqn
( 

fvm::ddt(U)
+ fvm::div(phi, U)
- fvm::laplacian(nu, U)

);

if (piso.momentumPredictor())
{ 

solve(UEqn == -fvc::grad(p));
} 

// --- PISO loop
while (piso.correct())
{ 

volScalarField rAU(1.0/UEqn.A());

volVectorField HbyA("HbyA", U);
HbyA = rAU*UEqn.H();
surfaceScalarField phiHbyA
( 

"phiHbyA",
(fvc::interpolate(HbyA) & mesh.Sf())

+ fvc::interpolate(rAU)*fvc::ddtCorr(U, phi)
);

adjustPhi(phiHbyA, U, p);

// Non-orthogonal pressure corrector loop
while (piso.correctNonOrthogonal())
{ 

// Pressure corrector

fvScalarMatrix pEqn
( 

fvm::laplacian(rAU, p) == fvc::div(phiHbyA)
);

pEqn.setReference(pRefCell, pRefValue);

pEqn.solve();
if (piso.finalNonOrthogonalIter())
{ 

phi = phiHbyA - pEqn.flux();
} 

} 

#include "continuityErrs.H"

U = HbyA - rAU*fvc::grad(p);
U.correctBoundaryConditions();

} 

Info<< "\nStarting time loop\n" << endl;

for (runTime++; !runTime.end(); runTime++)
//    while (runTime.loop())
// Cut out PISO

{ 
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}//End cut out PISO
//Add these lines for mass fraction y

fvScalarMatrix yEqn
( 

fvm::ddt(y)
+ fvm::div(phi, y)
- fvm::laplacian(diff, y)

);
#include "TStateBC.H"
yEqn.solve();
y.correctBoundaryConditions();

Info << "min,mean,max(y" << "): "
<< Foam::gMin(y) <<" , "
<< Foam::gAverage(y) <<" , "
<< Foam::gMax(y) << endl;
#include "lambda.H"
#include "Re.H"
#include "j.H"
runTime.write();
Info<< "ExecutionTime = " << runTime.elapsedCpuTime() << " s"

<< "  ClockTime = " << runTime.elapsedClockTime() << " s"
<< nl << endl;

} 

Info<< "End\n" << endl;

return 0;
} 

// ************************************************************************* //

[Listing of simpleFuelCell.C] 

// Creates initial fields for simpleFuelCell
// Written Steven Beale
// Forschungszentrum Juelich GmbH
// 2017-2020

Info<< "Reading cellProperties\n" << endl;

IOdictionary cellProperties
( 

IOobject
( 

"cellProperties",
runTime.constant(),
mesh,
IOobject::MUST_READ_IF_MODIFIED,
IOobject::NO_WRITE

) 
);

Additionally the file mixedFvPatchFields.H, has been included. This facil-
itates the solution for the T-state boundary condition, Eq. (20). In addition, the
following files were also included: TStateBC.H, stoichiometricFactor
.H, ReynoldsNumber.H, idensity.H. These are discussed below.
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createFields.H
This is where the fields are read from the dictionary

run/cellProperties. Note that the diffusion coefficient, diff, is defined as
a volumeTensorField .

dimensionedScalar nu(cellProperties.lookup("nu"));
dimensionedScalar dHyd(cellProperties.lookup("dHyd"));
dimensionedScalar tState(cellProperties.lookup("tStateValue"));
dimensionedScalar relax(cellProperties.lookup("relax"));
dimensionedScalar lambda(cellProperties.lookup("lambda"));
dimensionedScalar gamma(cellProperties.lookup("gamma"));
dimensionedScalar kReact(cellProperties.lookup("kReact")); 
Switch constlambda(cellProperties.lookup("constlambda"));
Switch lpiso(cellProperties.lookup("lpiso"));
Switch wall(cellProperties.lookup("wall"));
dimensionedScalar ilambda = lambda/mag(lambda.value()); 

Info<< "   nu = " << nu.value()
<< nl;

Info<< "   dHyd = " << dHyd.value()
<< nl;

Info<< "   tStateValue = " << tState.value()
<< nl;

Info<< "   relax = " << relax.value()
<< nl;

Info<< "   ilambda = " << ilambda.value()
<< nl;

Info<< " lambda = " << lambda.value()
<< nl;

Info<< "   gamma = " << gamma.value()
<< nl;

Info<< "   kReact = " << kReact.value()
<< nl;

Info<< "   constlambda = " << constlambda
<< nl;

Info<< "   lpiso = " << lpiso
<< nl;

Info<< endl;
/*
dimensionedScalar nu
( 

"nu",
dimViscosity,
cellProperties.lookup("nu")

);

*/

Info<< "Reading field diff\n" << endl;

volTensorField diff
( 

IOobject
( 

"diff",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE

),
mesh

);
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Info<< "Reading field p\n" << endl;
volScalarField p
( 

IOobject
( 

"p",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE

),
mesh

);

Info<< "Reading field U\n" << endl;
volVectorField U
( 

IOobject
( 

"U",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE

),
mesh

);

volScalarField y
( 

IOobject
( 

"y",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE

),
mesh

);

volScalarField j
( 

IOobject
( 

"j",
runTime.timeName(),
mesh,
IOobject::MUST_READ,
IOobject::AUTO_WRITE

),
mesh

);

#include "createPhi.H"

label pRefCell = 0;
scalar pRefValue = 0.0;
setRefCell(p, mesh.solutionDict().subDict("PISO"), pRefCell, pRefValue);
mesh.setFluxRequired(p.name());

[Listing of createFields.H] 
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// Computes T-state boundary condition
// Written Steven Beale
// Forschungszentrum Juelich GmbH
// 2017-2020
  

label membranePatchID = mesh.boundaryMesh().findPatchID("membrane"); 
if (membranePatchID==-1)
{ 
Info << "Failed to find patch named membrane for T-state boundary 

condition"
<<endl;

}

else
{
Info << nl << "Solving mass fraction boundary condition" << endl;
scalarField mflux(phi.boundaryField()[membranePatchID].size(),0);
scalarField Pecl(phi.boundaryField()[membranePatchID].size(),0);
scalarField gammaS(phi.boundaryField()[membranePatchID].size(),1.0);
volScalarField& Ys = y;
mixedFvPatchScalarField& YsBC =
refCast<mixedFvPatchScalarField>
( 
Ys.boundaryFieldRef()[membranePatchID]
);
const fvPatch& myPatch = mesh.boundary()[membranePatchID]; 
scalarField Delta = myPatch.deltaCoeffs();
scalarField yB = Ys.boundaryField()[membranePatchID].patchInternalField();
mflux = kReact.value()*pow(yB,gamma.value());
Info << "min,mean,max(yB" << "): "

<< Foam::gMin(yB) <<" , "
<< Foam::gAverage(yB) <<" , "
<< Foam::gMax(yB) << endl;

// 2. Compute the velocity/mass flux

Pecl = mflux/(gammaS*Delta);//Compute cell Peclet number for density = 
1.

Info << "min,mean,max(Pe" << "): "
<< Foam::gMin(Pecl) <<" , "
<< Foam::gAverage(Pecl) <<" , "
<< Foam::gMax(Pecl) << endl;

Info << "min,mean,max(mflux" << "): "
<< Foam::gMin(mflux) <<" , "
<< Foam::gAverage(mflux) <<" , "
<< Foam::gMax(mflux) << endl;

// 3. Set the interface velocity condition from the mass flux

if (wall)
{ 
U.boundaryField()[membranePatchID] ==
( 
-1.0*(mflux)
*(mesh.Sf().boundaryField()[membranePatchID])
/(mesh.magSf().boundaryField()[membranePatchID])
);

Info << "min,mean,max(U.boundaryField" << "): "
<< Foam::gMin(U.boundaryField()[membranePatchID]) <<" , "
<< Foam::gAverage(U.boundaryField()[membranePatchID]) <<" , "
<< Foam::gMax(U.boundaryField()[membranePatchID]) << endl;

} 
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TstateBC.H

// 4. Set the scalar mass fraction Robin boundary condition
// Prescribed value formulation
//    YsBC.refValue() = TStateValue;
//    YsBC.valueFraction() = Pecl/(1.0+Pecl);// f
//    YsBC.refGrad() = 0.0;// g
// Prescribed gradient formulation

YsBC.refValue() = tState.value();
YsBC.refGrad() = (YsBC.refValue()-YsBC)*Delta*Pecl/(1+Pecl);//Prescribed

flux
YsBC.valueFraction() = 0.0;//valueFraction must be set to 0
}

[Listing of TStateBC.H] 
// Computes stoichiometric coefficient, lambda
// Written Steven Beale
// Forschungszentrum Juelich GmbH
// 2017-2020

label inletPatchID = mesh.boundaryMesh().findPatchID("inlet"); 
if (inletPatchID==-1)
{ 
Info << "Failed to find patch inlet"

<<endl;
} 
label outletPatchID = mesh.boundaryMesh().findPatchID("outlet"); 
if (outletPatchID==-1)
{ 
Info << "Failed to find patch named outlet"

<<endl;
} 
// total air mass rate at inlet
scalarField  rateInlet =
( 

1.0
*(

U.boundaryField()[inletPatchID]
& 
mesh.Sf().boundaryField()[inletPatchID]

) 
);

// total air mass rate at outlet
scalarField  rateOutlet =
( 

1.0
*(

U.boundaryField()[outletPatchID]
& 
mesh.Sf().boundaryField()[outletPatchID]

) 
);

// total air reaction rate at the membrane
scalarField  rateCathode =
( 

kReact.value()
*(

pow(y.boundaryField()[membranePatchID],gamma.value())
*mesh.magSf().boundaryField()[membranePatchID]

)
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);

Info<< "   Total mass rates: [kg/s]" << nl
<< "   inlet: " << Foam::mag(Foam::gSum(rateInlet))
<< "   outlet: " << Foam::mag(Foam::gSum(rateOutlet))
<< "   membrane: " << Foam::mag(Foam::gSum(rateCathode))
<< nl;

// --------------------------------------------------------------------

scalar scalarRateInlet = gSum
( 

rateInlet*y.boundaryField()[inletPatchID]
);

scalar scalarRateOutlet = gSum
( 

rateOutlet*y.boundaryField()[outletPatchID]
);

scalar scalarRateElec = gSum
( 
rateCathode*(tState.value()-y.boundaryField()[membranePatchID])
);

Info<<  " Mass rates transferred substance only: [kg/s]: " << nl;
Info<< "   inlet = " << Foam::mag(scalarRateInlet)

<< "   outlet = " << Foam::mag(scalarRateOutlet)
<< "   chem = " << Foam::mag(scalarRateElec)
<< "   sum = " << 

Foam::mag(scalarRateElec)+Foam::mag(scalarRateOutlet)-
Foam::mag(scalarRateInlet)

<< nl;

Info<< "      Air stoichiometric factor by chemRate = "
<< Foam::mag(scalarRateInlet/scalarRateElec)
<< nl
<< "      Air stoichiometric factor by outRate  = "
<< Foam::mag(scalarRateInlet)/(Foam::mag(scalarRateInlet)-

Foam::mag(scalarRateOutlet))
<< nl;

scalar mlambda =
ilambda.value()*Foam::mag(scalarRateInlet/scalarRateElec);// Use the 
electrical stoichiometric factor

Info<< "   ratio = " << (lambda.value()/mlambda) 
<< nl;

Info<< endl;
// Adjust the velocity if lambda constant

if (constlambda){
scalar U1 = Foam::mag
( 

Foam::gAverage
( 

U.boundaryField()[inletPatchID]
) 

);
Info<< "U1   = "<<U1<<endl;

// Adjust inlet boundary values if using piso
if (lpiso)

{ 
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lambda.H

(1+relax.value()*(lambda.value()/mlambda-
1))*(U.boundaryFieldRef()[inletPatchID]);

Info<< "   scale factor = " << 
(1+relax.value()*(lambda.value()/mlambda-1))

<< nl;
Info<< endl;

} 
// Adjust internal field values if not using piso

else {
U.ref() == U()*(1+relax.value()*(lambda.value()/mlambda-1));
U.correctBoundaryConditions();

} 
} 

[Listing of lambda.H] 

U.boundaryFieldRef()[inletPatchID] == 

// Computes current density, j
// Written Steven Beale
// Forschungszentrum Juelich GmbH
// 2017-2020
  
//       const dimensionedScalar F

const scalar F
( 

//        "F",
//        dimensionSet(0, 0, 1, 0, -1, 1, 0),

96485.3399*1e3    //[C/kmol]
);

const scalar rho
( 

//        "rho",
//        dimensionSet(1, -3, 0, 0, 0, 0, 0),

1.0    //[kg/m^3]
);

const scalar MH2
( 

//        "MH2",
//        dimensionSet(1, 0, 0, 0, -1, 0, 0),

2.0    //[kg/kmol]
);

const scalar MO2
( 

//        "MO2",
//        dimensionSet(1, 0, 0, 0, -1, 0, 0),

32.0    //[kg/kmol]
);
if (membranePatchID==-1)
{ 
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j.H

Info << "Failed to find patch named membrane for T-state boundary 
condition"

<<endl;

}
else
{
scalar yin = Foam::mag
( 

Foam::gAverage
( 

y.boundaryField()[inletPatchID]
) 

);
volScalarField& Ys = y;
volScalarField& id = j;
scalar jmax = ilambda.value()*(4*F*rho*Uin*yin/MO2)*
(Foam::gSum(mesh.magSf().boundaryField()[inletPatchID]))/
(Foam::gSum(mesh.magSf().boundaryField()[membranePatchID]));
Info<< "jmax  = "<<jmax<<endl;
id = 2*kReact.value()*pow(Ys,gamma.value())*rho*F/MH2;
Info << "min,mean,max(current density" << "): "

<< Foam::gMin(id) <<" , "
<< Foam::gAverage(id) <<" , "
<< Foam::gMax(id) << endl;

} 

[Listing of j.H] 

Re.H

The calculation of the Reynolds number, based on inlet conditions, is not a require-
ment. Rather, it is conducted to verify that a reasonable value of the inlet velocity,
Uin, corresponding to appropriate values kR and λ have been chosen.

// Computes Reynolds number at inlet
// Written Steven Beale
// Forschungszentrum Juelich GmbH
// 2017-2020

scalar Uin = Foam::mag
( 

Foam::gAverage
( 

U.boundaryField()[inletPatchID]
) 

);
scalar Re = dHyd.value()*Uin/nu.value();
Info<< "nu  = "<<nu.value()<<endl;
Info<< "U   = "<<Uin<<endl;
Info<< "Re  = "<<Re<<endl;

[Listing of re.H] 
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Low-Temperature Polymer Electrolyte
Fuel Cells

Shidong Zhang

1 Introduction

As a clean and quiet device, polymer-electrolyte fuel cells (PEFCs), also known as
proton exchange membrane fuel cells (PEMFCs), have attracted increasing attention
over the past decade. PEFCs have shown potential in automotive, backup power, and
portable applications due to their low operating temperature, high power density,
and quick dynamic response (Andersson et al. 2016; Zhang and Jiao 2018a). Investi-
gations of PEFCs encompass many aspects, such as mechanical stress/compression
analysis (Khetabi et al. 2019; Dafalla and Jiang 2018; Qiu 2019), material science
(Karan 2017; Zamel 2016; Park et al. 2012), flow-field design (Wang 2015; Arvay
et al. 2013),microscalemodeling (Fadzillah et al. 2017; Liu et al. 2015; Lile andZhou
2015), macroscale modeling (Andersson et al. 2016; Zhang and Jiao 2018a; Weber
et al. 2014; Wu 2016), etc. Experimental work is significantly advanced with the
development of new technologies, such as magnetic resonance imaging (Teranishi
et al. 2006), neutron radiography (Panchenko et al. 2018), S++ current scan shunts
(Jabbour et al. 2015), and X-ray computed tomography (Jinuntuya et al. 2018).
However, conducting such experiments is relatively expensive; in the meantime,
comprehensive measurements are usually too expensive. Therefore, mathematical
models provide opportunities for researchers to more easily obtain these data.

However, the length scale characteristic of physical processes vary from themicro-
cosmic (nm) to cell/system scale (cm) (Andersson et al. 2016; Zhang and Jiao 2018a;
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Weber et al. 2014). The gas/liquid two-phase flow, together with the electrochemical
reaction, mass and heat transfer, electrons and protons transport, water condensation
and evaporation, etc., take place within the flow paths and porous media, including
the gas diffusion and catalyst layers. Mathematical models that account for different
scales of physical processes have also been developed. The origin of PEFC models
date back to the 1990s, when Springer et al. (Springer et al. 1991) and Bernardi
and Verbrugge (Bernardi and Verbrugge 1992) proposed one-dimensional (1-D) and
steady-statemathematicalmodels. These consideredwater transport in themembrane
and predicted overall cell performance. The later work by Nguyen et al. (Nguyen and
White 1993; Yi and Nguyen 1998), Gurau et al. (Gurau et al. 1998), and Djilali et al.
(Berning et al. 2002; Berning and Djilali 2003) extended the scope of the numer-
ical models. Computational fluid dynamics (CFD) was increasingly applied in PEFC
simulations, with the goal of taking major transport phenomena into account.

Water management is one of the most important issues in PEFC design. Two-
phase flow, which is common in PEFCs given their low operating temperatures,
should be modeled with the goal of achieving better strategies during water manage-
ment. The volume of fluid (VOF) method was considered powerful due to its capa-
bility of tracking gas/liquid interfaces (Zhang and Jiao 2018a; Weber et al. 2014;
Ferreira et al. 2015, 2017; Andersson et al. 2019, 2018). However, a significantly
high-resolution grid should suffice for the numerical simulation, which limits its
applicability. Additionally, it is often used to account for the two-phase flow in flow
channels by neglecting other regions and physical processes. Further simplifications
are necessary to decrease computational effort and couple other physical processes.
It is typically assumed that liquid water in flow channels is in a mist state (Zhang
and Jiao 2018b) and/or the liquid phase velocity is an algebraic function of the gas
phase velocity (Fan et al. 2017). However, few studies have applied the Eulerian-
Eulerian approach (Zhang and Jiao 2018b; Gurau et al. 2008) to address gas and
liquid two-phase flows in flow channels.

The majority of the numerical models of PEFC applications were either imple-
mented on the basis of commercial software or developed in-house (Weber et al.
2014). The source codes of these are usually not publicly accessible. Therefore, new
features for the implementation and/or model immigrations are problematic, which
limits communications between researchers in the fuel cell community. In addi-
tion, many numerical simulations are computationally-expensive (Zhang 2019) and
require high-performance-computing (HPC) facilities. Open-source codes/packages
offer more flexibility in model development/implementation, as well as numerical
simulations.

However, there are still limited numbers of open-source packages available nowa-
days due to the difficulties of model development. The open-source package, open-
FuelCell (Beale et al. 2016), was developed by Beale et al. (Beale et al. 2016) using
the platform of an open-source library, namely OpenFOAM®, with a focus on the
CFD modeling of solid-oxide fuel cells (SOFCs). It considers the major transport
processes, including heat and mass transfer, charge transfer, electrochemical reac-
tion, andmulti-species transfer, by utilizing amulti-region technique. Thismodelwas
later extended to conduct simulations of high-temperature PEFCs (Zhang 2019), as
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well as electrochemical hydrogen purification and compression cells (Reimer, et al.
2019). In order to take two-phase flow into account, this model was further developed
by the present author and colleagues.

This chapter introduces a new PEFC model and its implementation using Open-
FOAM. This model derives from “openFuelCell,” with additional consideration of
two-phase flow, water transfer in the membrane electrode assembly (MEA), and
proton/electron transfer.AnEulerian-Eulerianmethod is applied to address gas/liquid
two-phase flow interactions in terms of momentum and condensation/evaporation.

In order to exhibit the capability of the present solver, studies are conducted to
investigate the effects of catalyst cracks. Figure 1 shows the cracks that formed
in an in-house-manufactured catalyst layer. Tsushima et al. (2015) reviewed the
issues of crack and interfacial voids in PEFCs. They proposed cracks and voids
may deteriorate cell performance in light of the larger contact resistances in MEAs.
Meanwhile, they also noted that cracks contribute to higher liquid water contents
and better gas transport. However, few continuum models were used to consider the
influences of cracks and voids.

Fig. 1 The cracks in a catalyst layer
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2 Numerical Procedure

2.1 Assumptions

• The simulation is steady state.
• Gases are incompressible and obey the ideal gas law.
• Flows are laminar.
• Water is produced in the liquid state.
• Membranes are only permeable to water and protons.
• Gases dissolved in the liquid water are not considered.
• The gas diffusion layers (GDLs) are homogeneous.

2.2 Computational Domain

Similar to the approach adopted in ‘openFuelCell,’ the solver discussed here applies
a multi-region technique to address transfer phenomena in different regions, e.g., air,
fuel, membranes, etc. In a PEFC, it consists of two main components, namely the
interconnect and membrane electrode assembly (MEA). Flow paths are meshed into
one/two sides of the interconnect. TheMEA can be separated into five distinct layers:
(1) The anode gas diffusion layer (aGDL); (2) the anode catalyst layer (aCL); (3) the
membrane; (4) the cathode catalyst layer (cCL); and (5) the cathode gas diffusion
layer (cGDL).

The simplified computational domain is shown in Fig. 2. It displays a cross-section
of a PEFC with a straight channel and its sub-regions. These are used to consider
different physical transfer processes:

• Solid region: Only heat transfer is taken into account.
• Fluid region: Single/two-phase flow, species transfer, and heat transfer are

considered.
• Electric potential region: electrochemical reactions and electrical fields are

addressed.

2.3 Governing Equations

2.3.1 Fluid Region

Fluid Flow

As is shown in Fig. 2b, the fluid region includes flow channels and porous regions. If
the PEFCoperates under ambient pressure, water exists in vapor and/or liquid phases.
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Fig. 2 Computational domain: a Master region; b sub-regions: solid and fluid; and c sub-regions:
electron and proton potentials

Hence, two-phase flow plays an important role in fuel cell performance. The two-
phaseEulerian–Eulerian algorithmhas been consideredbymany researchers (Harlow
2004;Harlow andAmsden 1975; Spalding 1981; Ishii andHibiki 2010;Rusche 2003;
Marschall 2011) in the past decades. Based on previous work, the conditionally-
averaged continuity and momentum equations can be written as follows:

∂ρϕsϕ
∂t

+ ∇ · (
ρϕsϕUϕ

) = Rϕ (1)

∂ρϕsϕUϕ

∂t
+ ρϕsϕUϕ · ∇(

Uϕ

) = −sϕ pϕ + ∇ · (
sϕμϕ∇Uϕ

) + ρϕsϕg + Mϕ + SDarcy,ϕ

(2)

where ϕ represents the index of phases, s is the phase saturation (volume fraction),
U denotes the phase velocity, p is the phase pressure, μ is the viscosity, g represents
the gravity, and M denotes the interface momentum term between each phase. R is
themass source/sink due to condensation/evaporation and electrochemical reactions,
and SDarcy is calculated from Darcy’s law as:

SDarcy = sϕμϕ

Krel,ϕK
Uϕ (3)
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where K is the permeability in the porous materials and Krel stands for the relative
permeability that is a function of phase saturation s.

For themomentum transfer term, the drag force is usually taken into consideration.
For the drag coefficient, a commonly applied model was proposed by Schiller and
Naumann (1933):

Cd = 24
(
1 + 0.15Re0.687

)
Re

, Re ≤ 1000 (4)

where Re is the Reynolds number.

Species Transfer

During PEFC operation, hydrogen and air must be humidified in order to obtain
sustainable and reliable performance outputs. Multiple components can be observed
on both the anode and cathode sides. Meanwhile, water transfers through the Nafion
membrane serve as an additional mass source/sink for air and fuel gases. Therefore,
the species transfer equations are expressed as:

∂ρϕsϕYi
∂t

+ ∇ · (ρϕsϕUϕYi
) = ∇ · (

ρϕsϕD
eff
i ∇Yi

) + Ri (5)

where Y represents the mass fraction of species i, R is the source/sink term, and Deff

means the effective diffusion coefficient. Readers can refer to the work of Beale et al.
(Beale et al. 2016) for the calculation of Deff. It should be noted that gases dissolved
in liquid water are not considered in this study. Furthermore, the species transfer
equations are only solved in the gas phase. The source/sink term can be expressed
as:

Ri = ωiMi J

zi
(6)

where z is the number of transferred electrons, M is the molar mass, ω denotes the
stoichiometric coefficient, and J is the volumetric current density or electrochemical
reaction rate. The term J is obtained from the ‘electric region;’ see Sect. 1.3.3.

Considering the two-phase flow in a PEFC, water is subject to condensation and
evaporation between the gas and liquid phases.

Heat Transfer

Heat transfer is an important subject in PEFC simulations. Heat is
produced/consumed in many physical processes, such as electrochemical reactions,
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condensation/evaporation, and electron/proton transfer. In order to address heat
transfer in air/fuel streams, an enthalpy equation is commonly used in OpenFOAM
applications, shown as:

∂ρϕsϕ
(
hϕ + K

)
∂t

+ ∇ · (
ρϕsϕUϕ

(
hϕ + K

)) = ∇ · (
ρϕsϕαeff∇hϕ

) + Qϕ (7)

where h represents the sensible enthalpy, αeff is the effective thermal diffusivity, K
means mechanical work, and Q encompasses the total heat source/sink. Note that
this equation is only solved for one phase; the other phase is considered in the global
temperature/enthalpy equation.

2.3.2 Solid Region

In the present model, heat transfer is the only process to be considered in solid
regions, as shown in Fig. 2b. However, the equations are assembled into the enthalpy
equation of the master region. Therefore, no equations are solved in the solid regions.
They are only kept for storage of material properties.

2.3.3 Electric Region

Potential Fields

The electric region includes two different regions, electronic and ionic (protonic), as
shown in Fig. 2c. The governing equations for electronic/ionic potentials have the
same formulation:

∇ · (σE∇φE ) = JE
∇ · (σP∇φP) = JP

(8)

where σ is the electric conductivity, φ is the potential, and J represents volumetric
the current density in electrochemical reactions.

The electronic conductivity, σE , in ‘phiE’ (see Fig. 2c), is usually assumed as
uniform. However, the protonic conductivity, σP, is a strong function of the water
content:

σ =
{

(0.514λ − 0.326) exp
(
1268

(
1
303 − 1

T

))
1 ≤ λ

0.1789λ exp
(
1268

(
1

303 − 1
T

))
λ < 1

(9)

where T is the temperature and λ is the water content in the membrane.
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The electrochemical reactions take place in the catalyst electrodes. The reaction
rates, or current density, are described by either Tafel or Butler-Volmer relations:

Ja = ia,0s
β
g

∏
i

(
Ci

Cref,i

)γ [
exp

(
αazFηa

RgT

)
− exp

(
− (1 − αa)zFηa

RgT

)]

Jc = ic,0s
β
g

∏
i

(
Ci

Cref,i

)γ [
exp

(
−αczFηc

RgT

)
− exp

(
(1 − αc)zFηc

RgT

)] (10)

where i0 is the exchange current density, C denotes the species concentration in the
gas phase, γ is the reaction order,α represents the transfer coefficient, z is the number
of electron transfers, and η means the activation overpotential. The calculations of
activation overpotential, η, refer to:

ηa = φE − φP − En,a

ηc = φE − φP − En,c
(11)

where En is the Nernst potential. These formulations are only valid in the catalyst
layers of both sides. The Nernst potentials can be written as:

En,a =
∑
i

−Gi,aωi − RgT ln pωi
i,a

zF
=

∑
i

−(
Hi,a − T Si,a

)
ωi − RgT ln pω

i,a

zF

En,c =
∑
i

−Gi,cωi − RgT ln pω
i,c

zF
=

∑
i

−(
Hi,c − T Si,c

)
ωi − RgT ln pωi

i,c

zF

(12)

where G is the Gibbs free energy, H is the enthalpy, S is the entropy, and ω the
stoichiometric coefficient.

Then, the relations between the volumetric current density, J , and the reaction
rates, Ja and Jc, can be expressed as the following:

• Cathode catalyst layer:

JE = −Jc
JP = Jc

(13)

• Anode catalyst layer:

JE = Ja
JP = −Ja

(14)
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It can be seen that the above formulae are fairly similar between the cathode and
anode sides. Hence, it is straightforward to implement the models into the solver.
Finally, the calculation of the surface current density is written as:

i = −σ∇φ (15)

Dissolved Water

The Nafion membrane must be readily humidified in order to allow proton transfer.
The pore sizes of the membrane are of the order of approximately 10 nm. In such a
case, water molecules are often localized and not connected in the membrane. The
water is assumed to remain in the dissolved phase (Wu et al. 2009). Themechanismof
water transfer in the membrane includes diffusion, electro-osmotic drag (EOD), and
hydraulic permeation. Of these, the hydraulic permeation can usually be neglected.
The non-equilibrium form of water transfer in the membrane yields:

ρm

EW

∂λ

∂t
+ ∇ ·

(
i
F
nd

)
= ρm

EW
∇ · (

Deff
m ∇λ

) + Rλ (16)

where ρm represents the density of the membrane, EW is the equivalent weight, Deff
m

denotes the effective diffusion coefficient in the membrane (Springer et al. 1991):

Deff
m =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

2.693 × 10−10 λ < 2
10−10 exp

[
2416

(
1
303 − 1

T

)]
[0.87(3 − λ) + 2.95(λ − 2)] 2 ≤ λ < 3

10−10 exp
[
2416

(
1
303 − 1

T

)]
[2.95(4 − λ) + 1.64(λ − 3)] 3 ≤ λ < 4

10−10 exp

[
2416

(
1

303
− 1

T

)]

×[
2.563 − 0.33λ + 0.0264λ2 − 0.000671λ3

] 4 ≤ λ

(17)

nd is the drag coefficient that can be expressed as a function ofwater content (Springer
et al. 1991):

nd = 2.5λ

22
(18)

and the water absorption/desorption, Rλ, is obtained from the real and equivalent
water contents:

Rλ = ρm

EW
ψ(λ − λe) (19)
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where ψ is the absorption/desorption coefficient and the equivalent is calculated as
(Springer et al. 1991):

λe =
⎧⎨
⎩
0.043 + 17.81a − 39.85a2 + 36.0a3 0 ≤ a < 1

14.0 + 1.4(a − 1.0) 1 ≤ a < 3
15.8 3 ≤ a

(20)

where a represents the water activity:

a = pH2O

psat
+ 2s (21)

2.3.4 Master Region

In a PEFC, temperature is the only parameter that must be calculated in all regions.
To simplify the case, the temperature field is solved globally in the master region
(Beale et al. 2016). The governing equation yields:

∂ρCpT

∂t
+ ρCpU · ∇T = ∇ · (

keff∇T
) + Q (22)

whereCp represents the specific heat, Q refers to the heat source/sink in each region,
k denotes the thermal conductivity, and U is the moving velocity that is always zero
in solid parts. The calculation of effective thermal conductivity gives:

keff = εsgkg + εslkl + (1 − ε)kporous (23)

where ε is the porosity in the porous materials.

2.4 Model Implementation

The present model was implemented in the open-source library, OpenFOAM®
(https://cfd.direct/openfoam/user-guide). Readers can refer to the home pages of
OpenFOAM (www.openfoam.com or www.openfoam.org) for more details. All the
governing equations are coupled, discretized, and solved with the finite volume
method. The “runTimeSelectionTable” feature, as a built-in function of OpenFOAM,
enables highly compact and efficient code structures to be employed. This promotes
faster, easier, and more powerful model implementations. The present model enables
users to select different solution algorithms for different types of regions, e.g., air
side as two-phase flow, and the fuel side is a single-phase flow.

https://cfd.direct/openfoam/user-guide
http://www.openfoam.com
http://www.openfoam.org
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Fig. 3 Main class structure of the model implementation

The overall class structure of the present model implementation can be seen
in Fig. 3. The ‘runTimeSelectionTable’ is widely used for more flexible applica-
tions. The ‘parent’ and ‘child’ mesh system, which was first developed by Beale
et al. (2016), constructs the top level structure in this implementation. The top-level
class, fuelCellSystem, refers to the ‘parent’ mesh and defines global parameters
related to temperature, and local profiles of the ‘child’ meshes. In addition, it defines
the map functions from the ‘child’ meshes to the ‘parent’ mesh, and vice versa.
The model implementation includes three types of ‘child’ meshes, namely ‘fluid’,
‘solid’, and ‘electric’, corresponding to the region type, see Fig. 2, and governing
equations introduced in the previous section.

Code example (constant/regionProperties)
// This is the file to define the sub-meshes (also refers to ‘child’ meshes) 
// The regions are defined with a HashTable. The key represents the type of sub-meshes, and 
the value is a (word) list of names. 

regions
(
    fluid (air fuel)
    solid (electrolyte interconnect)
    electric (phiEA phiEC phiI)
);

Note: this style is similar to the built-in solver ‘chtMultiRegionFoam’. In the present 
code, the regions are defined in a more effective way. 
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The module, ElectrochemicalReactionModel, is specifically created for the appli-
cations with electrochemical reactions. It communicates with both the ‘fluid’ regions
and ‘electric’ regions, which is only valid in overlapped zones, e.g. the catalyst layers
in Fig. 2. In this module, the Nernst potential and activation overpotential are care-
fully taken into consideration. As a subsystem of the fuelCellSystem, it provides the
core relations of heat, mass, and charge transfers between the coupled regions. From
the coding perspective, the module is implemented as a type of combustionModel
that is well designed in OpenFOAM. There is an option to turn on/off the electro-
chemical reactions, or switch to other combustion models (beyond the scope of this
work).

The phaseSystem module is another important part since it accounts for the fluid
flow in the system. The submodule, twoPhaseSystem, is derived from the stan-
dard solver of the foundation version OpenFOAM, reactingTwoPhaseEulerFoam.
With the ‘template’ function of C ++, various two-phase flow systems have been
included, e.g. basicTwoPhaseSystem, and interfaceCompositionPhaseChangeT-
woPhaseSystem, etc. The former refers to a two-phase solver that only considers
momentum interactions between two phases. The latter accounts additionally
for the interfacial heat and mass transfer because of phase change (condensa-
tion/evaporation) through a virtual interface between them. The singlePhaseSystem
offers the solver for single phase flows. Compared to the twoPhaseSystems, its imple-
mentation is much simpler providing the interactions with additional phases are not
present. The example of usage can be found in the following.

This section offers a brief overview of the model implementation. To ensure the
solver functions properly, additional models, e.g. diffusivity, porosity, conductivity,
and drag, etc., have to be included, and many adjustments have to be conducted.
Further details of model implementation and tutorials setup will be published in a
future paper. Meanwhile, the source code will be open to the public.

2.5 Model Parameters

The governing equations shown in the last section represent the major physical
processes in a PEFC, including heat and mass transfer, electron and proton transfer,
electrochemical reactions, and two-phase flow. Boundary conditions are necessary
to determine the numerical solutions in the computational domains. In a PEFC, the
boundary conditions refer to the operating conditions, e.g., galvnostatic/potentostatic
mode, pressure, temperature, etc. Material properties and geometric information are
also important for numerical simulations. Table 1 lists the parameters necessary to
conduct the present simulations.

The velocity is calculated from the prescribed stoichiometric factor, λ,

u = MiAactiλ

ρX iAinzF
(24)
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Table 1 Model parameters and operating conditions

Description Value Unit

Channel height 1.0 mm

Channel width 1.0 mm

Channel length 24.0 mm

Rib width 0.5 mm

Rib height 3.0 mm

Thickness
GDL, MPL, CL, membrane

0.28, 0.02, 0.0129, 0.02 mm

Porosity
GDL, MPL, CL

0.7, 0.4, 0.3 –

Permeability
GDL, MPL, CL

10, 1.0, 0.1 μm2

Contact angle
GDL, MPL, CL

120, 120, 100 –

Surface tension
GDL, MPL, CL

0.625, 0.625, 0.625 N · m−1

Thermal conductivity
BPP, GDL, MPL, CL, membrane

20, 1.0, 1.0, 1.0, 0.95 Wm−1K−1

Electric conductivity
BPP, GDL, MPL, CL

20,000, 8000, 8000, 5000 Sm−1

Water absorption/desorption rate 1.3, 1.3 s−1

Droplet diameter 0.15 mm

Exchange current density (a/c) 1.0 × 108/120 Am−3

Transfer coefficient (a/c) 0.5/0.5 –

Pressure (a/c) 101,325/101325 Pa

Temperature (a/c) 353.15/353.15 K

Stoichiometric factor (a/c) 2/2 –

Relative humidity (a/c) 50%/50% –

* Note: a: anode; c: cathode

Table 2 Model parameters in
the GDLs for validation

Description Value Unit

Current density 1.4 A cm−2

Contact angles 80
100

o

Permeability 6.875 × 10−13 m2

Porosity 0.5 –

Thickness 0.3 mm
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Table 3 Operating
conditions for validation

Description Value Unit

Pressure a: 101,325
c: 101,325

Pa

Temperature 343.15 K

Stoichiometric factor a: 2
c: 2

–

Relative humidity a: 90%
c: 90%

–

Note: a: anode; c: cathode

where M is the molar mass, Aact denotes the active area, Ain represents the area of
the inlet cross-section, X is the molar fraction, and i is the mean current density.

A constant temperature applies at the bottom and top surfaces of the PEFC.Mean-
while, the fuel cell operates in galvanostatic mode, i.e., the mean current density is
prescribed (as opposed to potentiostatic mode where the potential is fixed).

2.6 Computational Domain

The computational geometry considered in this chapter is displayed in Fig. 4.
Different components are marked with different colors, which correspond to the

Fig. 4 Computational geometry (not to scale)
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Fig. 5 Positions and orientations of cracks in the CCLs: a Horizontal; b vertical (not to scale)

cross-section shown in Fig. 2. The dimensions of each part can be found in Table
1. Figure 5 depicts the locations and orientations of cracks in the CCLs. These are
assumed as void spaces, where no electrochemical reactions occur. As suggested by
Berg and Kulikovsky (2015) the width of cracks in PEFCs varies from 10–30 μm.
The width of these may increase over long-time operation.

2.7 Model Verification and Validation

Before applying the present solver to PEFC simulations, the author performed a
verification from the work of Pasaogullari and Wang 2004) and Beale et al. (2009).
Using a 1-D model, the liquid water movement from the catalyst layer to the gas
channels in a PEFC was studied.

Table 2 shows the parameters for the two cases, namely hydrophobic and
hydrophilic GDLs. The comparison between the analytical solutions and simula-
tion results can be seen in Fig. 6. The hydrophobic GDL tends to retain a lower
water content. It can also be seen that the deviations between analytical solutions
and simulations are fairly minor. Therefore, the present model is able to predict water
evolution in porous GDLs.

The validation was conducted using an in-house-designed PEFC prototype.
Readers can refer to the work of Shi et al. (2019) for details of the geometry. The
polarization curve wasmeasured in galvanostatic modewith the operating conditions
shown in Table 3. The comparison of.

polarization curves between the simulation results and experimental measurement
is presented in Fig. 7. It can be seen that the deviations between them are minor, with
the exception of the open-circuit-voltage condition. In that case, the present model
predicts higher cell voltages compared to the experimental data. A detail discussion
of the subject was presented in the work of Reimer et al. (2018). In a PEFC, the
reactants dissolve in the liquid film for the electrochemical reactions, whereas the
present model only considers the gas phase concentrations. Nevertheless, PEFCs
typically operate with reasonable currents, in which case the model predicts voltages
close to the experiments.
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Fig. 6 Comparison of liquid water saturations in the GDLs (left: channel; right: CL)

Fig. 7 Comparison of polarization curves between the simulation and experimental data

3 Results

The cracks are only located at the cathodic catalyst electrode and the initial crack
width is assumed to be 20 μm. The orientations of the cracks are depicted in Fig. 5.
The number of cracks and their widths may increase after long-term operation.
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3.1 Initial Crack Width

In order to study the effects arising fromcatalyst cracks, a casewith no crackswas also
taken into account. A comparison of polarization curves between cases with/without
cracks can be seen in Fig. 8. It is clear that the overall cell performances, or cell
voltages, were not affected by the cracks. Considering the electrochemical reactions,
the volumes of the cracks occupy 1%of the total reaction zone. However, liquidwater
should accumulate in these cracks due to the electrochemical reaction. Therefore,
the local fields may be altered in the light of the existence of the cracks.

Figure 9 shows the through-plane current density distributions in themiddle-plane
of the membranes. It can be observed that the global current density distributions

Fig. 8 Comparison of polarization curves for cases with/without cracks

Fig. 9 Comparison of current density distributions, i = 1.4 A cm−2. a Case without cracks; b. case
with horizontal cracks; and (c) case with vertical cracks
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Fig. 10 Local current density variations, i = 1.4 A cm−2. (Central line of the membrane from the
inlet to the outlet)

were fairly similar. The magnitude of the current density decreases from the inlet to
the outlet, and from the land regions to the channel ones. This mainly results from the
consumption of reactants and higher water content in the land regions, respectively.

However, the current density is insignificantly small in the crack regions. Figure 10
showed the local current density values on the central lines from the inlet to the
outlet. The obvious differences were found in the crack regions, but negligible devi-
ations obtained in the others. The strongly decreased current density mainly resulted
from the relatively thin membrane. Proton transfer in the membrane, which corre-
sponds to the current, was virtually two-dimensional. In the crack regions, where
electrochemical reactions disappeared, a small number of protons moved across.

Another important parameter in PEFCs is liquid water saturation. Hydrophobic
porous electrodes removed additional amounts of liquid water from the cathodic
catalysts in order to prevent flooding. As void spaces, the cracks can retain some
amount of liquid water. This should be considered and taken into account, especially
when the gases have been fully humidified or fuel cells operated with high mean
current densities.

The simulation results for cases with/without cracks can be observed in Fig. 11. In
this plot, the global distributions of liquidwater saturationswere nearly identical, and
the magnitudes increased from the inlet to the outlet. The electrochemical reaction
generated liquidwater, which gradually accumulated near the outlet. Figure 12 shows
the local liquid water saturations on a central line from the inlet to the outlet. The
overall liquid water saturations slightly increased, whereas the local values in the
crack regions were significantly higher, at more than 40%. It should be noted that
the effects only applied in the crack regions and decreased rapidly to nearby regions.
The cracks contributed to higher water contents in the catalyst electrodes.
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Fig. 11 Liquid water saturation on the interface between the electrode and membrane, i = 1.4 A
cm−2. a Case without cracks; b case with horizontal cracks; and c case with vertical cracks

Fig. 12 Local liquid water saturations, i = 1.4 A cm−2. (A central line from the inlet to the outlet)

The oxygen mole fraction variations on the central line of the membrane surface
are depicted in Fig. 13. The values decreased from the inlet to the outlet due to the
electrochemical consumption. It can be seen that cases with cracks presented slightly
higher oxygen concentrations than those without them. The maximum difference,
of ~ 8%, appeared near the outlet, where the oxygen molar fractions were relatively
low. In the regions near to the cracks, a maximum increase of 5% could be observed.
Therefore, the cracks contributed to better oxygen diffusion from the porous GDLs
to the catalysts.
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Fig. 13 Oxygen mole fraction variations from the inlet to the outlet, i = 1.4 A cm−2. (Central line
of the interface between the membrane and cathode catalyst electrode)

3.2 Wider Cracks

The initial width of cracks in previous sections was assumed to be 20 μm. During
long-term operations, the width may increase. Therefore, different widths (i.e., 40,
60, or 80 μm) of cracks are analyzed in this section. Simply put, the widths along
the cracks were constant.

Figure 14 shows the cell output voltages for cases with different crack widths. It
can be seen that the voltages decreased with wider cracks. This resulted from the
increase in the missing reaction volumes within the catalyst layers. In the scope of
present study, the maximum variation was within 3.5%. Meanwhile, the cases with
horizontal cracks provided slightly lower voltages compared to cases with vertical
ones.

The current density distributions for cases with 0.06 mm-wide cracks are shown
in Fig. 15. The deviations in local current densities between the cracks and nearby
regions became more significant. Vertical cracks slightly distorted the distributions
of the current density.

The local variations are plotted in Fig. 16, where it can be seen that the minimum
current densities, which are located in the crack regions, accounted for approxi-
mately 25% of the current densities in nearby regions. Considering the thickness
of the membrane, the current flowed two-dimensionally, which meant few protons
transferred in the crack regions from the anode to the cathode sides. The magnitude
of the current density in this area became lower for larger cracks (not shown here). In
addition, slightly higher current densities can also be observed in the adjacent area
between the cracks and nearby regions. As the cracks were assumed to be located on
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(10-2 mm) 

Fig. 14 Cell voltages for cases with different widths, i = 1.4 A cm−2

Fig. 15 Comparison of current density distributions (crack width = 60 μm), i = 1.4 A cm−2. a
Case with horizontal cracks; and b case with vertical ones

the cathode side, the protons generated on the anode side tended to accumulate near
the boundary of the crack regions.

Figures 17 and 18 present the liquidwater saturation distributions on the interfaces
between the membrane and cathodic catalyst layer and their local variations in the
central lines, respectively. In this case, liquid water saturation levels were much
higher in the cracks than nearby areas. This indicates that it was easier for liquid
water to accumulated in the cracks. Meanwhile, the overall water content in the
catalyst layer increased. In Fig. 18, the maximum saturation appeared in the cracks,
and was nearly twice the magnitude in nearby areas. In the case of higher relative
humidity from inlet gases, the flooding issue would more preferably occur in the
cracks.
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Fig. 16 Local current density variations (crack width = 60 μm), i = 1.4 A cm−2

Fig. 17 Liquid water saturation distributions (crack width = 60 μm), i = 1.4 A cm−2. a Case with
horizontal cracks; and b case with vertical ones

3.3 Discussion

This chapter introduces a PEFCmodel, which has been implemented inOpenFOAM.
The development of this solver was based on two released repositories, namely
openFuelCell (OpenFuelCell) and reacting EulerFoam (the built-in solver in Open-
FOAM). The former mainly offered the multiple-region method, whereas the latter
was used to solve the two-phase flows. A two-phase Eulerian–Eulerian algorithm is
employed to address the interactions between the liquid and gas phases. In the present
solver, the liquid water is treated as spherical droplets. The attachment/detachment
of droplets from the surfaces of the GDLs and walls are not taken into account.
These simplifications apply if the liquid water exists in a mist state within the flow
paths; in other words, the liquid water saturation should be relatively low. However,
the flooding issue during fuel cell operation is an unresolved problem. In this case,
annular/slug flow can occur in the channels and may percolate into the GDLs, which
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Fig. 18 Liquid water saturation variations (crack width = 60 μm), i = 1.4 A cm−2

prevents reactants from diffusing to the reaction sites. In such a case, a volume
of fluid (VOF) method provides higher-order predictions for consideration of the
flooding issue. However, the computational requirement of the VOF method limits
the applications at the cell-level. A balance between accuracy and computational
requirements needs to be reached. The volume-averaged two-phase Eulerian–Eule-
rian method in the present model is, in many ways, a compromise for simulating the
two-phase flows and coupling the additional physical processes in a PEFC.

Carbon paper/cloth is typically utilized in the porous electrodes (GDL) in a PEFC.
Some researchers (Froning et al. 2016; Yu et al. 2018a, b) have applied a Lattice
Boltzmann Method (LBM) to investigate two-phase flow in a reconstructed GDL.
Detailed CFD simulations of flow through the pores of the porous material are virtu-
ally impossible considering the computational requirements, spatial/temporal resolu-
tions, structure reconstructions, mesh generations, etc., though see Beale et al. [ref]
Therefore, in cell-level modeling, the GDLs are treated as homogeneous regions,
described in terms of permeability, porosity, and tortuosity. In this study, these values
are treated as constant over the GDLs. This is not the case in many realistic appli-
cations, e.g., some parts of GDLs are compressed during assembly. The mechanical
stress contributes to the deformation of GDLs in the rib regions, in which the perme-
ability and porosity decrease, but the tortuosity increases. These values also change
after long-term operation. Another issue concerns the contact resistance between
the GDLs and solid bipolar plates. The thermal/electrical contact resistances may
be expressed as functions of the mechanical stresses (Liang et al. 2018); points that
should be addressed in future studies.

In the present model, the membrane does not allow gases to permeate. The driving
force for water to move through the membrane includes concentration differences
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(diffusion) and the drag force due to protons (osmotic drag). However, studies have
revealed that the reactants, i.e., hydrogen and oxygen, also diffuse from one side to
the other one. The reactant crossover typically leads to accelerated membrane degra-
dation (Nam et al. 2010) and lower cell performance (Chippar and Ju 2013). The
situation deteriorates if pinholes (Chippar et al. 2014) are formed in the membranes,
as the gas crossover then becomesmore significant, especially if high pressure differ-
ences exist between the cathode and anode sides. The crossover issue is beyond the
scope of this study. However, the cracks formed in the catalyst layer increase the risk
of pinhole formation (Kundu et al. 2006). This topic should be further investigated
in the future.

In this study, the effects of the cracks were investigated in terms of their geometric
aspects. It was found that the influences were fairly small for the overall cell perfor-
mance and the distributions of several parameters. Although the cracks increased
the oxygen molar fractions in the catalyst layers, consistent with the suggestions
of Karst et al. (2010), the output voltages were virtually identical. Narrow cracks
usually appear in newly-made catalyst layers, which exert no influence on cell perfor-
mance. However, the cracks contribute to the formation of pinholes. Meanwhile, the
membrane and catalyst degradation and delamination take place in the PEFCs after
long-term operation (Kim and Mench 2007; Ding et al. 2016; Kim et al. 2009).
These combination effects may result in more significant differences in both local
and overall performances.

In this study, the multiple region method was applied to account for the coupling
processes in different regions. This tends to make the solver slow and unstable during
PEFC simulations. In order to increase the stability, several relaxation factors were
implemented: higher values contribute to faster convergence, but to lower stability,
and vice versa. A balance is needed between stability and simulation speed. In addi-
tion, the two-phase flow greatly slows down convergence. Although a local time
stepping (LTS) method was utilized for steady-state two-phase flow simulations, the
simulation process still remains time-consuming. A superior solution scheme should
be strived-for in order to address the convergence issue.

4 Conclusions

In this chapter, a 3-D steady-state, non-isothermal, multi-component, two-phase
model was introduced for PEFCs. A two-phase Eulerian–Eulerian algorithm was
applied to the two-phase flow simulations. The solver enables consideration of the
major physical processes in aPEFC, includingheat andmass transfer, two-phaseflow,
electrochemical reactions, and proton/electron transfer. A multiple-region method
was used to account for these physical processes in different regions. The model was
been implemented using the open-source library, OpenFOAM.

The implemented model was verified by analytical solutions and validated with
polarization curves measured from the in-house PEFC prototype. The present model
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is capable of predicting the liquid water saturations and cell voltages with minor
deviations from experimentally-obtained values.

Simulationswere conducted to study the effects arising fromcracks in the cathodic
catalyst layers. Under the operating conditions assumed in this study, the cracks
exerted only a slight influence on the overall performances. The local variations
of current densities and liquid water saturations were significantly altered. Lower
current density and higher water saturation were also observed in the crack regions,
whichbecomemore apparent forwider cracks. The cracks increased thewater content
and oxygen molar fraction in the catalyst layers.
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High Temperature Polymer Electrolyte
Fuel Cell Model

Qing Cao

1 Introduction

Many categories of fuel cells (FCs) were developed over the past decade, based
on different electrolytes and operating temperature. One promising type of FC is
high-temperature polymer electrolyte fuel cell (HT-PEFC), it has a similar struc-
ture and functionality with the polymer electrolyte fuel cell (PEFC). The phos-
phoric acid-doped polymer is usually used as the electrolyte. The operating temper-
ature of this device is between 150 and 180 °C. The HT-PEFC shows several
advantages compare to PEFC, such as the relatively high carbon monoxide (CO)
tolerance (1–2%) and non-flooding-water in gas channels and gas diffusion layers
(GDL). A typical application ofHT-PEFC is the fuel-cell-based auxiliary power units
(APU) system. The high CO tolerance of HT-PEFC allows people to use reforming
gas as the power source and gain a high net system efficiency of the APUs in the
order of 20%, which is 2–12% higher than the conventional APUs.

The goal of HT-PEFC development is to develop the system with high perfor-
mance, high durability and low cost. Therefore, a set of robust models on the cell
level and system level are needed, to improve the understanding of the physics,
and perform the prediction and optimization of HT-PEFC. The computational fluid
dynamics (CFD) is a powerful technology for the modelling of the HT-PEFC. Many
CFD modelling works are published based on commercial software such as STAR-
CD, FLUENT, PHOENICS and COMSOL. On the other hand, the open-source-CFD
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model (based on OpenFOAM) for FCs was developed and published by Beale et al.
(2016; http://openfuelcell.sourceforge.net/project).

In this chapter you will learn how to use OpenFOAM to achieve the modeling
of HT-PEFC. We will modify the OpenFuelCell library from Beale et al. to create
the new model for HT-PEFC. As shown in the last chapter, the OpenFuelCell library
solves the heat- and mass transfer equations in channels and porous zones for SOFC.
It also provides useful classes, like calculation of multi-component diffusion coef-
ficients, or heat capacity and dynamic viscosity of species. Those design patterns
and classes can be further implemented in the HT-PEFC model. However, the major
differences between HT-PFEC and SOFC should be noticed and treated carefully in
the HT-PEFC model, they are:

• The composition of gas mixture: not like SOFC, the oxidant reduction reaction
(ORR) of HT-PEFC happens at the cathode. It means the source term of water
should be placed at the cathode catalyst layer. Typically, there are three species
in the cathode side: H2O (gas), O2 and N2.

• The electrochemical kinetics: the activation loss and related parameters like
the symmetry factor of the energy barrier and the exchange current density
are different, based on the characteristics of the membrane, catalyst layer and
operating conditions.

• The transfer ofwater: themembrane and electrodes ofHT-PEFCcanbe considered
as flooded with phosphoric acid. The production of water leads to concentration
gradients, this in turn causes water diffusion in the acid. Additionally, the water
content of membrane changes due to evaporation at the anode and cathode. The
overall influence leads to a water transfer from one side to the other, a change in
protonic resistance and a swelling of the membrane.

This chapter is organized as follow: first, the working principle, the components
and working principle of HT-PEFC are presented. And then the OpenFOAM-model
of HT-PEFC is introduced in two sections. In the first section, a basic model is
introduced with C++ code, which incorporates the heat- and mass transfer equations
and surface-related electrochemistry equations. The simulation results are compared
with an analytical model: the Kulikovsky’s model (Kulikovsky 2004). In the second
section, an extendedmodel ofHT-PEFC is performed, to simulate thewater crossover
in the phosphoric acidfloodedpolymermembrane.The simulations are validatedwith
the experimental results in Jülich and other publications.

2 Components and Principle of the HT-PEFC

The core part of HT-PEFC consists of Gas diffusion layers (GDLs), bipolar plates
(BPPs) and a membrane electrode assembly (MEA). These components are shown
in Fig. 1.

The HT-PEFC MEA is very different from other fuel cells: it has a poly(2,2′-
mphenylene-5,5′-bibenzimidazole) (PBI) membrane doped with the concentrated
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Fig. 1 The components of the HT-PEFC

phosphoric acid and two catalyst layers (CLs) on anode and cathode side (Wainright
et al. 1995). The acid dopedmembrane transfers protons from the anode to the cathode
and prevent the passage of gas. Thatmembrane has very good thermal stability, chem-
ical stability and mechanical strength. However, the proton conductivity of the MEA
is not constant: it depends on the weight percent (wt%) of phosphoric acid. Previous
studies show that by 85 wt% of acid the conductivity reaches maximum. In the CL,
the catalyst (Platinum) is mixed with supports (carbon blacks) and binders (poly-
tetrafluoroethylene). The acid infiltrates into CL and the electrochemical reaction
happens on the triple phase boundary of the mixture. The GDL has a porous solid
structure, for allowing the reactant to move to the CL and the generated water to
move to the gas channel. Typically, the GDL consists with carbon fiber paper with
total thickness from 100 to 300μm. The BPP provides the pathway for electrons and
contains channels for allowing gas to pass through the flow field. The BPP is usually
made by graphite or metal.

When the HT-PEFC starts working, the hydrogen and oxygen in the anode- and
cathode side gas channels move through the GDLs and reacts in the CLs. The
electrochemical reactions are:

Anode:

H2 → 2H+ + 2e− (1)

Cathode:
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1
2 O2 + 2H+ + 2e− → H2O(g) (2)

Overall:

H2 + 1
2 O2 → H2O(g) (3)

Theoxygen reduction reaction (ORR) in cathode ismuch slower than the hydrogen
oxidation reaction (HOR) in anode. Therefore, the cell performance of HT-PEFC is
limited significantly by the ORR kinetics.

The cell open-circuit voltage, also the well-known Nernst voltage, is calculated
as:

ENernst = −�GT

2F − RT
2F ln

(
pH2O

pH2 p0.5
O2

)
(4)

where.
ENernst = Nernst potential (V).
�GT = Gibbs free energy change at the operating temperature (kJ mol−1).
pH2O, pH2, pO2 = normalized partial pressure (pi/p0) of H2O, H2 and O2 (-).
In practice, the polarization curve is used to represent the cell performance. It is

the plot of cell voltage against current density, as shown in Fig. 2. The cell voltage
might be calculated as the difference between the Nernst voltage and the sum of
other voltage losses.

Ecell = ENernst − ηact − ηohm − ηconc (5)

Fig. 2 The polarization curve and all losses of HT-PEFC
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where.
Ecell = cell voltage (V).
ηact = activation overpotential (activation loss) (V).
ηohm = ohmic overpotential (ohmic loss) (V) .
ηconc = concentration overpotential (concentration loss) (V).

3 A Basic HT-PEFC OpenFOAM Model

In this section, we are going to create a simple HT-PEFC simulation application with
OpenFOAM. The construction of this application contains two parts: create the mesh
and create the solver. Let’s talk about the mesh first.

3.1 Computational Domain and Meshing

Geometry

The cross-section of the simulated physical domains of a HT-PEFC channel pair
are shown in Fig. 4. Different governing equations are solved in different domains:
the heat transfer is solved in ‘Main domain’; the mass- and momentum transfer are
solved in ‘Domain I’; the chemical reactions are solved on the interface of ‘Domain
I’ and ‘Domain II’. The dimensions h1, h2, … h5 are necessary parameters for
creating the mesh, which are shown in Table 1. The typical thickness of CL is
100 μm which is relative thin compare to other components. We may assume 2-
D CL surface and ignore the details of the triple phase boundary in this chapter,
for reducing the complexity of meshing. Besides the channel pair, people have to
notice that in practice the HT-PEFC system includes more hardware such as coolant
supplies, current collectors and gaskets. They are not considered in this OpenFOAM
model (Fig. 3).

Mesh

The next step is to generate the mesh. For simple flow fields, there are two options
for generating meshes. One is to generate a 3D CAD model first, and then generate

Table 1 2-D drawing and
parameters of HT-PFC cell
structure

Parameter Symbol Value Unit

Height of gas channel h1 1 × 10−3 m

Width of gas channel h2 1 × 10−3 m

Thickness(total) of bipolar plate h3 4 × 10−3 m

Thickness of GDL h4 3 × 10−4 m

Thickness of membrane + CLs h5 2 × 10−4 m
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Fig. 3 Code structure of the ‘constant’ dictionary

a mesh based on the CAD model. The other is to directly generate the mesh with the
coordinate matrix using the OpenFOAM mesh-generation utility ‘blockMesh’.

There aremany options for the toolchain of the first path, such as SALOMEGeom-
etry module + SALOME Mesh module, ANSYS SpaceClaim + ANSYS ICEM
CFD, CATIA V5 + PointWise, etc.

In this sectionwe use the second path, the ‘blockMesh’. First, we have to prepare a
dictionary file named blockMeshDict.And put it in constant/polyMesh directory. The
introduction of blockMesh can be found here (https://www.openfoam.com/docume
ntation/user-guide/blockMesh.php).

The code structure of the ‘constant’ dictionary is shown as follow:
Themesh code in the blockMeshDict for aHT-PEFC single channel pair is showed

as follow:

// ********************************************************** //
convertToMeters 0.001;
vertices
(
// Interconnect0

(0 0 z0)
(length 0 z0)
(length width z0)
(0 width z0)

// Interconnect0_to_Air
(0 0 z1)
(length 0 z1)
(length width z1)
(0 width z1)

// ********************************************************** //

As shown, we create a point coordinate list. In this list we define four points for
a surface and eight points for a block. With this rule, the blocks for gas channels,
BPPs, GDLs and the membrane of the HT-PEFC single-channel pair can be easily
defined. In the remain part of the blockMeshDict file, the boundaries are defined by
the index of the points:

https://www.openfoam.com/documentation/user-guide/blockMesh.php
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Fig. 4 Cross-section of a single channel pair

// ********************************************************** //
Patch airInlet
(

(4 8 11 7)
)
Patch airOutlet
(

(5 6 10 9)
)

…
// ********************************************************** //

After the mesh dictionary prepared, we can generate the mesh and boundaries
with the command:

blockMesh -case < case >
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Fig. 5 Mesh of the 17 mm straight single channel (BPP not shown). Brown mesh: anode side GDL
and channel; green mesh: cathode side GDL and channel; red mesh: CLs and electrolyte

The mesh of the cell (without BPPs) is illustrated in Fig. 5, which is composed
of 94,400 hexahedral blocks. Note that two offset zones are included in the mesh, to
present the non-reactive gas channel zone of the inlet and outlet.

3.2 Solver Design

Now we have prepared the mesh, let’s take a look at the solver. The first step is
to design a code structure for this solver. We can use the code structure of the
OpenFuelCell project (http://openfuelcell.sourceforge.net/project), as shown below
(Fig. 6):

As shown, the project consists of two folders, appSrc and libSrc. appSrc stores
code related to the specific fuel cell application, and libSrc stores code of general
physical models. Readers can download the OpenFuelCell project to check the code.

Fig. 6 HTPEFC Solver
structure

http://openfuelcell.sourceforge.net/project
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To create an HT-PEFC solver based on the OpenFuelCell project, people may do
the following:

1. Add newmodel groups in libSrc, such as the electrochemicalmodel group ‘cata-
lystLayerModels’. That model group consists of one parent class and multiple
child classes. For the simple HT-PEFC model, we create the electrochemical
model file ‘simpleNernst.C’. The code structure is shown as follow (Fig. 7):

2. Modify all ‘read_XXX_Properties.H’files in appSrc to read the input of physical
properties.

3. Modify all ‘create_XXX_Fields.H’ files in appSrc to create and initialize the
fields used by the solver.

4. Add ‘createCatalystLayerModels.H’ in appSrc to create an instance of the
electrochemical model.

5. Add ‘htpefcFoam.C’ to appSrc, load all header files in a certain order, and
complete the application.

The changes in the appSrc folder are shown in Fig. 8:
All fields should be declared as “create_XXX_Fields” and included by the main

routine. A typical declaration looks like this:

// ********************************************************** //
volScalarField Tair
(

IOobject
(

"T",
runTime.timeName(),
airMesh,
IOobject::READ_IF_PRESENT,
IOobject::AUTO_WRITE

),

Fig. 7 Code structure of catalystLayerModels
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Fig. 8 Changes in appSrc

airMesh,
Tinit,
zeroGradientFvPatchScalarField::typeName

);
// ********************************************************** //

In the code above, the Tair field is declared and installed on the mesh part
airMesh. The electrochemical code is shown in the next section with the equations.

3.3 Equations and Parameters

The continuity equation, momentum transfer equation, energy transfer equation and
the species transfer equation are same as the SOFC model which introduced in
Chap. 1.

It is worth to note that the source term of produced water vapor is not applied in
the anode like SOFC, but in the cathode:

Si = ± I
nF

(6)

where:
Si = species source term due to reaction (mol m−2 s−1).
I = local current density (A m−2).
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F = Faraday constant (C mol−1).
n = electrons number (–).
The species is consumed or produced is defined in runCase/constant/[field name]/

htpefcSpeciesProperties. For anode side, the code:

// ***************************************************
H2 H2 2.01594 2 -1 0 130.680;
// | | | | | |
// | | | | | standardEntropy [J/(mol K)]
// | | | | enthalpyOfFormation [J/mol]
// | | | produced=1|inert=0|consumed=-1
// | | molecularChargeForFaradaysLaw
// | molecularWeight [kg/kmol]
// name
// *********************************************************

For cathode side, the code:

// *********************************************************
O2 O2 31.9988 4 -1 0 205.152;
H2O H2O 18.01534 2 1 -241.8349e3 188.835;
N2 N2 28.0134 0 0 0 191.609;
// *********************************************************

As shown, solver uses ‘1’, ‘0’ or ‘–1’ to define the species is produced,
inert or consumed in the cell. Number of electrons in Eq. 6 is also defined as
‘molecularChargeForFaradaysLaw’.

The biggest difference between HT-PEFC model and SOFC model is how to
calculate the Nernst voltage and the activation overpotential. The Nernst voltage is
given by:

ENernst = ET
th − RT

2F ln

(
X H2O

X H2 X0.5
O2

)
(7)

where:
ENernst = Nernst potential (V).
Eth

T = thermodynamic voltage at the cell operating temperature (V).
XH2O, XH2, XO2 = mole fraction of species H2O, H2 and O2 (–).
The code for Nernst voltage is in ‘solver\appSrc\NernstEqn.H’:

// ************************************************************
Nernst =
relaxNernst.value()*(E0.value() - Rgas*anodeT*(Foam::log(XH2O)-
Foam::log(XH2)-0.5*Foam::log(XO2))/(2*F)) + (1-
relaxNernst.value()) * Nernst;
// ************************************************************

Note that the XH2, XH2O and XO2 in above code are field value, the calcu-
lated Nernst voltage is also a field. The under-relaxation is applied to stabilize the
calculation by limiting the rate of change of fields.

The activation overpotential is given by:
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ηact = RT
αF ln

(
I
i0

Xref

X O2

)
(8)

where:
i0 = exchange current density for the ORR (A m−2).
α = symmetry factor of the reaction (–).
Xref = reference mole fraction (–).
XO2 = oxygen mole fraction (–).
The exchange current density is given by:

i0 = ire f
0 exp

(
− E A

R

(
1
T − 1

Tre f

))
(9)

where:
i0ref = reference exchange current density for the ORR (A m−2).
EA = activation energy for the ORR (J mol−1).
Tref = reference temperature of operating (K).
The local current distribution is calculated by:

I = ENernst −Ecell−ηact

R�
(10)

where:
ENernst = Nernst potential (V).
ηact = activation loss (V).
I = current density of local electrolyte (A m−2).
R� = ohmic resistance (specific) (� m−2).
The calculation of activation overpotential (field), exchange

current density (single value) and current (field) are coded in
‘solver\libSrc\catalystLayerModels\simpleNernst.C’:

// ************************************************************
#include "simpleNernst.H"
namespace Foam
{

namespace catalystLayerModels
{

defineTypeNameAndDebug(simpleNernst, 0);
// Constructors
simpleNernst::simpleNernst
(

scalarField& XO2,
scalarField& YO2,
scalarField& i,
scalarField& eta,
scalarField& Nernst,
const dictionary& dict,
dimensionedScalar& Temp,
dimensionedScalar& Vcell

)
:
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catalystLayerModel(XO2, YO2, i, eta, Nernst, dict),
j0Ref_(dict_.lookup("j0Ref")),
Tref_(dict_.lookup("Tref")),
alpha_(dict_.lookup("alpha")),
Rohm_(dict_.lookup("Rohm")),
F_(dict_.lookup("F")),
Rgas_(dict_.lookup("Rgas")),
EA_(dict_.lookup("EA")),
relax_(dict_.lookup("relax")),
XO2ref_(dict_.lookup("XO2ref")),
Temp_(Temp),
Vcell_(Vcell)
{}
// Members functions
void simpleNernst::evaluate()
{
scalar kt = (Rgas_.value() * Temp_.value()) / (F_.value() * \\

alpha_.value());
scalar j0 = j0Ref_.value()* Foam::exp( (-EA_.value()
/ Rgas_.value()) * (1.0 / Temp_.value() - 1.0 / Tref_.value() ) );

eta_ = kt * Foam::log(i_/(j0 * (XO2_/XO2ref_.value())));
i_ = relax_.value()*(Nernst_ - Vcell_.value() - eta_)/

Rohm_.value() + (1-relax_.value())* i_;
}

}
}
// ************************************************************

Equations 8–10 are solved in the members function
simpleNernst::evaluate(). The under-relaxation is used for calcu-
lating the current. Note that in the constructor, the necessary scalarField
such as XO2, i or Nernst has to be declared and pointed to an initialized
scalarField with pointer symbol &. The physical constants are read with the
dict_.lookup()function. The simpleNernst model object itself is created
with solver\appSrc\ createCatalystLayerModels.H:

// ************************************************************
…

const dictionary& simpleNernstDict = cellProper-
ties.subDict("simpleNernst");

catalystLayerModels::simpleNernst simpleNernst = catalystLay-
erModels::simpleNernst(XO2, YO2, j_O2CL, eta, Nernst, simpleNern-
stDict, Temperatur, V);
…
// ************************************************************

The heat capacity and dynamic viscosity of species by typical operating temper-
ature of HT-PEFC are calculated using 6th order polynomial according to Todd
and Young’s research. The other modelling parameters are shown in Table 2. Those
parameters are assumed to be constant and easily to be implemented to the code. By
default, OpenFOAM uses the SI units with 7 scalars delimited by square brackets.
The parameters are defined in ‘runCase/constant/cellProperties’:
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Table 2 Modelling parameters of the basic model

Parameter Symbol Value Unit

Symmetry factor α 0.5

Ohmic resistance of cell per m2 R� 2 × 10−5 �m−1

Reference exchange current density ire f
0 3.0 Am−2

Reference mole fraction of oxygen Xref 0.23

Reference temperature Tre f 433 K

Thermodynamic voltage ET
th 1.15 V

Activation energy E A 57100 Jmol−1

Thickness of membrane + CLs le 2 × 10−4 m

// ************************************************************
…
alphaalpha[0 0 0 0 0 0 0] 0.5;
Rohm Rohm [1 4 -300 -20] 2.0e-5;
…
// ************************************************************

Note that by other cell assembly the parameters should be different, due to the
different porous GDL, composite of catalyst layer, situation of membrane, etc.

3.4 Results

Polarisation curve
In this chapter, eight operating conditions with average of the local current densi-

ties from 1000 A/m2 to 8000 A/m2 were used to calculate the operating range of an
HT-PEFC.

The operating temperature was 433 K, the gas pressure at both anode and cathode
side are 101325 Pa, the mass fraction of species is: 100% H2 at anode, 23% O2 and
77% N2 at cathode. Stoichiometric ratio at both sides is 2.

For each operating current, the cell voltage was calculated by the solver according
to Eq. 10. A polarization curve was therefore plotted, as shown in Fig. 9. People can
find that the polarization curve of CFD-simulations fits the in-house experiments
well.

Local distribution

Since the cathode side species distribution determines the performance of the HT-
PFEC, we will use cathode side in this chapter to show the numerical results. In the
3D flow field of the cathode, we choose two section-plane to show the distribution
of the species: plane A and B. In Fig. 10. we put the plane A in the center of the
channel and put plane B on the electrolyte-GDE interface.
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Fig. 9 Comparison of numerical and the experimental results of the polarisation curve

Fig. 10 The position of the cross-sectional plane A and B. To present the local simulation results

We may choose 2 operating points to compare the species distribution at the low-
and high current density: 2000 and 8000 A m−2. The oxygen mole fraction on plane
A and plane B of these 2 sampling points are shown in Figs. 11 and 12.

For HT-PEFC, there is an analytical model by A. Kulikovsky (2004) to calculate
the mole fraction of oxygen in the channel. Note that this equation assumed plug
flow.
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Fig. 11 Local distribution of oxygen mole fraction at 2000 A m−2 and 8000 A m−2 on Plane A

Fig. 12 Local distribution of oxygen mole fraction at 2000 A m−2 and 8000 A m−2 on Plane B

X O2(x) = X0
O2

(
1 − 1

λ

) x
x0 (11)

where:
XO2(x) = oxygen mole fractions along the channel direction.
XO2

0 = oxygen mole fractions at the input.
λ = stoichiometric ratio of HT-PEFC.
x = distance (m).
x0 = length of the reaction zone (m).
This model can be used to verify our numerical results. Use the same operating

parameters as the CFD, we can get the analytical curve of XO2. The difference
between numerical and analytical calculation is shown in Fig. 13. People should
note that the XO2 in the Kulikovsky model is a singel value and in the CFD model
is a field value. In Fig. 13 we averaged the CFD result of XO2 to compare it with the
Kulikovsky model.
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Fig. 13 Comparison of oxygen mole fraction distribution along the channel at 2000 A m−2 and
8000 A m−2 on Plane A

People can see that the CFD-simulation and the analytical calculation have similar
trends: the mole fractions of oxygen decrease along the gas channel direction.
However, the CFD result at high current fit better with the analytical results than
low current. The reason is that the Péclet number at low current is much smaller than
high current, so the diffusion effect becomes obvious.

4 An Extended HT-PEFC OpenFOAM Model

The previous section we describe how to build a simple HT-PEFC modeling project.
In this chapter, we will show how to add some advanced modules to the basic model.

In HT-PEFC, the water balance affects the cell performance significantly, because
(i) in the membrane, the proton conductivity depends significantly on the phosphoric
acid concentration (Wainright et al. 1995) and (ii) the partial pressure of water vapor
on electrode affects the kinetics. The Fig. 14. shows the water transport process
during cell operation: water is first produced at the membrane-GDE interface of
the cathode, and then water vapor is absorbed into the membrane, resulting in a
difference in water concentration on both sides of the membrane. The water flows
from the cathode side to the anode side due to the chemical potential, and finally
enters the GDL from the anode side. The process of water entering and leaving the
membrane is controlled by the evaporation-adsorption process.
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Fig. 14 Schematic model of water transfer in electrolyte

4.1 Computational Domain and Meshing

Geometry
In this section we will create the mesh corresponds to an existing HT-PEFC cell

(Fig. 15.) in Jülich. The active area is around 50 cm2. The dimension of cross-section
of the simulated physical domains are the same as last section.

Mesh

Wecannot use the ‘blockMesh’ for this project due to the complexity of the geometry.
For such complex shapes, we can use the open-source pre-processing tool ‚Salome’.

Fig. 15 Left: 5-channel serpentine test cell in Jülich; right: the bipolar plate of this cell (Cao 2017)

https://docs.salome-platform.org/7/gui/SMESH/index.html
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Fig. 16 Left: 3-D geometry of the 5-channel serpentine test cell (BPP not shown); right: the mesh
of inlet area

There is truly marvelous meshing process with Salome, which this margin is too
narrow to contain. The introduction of Salome Meshing can be found here (https://
docs.salome-platform.org/7/gui/SMESH/index.html). The mesh of this single cell is
illustrated in Fig. 16, which composed of 0.74 million hexahedral volumes.

4.2 Solver Design

We have already completed the project architecture in the previous chapter. Adding
new modules base on that becomes simple:

1. Addwater transfer model groups ‘waterTransferModels’ in libSrc, create parent
class ‘waterTransferModel’ add child class ‘diffusionDrive’. The code structure
is shown as follow (Fig. 17):

2. Modify all ‘read_XXX_Properties.H’files in appSrc to read the input of physical
properties of new module.

3. Modify all ‘create_XXX_Fields.H’ files in appSrc to create and initialize the
fields of new module.

4. Add ‘createWaterTransferModels.H’ in appSrc to create an instance of thewater
transfer model.

5. Modify ‘htpefcFoam.C’ in appSrc, load all header files in a certain order, and
complete the application.

The specific code will be shown in the next section based on the water transfer
equations.
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Fig. 17 Code structure of waterTransferModels

4.3 Equations and Parameters

In the H3PO4 electrolyte, the diffusion flux of the water a function of the gradient of
the liquid water mass fraction. That diffusion flux is given by:

jH2O = ψkef f
H2O,l

(
Y liq.c

H2O−Y liq.a
H2O

)
le

(12)

where:
ψ = empirical parameter of the effect of mean current (-).
YH2O

liq.c = liquid water mass fraction at cathode (-).
YH2O

liq.a = liquid water mass fraction at anode (-).
le = thickness of electrolyte (m).
Note that we introduce an empirical factor ψ here. Because by different mean

current densities, the water-acid solution density also changes. Therefore in the elec-
trolyte, the effective mass transfer coefficient of water might be calculated as a
function of current density:

ψ = im
ire f,w

+ 0.75 (13)

where:
im = mean current density (A m2).
iref,w = reference current density (A m2).
The boundary values of liquid water mass fraction are governed by water vapor

partial pressure on the gas–liquid interface. Using the research from Schechter et al.
(2009), we may get an empirical equation by fitting of their experimental data:

Y liq,b
H2O = 0.517

pH2O

psat
+ 0.046 (14)

where:
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Yliq,b = liquid water mass fraction on the gas–liquid interface (-).
pH2O = water vapor partial pressure (Pa).
psat = saturation water vapor pressure (Pa).
The value of the saturation vapor pressure of water is calculated by Antoine

equation (an Clausius-Clapeyron equilibrium formulation):

psat = 133.322 ∗ 10a− b
c+τ0−273.15 (15)

where a = 8.14, b = 1810.94, c = 244.49 are empirical factors from an online
database: Dortmund Data Bank (http://ddbonline.ddbst.de/AntoineCalculation/Ant
oineCalculationCGI.exe), tau is the temperature.

Other modelling parameters of this model are listed in Table 3.
Since the saturation vapor pressure of water (Eq. 15) and activity

of vapor pH2O / psat are general fields that can be used for all
water transfer models, they should be solved in the parent class
‘solver\libSrc\waterTransferModels\waterTransferModel\waterTransferModel.C’:

// ************************************************************
…

// Member Functions
//- solve the saturated vapor pressure of water in H3PO4
void waterTransferModel::solvePsat()
{

// solve partial pressure of water
Info << nl << "Solving partial pressure" << endl;
pPAir_= pAir_*XH2Ocathode_;
pPFuel_= pFuel_*XH2Oanode_;
// solve saturation vapor pressure for pure H2O, DDBST

Info << nl << "Solving water saturation vapor pressure" << endl;
pWSAir_ = pow(10, AEP_A_.value()-

AEP_B_.value()/(AEP_C_.value()+Tair_ -273.15) ) * 133.322;
pWSFuel_= pow(10, AEP_A_.value()-

AEP_B_.value()/(AEP_C_.value()+Tfuel_ -273.15) ) * 133.322;
// solve water activity
Info << nl << "Solving water activity" << endl;
aWAir_ = pPAir_/pWSAir_;
aWFuel_ = pPFuel_/pWSFuel_;

}
void waterTransferModel::relaxGamma()
{

gamma_ = relax_.value() * gamma_ + (1-
relax_.value()) * gammaOld_;

Table 3 Modelling parameters in the water transfer model

Parameter Symbol Value Unit

Effective mass transfer coefficient kef f
H2O,l 2 × 10−6(assumed) kgm−1s−1

Reference current density ire f,w 1 × 104(assumed) Am−2

http://ddbonline.ddbst.de/AntoineCalculation/AntoineCalculationCGI.exe
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infoScalarField(gammaOld_, "gammaOld");
}

…
// ************************************************************

Equations 12–14 are solved in the child class
‘solver\libSrc\waterTransferModels\diffusionDrive\diffusionDrive.C’:

// ************************************************************
#include "diffusionDrive.H"
#include "volFields.H"
namespace Foam
{

namespace waterTransferModels
{

defineTypeNameAndDebug(diffusionDrive, 0);
// Constructors
diffusionDrive::diffusionDrive
(

scalarField& XH2Oanode,
scalarField& XH2Ocathode,
scalarField& gamma,
const dictionary& dict,
scalarField& YwaterC,
scalarField& YwaterA,
scalarField& prodFluxWater,
scalarField& pAir,
scalarField& pFuel,
scalarField& Tair,
scalarField& Tfuel,
scalarField& Telectrolyte

)
:

waterTransferModel(XH2Oanode, XH2Ocathode, gamma, dict, YwaterC,
\\ YwaterA, pAir, pFuel, Tair, Tfuel, Telectrolyte),

prodFluxWater_(prodFluxWater),
lMem_(dict_.lookup("lMem")),
Res_(dict_.lookup("Res")),
kWater_(dict_.lookup("kWater"))
{}
// Member Functions
void diffusionDrive::evaluate()
{

writeData();
gammaOld_ = gamma_;
solvePsat();

// solve water mass frac-
tion boundary in membran, fitting from Schechter et al.

YwaterC_ = 1-(-51.7 * aWAir_ +95.4)/100;
YwaterA_ = 1-(-51.7 * aWFuel_ +95.4)/100;
// solve water flux through membrane

fluxWater_ = Res_.value()*kWater_.value() * (YwaterC_-
YwaterA_) / lMem_.value();

// update gammaWater
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gamma_= fluxWater_ / prodFluxWater_;
relaxGamma();

}
}

}
// ************************************************************

4.4 Results

Water outcomes on electrodes

In this section, the water transfer models are validated with the experiment: an
in-house HT-PEFC cell was operated with the same conditions as the simulations
(Reimer et al. 2016). The water was condensed by two condensers at outlets of anode
and cathode and then collected using bottles. Figure 18. shows the comparison of the
numerical results and the experiment results. One can see that the water outcomes
and the water crossover rate of the CFD simulations fit the experiments well.

Local distribution

The CFD model calculated the scalar field of water and H3PO4 in the electrolyte of
HT-PEFC. The sum of the mass fractions of water and H3PO4 equals 1. Figure 19.
shows the mass fractions of H3PO4 at the electrolyte-GDE interface. One can see
that the H3PO4 concentration of the anode is higher than cathode. That concentration

Fig. 18 Cross over rate of the produced water: comparison of CFD and experiment (Cao 2017)
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Fig. 19 H3PO4 Mass fraction in the electrolyte: comparison of anode and cathode

gradient is the driving force of thewater cross over. In themembrane ofHT-PEFC, the
CFDcalculation indicates thatmass fractions ofH3PO4 is between 93.9%and 95.3%.
This result is validated with a previous experiment, which applied synchrotron-based
X-ray tomographic microscopy to an HT-PEFC single cell: the mass fractions of
H3PO4 is reported as 96.5 ± 1.5 wt % at 160 °C (Eberhardt et al. 2015).
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Nomenclature

Cp heat capacity, J/kg K
D diffusivity, m2/s
dp diameter of spherical particle, m
F Faraday constant, 96,485 C/mol
ΔG ° gibb’s free energy, J/kmol
H enthalpy, J/kmol
i current density, A/m2

K flow permeability, m2

l thickness, μm
Mi molecular mass of gas species i, kg/mol
Mij mean molecular mass, kg/kmol
P pressure, Pa
Rg universal gas constant, 8.314 J/K mol
T temperature, K or °C
u velocity, m/s
V voltage, V
Vi diffusion volume of species i
xi mole fraction of component gas species i
yi mass fraction of component gas species i

Greek Letters
ε Porosity
η overpotential, V
κ thermal conductivity, W/m K
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μ dynamic viscosity, Pa s
ρ density, kg/m3

τ tortuosity

Superscripts or Subscripts
0 initial
A anode
act activation
C cathode
conc concentration
eff effective
H2 hydrogen
H2O water
O2 Oxygen
T total

1 Introduction

Solid oxide fuel cells (SOFCs) are an electrochemical device that converts the chem-
ical energy stored in a variety of fuels directly into electricity and produces heat as
its by-product. SOFCs typically operate in high temperature range (600–1000 °C) to
achieve a good ionic conductivity of solid electrolyte. High temperature operation
has advantages, such as high power efficiency, long-term stability, fuel flexibility and
high temperature exhaust gas. This benefit further allows the system to be combined
with gas turbine that can be an option for applications of auxiliary power unit of vehi-
cles as well as industrial power supply. One the other hand, disadvantages include
longer start-up time, thermal fatigue failure of the materials, sealing problem under
high temperature, and mechanical and chemical compatibility issues. Therefore, the
SOFCs operation within a tight design range is important (Hajimolana et al. 2011). In
this respect, numerical modeling has become an attractive method for investigating
the SOFCs that can optimize the cell parameters, decrease physical and chemical
degradation, and finally improve its performance.

There are two principal SOFC configurations, e.g., tubular and planar. Typi-
cally, planar configuration consists of positive electrode/electrolyte/negative elec-
trode (PEN) structure, gas channels and interconnects. Based on the component
thickness, SOFCs are categorized to four types, e.g., anode-supported, electrolyte-
supported, cathode-supported and metal-supported. When operating SOFCs, a fuel
and an oxidant, supplied from gas channels, are introduced to the PEN structure.
Both reactant gases are electrochemically consumed, and generate the water and
current. In an actual operation, SOFCs are connected in series of multiple cells to
increase voltage, thereby obtaining a high output power. An interconnect functions as
electrical connectors when the current flows through the cell. The SOFC operation
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involves the simultaneous transport of mass, momentum, species and heat which
are fully coupled with electrochemical reactions. To comprehend those processes
and assist the development of SOFCs technology, numerical simulations based on
computational fluid dynamics (CFD) approach are widely used in SOFC research by
exploiting the transport phenomena and electrochemical process. CFD simulation is
varied upon the research’s concerns. Micro-scale model pursues to understand the
effect of microstructural properties on the electrochemical characteristics and trans-
port phenomena (Bertei et al. 2013; Costamagna et al. 1998; Chan andXia 2001; Zhu
et al. 2005; Nam and Jeon 2006; Hussain et al. 2006; Kong et al. 2014; Vijay et al.
2017). However, this model is incapable of providing the information in cell-level
which is useful in practical application. Macro-scale model deals with physicochem-
ical hydrodynamics in cell- and stack-level and predicts the cell performance with
experimentally determined model parameters, but does not pursue the performance
prediction in consideration of variousmicrostructures (Achenbach 1994;Nagata et al.
2001; Yakabe et al. 2001; Recknagle et al. 2003; Pramuanjaroenkij et al. 2008; Ni
2012). Recent CFD modeling focuses the development of multi-scale model which
in principle combines the advantages of both micro-scale and macro-scale models.
Here, we employ the multi-physics and multi-scale model to simulate the SOFC
operation.

Recently, the cell-level SOFCmodel on the open-source software is developed by
the author and co-workers (Beale et al. 2016; Jeon 2019). The work was originated
from the Multi-Scale Integrated Fuel Cell Model (MUSIC) program, in which the
goal is to develop a fully-integrated multi-scale fuel cell modeling capability, from
micro-scale through to cell, stack, and ‘hotbox’ levels. We select the object-oriented
CFD code, Open Field Operation and Manipulation (OpenFOAM) (http://www.ope
nfoam.com), as a development platform and released the source code on the internet
(http://openfuelcell.sourceforge.net). The public availability of open-source fuel cell
code, openFuelCell, has stimulated the activities of code development (Beale et al.
2011, 2018; Nishida et al. 2018) and application to other types of fuel cell (Kone et al.
2018; Zhang et al. 2018). The openFuelCell is a multi-physics and multi-scale model
that the users easily access the source code and free tomodify the code as desired. The
model describes complex transport and electrochemical phenomena in a variety of
geometrical configurations. This model enables to deal with multiple regions within
a single solver, with efficient data transfer between them. Each region supports its
own set of fields such as pressure, velocity, concentration and temperature, with
associated boundary conditions, while computational domain is decomposed into
several regions. Validation and verification activities have been carried out under
the program of the International Energy Agency Advanced Fuel Cells Implementing
Agreement (IEA AFCIA) (Nishida et al. 2018; Le et al. 2015). However SOFC
modeling with openFuelCell has several challenges, such as limited application to
planar configuration, unavailability of internal reforming process, high-calculation
cost, etc. The present software extends the capability to simulate the stack model.

In this chapter, we introduce the open-source SOFC model which is developed
withOpenFOAM®.Thewidely used anode-supportedSOFC is chosen to describe the
modelingprocess. Thedetails of SOFCmodeling are described in each section:model

http://www.openfoam.com
http://openfuelcell.sourceforge.net
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equations in Sect. 2; numerical implementation including calculation procedure in
Sect. 3; model description including geometry, mesh and boundary condition in
Sect. 4; results and discussion in Sect. 5.

2 Model Equations

2.1 Governing Equations

CFD model simulates the heat and mass transfer phenomena in SOFCs. The multi-
scale and complex transport phenomena are based on the coupled set of conservation
equations of mass, momentum, species transport and energy. The conservation of
mass can be expressed in the form of the steady-state equation of continuity:

div
(
ρ
−→u ) = Sm (1)

Sm =
n∑

i=1

Si (2)

where the source terms are in general non-zero as a result of production of water
and consumption of hydrogen and oxygen caused by electrochemical reactions. The
conservation of linear momentum for steady-state flow in the absence of external
body forces yields:

div
(
ρ
−→u · −→u ) = −gradP + div

(
μgrad−→u ) + Sp (3)

Sp = −μ
−→u
K

(4)

where the source term on the right hand side of the equation is only added in the
porous regions such that neglecting the convection and viscous terms in Eq. (3)
yields conservation of linear momentum expressed in the form of Darcy’s law. Using
the generalized Fick’s law and neglecting the thermal-diffusion (Soret) effect, the
conservation of species mass yields:

div
(
ρ
−→u yi

) = div
(
Def f

i gradyi
)

+ Si (5)

SH2 = − i

2F
MH2 , SH2O = i

2F
MH2O , SO2 = − i

4F
MO2 (6)
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where the effective Fick diffusion coefficients are given in terms of values at reference
pressure and temperature. Neglecting kinetic energy convection, viscous dissipation,
and the diffusion–thermo (Dufour) effect, conservation of energy for steady-state
flow yields:

div
(
ρCp

−→u T
) − div(kgradT) = Seh + S j

h (7)

Seh = i

2F
�H(T ) − iV cell , S j

h = i2R (8)

where the source term takes into account local heat production due to joule heating
and reversible enthalpy changes. More detailed description for the equations can be
found in Beale et al. (2016) and Jeon (2019).

2.2 Electrochemical Model

The electrochemical model determines the current density and overpotentials at a
given cell voltage. The cell voltage V cell is calculated as the combination of open
circuit voltage (OCV) V OCV , anode activation overpotential ηact

A , cathode activation
overpotential ηact

C , anode concentration overpotential ηconc
A , cathode concentration

overpotential ηconc
C , and electrolyte overpotential (i.e., ohmic loss in electrolyte), ηE ,

as

V cell = V OCV − ηact
A − ηact

C − ηconc
A − ηconc

C − ηE (9)

V OCV = −�G0

2F
+ RgT

2F
ln

(
xH2

xH2O

(
xO2

) 1
2

)
(10)

To calculate the activation overpotential ηact , the Butler-Volmer expression can
be used to describe ηact − i relationships

i = i0

[
exp

(
αa Fηact

RgT

)
− exp

(
−αcFηact

RgT

)]
(11)

where i0 is the exchange current density, αa and αc are the anodic and cathodic charge
transfer coefficient, respectively. To determine the concentration overpotential ηC ,
the following equations can be used:

ηconc
A = − RgT

2F
ln

(
PH2

P0
H2

P0
H2O

PH2O

)

(12)
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ηconc
C = − RgT

4F
ln

(
PO2

P0
O2

)

(13)

where P0
i is an inlet pressure of species i. However, concentration overpotential can

be neglected if the porousmedia transport and electrochemical reactions aremodeled
in detail (Janardhanan and Deutschmann 2006). The electrolyte overpotential ηE is
dependent on the current density, electrolyte thickness, and temperature which are
obtained by

ηE = ilE
σE

(14)

where lE is electrolyte thickness, σE is electrolyte conductivity.

3 Numerical Implementation

OpenFOAM® solves a set of governing equations using a finite volume scheme
written in programming language C++. The main components are: (1) Second
order finite volume discretisation on three-dimensional meshes, with polyhedral cell
support and capability of handling local mesh refinement, (2) Versatile and trans-
parent representation of partial differential equations in the code, achieved through
equationmimicking, (3) A complete set of implicit discretisation operators, and asso-
ciated matrix and linear solver classes, (4) Massive parallelisation in domain decom-
positionmode, (5) The capability of dealingwithmultiple overlapping regionswithin
a single solver, with efficient data transfer between them. Each region can support its
own set of fields, e.g., pressure, velocity, species concentration, energy, with associ-
ated boundary conditions, (6) Access to libraries of real material properties for single
species and their mixtures, (7) Efficient and validated set of heat transfer, fluid flow,
chemical reaction, and electrochemistry solvers.

The pressure-momentum coupling is solved using the Pressure Implicit with
Splitting of Operators (PISO) algorithm. Linear algebraic systems are solved using
Preconditioned bi-conjugate gradient (PBiCG) solver with Diagonal-based Incom-
plete LU (DILU) preconditioner for velocity, mass fraction, and temperature, and
Preconditioned conjugate gradient (PCG) solver with Diagonal-based Incomplete
Cholesky (DIC) preconditioner for pressure. Volumetric equations are discretized
on the fixed and structured meshes composed of hexahedral element. Three-
dimensional (3D)mesh is generated using automaticmeshing technique. Themeshes
are composed of global-region and sub-regions which are split up into individual
components. The continuity, momentum and species transport equations are solved
on the individual meshes, while energy equation is solved on the global mesh. The
calculated properties and variables are passed back and forth between global and
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individual meshes by mapping function. The physical properties of gases are calcu-
lated by accessing to OpenFOAM® library or class library. The solution algorithm
proceeds as follows:

1. Create the cell geometry, specify boundary conditions, assign physical proper-
ties, and prescribe average current density.

2. Calculate continuity and momentum equation.
3. Calculate Nernst potential, overpotentials, and cell voltage.
4. Calculate sources of mass, species, and energy.
5. Calculate conservation equations of species transport and energy.
6. Repeat steps (2)–(5) until convergence is obtained.

The algorithm is sequential and iterative. The cell voltage is computed by
prescribing a designed current density i des as

V cell+ = α × (i − i des) (15)

where α is a relaxation factor. The calculations are repeated until the difference
between the computed mean current density i and designed current density i des is
within the convergence criteria.

4 Geometry, Mesh and Boundary Condition

For an application, a planar-type anode-supported SOFC is modeled as shown in
Fig. 1. The basic unit is composed of interconnects, gas channels, and PEN. The
flow channels are embedded within the rectangular cross-section of interconnects.
The fuel and air channels are separated by PEN which is composed of five layers:
(1) anode substrate layer (ASL), (2) anode functional layer (AFL), (3) electrolyte,
(4) cathode functional layer (CFL), and (5) cathode current collector layer (CCCL).
Large-scale anode-supported SOFC is modeled that has reaction area of 100 cm2

(10 cm × 10 cm) and channel size of 1 mm × 1 mm with same rib-spacing width as
channel width. Co-flow configuration is considered. Through the grid independency
test, total mesh of 2.08 million is used for the simulation (Fig. 2). The finer mesh
increase the accuracy, but incurs high calculation cost. Neumann boundary condition
is applied on the wall boundaries (adiabatic), and Dirichlet boundary condition is
imposed on the inlet, top and bottom boundaries (constant temperature).

The cell geometry can be constructed using commercial software or can be virtu-
ally generated using numerical algorithm. Here, we create a geometry and mesh
the entire domain using the mesh generation utility blockMesh and the geometry
generation utility cellSets. A directory file named blockMeshDict located in the
run/constant/polymesh directory. The blockMesh reads this dictionary, and writes
out the mesh data to points and faces, cells and boundary files in the same directory.
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Interconnect

Anode
Electrolyte
Cathode

Interconnect

Fig. 1 Schematic diagram of planar-type anode-supported SOFC. Computational domain includes
interconnects, channels, anode, electrolyte and cathode. Reproduced from Jeon (2019) with
permission from Elsevier

Fig. 2 Tessellated meshes for a planar-type anode-supported SOFC. The zoom-in view illustrates
the structured-rectangular meshes

The cellSets makes up the cells of each region, and generate the meshes for each
region. The cellSets for the regions are specified in /run/config directory.
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5 Results and Discussion

This section discusses the computed results of anode-supported SOFCs. Geometry
details, cell properties and operating condition that used in simulation are listed in
Table 1. The user can visualize the results using the post-processing tool, such as
ParaView and EnSight.

In this simulation, we employed the most common choice materials for SOFC
components, which are yittria stabilized zirconia (YSZ) for electrolyte, Ni–YSZ
cermet for anode, and lanthanum strontium manganite (LSM)–YSZ cermet for
cathode. To calculate the activation overpotential ηact , the modified Butler-Volmer
expression which is taken from Janardhanan and Deutschmann (2006) and Zhu et al.
(2005) is used as.

i A = i0,A

[
exp

(
(βa + 1)Fηact

A

RgT

)
− exp

(
βcFηact

A

RgT

)]
(16)

i0,A = i∗H2

[(
PH2/P∗

H2

)1/4
(PH2O)3/4

1 + (
PH2/P∗

H2

)

]

(17)

i∗H2 = KH2exp

(
− EH2

RT

)
(18)

P∗
H2 = Ades�

2
√
2πRT MH2

γ0
exp

(
− Edes

RgT

)
(19)

where βc = 0.5, βa + βc = 1, KH2 = 2.07× 105Am−2 and EH2 = 87.8K Jmol−1.
The pre-exponent factor Ades = 5.59 × 109scm2mol

−1, the surface site density
� = 2.6 × 10−9molcm−2, the activation energy Edes = 88.12K Jmol−1, and the

Table 1 Properties and operating conditions

Properties

l (µm) dp (µm) ε τ κ(W/m k) Cp (J/kg·K)

ASL 1000 2 0.5 3 3 1000

AFL 20 1 0.25

Electrolyte 10 – – – 2.4 550

CLF 20 1 0.25 3 3 750

CCCL 50 6 0.5

Interconnect 5000 – – – 24 660

Operating conditions

xoH2
, xoO2

0.97, 0.21

ufuel, uair 1 m/s, 2 m/s
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sticking probability γ0 = 0.01.

iC = i0,C

[
exp

(
βa Fηact

C

RgT

)
− exp

(
βC Fηact

C

RgT

)]
(20)

i0,C = i∗O2

(
PO2/P∗

O2

)1/4

1 + (
PO2/P∗

O2

)1/2 (21)

i∗O2 = KO2exp

(
− EO2

RgT

)
(22)

P∗
O2 = AO2exp

(
− EO2

RgT

)
(23)

where KO2 = 5.19 × 104Am−2, EO2 = 88.6K Jmol−1, AO2 = 4.9 × 108atm and
EO2 = 200K Jmol−1. Note that Butler-Volmer expression established by Janard-
hanan and Deutschmann (2006) was modified at the temperature range of 600 –
800 °C. The electrolyte conductivity of YSZ which are obtained by Ferguson et al.
(1996) is

σE = 3.34 × 104exp

(
−10300

T

)
(24)

Figure 3 shows the simulated performance with contribution of component over-
potentials at 700 °C. The performance decreases as the current density increases.
The contributions of anode overpotential and cathode overpotential are large at low
current density, but the contribution of cathode overpotential becomes dominant at
high current density. The contribution of electrolyte overpotential is not significant
which is generally large during the SOFC operation. This is mainly attributed to thin
electrolyte layer.

The simulated result also provides the detailed information for dependent vari-
ables. Figure 4 shows illustrative examples of the distributions of current density,
temperature, speciesmass fraction and component overpotential at 700 °C.As shown,
current density is high at the inlet where the mole fraction of reactants is high, and
becomes lower along the electrode length.Current density distribution affects temper-
ature distribution which is high at the inlet and low at the outlet. The mole fractions
of hydrogen and oxygen are high at the inlet, and becomes lower along the electrode
length. Hence, activation overpotentials are high at the inlet, and concentration over-
potentials are high at the outlet. Interestingly, several straight lines are observed all
the figures likely due to non-uniform electrochemical reaction. This is ascribed to
non-uniform oxygen distribution, in which oxygen mole fraction is observed high at
the channel area, but low at the rib area. These severely non-uniform distributions
are attributed to the thin cathode layer. To avoid non-uniform distributions,
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Fig. 3 Simulated performance and contribution of component overpotentials to the overall potential
loss of anode-supported SOFC at 700 °C. Reproduced from Jeon (2019) with permission from
Elsevier

blowing the air with high stoichiometric flow rate or optimum design of cathode
microstructure is desirable (Fig. 5).

Oxygen depletion during calculation

When operating anode-supported SOFC, the oxygen can be depleted at high current 

densities. Although the actual SOFC can operate regardless depletion, the model 

calculation will fail to converge. Once the oxidant is starved, the mole fraction of 

oxygen gets zero or negative value that affects the calculation of concentration 

overpotential in Equation 26, resulting in mathematical error. This typically occurs 

under the rib where the oxidant is difficult to reach due to thin cathode layer, as seen in 

Figure 5. To avoid this type of calculation failure, zero or negative mole fractions must 

be replaced to small positive number. Slow converging with low relaxation factor will

also be helpful.
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Fig. 4 Distributions of a current density, b temperature, c hydrogen mole fraction, d oxygen mole
fraction, e anode activation overpotential, f cathode activation overpotential, g anode concentration
overpotential and h cathode concentration overpotential on electrode surfaces at 0.6 A/cm2 and
700 °C. Reproduced from Jeon (2019) with permission from Elsevier
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Fig. 5 Oxygen mole fraction distributions on CFL surface at 1.0 A/cm2 and 700 °C. Reproduced
from Jeon (2019) with permission from Elsevier
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Transport Modeling of High
Temperature Fuel Cell Stacks

Shidong Zhang and Robert Nishida

Abstract Multiple electrochemical cells are arranged into stacks to increase power
density. Electrochemical performance of stacks is significantly affected by the design
ofmanifolds that carry reactants to, and reaction products from, each cell in the stack.
Flow, pressure, and heat mal-distributions may occur, which leads to variations in
the local current density, overall reductions in stack power output and, in some
cases, localized damage or degradation effects which are not captured by single cell
or purely hydrodynamic models. The modeling of large-scale stacks, necessary for
detailed analyses and design, requires the making of assumptions in transport equa-
tions in localized regions to resolve phenomena of flow, species and heat transport
within reasonable computation times. In this chapter, a distributed resistance analogy
(DRA) is described in which the transport equations are averaged by using a first-
order rate term to replace the second-order diffusion term in the Navier–Stokes, heat
transfer, and species transport equations, using a friction factor, Nusselt number heat
transfer resistance, and Sherwood number species transport resistance, respectively.
The technique reduces the computational mesh required and so also the required
computation time by up to two orders of magnitude. The implementation of the
DRA techniques in OpenFOAMare described in detail for modelling real solid oxide
fuel cell stacks and high-temperature polymer electrolyte fuel cell stacks. Numer-
ical verification and experimental validation are systematically conducted with good
agreement, providing confidence in the accuracy of themodel and its implementation
in OpenFOAM.
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1 Introduction

Multiple electrochemical cells are layered into stacks composed of dozens or even
hundreds of single cells (Lüke et al. 2012; Janßen et al. 2013, 2018, 2017) in order to
increase power density. Manifolds are designed to distribute reactant species to, and
remove excess heat and reaction products from, each individual electrochemical cell.
Within each cell, depending on the geometry of the manifolds, local current density
tends to vary significantly (Yuan 2008; Costamagna et al. 1994). Localized areas that
are starved of fuel become inactive, cooler and have lower localized reaction rates
(Recknagle et al. 2003), which can strongly limit the stack’s overall performance and
can, in some cases, cause damage to it (Costamagna et al. 1994; Kulikovsky 2019).
The distribution of temperaturewithin the stack has a strong effect on electrochemical
performance, electronic and ionic conduction, and transport properties, which are
especially relevant for high-temperature fuel cells (Kulikovsky 2019; Achenbach
1994; Nishida et al. 2016). Therefore, it is vital that the inter-dependent phenomena
of flow, species transport and heat transfer are carefully managed to maximize the
electrochemical performance of each cell and the overall stack.

Figure 1 shows a five-cell, high-temperature polymer electrolyte fuel cell (HT-
PEFC) stack that has operating temperatures of 140–180 °C and an 18-cell solid oxide
fuel cell (SOFC) stack that has operating temperatures of 600–800 °C. Polymer elec-
trolyte fuel cells (PEFCs) convert the chemical potential of hydrogen and oxygen
directly into electricity with high efficiency and low pollution (Weber et al. 2014;
Andersson et al. 2016; Zhang and Jiao 2018). Due to their higher operating tempera-
ture,HT-PEFCshave a higher tolerance for carbonmonoxide (CO) (Li et al. 2009; Liu
et al. 2016) than conventional PEFCs and are able to operate using low-purity gases,
e.g., reformate (Steinberger-Wilckens and Lehnert 2010). A phosphoric acid-doped
polybenzimidazole membrane is often employed in the HT-PEFCs, and therefore
gas humidification is not necessary to maintain high protonic conductivity and the
humidification system is avoided (Li et al. 2009). The high-temperature operation of
SOFCs enables the internal reforming of fuels other than pure H2, such as methane,
propane, butane, and other light hydrocarbons. Moreover, the kinetic activity and
charge transport are both improved at high temperatures. As a result, SOFCs have a
relatively high-power density and commercially-available systems can reachupwards
of 60% electrical efficiency. Furthermore, SOFCs produce high-quality waste heat
in their exhaust stream that can be used in combined heat and power applications to
reach very high system efficiencies of greater than 80% (Hirschenhofer et al. 1994).

Broadly speaking, each of a stack’s electrochemical cells consist of current-
conducting material through which fuel and air flow on either side of an electrolyte
assembly. The gases flow through either straight or serpentine channels that are
machined into plates, or through a wire mesh to distribute reactants to the electrolyte
assembly in each cell and remove heat and reaction products. Within each electrolyte
assembly, layers of porous materials distribute gas to and from the reaction sites at
which the electro-chemical reactions occur. Importantly, in fuel cell stacks, mani-
folds transport fuel and air to, and reaction products from, each individual cell. Flow,
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Fig. 1 Top: Five-cell polymer electrolyte fuel cell stack (200 cm2 active area per cell;
Forschungszentrum Jülich), from Kvesic et al. (2012) with permission; and bottom: 18-cell solid
oxide fuel cell stack (Mark-F; 400 cm2 active area per cell; Forschungszentrum Jülich), from
(Nishida et al. 2018) with permission

species, and heat transport from manifolds at the meter scale, to cell channels at
the millimeter scale, and porous transport layers at the micro-scale, represent a chal-
lengingmulti-scale transport problem that is intimately connected to electrochemical
reactions.

In order to evaluate the performance of systems or components of fuel cell stacks,
experiments are conducted by varying such operating conditions as temperature,
pressure, and the stoichiometric factor, amongst many others (Ubong et al. 2009;
Liu 2019). To complement and help guide these experiments, mathematical models
of stacks have been developed, ranging from zero-dimensional (0-D) system level
models (Arsalis et al. 2011a, b) to detailed ones (Sun et al. 2018; Liu et al. 2006),
which consider a range of physico-chemical phenomena in three-dimensional (3-D)
simulations. Due to computational limitations, analyses of fuel cell stacks commonly
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consider either fluid transport or electrochemical phenomena only, neglecting any
interdependence. Models that consider fluid flow, heat transfer and electrochemistry
are generally limited to single cells. The modeling of large-scale stacks requires
assumptions to be made regarding the transport equations in localized regions to
enable the models to capture flow, species and heat transport in reasonable compu-
tation times. In order to strike a balance between accuracy and computational effort,
methods for volume-averaging (Nishida et al. 2016; Roos et al. 2003; Beale and
Zhubrin 2005; Kvesic et al. 2012; Nandjou et al. 2016a, b) are often applied in stack
level simulations.

In this chapter, the distributed resistance analogy (DRA) is described in which
volume averaging is applied to the transport equations, thereby reducing the computa-
tional requirements (Beale andZhubrin 2005). In theflowchannels, porousmedia and
the reaction regions of the electrochemical stack, the momentum, heat, and species
transport equations are averaged by using a first-order rate term to replace the second-
order diffusion term. The technique reduces the number of computational cells and
thus the required computation time by up to two orders of magnitude. The DRA
model, which was originally developed by Patankar and Spalding (PATANKAR,
S.V. and D.B. Spalding 1972) for heat exchanger analysis, was first applied to fuel
cells by Beale and Zhubrin (Beale and Zhubrin 2005). In this chapter, the DRA tech-
niques described were executed in OpenFOAM® (https://openfoam.org/) for both
theoretical and models of real solid oxide fuel cell stacks (Nishida et al. 2016) and
HT-PEFC stacks (Sun et al. 2018) for experimental validation, and to demonstrate
stack-scale effects not captured by single-cell or purely hydrodynamic models. For
model verification, the detailed numerical method (DNM) is also applied in which
the full transport equations are solved (Beale et al. 2016; Zhang et al. 2019).

2 Numerical Methods

A detailed numerical method (DNM) considers macroscopic geometric details in
modeling and simulations. A set of conformal meshes are generated with body-
fitting applied to different parts of the fuel cell stacks such as the cell channels and
distinct layers of electrochemical cells. This approach requires a computational mesh
with high resolution, particularly near the geometrical features. Therefore, intensive
computational effort is unavoidable as discussed in Zhang et al. (Zhang et al. 2019).
The distributed resistance analogy (DRA) enables mesh resolution and computation
time to be reduced, yet accurately capture the transport phenomena relevant to large-
scale stacks. This section outlines the details of the DRA model with reference to
the DNM.

https://openfoam.org/
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2.1 Governing Equations of the DRA

Fuel cell operation involves inter-dependent phenomena of heat and mass transfer,
momentum transport, species redistribution, and electrochemical reactions. The
steady-state form of the governing transport equations can be expressed as follows
for the transport of a generic scalar, ϕ, of mass, heat, or species:

∇ · (ρuϕ) = ∇ · (�∇ϕ) +
∑

j
αj

(
ϕ − ϕj

) + S (1)

where, the four terms shown are (from left to right), convection, diffusion, interphase-
transfer, and source terms, respectively; ρ denotes fluid/solid density, u represents
the velocity, � refers to the viscosity/thermal conductivity/diffusion coefficient, and
S is the source/sink term; the interphase transfer term,

∑
jα j

(
ϕ − ϕ j

)
, is the rate

term of the DRA which supplants the diffusion term in select regions of the stack as
described in detail below. The DNM applies the diffusion term throughout the geom-
etry and does not use the rate term of Eq. (1). Each transport equation is converted
into a linear algebraic formulation and solved using the finite volumemethod (FVM)-
based computational fluid dynamics (CFD) package,OpenFOAM(https://openfoam.
org/). The flow is considered laminar and incompressible, contained within the mani-
folds and cell channels and the electrolyte is considered impermeable to any gases.
For heat transfer, thermal radiation effects are not considered internal to the stack,
local heat sources are applied as volumetric source terms in the electrolyte assembly
rather than at localized microscopic electrochemical reaction sites, and heating in the
interconnects or porous transport (gas diffusion) layers is considered negligible. For
conservation of species, Fick’s law is applied. Formomentum, heat and species trans-
port, the steady-state form of each equation is applied and coupled with equations
for localized electrochemical reactions at each electrochemical cell.

Electrochemical cells are layered into stacks of repeat unit cells. A PEN (Positive-
electrode, Electrolyte, Negative-electrode) for SOFCs orMEA (membrane electrode
assembly) for HT-PEFCs is compressed between interconnects or bipolar plates
which contain gas distribution channels. A cross-section of a single electrochemical
cell of an SOFC is shown inFig. 2 inwhich the current collector layer (or gas diffusion
layer), function layer (or catalyst layer), and electrolyte (or membrane) make up the
PEN (or membrane assembly). In the DRA, a volume averaging method is applied;
therefore, the detailed geometry of each channel or layer of membrane assembly is
not resolved. The detail of a unit cell is averaged within a computational domain
while each of four regions of the domain (i.e. interconnect, membrane assembly,
air and fuel) is assigned a volume fraction. Equation (1) is solved for each of the
four regions with inter-phase transfer terms representing heat or species transport
between each region. For example, convective heat transfer takes place between the
gases and the porous media and interconnects and gases diffuse in/out of the porous
media to/from the functional layer where electrochemical reactions occur.

From Eq. (1), the mass continuity equation is applied in the following form:

https://openfoam.org/
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Fig. 2 Cross-section of: a detailed components of a solid oxide fuel cell; and b a simplified
computational domain for applying the distributed resistance analogy

∇ · (ερu) = εṁ (2)

where ε is the porosity of the fluid region, ρ means the mixture density, u represents
the interstitial velocity, and ṁ is the mass source/sink. The pressure and velocity
distributions may be calculated using the momentum transport equation as follows:

∇ ·
(
ερ

uu
τ

)
= − ε

τ 2
∇ p + ∇ ·

(
ε

μ

τ 2
∇u

)
− ε

τ 2
FD (3)

where p is the pressure, μ represents the kinematic viscosity, τ means the tortuosity
(τ = 1 in straight channels and τ > 1 in serpentine channels), and FD is the drag
term due to wall friction, which can be computed as:

FD = ξτ
2

D2
h

fRehμu (4)

where Dh is the hydraulic diameter, f is the Fanning friction factor, Reh represents
the Reynolds number, and ξ is a correction factor. The values of fReh can be obtained
from the work of Shah and London (Shah and London 1978). The values of ξ vary
with the design of the flow path, e.g., ξ = 1.0 in the straight channels and ξ > 1.0
in the serpentine ones. The species transport equation is:

∇ · (ερuyi) = ∇ ·
(

ε
�i

τ 2
∇ yi

)
+ εṁ

′ ′
i (5)

where yi is themass fraction of species i,� represents the binary diffusion coefficient,
and ṁ"

i is the mass source/sink of species i. The enthalpy equation yields:

∇ · (ερuT ) = ∇ ·
(

ε
k

τ 2
∇T

)
+

∑
j
αj

(
T − Tj

) + εq̇
′ ′ ′

(6)
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where T is the temperature, k is the thermal conductivity, q̇
′ ′ ′
is the heat source/sink

that applies only in the region of the membrane assembly, and α j represents the heat
transfer coefficient between the region in which the equation is being solved and a
neighboring region j . The calculation of α j yields:

αV = U A (7)

where V is the volume of the region, A represents the contact area between two adja-
cent regions, and U denotes the surface heat transfer coefficient, which is typically
given by:

U = 1

h
+

(
H

Sks

)
(8)

where S is the conduction shape factor, H denotes the thickness of the solid regions,
and h represents the heat transfer coefficient for the fluid regions:

h = Nuk f

Dh
(9)

whereNu is theNusselt number (Beale 2015). The source/sink terms in the governing
equations are listed in Table 1.

Todescribe the electrochemical reactions in fuel cell stacks, aKirchhoff-Ohmrelation
is applied:

Vcell = E − η − i "R (10)

Table 1 Source and sink terms in the governing equations

Description Symbol Value

Species mass source/sink ṁ
′ ′
i O2: − MO2 i

′ ′

4FHair

H2: − MH2 i
′ ′

2FHfuel

H2O:
MH2O i

′ ′

2FHair

Total mass source/sink ṁ
′ ′

Air:

(
ṁ′′

H2O
+ ṁ′′

O2
SOFC

ṁ′′
O2

PEFC

)

Fuel:

(
ṁ′′

H2
SOFC

ṁ′′
H2O

+ ṁ′′
H2

PEFC

)

Heat source q̇
′ ′ ′ i

′ ′ ( 	H
2F +Vcell

)
HMEA
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where Vcell is the cell output voltage, η represents the activation overpotential that is
negligible in SOFCs and a factor in HT-PEFCs, i

′ ′
denotes the local current density,

R represents the area-specific resistance, and E refers to the Nernst potential:

E = E0 + RgT

2F
ln

(
XH2X

0.5
O2

XH2O

)
(11)

where E0 means the reference potential, Rg is the universal gas constant, F is
Faraday’s constant, and X represents themolar fraction of each species on the surface
of the electrolyte, also referred to as the wall value (Beale 2015). The activation
overpotential, η, if considered, can be expressed via a Tafel relation:

i " = i "0

(
XO2

X ref

)
e

α0F
RgT

η (12)

where α0 is the transfer coefficient and i0 refers to the exchange current density.

2.2 Computational Procedure

All of the numerical discretization and computations were performed within the
OpenFOAM platform. The governing equations were discretized into linear alge-
braic expressions. They formed two types of matrix systems, symmetrical and asym-
metrical. The former was usually solved via an incomplete Cholesky preconditioning
(ICCG)method, and the latter with aBiconjugate gradient solver Bi-CGStabmethod.
The size of these matrices is the square of the number of elements in a computa-
tional mesh. Hence, a highly resolved mesh requires more computational effort than
a coarse one for the same solver. In light of this, calculations of the DRA cases were
performed on a single personal computer and completed within a few hours, whereas
the DNM requires significantly more computations as detailed below.

By comparison, to conduct the DNM simulations of a HT-PEFC stack (Zhang
2019), for example, the high-performance computing facility, JARA-HPC, was used.
Each case takes approximately 36 h in parallel with 900 cores. In the five-cell short
PEFC stack, air and pure hydrogen were supplied from the cathode and anode inlets,
respectively, with stoichiometric factors of 2/2. The stack was cooled with engine oil
at a constant flow flux of 1.5 L min−1. The operating temperature was maintained at
160 °C, with the same temperatures for the air, hydrogen, and oil inlets. Additional
model parameters are displayed in Table 2.
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Table 2 Operating conditions and model parameters

Description Symbol Units Values for PEFC Values for SOFC

Pressure p Pa Air, Fuel, Oil: 101,325 Air, Fuel: 101,325

Reference potential E0 V 1.15

Transfer coefficient α 0.7 –

Exchange current
density

i
′ ′
0 A m−2 0.5 –

Area specific
resistance

0.1 � cm2 0.1 Polynomial (Jeon et al.
2010)

Tortuosity τ Straight: 1.0
Serpentine: 9.02

1.0

Volume fraction ε Air: 0.075
Fuel: 0.075
BPP: 0.67
Oil: 0.08
MEA: 0.0075

Air: 0.0665
Fuel: 0.0665
PEN: 0.115
Interconnect: 0.752

Shape factor S Straight: 0.42
Serpentine: 0.51

Anode: 0.65
Cathode: 0.2

Sherwood number Sh 2.78 1.65

Nusselt number Nu 3.5 3.09

2.3 Model Implementation of Distributed Resistance Analogy
in OpenFOAM

Themomentum, species, and heat transport equations are commonly solved in Open-
FOAM using standard solvers. Additional complexity is introduced by customizing
transport through porous media, coupling transport equations through variable
transport properties and by capturing interactions between solid and fluid regions.
However, the distributed resistance analogy requires inter-phase transfer terms to
provide direct coupling of cell-center values between different regions or phases
(i.e. fuel, air, interconnect, electrolyte and sometimes oil), a method which is not
commonly encountered. Therefore, the following section focusses on the customized
implementation of the DRA in OpenFOAM.

This work employs a multiply shared space method (MUSES) to enable the
coupling of inter-phase transfer terms between different sub-regions in the computa-
tional domain in OpenFOAM (Beale and Zhubrin 2005). With the DRA, geometric
details of the repeating unit cell are partially neglected, which results in a pseudo-3D
assembly for each cell, as shown by Fig. 3. Some parts of the physical spaces are
shared by different subregions, e.g. the green area represents the active area (elec-
trolyte), flow fields of air and fuel, and the ribs of the interconnect. The heat andmass
transfer between these regions are also exhibited. It can be seen that electrolyte region
is the most critical part that communicates between air, fuel, and interconnect. Mass
transfer occurs between electrolyte and air/fuel resulting from the electrochemical



134 S. Zhang and R. Nishida

Fig. 3 Schematic of different regions and the heat and mass transfer between them

reactions via species diffusion from the channel (bulk value) to the ultra-thin catalyst
electrodes (wall value), or vice versa. There exists no direct connection between air
and fuel.

In OpenFOAM, it is common to use ‘parent’ and ‘child’ meshes to solve transport
equations in different regions of a geometry depending on requirements. For example,
a global temperature profile could be solved on a parent mesh which encompasses
transport properties of both solid and fluid regions,whereas the velocity profile gener-
ated by Navier–Stokes equations and used in the convective heat transfer equation
may only be solved in a child mesh in fluid regions.
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The MUSES technique developed by Beale et al. (Beale et al. 2016) was adapted
to OpenFOAM by enabling communication between child meshes for each of
the four regions of the domain (i.e. interconnect, membrane assembly, air and
fuel). In the computational code, the sub-meshes are included as ‘fvMesh’ (i.e.
airMesh, fuelMesh, interconnectMesh, and electrolyteMesh), all of which consist
of complete information of OpenFOAM computational meshes including, ‘points’,
‘faces, ‘owner’, ‘neighbour’, ‘boundary’, and ‘cellZones’. It does not mean a
‘parent’/global mesh is not needed, since it represents an assembly of all sub-meshes,
see Fig. 3. AnOpenFOAMutility, “subsetMesh”, is applied to define and extract each
specific sub-mesh within the parent mesh. It should be noted that some faces which
were previously internal to the parent mesh are now considered external faces of
a child mesh and those faces are added to a patch named as “oldInternalFaces” by
default, where the corresponding boundary conditions are set.

The sub-meshes in this model can be classified into three types, fluid, pure solid,
and solid with electrochemical reactions. For instance, ‘air’ and ‘fuel’ belongs to the
fluid type, ‘interconnect’ is solid, and the electrochemical reactions take place on the
solid ‘electrolyte’. In case oil cooling is necessary, as for the HT-PEFC stacks, an
additional fluid region, ‘oil’, is implemented. The ‘oil’ region is simpler compared
with the ‘air’ sub-mesh as although heat transfer occurs species transport is not
needed.

Interphase heat and mass transfer rely on an important feature in OpenFOAM—
‘cellZones’. It represents subsets of mesh cells, which are lists of cell indexes for
each zone. In the code, once the cellZones are defined using subsetMesh, commu-
nication can occur between each relevant pair of sub-meshes, e.g., between air and
interconnect. For example, to apply the inter-phase transfer term for temperature, i.e.
αj

(
T − Tj

)
, between air (‘airMesh’) and interconnect (‘interconnectMesh’) on the

zone named as ‘active’, the following lines of code are applied.
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Code example
{

 volScalarField TairInterconnect(Tair * 0.0);   // Get the interconnect temperature

 //- Get the cell IDs for airMesh

 label znIdAir = airMesh.cellZones().findZoneID(‘active’);

 labelList znAir = airMesh,cellZones()[znIdAir];

 //- Get the cell IDs for interconnectMesh

 label znIdInterconnect = interconnectMesh.cellZones().findZoneID(‘active’);

 labelList znInterconnect = interconnectMesh.cellZones()[znIdInterconnect];

 forAll(znAir, cellI)

 {

  TairInterconnect[znAir[cellI]] = Tinterconnect[znInterconnect[cellI]];

 }

}

Notes:
There exists an assump on that the orders and numbers of cells in ‘ac ve’ zones are iden cal 
for ‘airMesh’ and ‘interconnectMesh’. It is true in the case of extrac ng the sub-meshes from 
an iden cal global mesh, as in this work. If the sub-meshes are generated in a standalone 
manner, the code can predict unrealis c results or crash during run me. 

An alterna ve approach refers to the meshToMesh module in OpenFOAM. It offers an easier 
way to map fields between different sub-meshes. 

There are two widely used mesh manipula on tools in OpenFOAM, subsetMesh and 
splitMeshRegions. In the present model implementa on, the former is applied rather than the 
la er. The former can extract any arbitrary zones from a ‘polyMesh’, without retaining the 
mapping informa on between the ‘parent’ and ‘child’ meshes or taking care of the interfacial 
boundaries between ‘child’ meshes. However, the la er can only split zones that are not 
overlapped with each other, which does not work in the present case. 

Tip: In order to func on be er, ‘topoSet’ is usually needed before conduc ng subsetMesh. 

The structure of model implementation can be found in Fig. 4 with filenames
relevant to SOFCs, though it is similar for PEFCs. As in conventional OpenFOAM
codes, the main file, sofcFoam.C, calls branches of header files (shown in in alpha-
betic order) making up the source code. The names of these files, e.g. ‘createMesh’,
‘createFields’, ‘solveElectrochemistry’, etc., indicate the solution process, which is
similar to Beale et al. (2016), used to solve for the heat, species and momentum
transport, variable gas and solid properties (e.g. density and thermal conductivity)
and electrochemistry (e.g. current density distributions). It should be noted that the
names of each sub-mesh are hardcoded, whichmeans all the sub-meshes, ‘air’, ‘fuel’,
‘electrolyte’, ‘interconnect’, and/or ‘oil’, should be present when running the code.
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Fig. 4 The main structure of model implementation
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Code example (constant/air/porousZones)
straight

{

    type            DarcyForchheimer; // porous Model

    active          yes;  // status

    cellZone        straight;  // name of porous zone

    porosity        0.07518797; // porosity

    DarcyForchheimerCoeffs  // coefficents for DarcyForchheimer

    {

        d   (2.8e7 -1000 -1000);      // Darcy’s parametr, d = 1/K

        f   (0 0 0);

        coordinateSystem

        {

            type    cartesian;

            origin  (0 0 0);

            coordinateRotation

            {

                type    axesRotation;

                e1      (1 0 0);    //(0.70710678 0.70710678 0);

                e2      (0 0 1);

            }

        }

    }

// ------------------------ diffusivity model ----------------------------//

 diffusivity

 {

     type        binaryFSG;

     Tname       T;

     pName       p;

     speciesA    O2;

     speciesB    N2;

 }

}

The solver enables the ‘runTimeSelectionTable’ option to be used for solving
specific equations determined at the time of running the code. For example, two
classes, ‘diffusivityModel’ and ‘porousZones’, are declared and instantiated in such
a way. The desired species diffusivity model may be selected from four types of
diffusion scenarios, including, binary diffusion (binaryFSG), diffusion with fixed
coefficients (fixedDiffusivity), Knudsen diffusion (Knudsen), and diffusion in porous
material (porousFSG). The porous model accounts for three types of porous descrip-
tions, for instance, Darcy-Forchheimer, fixedCoeff, and powerLaw. These models
are applied on the zones of each sub-mesh in the locations previously defined using
‘subsetMesh’. Therefore, the OpenFOAM platform enables the control required to
selectively apply the desired equations in specific regions. It should be noted that the
drag force/wall friction can be described by the Darcy-Forchheimer porous model.
The parameters can be calculated accordingly. The use of the diffusivity and porous
models is described as an example.



Transport Modeling of High Temperature Fuel Cell Stacks 139

Solution processes

1. Initialize meshes, constants, and other parameters. Specify initial fields and boundary 
conditions, physical properties, cell voltage or prescribed average current density. 

2. Compute air and fuel density and viscosity and solve for pressure and momentum equations 
according to the SIMPLE algorithm. 

3. Calculate diffusion coefficients and solve for species transfer. 

4. Compute Nernst potential, polarization resistance, current density. 

5. Calculate the wall values of species mass fractions (on the ultra-thin electrolyte interfaces).  

6. Calculate the interphase heat transfer coefficients between adjacent sub-meshes. 

7. Obtain the heat sources and solve the energy equations of each sub-mesh sequentially. 

8. Repeating the steps 2 – 7 until convergence is finally researched. For the potentiostatic problem 
the voltage is fixed, whereas for the galvanostatic formulation, the cell voltage must be adjusted 
until the computed mean current density is identical to the set value. 

Tip: the solution process can also be seen in the file sofcFoam.C. 

This chapter describes one of the first high temperature fuel cell stack models in
OpenFOAM and its implementation represents a framework to consider multiple,
co-located regions for coupling transport equations and electrochemical-reactions.
Due to the complexity of the model, efforts have been taken to improve the stability
and robustness of the solver to improve the range of operating conditions for which
stable solutions are achievable. The improvement focuses on the consideration of
(1) potential and current (Navasa et al. 2019), and (2) solver structure (Zhang et al.
2021) with marked success. The methods of the DRA stack model have been proven
(Beale and Zhubrin 2005) to perform properly in another CFD package, PHOENICS.
However, the implementation still needs to be carefully verified and validated to
ensure the solver works as required. These comparisons can be seen in the following
sections.

3 Verification of Model by Comparison with Direct
Numerical Method

Several assumptions are made in the DRA to simulate stacks with reasonable compu-
tation times compared to theDNMmodel. Thoughwell-established relations are used
such as the Darcy friction factor, Nusselt number heat transfer resistance, and Sher-
wood number species transport resistance, the validity of their assumptions and their
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implementation in any model must be verified by comparison with an established
reference. The following sections discusses verification of the DRA implementation
in OpenFOAM by comparison with the DNM.

3.1 HT-PEFC Model Verification

The DRA simulation results were compared with DNM simulation results and
experimental data for the temperature and pressure distributions.

The comparison between the numerical simulation (DRA) and experimental
measurement for the temperature distribution is shown in Fig. 5. The temperature
variations are in good agreement and slight deviations can be found in the hot zones,
where the DRA predicts 2–3 K higher temperature than the experimental data. The
differences may result from the thermal contact resistance between each compo-
nent in the stack. The thermal contact resistance is not considered in the present
model though it may/should be in future studies. However, the maximum tempera-
ture variation in the short stack is within 10 K, which exerts only slight effects on
the performance of the stack.

The pressure distributions on the cathode side were also compared, as is shown in
Fig. 6. The results from two different numerical methods, DRA and DNM, are also
presented. The overall pressure drops from the inlet to the outlet are almost identical
with only slight differences in the local pressure distributions. The DNM resolves
the geometrical information of the fuel channel, which is especially important in the
serpentine regions, the details can be found here (Zhang et al. 2019). In these, the
drag forces due to the serpentine flow paths are larger than those in straight flow
paths. A correction factor of ξ = 2.5 for tortuosity is therefore applied. However, a
constant coefficient may not be able to represent the complex flow pattern and amore
complex analytical formulation may improve agreement. Nevertheless, considering
the relatively slight difference between the results of theDRAandDNM, the constant
coefficient applied in the serpentine regions of the stack is considered a reasonable
approximation for engineering purposes.

(a) (b)

Fig. 5 Temperature distribution on the interconnect for: a a model using DRA; and b experimental
data (current density, i = 0.6 A cm-2). Arrows, yellow: oil; blue: gases
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(a) (b)

Fig. 6 Modeled air side pressure distribution using: a a detailed numerical method (DNM); and b
the DRA result (current density, i = 0.6 A cm–2)

In PEFCs, the flow path designs vary greatly, in terms of spiral, pin, and inter-
digitated, etc. In these applications, the averaging methods differ depending on the
designs. Additional complexities include the thermal contact resistance, gas by-pass
in the porous media, gas crossover through the electrolyte, and degradation, etc.
These aspects are also important in future stack model developments.

3.1.1 SOFC Model Verification

For a single channel of an SOFC, Fig. 7a, b displays the current density distributions
in the electrolyte for the DNM and the DRA model in counter-flow configurations,
respectively. The air flows from the right to the left side, and fuel from the left to
the right side. The maximum current densities can be observed at the fuel inlet, with
the minima at the outlet. It can be seen that the local current density distributions
are non-uniform normal to the main flow direction, with maximum values under the
channel for the DNM, but uniform for the DRA stack model in the normal direction.
The DNM and DRA presented good agreement for the current density distributions.
Figure 7c, d shows the temperature distributions in the electrolytes in the counter-flow
configurations for theDNMand theDRAmodel, respectively. The distributionswere
dominated by the air flows at the air inlets, whereminimumvalueswere detected. The
temperatures also increased along the channels due to the exothermic electrochemical
reactions. The present DRA model predicted slightly higher temperatures compared
to the DNM. The good agreement between the DNM and DRA (as discussed further
in Nishida et al. (2016)) demonstrate that the assumptions made in the DRAmodel to
reduce computation time are valid at the appropriate length scales enabling extension
to fuel cell stacks.
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Fig. 7 Current density, i” (A m-2) distribution in the PEN of SOFC for a detailed numerical model
and b DRA model and temperature (K) in the PEN of SOFC for c detailed numerical model and d
DRAmodel. SOFCsimulatedwithmean current density of 6000Am-2 in counter-flowconfiguration

Fig. 8 Comparison of polarization curves for numerical results and experimental data for a PEFC
five-cell short stack
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4 Validation of High Temperature Stack Models
by Comparison with Experimental Results

In this section, the DRAmodel was applied to the in-house designed fuel cell stacks,
as is shown in Fig. 1. The numerical predictions were compared with experimental
measurements which were performed at Forschungszentrum Jülich, Germany. In
addition, the simulation results offered the possibilities of obtaining the distribu-
tions of internal/local parameters that are usually unreachable using the current
experimental apparatus, providing a useful tool for insights into fuel cell stack
operation.

4.1 Experimental Validation of the HT-PEFC Short Stack
Model

The overall behavior of the short stack, represented by polarization curves, is numer-
ically simulated and measured experimentally, as is depicted in Fig. 8. It can be seen
that the differences between the predicted and measured voltages are slight, with
a maximum deviation of 36 mV (i = 0.2 A cm-2). The relative overall differences
between the three different results are within 5%, which is minor considering the
uncertainty that arises during experimental measurements. Therefore, the DRA is
able to predict the overall performance of this stack. Additional comparisons are
conducted on the local properties of the current density distributions.

Figure 9 displays the local current density distributions that were obtained numer-
ically and experimentally. The local current density measurement was conducted by
placing an S + + current shunt (Splusplus, www.splusplus.com") between the BPPs
of the third and fourth cells (Kvesic, et al. 2012). The current density distributions
decrease from the top-right to the bottom-left in all the cases. These results are
in very good agreement while differences may be attributed to the resolutions of
each method: the experimental data provide the lowest resolution, whereas the DNM
presents the highest. The local current density distributions generally follow the
oxygen molar fraction distribution.

By using an S+ + current shunt device, the local temperature and current density
distributions are measured, although with low resolution. However, the device is
typically located at the outer surface of BBPs in order to avoid breaking the integrity
of unit cells. The real values of temperature and current density inside the CCM/PEN
are smeared through theBPPs,whichmeans these valuesmay not be readily captured.
In addition, the gases’ molar fraction/concentration cannot be directly measured
locally. Therefore, the DRA or other mathematical models serve as important tools
for enhancing the design and diagnosis of fuel cell stacks.

http://www.splusplus.com
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(a) 

(b) (c) 

Fig. 9 Current density distribution for: a DRA, b DNM, and (c). Experimental data, measured
with S++, ,for mean current density, i = 0.6 A cm–2, reproduced from Kvesic et al. (2012). (The
arrows represent the flow directions)

4.2 Experimental Validation of the Model of an 18-Cell Solid
Oxide Fuel Cell Stack

The performance of the 18-cell Jülich Mark-F SOFC stack was experimentally
measured to obtain the polarization curve and power generation for given oper-
ating conditions. Under the same conditions, CFD simulations were conducted with
the DRA stack model. The comparisons of various parameters are shown in Fig. 10.
The results agree well at low current densities with some deviations at higher current
densities. The numerical predictions also exhibited higher cell voltages and smaller
deviations between each cell than the experimental measurements. The maximum
differences of power output and local temperatures were within 0.25 kW and 50 °C,
respectively.

It was indicated that the present stack model was able to qualitatively predict
various parameters, with some quantifiable disagreement. On the one hand, the differ-
ences could result from the complex thermal–mechanical-electrical interactions and
the potential of local changes in the physical properties due to stack degradation and
fabrication errors, which are beyond the scope of the present model. On the other
hand, a semi-empirical ASR function for electrochemical reactions was applied to
describe the electrical resistance,which also introduced theopportunity for deviations
as discussed in Nishida et al. (2018).

Figure 10b shows a comparison of local temperature variations between the
numerical predictions and experimental data. Both results agree well at the fuel
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Fig. 10 a Comparison of
numerical predictions and
experimental measurements
for the power, temperature,
and polarization curves of an
18-cell Jülich Mark-F SOFC
stack, b comparisons of local
temperature variations for
the numerical results and
experimental data, and c
visualization of localized
current density (A m–2)

(a) 

(b) 

(c) 
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inlet, but present significant differences near the outlet. Under furnace conditions,
the present model exhibits a higher overall temperature variation and a maximum
difference of around 25 K, which is located near the fuel outlet. This may result from
heat loss in the experimental set-up which was unaccounted for in the model. Never-
theless, the comparison provides confidence for the temperature at the center of the
stack as predicted by the present model; locations which are typically inaccessible
by experimental techniques. The maximum temperature along the central line was
approximately 45 °C higher than the temperatures near the outer boundary. These
temperature differences affect localized current density within each cell which in
turn affects stack performance and so on, feedback which is captured by the model.
For example, Fig. 15c shows the localized current density within the stack captured
with the model which directly represents the Mark-F 18-cell solid oxide fuel cell
stack of Fig. 1. The agreement between the experiment and model provides valida-
tion that the implementation in OpenFOAM can be used to provide insights into fuel
cell operation and, considering the reasonable computation times of the DRAmodel,
could be used in the design process.

5 Discussion and Summary

Modelling fuel cell stacks requires accurately capturing physical phenomena from
the sub-micron to meter scales. However, due to computational limitations, it is
necessary tomake assumptions to reduce computational effort. This chapter describes
the implementation of a Distributed Resistance Analogy (DRA) in OpenFOAM in
which enables modeling of complex high temperature fuel cell stacks in reasonable
computation times bymaking assumptions in the transport equations in select regions
of the stack.

The DRA provides significant advantages for stack-level simulations, especially
for relatively large and/or tall stacks. Though the local details are not resolved due
to the assumptions of the method, those local details are better suited to a cell-scale
model. Conversely, the DNM accounts for the full geometrical information and local
momentum, heat and species diffusion; therefore, it can resolve local variations,
however it consumes a large amount of computational time and hardware memory.
For example, a five-cell (each cell: 200 cm2) HT-PEFC short stack used in the DNM
was meshed by tessellating the domain with approximately 172 × 106 of finite
volume cells and required 36 h on a 900 core supercomputer demonstrating that
the DNM has would have limited applicability in tall stacks of 100 s of cells. The
advantages also apply to SOFC stacks, with a reduction in computation time of two
orders of magnitude.

For fuel cells, the mass, momentum species and heat are transferred within and
between different solid and fluid regions, and are in turn coupled with electrochem-
ical reactions. The DRA employs a first order rate term (inter-phase transfer) which
supplants the second order diffusion term in the transport equations in select regions
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to provide volume averaging where fine resolution is not necessary. The imple-
mentation of the DRA requires communication between cell center values between
different solid and fluid regions of the stack. Since the implementation of the DRA
method in OpenFOAM is unique to this work, it described in detail. Specifically,
the transport equations are solved on distinct, but co-located meshes defined by the
subsetMesh function from which cell center values are accessed. Within an overall
solution procedure for coupled transport and electrochemistry, OpenFOAMprovides
the control required to DRA model to accurately represent real fuel cell stacks.

In this chapter, calculations for a short HT-PEFC stack were conducted with both
a conventional DNM and a DRA model and both were validated with the detailed
experimental results. Stack performance can be readily predicted using both numer-
ical methods. The maximum deviations regarding the voltage-current relation were
minor, and the local current density distributions were in good agreement between
the numerical predictions and experimental measurements.

For the SOFC stack, voltage and temperature distributions predicted by the stack
model (using the DRA) were compared with those from an 18-cell SOFC stack. The
comparison indicated good overall agreement of the temperature distributions, with
a maximum deviation of 3.3%. The stack model presented power curves close to the
experimental data, but slightly over-predicted the local cell voltages and tempera-
tures. The higher temperature and lower cell voltages may have resulted from the
heat loss in the experimental set-up, and the transient effects during the ramp-up of
the current in the experiment, respectively.

This work described implementation, verification and experimental validation of
a comprehensive CFD model that coupled electrochemical reactions, fluid flow, and
heat and mass transfer. Overall, the DRAmodel employed herein may be considered
a good tradeoff between fidelity/granularity and computational effort. Its unique
implementation in OpenFOAM enables accurate modelling of large-scale fuel cell
stackswith the functionality, flexibility and control theOpenFOAMtoolboxprovides.
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Effective Transport Properties

Pablo A. García-Salaberri

Abstract Porous media are an integral part of electrochemical energy conversion
and storage devices, including fuel cells, electrolyzers, redox flow batteries and
lithium-ion batteries, among others. The calculation of effective transport properties
is required for designing more efficient components and for closing the formulation
ofmacroscopic continuummodels at the cell/stack level. In this chapter, OpenFOAM
is used to determine the effective transport properties of virtually-generated fibrous
gas diffusion layers. The analysis focuses on effective properties that rely on the fluid
phase, diffusivity and permeability, which are determined by solving Laplace and
Navier-Stokes equations at the pore scale, respectively. The model implementation
(geometry generation, meshing, solver settings and postprocessing) is described,
accompanied by a discussion of the main results. The dependence of orthotropic
effective transport properties on porosity is examined and compared with traditional
correlations.

1 Introduction

Macroscopic continuum models are based on a volume-averaged formulation of
mass, momentum, species, charge and energy conservation equations (Weber et al.
2014; Wang 2004; Goshtasbi et al. 2019; García-Salaberri et al. 2017). The model is
closed through appropriate constitutive relationships that define the various effective
properties of the cell components (García-Salaberri et al. 2018). Effective trans-
port properties include the absolute permeability used in Darcy’s law, the tortuosity
factor used to correct Fick’s law of diffusion, or the effective electrical and ther-
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mal conductivities used in Ohm’s and Fourier’s laws. However, effective properties
are challenging to determine in practice due to the thin nature of the porous com-
ponents used in electrochemical devices (thickness ∼ 10 − 1000 μm), such as gas
diffusion layers and catalyst layers in fuel cells and active electrodes in batteries
(García-Salaberri et al. 2015a, b; Kashkooli et al. 2016; Liu et al. 2019). These
porous media must fulfill several critical functions, such as providing a transport
pathway for reactants/products through their pore volume and ensuring charge and
heat conduction through their solid structure. Catalyst layers and active electrodes
have the added functionality of providing a reactive surface area. Therefore, as a
complement to experimentation, numerical simulation at the pore scale has become
increasingly common. Pore-scale simulations in porous media provide direct insight
into the impact of the microstructure on transport processes, allowing one to deter-
mine effective transport properties and explore specific transport phenomena (see,
e.g., García-Salaberri et al. 2019; Hack et al. 2020; Sabharwal et al. 2016; Zhang et al.
2020; Gostick et al. 2007; Gostick 2013; Tranter et al. 2018; Belgacem et al. 2017;
Aghighi and Gostick 2017). A thorough understanding of the mass, charge and heat
transport properties of porous components is crucial for achieving improved perfor-
mance and durability.

Two main pore-scale modeling approaches are widely used: pore-network mod-
eling (PNM) and direct numerical simulation (DNS) (Arvay et al. 2012). PNMs
idealize the pore space as a network of pore bodies interconnected by throats, whose
size and connectivity are determined from the microstructure of the porous media
(Gostick et al. 2007; García-Salaberri 2021). Some authors have also presented dual
networks that include both the solid phase and the standard fluid phase (Aghighi and
Gostick 2017). Different transport processes can be simulated on the network, includ-
ing capillary transport, convection, diffusion and heat conduction. In contrast, DNS
solves the transport equations (e.g., species conservation or Navier-Stokes equations)
in computational meshes generated on tomography images or virtually-generated
microstructures of porous media. Numerical methods used to solve conservation
equations at the pore scale include the lattice Boltzmann method (LBM) or more
conventional techniques such as the finite-element (FEM) or finite-volume (FVM)
methods. Unlike the LBM, higher convergence rates are achieved with the FEM
or FVM using steady-state solvers, although the time invested in mesh generation
can represent a significant portion of the overall simulation (García-Salaberri et al.
2015a, b; Liu et al. 2019; Sabharwal et al. 2016). DNS only requires the input of
the bulk properties of the constituents of the material (e.g., the bulk diffusion coef-
ficient for effective diffusivity or the kinematic viscosity for absolute permeability),
providing direct insight into the impact of microstructure on transport. Hence, the
information that can be potentially extracted from DNS is higher, even though the
computational cost is significantly higher than PNM.

Previousworks that usedOpenFOAMto simulate pore-scale transport phenomena
in porous components of electrochemical energy conversion and storage devices
are reviewed below. The literature survey includes works focused both on polymer
electrolyte fuel cells (PEFCs) and solid oxide fuel cells (SOFCs).
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In terms of PEFCs, James et al. (2012) examined the effect of inhomogeneous
assembly compression on the effective electrical/thermal conductivity and diffusivity
in a commercialGDL (SGLSIGRACET30BA). Themicrostructurewas extracted by
means of X-ray computed tomography, then triangulated using the marching-cubes
algorithm, andfinally converted into a volumetricmesh for simulation. The numerical
results showed that assembly compression significantly affects the effective transport
properties between the under-the-land and under-the-channel regions. In addition, a
notable decrease of the effective gas diffusivity was found compared to that predicted
by widely used correlations, such as Bruggeman correlation (Bruggeman 1935) and
the random fibre model of Tomadakis and Sotirchos (1993). Pharoah et al. (2011)
analyzed the effective electrical/ionic conductivity and gas diffusivity of catalyst
layers as a function of the volume fraction of carbon/Pt, ionomer and fluid phases.
The microstructure was virtually-generated using spherical particles. It was found
that Knudsen numbers in the pore space varied between the transition regime and
Knudsen regime, with higher pore radius leading to lower Knudsen number. In a
subsequent work, Khakaz-Babol et al. (2012) studied the coupling between transport
and electrochemical kinetics onmicrostructural representations of catalyst layers that
were generated using a similar algorithm to that of Pharoah et al. (2011). Different
Pt loadings were created by randomly exchanging Pt particles with carbon particles,
so that the base geometries were identical for each Pt loading. The results showed
that both the transport of protons and oxygen significantly affect performance, with
increased local losses in the ionomer at reduced Pt loading.

Regarding SOFCs, Choi et al. (2009) analyzed the effective electrical and ionic
conductivity and gas diffusivity (including Knudsen diffusion) of the anode and
cathode electrodes. The microstructures were made of randomly distributed and
overlapping spheres with particle size distributions that matched those of ceramic
powders. The numerical results were compared against experimental data and theo-
retical correlations. Gunda et al. (2011) examined the effective transport properties
(electrical conductivity and gas diffusivity) of ceramic lanthanum strontium man-
ganite (LSM) electrodes, whose microstructures were acquired using dual-beam
focused ion beam-scanning electron microscopy (FIB-SEM). The sensitivity of dif-
ferent image processing steps (threshold value, median filter radius, morphological
operators, surface triangulation, etc.) was examined. In addition, the work showed
that the effective transport properties determined by FIB-SEM reconstruction were
more anisotropic than those determined by numerical reconstruction. Next, Choi et
al (2011) presented a numerical framework for the computation of effective transport
properties of SOFC porous electrodes from 3D reconstructions of the microstructure
based on measured parameters, such as porosity and particle size distribution. Three
different types of grids were considered: cartesian, octree, and body-fitted/cut-cell
with successive levels of surface refinement. OpenFOAM was used to compute the
effective transport properties in the three phases of the electrode (pore, electron and
ion). The model, validated with results from random walk simulations, was used to
investigate microstructures with monosized particle distributions, as well as poly-
disperse particle size distributions similar to those found in SOFC electrodes. Bertei
et al. (2014) presented a modeling framework, based on random sequential-addition
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packing algorithms, for the particle-based reconstruction of SOFC infiltrated elec-
trodes. Key parameters, such as the connected triple-phase boundary length, effective
electrical conductivity and effective diffusivity, were evaluated on the reconstructed
electrodes by using geometric analysis, FVMand random-walkmethods. A paramet-
ric study showed that the critical loading (i.e., the percolation threshold) increases
as the backbone porosity decreases and the nanoparticle diameter increases. Large
triple-phase boundary length, specific surface area and good effective conductiv-
ity can be reached by infiltration, without detrimental effect on effective transport
properties of the fluid phase.

In this chapter, DNS in porous media using OpenFOAM is introduced. Diffusion
and convection are simulated in virtually-generated GDLs formed by a 2D arrange-
ment of randomly-oriented fibres. The organization of the chapter is as follows. In
Sect. 2, the physical model is presented, including the governing equations, boundary
conditions and calculation of effective transport properties, namely, effective diffu-
sivity and permeability. In Sect. 3, the model implementation is described with a
focus on the geometry generation, meshing, solution procedure and post-processing.
In Sect. 4, the results are discussed, including the effect of porosity on the computed
orthotropic transport properties and a comparison with traditional correlations.

2 Physical Model

Diffusion and convection in the fluid phase of fibrous GDLs are examined. The
conservation equations and the expressions used to determine the corresponding
effective transport properties, effective diffusivity and absolute permeability, are
presented below.

Effective Transport Properties of Solid Phase

Effective properties that rely on the solid phase (e.g., electrical conductivity)
can be determined using a similar procedure to that presented in this chapter,
but changing the phase of interest.

2.1 Diffusion: Effective Diffusivity

Species molar concentration C is determined from the steady-state species conser-
vation equation (i.e., Laplace’s equation)

∇ · (−D∇C) = 0 (1)
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C in or p̃in

Cout or p̃out

Wall

x

y

z

SAMPLE < j > or < u >

Fig. 1 Schematic of the computational domain and boundary conditions used to determine effective
transport properties in the in-plane direction (x-direction). Similar boundary conditions are applied
to compute effective transport properties in other directions. Effective diffusivity and permeability
are determined from the computed average diffusive flux and velocity in the direction of interest,
respectively

where D is the bulk diffusivity. This equation is subject to Dirichlet boundary condi-
tions (C = C in and C = Cout) on the external faces of the domain perpendicular to
the direction of interest i (i = x, y or z) to create a concentration gradient. C in and
Cout are the inlet and outlet concentrations, respectively. A no-flux boundary condi-
tion (∂C/∂n = 0) is set on the remaining faces of the domain and internal fluid-solid
interfaces. A schematic representation of the external boundary conditions is shown
in Fig. 1.

According to Fick’s first law, the effective diffusivity of an anisotropic porous
medium is given by a second-order tensor, whose diagonal and non-diagonal com-
ponents can be determined by changing the direction of interest in the calculations

〈 j〉 = − ¯̄Deff∇C; ¯̄Deff =
⎛
⎝
Deff

xx Deff
xy Deff

xz

Deff
yx Deff

yy Deff
yz

Deff
zx Deff

zy Deff
zz

⎞
⎠ (2)

where the symbol 〈∗〉 denotes volume-average quantities. In this case, the volume-
average diffusive flux.

Since the flux vanishes in the solid region (s) of the porous medium, i.e., js = 0,
the diagonal components of the normalized effective diffusivity tensor (e.g., the zz-
component) are given by

Deff
i i

D
=

1
Vt

∫
Vt

ji dV
D�C
Li

=
V f

Vt

[
1
V f

∫
V f

ji dV
]

D�C
Li

= ε
〈 ji, f 〉
D�C
Li

(3)

whereVt andV f are the total andfluid ( f ) volumeof the porousmedium, respectively,
Li is the length of the domain in the direction of interest i , ε = V f /Vt is the porosity,
and ji = −D∂iC is the diffusive flux in i-direction. Non-diagonal components were
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not determined since they are typically small in the fibrous materials examined (see
the note below).

�! Non-Diagonal Components

The full effective diffusivity tensor ¯̄Deff can be determined from three simula-
tions (1,2,3) of diffusive flux fields

(
j1x , j

1
y , j

1
z

)
,
(
j2x , j

2
y , j

2
z

)
and

(
j3x , j

3
y , j

3
z

)
,

corresponding to imposed concentration gradients in the x-, y- and z-
direction, ∇C1

x , ∇C2
y and ∇C3

z , respectively.
Using Fick’s first law, the components of the tensor are obtained by solving
the following system of equations

−
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⎞
⎠ (4)

where ∇C2
x , ∇C3

x , ∇C1
y , ∇C3

y , ∇C1
z and ∇C2

z are the average concentration
gradients computed in the transverse directions.
Note that although a local no-flux boundary condition is prescribed at the
sidewalls of the domain, the average concentration gradients and volume-
average diffusive fluxes in the transverse directions are in general different
fromzero. Similar considerations apply for the permeability tensor (seeGuib-
ert et al. (2016) for further details).

2.2 Convection: Permeability

Convection ismodeled through the steady-statemass conservation andNavier-Stokes
equations for an incompressible Newtonian fluid

∇ · u = 0

∇ · (uu) = −∇ p̃ + ∇ · (ν (∇u + ∇uᵀ))
(5)

where u is the velocity vector, ν is the kinematic viscosity, p is the static pressure and
p̃ = p/ρ is the kinematic pressure, with ρ the density. Similar to diffusion, Dirichlet
boundary conditions are prescribed for pressure on the external faces of the domain
in i-direction, p̃ = p̃in and p̃ = p̃out. An impermeable no-slip boundary condition
(u = 0) is set on the remaining faces of the domain and interior fluid-solid interfaces
of the porous medium.
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According to Darcy’s law,

〈u〉 = − K
ν

∇ p̃; K =
⎛
⎝
Kxx Kxy Kxz

Kyx Kyy Kyz

Kzx Kzy Kzz

⎞
⎠ , (6)

the diagonal components of the permeability tensor, Kii , are determined as

Kii =
ν

[
1
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∫
Vt
uidV

]

� p̃
Li
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V f
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[
1
V f
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V f
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]

� p̃
Li

= ενLi
〈ui f 〉
� p̃

(7)

where � p̃ = p̃in − p̃out is the prescribed kinematic pressure difference and ui is the
i-component of the velocity vector.

Calculations of absolute permeability are usually performed in physical units,
considering � p̃ = 1 m2/s2 ( p̃in = 1 m2/s2, p̃out = 0), while ν is adjusted to ensure
that the flow is in the creeping regime, i.e.,

Re = 〈‖u‖〉d f

ν
≈ 〈ui 〉d f

ν
	 1 (8)

where 〈‖u‖〉 is the average modulus of the velocity and d f is the diameter of the
mono-sized fibres. Using these values, the expression of permeability is reduced to

Ki,i = ενLi 〈ui, f 〉 (9)

where 〈ui, f 〉 is the average velocity in i-direction in the fluid phase.

Darcy’s Law

Darcy’s law can be verified by varying� p̃, while keeping constant the value
of ν. The linear relationship between� p̃/Li and Re shows that inertia is not
important and the flow is indeed in the creeping regime, Re 	 1.

3 Model Implementation

The main steps followed for the calculation of the effective transport properties
are presented in this section, including the geometry generation, meshing routine,
solver selection and post-processing. An example of the bash script used to run the
simulations of effective diffusivity (andpermeability) is presentedbelow.Thenumber
of processors in the parallel execution is given as an argument to the script. Before
running the script, the user must generate the triangulated geometry of the porous
medium (facets.stl) using the gdl.cpp code. In addition to the solution fields, the
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output results include the volume-average diffusive fluxes (or velocity components)
in each direction, which are saved periodically (as indicated in controlDict) and in
the last iteration. The computed values are written into the postProcessing folder.
The average quantities corresponding to the last iteration are used to determine the
effective transport properties throughEqs. (3) and (9). The dimensions of the domain,
porosity and bulk properties are known in advance.

Listing 3.1 Main script used to run simulations starting from the geometry file facets.stl.
#Argument: number of processors (equal to the number of

subdomains in decomposeParDict)

#Clean folders
foamListTimes -rm
rm -r ./postProcessing
rm -r ./processor*

#########
#MESHING
#########

#Run blockMesh
blockMesh > log

#Copy files
cp facets.stl ./constant/triSurface

#Run snappyHexMesh
decomposePar >> log
mpirun -np $1 snappyHexMesh -overwrite -parallel >> log

#Set initial fields
ls -d processor* | xargs -I {} rm -rf ./{}/0
ls -d processor* | xargs -I {} cp -r 0.orig ./{}/0

#Scale mesh to meters [m]
mpirun -np $1 transformPoints -scale "(0.001 0.001 0.001)" -

parallel >> log

#Renumber mesh
mpirun -np $1 renumberMesh -overwrite -parallel >> log

#Check final mesh
mpirun -np $1 checkMesh -parallel >> log

############
#RUN SOLVER
############
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(diffusion) mpirun -np $1 laplacianFoam -parallel -
noFunctionObjects >> log

(convection) mpirun -np $1 simpleFoam -parallel -
noFunctionObjects >> log

################
#POSTPROCESSING
################

#Create cell region
mpirun -np $1 topoSet -parallel >> log

#Calculate average fluxes/velocities
(diffusion) mpirun -np $1 postProcess -fields "(T gradTx gradTy

gradTz)" -parallel >> log
(convection) mpirun -np $1 postProcess -fields "(U p)" -
parallel >> log

Managing Computational Simulations

Since the meshing step is time consuming, it is recommended to use the
decomposed mesh for calculations in other directions. The boundary condi-
tions (i.e., the direction of the imposed gradient) must be changed as desired
in the 0.orig folder.

3.1 Geometry

The microstructure of porous media can be obtained from (1) tomography images
(García-Salaberri et al. 2015a, b, 2018, 2019) or can be (2) generated virtually using
numerical algorithms (Choi et al. 2009; Choi et al 2011; Bertei et al. 2014). Volume-
averaged quantities (e.g., composition fraction) and statistical descriptors (e.g., pore
size distribution, n-point correlation functions, lineal path function, and chord length
function) can be used as objective variables (Pant et al. 2014). Usually, the first
method provides a higher degree of fidelity to reality, even though sometimes it is
difficult to determine the constituents present in the images. An example is the differ-
entiation of carbon fibres/binder and polytetrafluoroethylene (PTFE) in GDLs due
to their similar X-ray absorption properties García-Salaberri et al. (2018). The vir-
tual generation of materials allows one to overcome this issue, although the creation
of realistic microstructures can be challenging in some circumstances. An exam-
ple is the complex multi-component, multi-scale geometry of catalyst layers. Here,
fibrous porous materials with a 2D arrangement of randomly-oriented fibres similar
to carbon-paper GDLs were used as an illustrative example.
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For a specified number of cylindrical fibres, N f , of diameter d f = 10 μm, the
steps followed for the generation of the material microstructure in a box of size
[0 − Sx , 0 − Sy , 0 − Sz] (Sx = Sy = 1.5 mm, Sz = 0.25 mm), are as follows:

1. The 3D coordinates, P1 and P2, of the axial endpoints of the cylindrical fibres
are generated randomly inside the box of material. The same z-coordinate is pre-
scribed for the endpoints of each fibre (P1,z = P2,z) to achieve a 2D arrangement.

2. The x and y coordinates of the axial endpoints are translated −0.25 mm, so
there is some extra material around the cropped domain of size [0 − Lx , 0 − Ly ,
0 − Lz] that is used in the simulations (Lx = Ly = 1 mm, Lz = 0.25 mm). This
step removes edge effects.

3. Once the position of all the axial endpoints is fixed, the lateral surface of the cylin-
drical fibres is triangulated using a spacing in the axial and azimuthal directions,
�x = (P2 − P1)/10 and �φ = 2π/20, respectively. The unit normal vectors
perpendicular to each triangle are also determined.

4. The vertices and normals of the triangles that define the lateral surface of the
cylindrical fibres are written into an STL file (facets.stl).

5. The endcaps of the cylindrical fibres are triangulated using a spacing in the
azimuthal direction equal to that used for the lateral surface (�φ = 2π/20).

6. The vertices and normals of the triangles that define the endcaps are added to the
facets.stl file (an example of a triangulated geometry is shown in Fig. 2).

Fibre Intersections

Fibre intersection is not explicitly taken into account in the geometry gen-
eration. However, when the fluid region is selected in the meshing step with
snappyHexMesh, the mesh is adapted to the external fibres surface and the
intersections among them. The solid regions inside the fibres and their inter-
sections are removed, since they are unreachable from the fluid region.

3.2 Meshing

The meshing utility snappyHexMesh is used to mesh the pore space enclosed within
the external surfaces of the domain and the geometry of the cylindrical fibres. A
background mesh composed of cubes is first created with blockMesh. Then, the
resulting mesh is refined with snappyHexMesh using the facets.stl file as an input.
Castellatedmeshes were considered here, suppressing the surface snapping and layer
addition steps. The resulting meshes had around 5.5 millions of cells depending on
the number of fibres N f in the sample (i.e., the porosity). The maximum number of
cells was achieved for intermediate porosities around ε ≈ 0.6. An example of the
generated meshes is shown in Fig. 3, including a close-up view of the refined mesh
close to the fibres surface. The level of refinement used in snappyHexMesh was set
equal to (2 4).
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Fig. 2 Geometry composed of cylindrical fibres of 10 μm in diameter with random orientations in
the material plane (x-y plane) used to mimic the microstructure of binder-free carbon-paper GDLs.
The close-up view shows the triangulated geometry

Practical Advice

The following guidelines should be taken into account during the meshing
step:

1. Introduce a small gap slightly higher than the fibre radius near the bound-
ary faces in the z-direction, so that the axial endpoints of the fibres do not
touch the boundary faces. This practice facilitates the selection of a point
inside the fluid region during the meshing step.

2. Set the size of the cubic cells in the background mesh similar to the
fibre diameter (d f = 10 μm). This size ensures that the geometry of the
fibres is properly captured during the refinement of the mesh with snap-
pyHexMesh. No significant differences were found in the results using
background cells of 5 μm.

3.3 Solver and Post-processing

Laplace and Navier-Stokes equations used to simulate diffusion and convection are
solved in OpenFOAMwith the steady-state solvers laplacianFoam and simpleFoam,
respectively. A laminar simulationType with a Newtonian transportModel is used in
simpleFoam. The remaining solver settings can be kept similar to those commonly
used in OpenFOAM.

For post-processing, the topoSet utility is used to create a cell zone that includes
the entire computational domain (i.e., the fluid region of the porous medium). Then,
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Fig. 3 Castellated mesh generated with snappyHexMesh using a background mesh with cubic cells
of 10μm in size (equal to the fibre diameter, d f ). The close-up view shows the refined mesh around
the fibres surface

the volume-average diffusive fluxes (or velocity components) in each direction are
calculated using the postProcess utility, defining function objects in controlDict. The
volAverage operation is used for volume averaging.

Calculation of Effective Transport Properties

The pre-factors multiplying the average diffusive flux (or velocity compo-
nent) in Eqs. (3) and (9) (such as the length Li or the porosity ε) can be
included as a scaling factor in the function objects implemented in control-
Dict. The porosity can be easily determined by dividing the volume of the
fluid region (provided by the postProcess utility) by the total volume of the
domain (which is known in advance). Alternatively, the pre-factors can be
introduced when the results are plotted, for example, using Python.

4 Results

In this section, the computed results for the effective diffusivity and permeability
are discussed. The results in both the through- and in-plane directions are presented
given the anisotropy of the generated carbon-paper GDLs. One representative direc-
tion (x-direction) is analyzed in the material plane (x-y plane). Figures 4 and 5 show
some illustrative examples of the species concentration distributions correspond-
ing to effective diffusivity calculations for two different porosities (i.e., number of
fibres). The pressure distributions and streamlines corresponding to permeability
calculations are shown in Figs. 6 and 7. The porosities are in the range typically
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Fig. 4 Concentration fields,C(x, y, z), corresponding to calculations of the through-plane effective
diffusivity for two different porosities, ε (number of fibres, N f ): (left) ε = 0.8 (N f = 1500), (right)
ε = 0.6 (N f = 3500)

Fig. 5 Concentration fields, C(x, y, z), corresponding to calculations of the in-plane effective
diffusivity. See caption to Fig. 4 for further details

observed for uncompressed (ε ≈ 0.8) and mid-compressed (ε ≈ 0.6) GDLs. Higher
transport properties are found in the in-plane direction due to the 2D arrangement of
carbon fibres (and pores), which facilitates transport in this direction.

The overall diffusive flux across the material (at the same concentration gradient)
decreases with decreasing porosity and increasing tortuosity of transport pathways.
The increment of tortuosity with porosity leads to non-linearities in the dependence
between the normalized effective diffusivity, Deff/D, and the porosity, ε, as given
by the relationship García-Salaberri et al. (2015b):

Deff

D
= ε

τ
(10)

where τ is the diffusion tortuosity factor. For example, τ = ε−1/2 (Deff/D = ε1.5) in
the traditional Bruggeman correction for porous media consisting of small, spherical
solid inclusions (Bruggeman 1935; Tjaden et al. 2016).
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Fig. 6 Kinematic pressure fields, p̃(x, y, z), and streamlines (colored by pressure level) corre-
sponding to calculations of the through-plane absolute permeability for two different porosities, ε
(number of fibres, N f ): (left) ε = 0.8 (N f = 1500), (right) ε = 0.6 (N f = 3500)

Fig. 7 Kinematic pressure, p̃(x, y, z), and streamlines (colored by pressure level) corresponding
to calculations of the in-plane absolute permeability. See caption to Fig. 6 for further details

Permeability is influenced by hydraulic radius, porosity and tortuosity, resulting
in a non-linear variation as a function of porosity Holzer et al. (2017). The Carman-
Kozeny equation has been successfully applied to describe the variation of GDL
permeability with porosity Gostick et al. (2006).

K = d2
f ε

3

16kck(1 − ε)2
(11)

where kck is the Carman-Kozeny constant, which is used as a fitting parameter
depending on the microstructure of the porous medium.
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Fig. 8 Computed through- (TP) and in-plane (IP) normalized effective diffusivities, Deff/D, as
a function of porosity, ε. The Bruggeman correlation Bruggeman (1935), Deff/D = ε1.5, and the
anisotropic random fibre model of Tomadakis and Sotirchos (1993) (see Eq. (12)) are also shown

The variations of the normalized effective diffusivity and permeability as a func-
tion of porosity are shown in Figs. 8 and 9, respectively. The normalized effective
diffusivity is lower than that predicted by the Bruggeman correlation, Deff/D = ε1.5,
due to the more complex geometry of fibrous GDLs. Moreover, it is somewhat lower
than the correlation proposed by Tomadakis and Sotirchos (1993) for random fibre
structures

Deff

D
= ε

(
ε − 0.11

1 − 0.11

)n

(12)

where n = 0.785 and n = 0.521 for the through- and in-plane directions, respec-
tively.

The differences between both models are ascribed to the different methodology
used for the generation of the fibrous geometry. For instance, the values computed
here approach those reported for binder-free GDLs, such as Freudenberg carbon
paper, being Deff/D ≈ 0.36 for ε ≈ 0.65 (Hack et al. 2020; Hwang and Weber
2012).

The permeability is well correlated as a function of porosity using Eq. (11) with
kck = 2 − 4. A steeper decrease of the permeability is found for porosities below
ε � 0.5, which drops around two orders of magnitude in the range ε = 0.1 − 0.5
compared to the ten-fold descent in the range ε = 0.5 − 0.85. The non-linear
behaviour arises from the sensitivity of permeability to small microstructural dif-
ferences near the percolation threshold. Similar results were reported in previous
works for fibrous porous media (Tomadakis and Robertson 2005; Nabovati et al.
2009).
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Fig. 9 Computed through- (TP) and in-plane (IP) absolute permeabilities, K , as a function of
porosity, ε. The curves corresponding to various Carman-Kozeny constants, kck , are also shown
(see Eq. (11))

Effective Diffusivity and Permeability of Commercial GDLs

For a given porosity, the effective diffusivity and permeability of commercial
GDLs (Toray, SGL Carbon Group and Freudenberg carbon papers) highly
depends on their microstructure. In fact, the volume fraction and porosity
of binder have been identified as key parameters that influence the effective
transport properties of GDLs (García-Salaberri et al. 2018; Mathias et al.
2003; Zenyuk et al. 2016). For example, Toray TGP-H series carbon papers
show lower effective diffusivities in the through-plane direction than those
computed here due to the more complex pore structure that arises from the
addition of an almost non-porous binder (García-Salaberri et al. 2015a, b);
Deff/D ∼ 0.22 − 0.28 (Toray TGP-H) vs. Deff/D ∼ 0.45 (present work) at
ε ≈ 0.72.
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Modeling Vanadium Redox Flow
Batteries Using OpenFOAM

Sangwon Kim, Dong Hyup Jeon, Sang Jun Yoon, and Dong Kyu Kim

Abstract This chapter establishes that OpenFOAM is applicable for analyzing the
electrolyte flow in a vanadium redox flowbattery (VFB) and the transport phenomena
in these systems. The local porosity was controlled by inserting an extra layer of
electrode at the inlet and outlet. The variations in electrochemical characteristics
and energy conversion efficiency with porosity were obtained through VFB single
cell experiments. Numerical analysis of the electrolyte flow and pressure distribution
provided a theoretical explanation for the physical phenomenon, which depending
on the local porosities. When the current density was 50 mA/cm2, the electrode
with uniform porosity (UP) showed the best energy performance. However, at a
high current density of 150 mA/cm2, the partial porosity-lowered electrode at inlet
(designated as LPI) showed better efficiency than the UP electrode since the rate of
electrochemical reaction increases, and the mass transfer of the reactant is enhanced
accordingly. OpenFOAM is expected to contribute significantly to the optimization
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of this flow battery system. In the near future, it will also aid in achieving carbon
neutrality by the virtue of collective intelligence.

Keywords All-vanadium redox flow battery · Carbon felt electrode · Porous
medium flow · Local porosity · High current density

Nomenclature

UP uniform porosity
LPI low porosity at the inlet
LPO low porosity at the outlet
Eeq equilibrium cell potential
E0 standard cell potential
E0’ formal cell potential
Ci concentration of the i species
C∗
i bulk concentration of the i species

R ideal gas constant, 8.314 J/mol K
T cell temperature, K
F Faraday constant, 96,485 A s/mol
k0 standard rate constant
i current at the electrodes
CE current efficiency, Coulomb efficiency
VE voltage efficiency
EE energy efficiency
I current
V voltage
t time
�u flow velocity vector, m/s
p pressure, N/m2

�f acceleration vector caused by body force, m/s2

S sink term of the momentum loss per unit volume, kg/m2s2

K permeability of the porous medium, m2

Vf void volume occupied by fluid phase
Vs void volume occupied by solid phase
V local representative elementary volume
REV representative elementary volume
<> superficial average or phase average (macroscopic)
〈〉k intrinsic phase average (microscopic)
uD Darcy velocity (flux), filtration (filter) velocity, superficial velocity
up physical velocity, pore velocity, interstitial velocity
Dp mean pore diameter, m
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Fo Forchheimer number
Cf Forchhemier coefficient, inertia coefficient
Re Reynolds number

Greek

α transfer coefficient, symmetry factor, in Eqs. (8) and (9)
α viscous resistance coefficient, m–2, in Eqs. (29), (30), and (32)
η overpotential
ρ density, kg/m3

ρ0 reference density or surface density, kg/m3

ε porosity
τi j shear stress tensor, N/m2

μ dynamic viscosity, Pa·s
μe effective viscosity, Pa·s
β inertial resistance coefficient, Forchhemier or non-Darcy coefficient, m–1

ψk local microscopic property with k-phase

Superscripts

0 standard state when activity is 1.0
’ formal state
* bulk solution

Subscripts

dis discharge
ch charge
+ positive electrode
− negative electrode
f fluid phase
s solid phase
k phase, solid or fluid
D Darcy
p physical value or pore
e effective value
0 reference or surface
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1 Introduction

The entire world is affected by the climate change and global warming caused due
to greenhouse gases (Dunn et al. 2011; Armand and Tarascon 2008; Yang et al.
2011). Many efforts are being made worldwide to convert energy sources from fossil
fuels, the main cause of greenhouse gas emissions, to renewable energy (Halls et al.
2013). Renewable energies, such as solar and wind energies, are affected by weather
and season, and therefore reliable energy storage devices with large capacities are
required to ensure stable energy supply to the grid from renewable energy sources
(Yang et al. 2011; Larcher and Tarascon 2014).

Lithium ion batteries (LIB) are considered as the best option for energy storage
since they have high energy densities (Blomgren 2016) and are one of the most
commercialized batteries (Duh et al. 2018). However, LIBs often experience thermal
runaway failure, which occurs due to self-sustaining exothermic reactions and an
uncontrolled increase in the temperature, resulting in the risk of fire and even explo-
sions (Bravo Diaz et al. 2020; Chen et al. 2021; Kim et al. 2007). The structure of
redox flow batteries (RFBs) is completely different from those of LIBs or conven-
tional batteries. This is because the energy carriers are not a part of the electrodes
within the battery containment but are contained in two separate external liquid reser-
voirs (Soloveichik 2015; Ye et al. 2018). This ascertains that there is no risk of fire in
an RFB system. The advantage of RFBs over conventional batteries is that the energy
storage capacity (in kWh) and power (in kW) can be controlled independently by
manipulating the size of the tanks and the surface area/catalytic activity of the elec-
trodes, respectively (Zhang et al. 2017). Owing to this, RFBs are considered more
appropriate than LIBs as a large-scale energy storage system (ESS).

There are several RFB technologies including polysulfide/bromide, all-vanadium,
and Fe/Cr technologies (Noack et al. 2015; Chen et al. 2017). The all-vanadium redox
flow battery (VFB) has received significant attention because of its excellent electro-
chemical reversibility, high roundtrip efficiency, and negligible cross-contamination
between the catholyte and anolyte (Rychcik and Skyllas-Kazacos 1988; Kim 2019;
Kim et al. 2020). The major disadvantage of VFBs is that the energy density is
much lower than that of LIBs (Cong et al. 2013). To overcome this drawback and to
optimize the large-scale energy storage system, ample efforts, including conducting
research based on numerical analyses and experimentations, will be required.

Numerical studies have been conducted on VFBs using commercial softwares
such as ANSYS FLUENT (Park et al. 2020a, b), STAR-CCM+ (Emmel et al. 2020;
Prumbohm andWehinger 2019), and COMSOL (Bromberger et al. 2014). Although
commercial softwares provide computation results conveniently and are easy to use,
they require high license fees and moreover, the source code cannot be obtained. On
the other hand, OpenFOAM (Open Field Operation and Manipulation) is a develop-
ment framework for computational fluid dynamics (CFD) based on General Public
License (GPL) and an open source platform aiming to create better programs with
collective intelligence through an open environment like Linux (Weller et al. 1998).
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Though most commercial softwares are developed for general purposes, an experi-
enced user can develop exclusive codes for specific problems in a relatively short
time using OpenFOAM by applying an independent physical model (Lohaus et al.
2019).

The purpose of this chapter is to establish that OpenFOAM can be applied to
numerical analyses in the field of flow batteries. This chapter will also encourage
readers to develop their own OpenFOAM code to solve problems of interest. The
electrolyte flow has the characteristics of being able to flow through a porousmedium
because the flow battery electrode is composed of carbon felt. Porosity is the main
factor influencing the electrolyte flow andmass transport of the active species. Higher
the current density, faster will be the rate of the electrochemical reaction. To improve
the energy conversion efficiency of flowbatteries, it is necessary tomaintain a balance
between rate of reactant mass transport and the rate of the redox reaction. If the
porosity can be reduced only in the efficient area instead of the entire active area to
balance the two rates, the carbon felt can be reduced. This would further ensure that
the electrolyte flows well, with less resistance.

Based on the above viewpoint, we considered three different types of electrode
porosity: uniform porosity (UP), low porosity at the inlet (LPI), and low porosity at
the outlet (LPO).

The first part of this chapter explains the fundamentals of vanadium redox batteries
and the flow characteristics in a porous medium. Subsequently, the experimental
configuration and modeling implementation are described. Next, the experimental
and simulation results are compared and discussed. Finally, conclusions are drawn,
and the future prospects are discussed.

2 Overview of Vanadium Redox Flow Batteries

The structure of a redoxflowbattery similar to that of a polymer electrolytemembrane
fuel cell in a stack configuration (Fig. 1). The redox flow battery deals only with
the single-phase flow of the electrolyte, while the PEM fuel cell involves the two-
phase flow of gas and liquid. The redox flow battery charges and discharges electric
energy according to the change in the oxidation number of the active material of the
electrolyte based on the principles of redox reactions.

VFBs use vanadium ions of different oxidation numbers as the active materials
for electrolytes. When trivalent (V3+) and tetravalent (V4+) vanadium are added to
the negative and positive electrodes, respectively, and electricity is applied to each
electrode during the charging process, trivalent vanadium (V3+) is reduced to divalent
vanadium (V2+) at the negative electrode, and tetravalent vanadium (V4+) is oxidized
to pentavalent vanadium (V5+) at the positive electrode. During this, the difference
between the oxidation numbers of the anode and cathode increases from 1 to 3, and it
can be conceptually explained that this difference in the oxidation number is related
to the storage of the converted electrochemical energy. The opposite reaction occurs
during discharging (Fig. 2). The chemical reactions for the charge–discharge process
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Fig. 1 Schematic of the configuration of a vanadium redox flow battery single cell assembly.
Reproduced with permission from Yoon et al. (2019). Copyright 2019 by Elsevier

are expressed as follows:
Negative electrode:

V2+ ↔ V3+ + e−E0 = −0.255V (1)

Positive electrode:

VO+
2 + e− + 2H+ ↔ VO2+ + H2OE0 = +1.004V (2)

Overall reaction:

VO+
2 + V2+ + 2H+ ↔ VO2+ + V3+ + H2OE0 = +1.259V (3)

The equilibrium cell potentials, Eeq, for each reaction are calculated using the
Nernst equation (Allen and Bard 2001; John Newman2021) as follows:

Eeq,− = E0
− + RT

F
ln

(
CV 3+

CV 2+

)
(4)

Eeq,+ = E0
+ + RT

F
ln

(
CVO+

2
(cH+)2

CVO2+

)
(5)

Eeq,overall = E0
overall + RT

F
ln

(
CVO+

2
(CH+)2

CVO2+

CV 2+

CV 3+

)
(6)
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Fig. 2 Operating principle of a vanadium redox flow battery

Here, Ci is the concentration of the i species, E0 is the standard cell potential
for the electrode reaction,1 R is the ideal gas constant (8.314 J/mol K), T is the cell
temperature, and F is the Faraday constant (96,485 A s/mol).

The currents at each electrode can be expressed using the Butler-Volmer equation
(Allen and Bard 2001; John Newman 2021) as

1 In order to use concentration instead of activity in the Nernst equation, formal cell potential, E0’,
is a more correct expression than standard cell potential, E0 . Since the difference between the two
values is usually not significant, E0’ and E0 are not distinguished in this chapter. (Allen and Bard
2001).
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i− = Fk0−C
∗(1−α−)
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Here, k0 is the standard rate constant, α is the transfer coefficient or symmetry
factor, and η is the overpotential. The relationship between the voltage and current
during the charge–discharge reaction is shown in Fig. 3.

The electrochemical reactions take place on the solid surfaces of the porous carbon
felt electrode. The vanadium ions diffuse from the bulk electrolyte to the vicinity of
the electrode and are absorbed on the surface of each electrode during the charge
process as shown in Fig. 4a and b. The absorbed vanadium ions are linked to the
electrode via exchange with the hydrogen ion in the C–OH functional group. The

Fig. 3 Charge–discharge voltage of a vanadium redox flow battery: current vs. voltage, overpoten-
tial, and open circuit voltage at the positive and negative electrodes. Reproduced with permission
from Kim (2019). Copyright 2019 by Kim S
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Fig. 4 Schematic illustration of the redox reactions at the carbon felt electrode surfaces during
charging

electron transfer between the linked vanadium ions and the electrode and the accom-
panying redox reactions are shown in Fig. 4c. Finally, there is ion exchange between
the vanadium ions attached to the electrode surface and the hydrogen ion in the elec-
trolyte, and the generated reactants (VO2

+ and V2+) diffuse respectively back into
the original electrolytes (Kim et al. 2015).
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The performance of a VFB can be measured with current efficiency, voltage
efficiency, and energy efficiency. The current efficiency (CE, also known as the
coulombic efficiency) is defined as the ratio of the amounts of usable charge to the
stored charge; that is, the discharge capacity divided by the charge capacity. CE is
a measure of the storage capacity loss during the charge–discharge process. Voltage
efficiency (VE) is the ratio of the average discharge voltage to the average charge
voltage. Voltage efficiency is a measure of the loss in electrical resistance and that
of the polarization properties of the battery. Energy efficiency is the ratio of the
available energy to the stored energy and can be calculated as the product of the
voltage efficiency and current efficiency (Ye et al. 2018; Chen et al. 2017; Kim
2019).

CE = dischargecapacity

chargecapacity
× 100% =

∫
dis I (t)dt∫
ch I (t)dt

× 100%

= Idis • tdis
Ich • t ch

× 100% = tdis
tch

× 100%(If Idis = Ich) (9)

V E = averagedischargevoltage

averagechargevoltage
× 100% =

∫
disV (t)dt/tdis∫
chV (t)dt/tch

× 100% (10)

EE = dischargeenergy(Wh)

chargeenergy(Wh)
× 100% =

∫
dis I (t)V (t)dt∫
ch I (t)V (t)dt

× 100%

= Idis • tdis
Ich • t ch

∫
disV (t)dt/tdis∫
chV (t)dt/tch

× 100% = CE × V E (11)

3 Flow in a Porous Medium, Carbon Felt Electrode

The electrode of a redox flow battery does not participate directly in the redox
reaction but provides an active site for the reaction. Carbon felt is extensively used
as an electrode material for VFB because of its large reactive specific surface area,
excellent chemical stability to sulfuric acid-based electrolytes, and high electrical
conductivity (Kim et al. 2015, 2014). The electrolyte flow in a carbon felt electrode
can be regarded as the flow through a porous medium (Yoon et al. 2019).

Transfer of the reactants of the redox active species results in an electrochemical
reaction while the electrolyte flows through the porous carbon felt medium. The
amount of vanadium ions changes during the charging and discharging processes;
however, there is no change in the total volume of the electrolyte during the electro-
chemical reaction. Therefore, the momentum governing equation for the electrolyte
can be modeled by adding the sink term due to the porous media to the Navier-
Stoke equation (Yoon et al. 2019; Knudsen et al. 2015; Beale et al. 2016). The sink
term shown in Eq. (13) makes the mesh finer, requiring more computational power.
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Therefore, it is necessary to simplify the sink term according to the flow conditions.
Simplification of the sink term is described later in this section.

ρ
D−→u
Dt

= −∇ p + ρ
−→
f + ∇ • τi j + S (12)

S = − μ

K
−→u + μ∇2−→u − βρ

∣∣−→u ∣∣−→u (13)

Here, −→u is the flow velocity vector [m/s], p is the pressure [N/m2],
−→
f is the

acceleration vector caused by body force [m/s2], τi j is the shear stress tensor [N/m2],
S denotes the sink term of the momentum loss per unit volume caused by the porous
medium [kg/m2s2], ρ is the fluid density [kg/m3], μ is the dynamic viscosity [Pa·s],
K is the permeability of the porous medium [m2], and β is the Forchheimer or
non-Darcy coefficient [m−1].

A schematic of the flow in a porous medium is given in Fig. 5. The porous
medium is composed of pores (voids) and solid matrix. The smallest differential
volume that maintains the statistically meaningful local average properties such as

Fig. 5 Schematic of the flow in a porous medium and the representative elementary volume
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porosity, saturation, and pressure is called the representative elementary volume
(REV). Porosity is defined as the ratio of the volume fraction occupied by the pores
to the total volume; i.e., the quotient of the void volume and the total volume.

ε = Voidvolume

Totalvolume
= V f

V
= 1 − Vs

V
(14)

Here, ε is the porosity, Vf is the void volume occupied by fluid phase, Vs is the
volume occupied by solid phase, and V is the local REV. Physically, porosity is the
portion through which a fluid can pass in a porous medium and has a value between
0 and 1. Therefore, when porosity is 1, the medium is completely empty, and the
fluid can flow freely without any interference.

The volume average quantities are defined depending on the assigned averaging
volume (Hsu and Cheng 1990; Whitaker 1996). The quantity associated with the
k-phase2 is ψk,, which is basically denotes the local microscopic properties. The
superficial average or phase average (macroscopic) is defined as

〈ψk〉 = 1

V

∫
Vk

ψkdV (15)

The intrinsic phase average (local macroscopic) is defined as

〈ψk〉k = 1

Vk

∫
Vk

ψkdV (16)

The relationship between these two averages is given by Eq. 17,

〈ψk〉 = Vk

V

1

Vk

∫
Vk

ψkdV v = εk〈ψk〉k (17)

where εk = Vk/V is the local volume fraction of the k-phase.
The flow discharge rate in the porous medium is proportional to the pressure drop

over a given distance and permeability, K [m2], and is inversely proportional to the
fluid viscosity. This equation is well known as Darcy’s law or Darcy’s equation.

−→u D = −K

μ

(P2 − P1)

L
≈ −K

μ

dp

dx
≈ −K

μ
∇ p (18)

The negative sign for the pressure gradient indicates that the fluid flows in the
direction of decreasing pressure. The flow discharging rate, uD, is known as theDarcy
velocity (flux) or filtration (filter) velocity or superficial velocity.

The physical velocity in the pore, up, is higher than the Darcy velocity by a factor
of 1/ε, since the Darcy velocity is the superficial average value based on the entire

2 k ∈ { f, s}, f and s represent the fluid phase and solid phase, respectively.
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volume while the physical velocity is the corresponding intrinsic phase averaged
value (Dupuit-Forchheimer relation) (Kaviani 1995). The physical velocity is also
called the pore velocity or interstitial velocity.

−→u p ≥ −→u D,
−→u p =

−→u D

ε
, 0 ≤ ε ≤ 1 (19)

Darcy’s law is valid only when the flow speed is low enough that the velocity head
is negligible and the viscous force is dominant over the inertial force with a Reynolds
number less than one. The Darcy equation can be rewritten for the pressure term as
follows:

∇ p = − μ

K
−→u D (20)

Darcy’s law can be compared with the viscous penetration-dominated flow, which
is also the Stokes flow (Kaviani 1995).

∇ p = μ

ε
∇2−→u D = μ∇2−→u p (21)

Brinkman (Brinkman 1949; Liu et al. 1994) superimposed the diffusion term of
the Stokes flow in the Darcy flow as follows.

∇ p = − μ

K
−→u D + μe∇2−→u D (22)

Here, μe is the effective viscosity and is experimentally similar to the dynamic
viscosity of the fluid.

The Reynolds number using the square root of the permeability or the mean pore
diameter as a characteristic length was proposed to clarify the flow regimes.

ReK = ρuD

√
K

μ
(23)

ReDp = ρuDp

μ
(24)

Here, K is the permeability of the porous medium [m2], and Dp is the mean pore
diameter [m].

When ReK is less than 1, the porous flow is in the Darcy regime or creeping flow
regime. When 0 < ReK < 10, the flow is dominated by the inertial effects rather than
the viscous effects, causing non-linearity of the governing equation. TheForchheimer
regime, where the inertia force is superior to the viscous force, is governed by the
following Forchheimer equation (Whitaker 1996; Amiri et al. 2019; Mahdi et al.
2015).
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∇ p = −
( μ

K
−→u D + βρ

∣∣−→u D

∣∣−→u D

)
= − μ

K
−→u D

(
1 + βKρ

∣∣−→u D

∣∣
μ

)

= − μ

K
−→u D(1 + Fo) (25)

Here, β is the inertial resistance coefficient or the non-Darcy coefficient [1/m].
The velocity square term, βρ

∣∣−→u D

∣∣−→u D, is called the Forchheimer term while the
linear term of the velocity, μ

K
−→u D , is called the Darcy term.

The Forchheimer number (Amiri et al. 2019) is defined as

Fo = βKρ
∣∣−→u D

∣∣
μ

(26)

The inertial resistance coefficient is defined as

β = C f√
K

(27)

Here, Cf is the Forchheimer coefficient or inertia coefficient.
Forchheimer number Fo and Forchheimer coefficient Cf are related as follows:

Fo = βKρ
∣∣−→u D

∣∣
μ

= β
√
K • ρU

√
K

μ
= C f • ReK (28)

The viscous resistance coefficient, α, is defined as the inverse of the permeability.

α = 1

K
(29)

Therefore, Forchheimer equation can be rewritten as

−∇ p = αμ
−→u D + βρ

∣∣−→u D

∣∣−→u D = μ

K
−→u D + ρC f√

K

∣∣−→u D

∣∣−→u D (30)

Thus, by combining all the above equations, the governing momentum equation
for the flow through a porous medium can be expressed as follows (Kaviani 1995;
Nield and Bejan 2006; Vafai and Kim 1995):

ρ0

ε

(
∂
−→u D

∂t
+ 1

ε

−→u
D

• ∇−→u D

)
= −∇〈p〉 f + ρ

−→
f + μ

ε
∇2−→u D

μ

K
−→u D − ρC f√

K

∣∣−→u D

∣∣−→u D (31)
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4 Methods

The purpose of this study is to increase the current density by controlling the local
porosity of the electrode so that the electrolyte is evenly distributed over the reaction
area of the carbon felt electrode. The effect of porosity on the charge/discharge
characteristics and energy conversion efficiency was investigated experimentally,
and the flow characteristics were studied using numerical analysis. The schemes for
experiments and numerical analysis are described in the following sections.

4.1 Experiment

A VFB single cell with an active area of 5 cm × 5 cm manufactured by CNL
Energy was used in this study. The positive and negative electrode chambers were
constructed of PVC frame, and a Nafion® 115 membrane was sandwiched by the
carbon felt separating the chambers. Carbon felt (SGL group, GFD4.6 EA) was used
as the electrode material to provide reaction sites and a channel for the electrolyte.
Graphite bi-polar plate and copper current collector were connected to the carbon
felt. The electrolyte contained 1.6 M V3+ and 1.6 M V4+ dissolved in 3 M H2SO4

(30 mL). The experimental setup is shown in Fig. 6. The electrolyte flow rate was
13 mL/min, and the current density was varied from 50 to 150 mA/cm2 in the battery
cycling test. The cut-off voltages for charging and discharging were 1.6 and 1.0 V,
respectively.

(a)

(b)

(c)

Fig. 6 Schematic of all-vanadium redox flow battery experiment: a experimental set up for VFB,
b half-cell configuration of VFB, c schematic of electrolyte flow direction
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Fig. 7 Carbon felt
electrodes with different
local porosities

(a) Electrode with uniform porosity (UP) 

(b) Electrode with low porosity at inlet (LPI) 

(c) Electrode with low porosity at outlet (LPO) 

Carbon felt electrodes of three different porosities were considered. The first
was the reference electrode with a uniform porosity (UP) of 67%. For the second
electrode, the porosity was locally lowered (33%) at the electrolyte inlet by adding
carbon felt at the inlet. For the third electrode, the porosity was locally reduced at
the electrolyte outlet. The electrodes with low porosity at the inlet and outlet are
designated as LPI and LPO, respectively. Three electrode designs are depicted in
Fig. 7.

4.2 Implementation of Numerical Model

In this study, we developed a two-dimensional simulation model to analyze the flow
field of the electrolyte in the three different porous electrodes. The meshes for the
OpenFOAM calculations are shown in Fig. 8.

The program code for solving the Navier–Stokes equation is given below.
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Fig. 8 VFB half-cell mesh

fvVectorMatrix UEqn 
    (fvm::div(phiCath, UCath) - fvm::laplacian(nuCath, 
UCath)); 
    UEqn.relax(); 
    solve(UEqn == -fvc::grad(pCath)); 
    for (corr = 0; corr < nCorr; corr++) 
    { 
        pCath.boundaryField().updateCoeffs(); 
        UCath = UEqn.H()/UEqn.A(); 
        UCath.correctBoundaryConditions(); 
        phiCathl = fvc::interpolate(UCath) & Cath-
Mesh.Sf(); 
        for (nonOrth = 0; nonOrth <= nNonOrthCorr; non-
Orth++) 
        { 
            fvScalarMatrix pEqn 
            (fvm::laplacian(1.0/UEqn.A(), pCath) == 
fvc::div(phiCath)); 
            pEqn.setReference(pCathRefCell, 
pCathRefValue); 
            pEqn.solve(); 
            if (nonOrth == nNonOrthCorr)  phiCath -= 
pEqn.flux(); 
        } 
        continuityErrs(phiCath); 
pCath.relax(); 
        UCath -= fvc::grad(pCath)/UEqn.A(); 
        UCath.correctBoundaryConditions(); 
    } 
} 
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Table 1 Electrode and
electrolyte parameters used
for simulation

Parameters Value

Compressed thickness of electrode 3 mm

Uniform porosity of electrode 0.67

Locally lowered porosity of electrode 0.33

Dynamic viscosity of electrolyte 4.928 × 10–3 Pa·s

Density of electrolyte 1.84 g/cm3

Diffusion coefficient of electrolyte 2.12 × 10–9 m2/s

The Darcy-Forchheimer equation is used as the governing equation for the sink
term in this simulation.

Si =
(

αμ + 1

2
ρC f

∣∣−→u D

∣∣)−→u D (32)

Here, α = 1
K and C f = 2β.

All the parameters associatedwith the simulation are listed inTable 1. In this study,
the open-source software,OpenFOAMversion 2.1.2,was used for the two-phase flow
simulation within a porous electrode.

5 Results and Discussion

The electrolyte distribution in the three different electrodes is shown in Fig. 9. The
dark blue region represents the electrolyte, and the white spots represent the voids.
The electrochemical reaction does not occur in the void, suggesting the loss of active
area for the redox reaction. It is obvious that the performance of the VFB will

     (a) Uniform porosity         (b) Low porosity at inlet  (c) Low porosity at outlet 

Fig. 9 Electrolyte distribution in the three electrodes
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(a) Uniform porosity           (b) Low porosity at inlet (c) Low porosity at outlet 

Fig. 10 Static pressure distribution in the three electrodes

improve as the blue area increases and the white area decreases. In the UP electrode,
the electrolyte cannot reach the specific region, because of which there are several
medium-sized air bubbles. In the LPI electrode, small air bubbles are observed in
some places, and it can be confirmed that the electrolyte evenly contacts the electrode
in all the regions. In the LPO electrode, a large empty space is formed in the inlet
area since the flow in the outlet is stagnant relative to that in the inlet due to the low
porosity at the former. This can be clearly presented in the static pressure contours
in Fig. 10. The pressure drop through the porous UP electrode was 0.18 bar, which is
relatively low compared to that for the LPI and LPO electrodes, both of which were
0.27 bar. In addition, the pressure drop was linear within the UP electrode, while it
was nonlinear for the other two electrodes with non-uniform porosity. Owing to the
high tortuosity, a large pressure drop was observed at the point in which the porosity
changed.

Analysis of the velocity vectors in Fig. 11 provides further insights into the elec-
trolyte distribution in the electrode. Except for the inlet region, the flow vectors in the
UPelectrodewere neatly alignedwithoutmixingwhile those in theLPI andLPOelec-
trodes were well mixed due to the local non-uniform porosity. The disordered flow
can enhance themass transport of the reactant and product and increase the contact of
the electrolyte with the electrode surface, which would increase the energy efficiency
of the VFBs at high current densities. Therefore, although high tortuosity lowers the
flow rate, it facilitates the electrochemical reaction by increasing the chances of the
electrolyte coming in contact with the electrode surface.

The charge–discharge behavior of the VFBs with different electrodes at a current
density of 50 and 125 mA/cm2 and a flow rate of 13 mL/min is shown in Fig. 12.
At the beginning of the charging process, the three cells had similar starting volt-
ages. However, the operating voltage reached 1.6 V faster for the cells with the LPI
electrode and LPO electrode than for the cell with the UP electrode. Similarly, the
discharge speed was faster for the cells with the LPI and LPO electrodes than for the



188 S. Kim et al.

(a) Uniform porosity     (b) Low porosity at inlet         (c) Low porosity at outlet 

Fig. 11 Velocity vector plots of the three electrodes
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Fig. 12 Charge–discharge curves of VFB with different electrodes at a flow rate of 13 mL/min

cell with the UP electrode. It can be seen that the charge–discharge curve of the LPI
electrode approaches that of the UP electrode with increasing current density.

The efficiencies of the three electrodes between 50 and 150 mA/cm2 at a flow rate
of 13 mL/min were compared (Fig. 13). At low current densities, the UP electrode
showed the best efficiency since the electrolyte was distributed uniformly through
the carbon felt due to the uniform porosity in entire active area. However, at higher
current densities, efficiency of the LPI electrode was better than that of the UP
electrode. As the current density increases, a larger electrode surface area is required
to balance the mass transfer for enhancing the rate of the electrochemical reaction.
When carbon felt was added locally, the porosity decreased, surface area increased,
and conductivity improved locally. When the porosity was partially reduced, it was
found that the reduction in porosity on the inlet side was more effective than that on
the outlet side of the electrolyte.
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Fig. 13 Efficiency of the different electrodes between 50 and 150 mA/cm2 at a flow rate of
13 mL/min

6 Conclusions

In this chapter, it has been shown that the electrolyte flow of a vanadium redox flow
battery (VFB) can be successfully analyzed using OpenFOAM. We investigated the
flow through a porous medium of carbon felt electrode; the local porosities were
controlled by inserting an extra layer of electrode at the inlet and outlet.

The porosity-dependent charge–discharge characteristics and energy conversion
efficiencies were obtained through VFB single cell experiments. The OpenFOAM
simulation was conducted to explain the experimental results and to obtain a sound
theoretical basis for explaining the physical phenomenon.

At low current densities, the electrodewith uniform porosity (UP) showed the best
energy efficiency. However, with increasing current density, the rate of electrochem-
ical reaction increased, and an enhanced mass transfer of the reactant was required.
The partial porosity-lowered electrode at inlet (LPI) showed better efficiency than
the UP electrode. In addition, when the porosity was reduced partially, it was more
effective to reduce the porosity at the inlet rather than at the outlet of the electrolyte.
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The electrochemical reaction was not included in the current OpenFOAM numer-
ical analysis. The next step is to include the electrochemical reactions in the Open-
FOAM calculation in order to investigate the correlation between the rate of the
electrochemical reaction and that of the mass transfer at varying current densities. It
would be meaningful to confirm the applicability of OpenFOAM to numerical anal-
ysis of VFBs, which is one of the most promising candidates as large-scale energy
storage devices. OpenFOAM, an open-source software, is expected to contribute
increasingly to the optimization of flow battery systems by the virtue of collective
intelligence and is expected to significantly contribute in achieving carbon neutrality.
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Liquid Metal Batteries

Norbert Weber and Tom Weier

Abstract Liquid metal batteries (LMBs) are introduced as future candidates for
grid scale electricity storage. Their completely liquid cell interior entails a promi-
nent role of fluidmechanics to understand andmodel their behaviour.We describe the
equations used to compute electrochemical reactions, heat and mass transfer, elec-
tromagnetic fields, and fluid flow and explain the simplifications that can be made
in the case of LMBs. The implementation of solution algorithms in OpenFOAM
pertaining to domain coupling, multiphase simulations, mesh mapping, and operator
discretisation are discussed in detail and accompanied by example code.

1 Introduction

Liquid metal batteries (LMBs) are high temperature electricity storage devices. They
consist of a low density molten alkaline or alkaline earth metal as the negative elec-
trode (anode), a high density post-transition metal or metalloid as the positive elec-
trode (cathode), and a fused salt of intermediate density as the ionic conductor. The
three liquid layers arrange themselves into a stable density stratification as sketched
in Fig. 1a by virtue of the immiscibility of the two metals with the salt.

LMBs possess a number of properties that make them attractive candidates for
grid electricity storage. With the growing importance of the latter, research on LMBs
that had ceased after an active period in the 1960s (Cairns and Shimotake 1969) was
revived at the beginning of the 21st century (Kim et al. 2013). Current densities in
LMBs are very high with typical values of around 1A/cm2. Structure degradation,
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Fig. 1 Sketch of a liquid metal battery with idealised density distribution at equilibrium (a) and
zoom of the interfacial regions with typical overvoltages (b)

one of the major problems causing capacity fade and failure of batteries with solid
electrodes, is absent due to the liquid state of the active materials. LMBs can be
composed from a variety of elements allowing the selection of abundant and eco-
nomic ones. The simple construction of the cells enables scaling on the cell level
up to potentially very large dimensions like those common in aluminium refinement
and electrolysis.

Fluid mechanics has a major role to play in the design and analysis of LMBs
due to the fully liquid cell interior. Electric currents, magnetic fields, and heat and
mass transfer are tightly coupled with the cells’ electrochemistry. Fluid flow can be
induced by a number of mechanisms with a subset compiled in Table 1. They are
briefly touched upon in the following and discussed in detail by Kelley and Weier
(2018).

Electric current flow leads to a strong heating of the electrolyte since its electrical
conductivity is withO(100)S/m much smaller than that of the electrode metals with
typicallyO(106)S/m. The heat source in the middle of the cell drives intense natural
convection in the electrolyte itself and—to a lesser extent—in the negative electrode
above (Shen and Zikanov 2016; Personnettaz et al. 2018). Marangoni convection
due to temperature and concentration differences can be expected to occur mainly in
the electrolyte at the interfaces with the electrodes (Köllner et al. 2017; Weier et al.
2017).

At discharge, the anode metal is alloyed into the positive electrode; during charg-
ing, this process is reversed. The large density contrast between the anode and cathode
metals causes strong density gradients in the positive electrode during charge and
discharge. These gradients are stable during discharge but unstable during charge,
inhibiting or driving solutal convection in the positive electrode, respectively (Per-
sonnettaz et al. 2019; Herreman et al. 2020; Personnettaz et al. 2020).

Finally, electromagnetic effects of the strong total currents that result from the high
current densities in large cells can cause fluid flow. The Tayler instability (TI) (Weber
et al. 2013) is a kink-type instability akin to the z-pinch known from plasma physics.
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Table 1 Convection types to be expected in liquid metal batteries

Convection type Typical location Cause

Tayler instability Negative electrode Electromagnetic

Metal pad role instability Interfaces Electromagnetic

Electro-vortex flows Electrodes Electromagnetic

heat driven convection Electrolyte Temperature gradient

Negative electrode Temperature gradient

Marangoni convection
(thermal)

Electrolyte at both interfaces Temperature gradient

Electrodes at both interfaces Temperature gradient

Marangoni convection
(solutal)

Electrolyte at both interfaces Concentration gradient

Positive electrode at interface Concentration gradient

Solutal convection Positive electrode Concentration gradient

For total currents above a few kA the TI will occur in the negative electrode first
due to its material properties. While even perfectly homogeneous current density
distributions are subject to the TI, changes in a conductors cross section that are
technically unavoidable lead to radial current density components and rotational
Lorentz forces. The latter produce so-called electro-vortex flows. These flows might
be weak, but there is no need to exceed a threshold current for them to be present.

The two interfaces between electrodes and electrolyte may develop interfacial
waves (Weber et al. 2017) similar to those observed in aluminium reduction cells
(ARCs). Large amplitude waves could short circuit the cell and should therefore
be avoided. Unlike ARCs, LMBs posses two fluid-fluid interfaces that may interact,
leading to a richer dynamics (Horstmann et al. 2017) compared to the single interface
case.

The cell voltage E of an LMB under current flow I depends on the open circuit
voltage EOC and the sum of overvoltages η:

E = EOC ± (I RE + ηa, N + ηc, N + ηa, P + ηc, P), (1)

with the activation overvoltages (subscript a) ηa, N, ηa, P at the positive (subscript P)
and negative (subscript N) electrodes. The corresponding mass transfer overvoltages
(subscript c) are denoted by ηc, N, ηc, P and the ohmic voltage loss is due to the
resistance of the electrolyte RE. The plus sign in Eq. (1) applies to charge, the minus
sign to discharge. The open circuit voltage itself

EOC = − RT

zF
ln aA(B) (2)

depends on the activity aA(B) of the negative electrode material A in the positive elec-
trode material B. R is the ideal gas constant, T the temperature, z the valence, and F
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the Faraday constant (see Sect. 2.1 for details). Charge transfer at the liquid-liquid
interface is very fast at the high operating temperatures (300–600 ◦C). Therefore the
activation overvoltages are negligible. The electrolyte is the source of the ohmic volt-
age drop I RE that is in most cases the largest contribution to the total overvoltage.
Mass transfer limitations in the electrolyte may arise, if salt mixtures with different
cations are used. However, this brings about a number of other detrimental effects
and is therefore avoided in most cases. Irrespective of the salt mixture, heat release
in the electrolyte should generate intense convection and sufficient mixing so that
no substantial mass transfer overvoltages are to be expected in the electrolyte. The
situation is, however, different for the positive electrode. Since it is the activity of
A(B) directly at the interface to the electrolyte that determines EOC, mass transfer
in the positive electrode is crucial for cell performance. Comparing the contribution
of solutal and thermal gradients to the alloy density differences reveals (Kelley and
Weier 2018; Personnettaz et al. 2019) that the influence of compositional gradients
far outweighs that of temperature. As mentioned above, strong solutal convection
appears during charge, but diffusion dominates mass transfer during discharge and
limits cell performance. The aforementioned electro-vortex flows are a good can-
didate to counteract this stable density stratification and to improve mixing in the
positive electrode (Weber et al. 2018) during discharge.

2 Physical and Numerical Model

2.1 Electrochemistry

When discharging an LMB, metal A is oxidised at the anode-electrolyte interface as

A −→ Az+ + ze−,

crosses the electrolyte and is reduced at the cathode-electrolyte interface as

Az+ + ze− −→ A(B)

where it dissolves into metal B (Kim et al. 2013). For clarity, we will focus in the
following on the well investigated Li||Bi cell, where Li dissolves into Bi. There, the
number of exchanged electrons is z = 1.

From a macroscopic point of view, the electric potential will jump at both inter-
faces of an LMB—as illustrated in Fig. 2.

The cell current will always drive flow in the liquid electrodes—e.g. by heating
or electromagnetic forces (Ashour et al. 2018; Weber et al. 2018). Therefore, it is
not sufficient to model only the scalar value of the cell current: we need to know
its three-dimensional distribution, as well (Weber et al. 2019, 2020). This is quite
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Fig. 2 Vertical profile of the electric potential in an LMB at open circuit (a) and discharge (b)
(Weber et al. 2019)

remarkable, because for classic batteries it is sufficient to find the overpotentials in,
or at the electrolyte—but not the current distribution in the electrodes.

In a first step, the electric potential ϕ will be solved as

∇ · σ∇ϕ = 0, (3)

where σ denotes the ohmic or ionic conductivity. The potential jumps at the two
interfaces are embedded into the Laplace operator, and are defined by the Nernst
equation as

�ϕ = − RT

zF
ln

(
aox
ared

)
, (4)

with R, T , F and a denoting the Universal gas constant, temperature, Faraday con-
stant and chemical activity of the oxidated and reduces species. Finally, the current
density j is computed as

j = −σ∇ϕ. (5)

Note that LMBs are simple concentration cells. Their cell voltage is therefore simply
defined by the activity of one metal in the other metal.
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Practical Advice

In a Li|LiCl-LiF|Bi LMB, the activity of Li+ in LiCl-LiF is not known. In that case,
the potential jump might be applied only at the bottom interface, computing its
magnitude as �ϕ = − RT

zF ln
(
aLi(Bi)

)
. Even simpler, measured values of the open-

circuit potential of a concentration cell can be fitted over concentration, and its value
applied directly as potential jump at the electrolyte-cathode interface.

2.2 Mass Transfer

The potential jump at the interface depends on the activity—or concentration—of Li
in Bi. Consequently, we need to model how Li dissolves into Bi in order to compute
the cell voltage. We solve the diffusion-advection equation (Personnettaz et al. 2019,
2020)

∂

∂t
γ + ∇ · (uγ ) = ∇ · (D∇γ ) (6)

for the mass concentration γ of Li, with t denoting time, u velocity and D the
diffusion coefficient of Li in Bi. Although the density difference between Li and
Bi is extreme, the Oberbeck-Boussinesq approximation is typically used to model
solutal convection in LMBs. The body force caused by the concentration (i.e. density)
gradients may be computed as

f = ρg = ρ0(1 − βγ (γ − γ0))g, (7)

where γ0 denotes a reference concentration, g gravity, ρ0 the reference density and
βγ the volumetric expansion coefficient. The amount of Li entering the positive
electrode is proportional to the current density, and can be computed using Faraday’s
law. The normal gradient of the Li mass concentration at the interface is then

∇γ · n = − jM
zFD

· n (8)

with M denoting the molar mass of Li and n the surface normal vector. Typical
current densities for LMBs are in the order of 0.2-0.3A/cm2, but may reach even
1A/cm2.

Mass vs. Molar Concentration and Fraction

It is very much recommended to use mass concentration as primary variable for
the diffusion-advection equation. In its original form, Fick’s second law of diffusion
reads
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∂c

∂t
= D�c, (9)

with c denoting the molar concentration in mol/m3. Multiplying Fick’s law by the
molar mass of Li leads to

∂γ

∂t
= D�γ. (10)

The mass concentration γ can be expressed by the mass fraction w and the density
of the mixture ρ as γ = w · ρ which leads using the product rule to

ρ
∂w

∂t
+ w

∂ρ

∂t
= Dρ�w + Dw�ρ. (11)

As the density changes considerably when alloying Li into Bi, the terms w
∂ρ

∂t and
Dw�ρ are not zero!

The Navier-Stokes equations describe how fast mass is transported, i.e. we use
mass-averaged velocity. Alternatively, we could define a molar-averaged velocity,
describing how fast the amount of Li and Bi is transported. When adding Li into Bi,
the total amount, but also the mass of the mixture will change. If the change of the
amount of substance and the density are linearly related to each other, the mass- and
molar-averaged velocity are equal. This is, however, not the case for liquid metal
batteries: when adding Li to Bi, the small Li atoms will intercalate between the large
Bi atoms.While the total amount of substance changes considerably, density changes
only slightly. Consequently, we need to use mass concentration as primary variable,
because our velocity is always mass-averaged (Bird et al. 1960).

2.3 Flow Simulation

Convection in the liquid phases is modelled by solving the incompressible Navier-
Stokes equations (Weber et al. 2018)

∂(ρu)

∂t
+ ∇ · (ρuu) = −∇ p + ∇ · (ρν(∇u + (∇u)ᵀ)) +

∑
f , (12)

∇ · u = 0, (13)

with p denoting the pressure, ν the kinematic viscosity and f an arbitrary body
force, such as gravitation or a Lorentz force. The equation system is solved using
the PISO algorithm by first estimating a velocity. After solving a Poisson equation
for the pressure, the velocity is corrected ensuring ∇ · u = 0. In certain cases, such
as multiphase simulation or with thermal convection, it is better to switch off the
momentum predictor in the fvSolution dictionary. Then, the velocity of the old time
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step is used directly as estimate for the new velocity. The corrector step, i.e. the
Poisson equation for pressure, should always be solved at least twice in order to
ensure convergence.

Simplifications for Single Phase Flow

When simulating a single phase, the equation is usually divided by the constant
density ρ. Assuming further the kinematic viscosity to be constant, the stress tensor
can be simplified as

∇ · ρν (∇u + ∇uᵀ) = ∇ · (ρν∇u) + ∇u · ∇ (ρν) = ∇ · (ρν∇u),

because ∇ (ρν) = 0.

2.4 Heat Transfer and Thermal Convection

The temperature distribution in the cell is determined by solving the energy equation

cp

(
∂ρT

∂t
+ ∇ · (ρT u)

)
= ∇ · λ∇T + j2

σ
+ Q̇, (14)

with cp denoting the isobaric heat capacity, λ the thermal conductivity and j2/σ the
ohmic heat source. Additional heat sources Q̇—such as the electrochemical heat due
to the reaction—are sometimes included, as well (Personnettaz et al. 2018).

Thermal convection is modelled using the Oberbeck-Boussinesq approximation.
The gravitational force is defined as

f = ρg = ρ0(1 − β(T − T0))g, (15)

with β denoting the thermal expansion coefficient and T0 the reference temperature.
The part of the force which can be expressed as a gradient does not drive a flow. In
order to reduce numerical errors, it is therefore included into the pressure gradient
by defining a modified pressure as (Rusche 2002)

pd = p − ρg · x, (16)

where x denotes the position vector. The gradient of the pressure becomes then

∇ p = ∇ pd + ρg + g · x∇ρ, (17)

and ρg disappears from the Navier-Stokes equation.
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The Oberbeck-Boussinesq Aroximation

The Oberbeck-Boussinesq approximation is based on three assumptions (Gray and
Giorgini, 1976):

• heating due to viscous dissipation is assumed to be negligible
• all material properties except density do not depend on temperature
• density changes are solely taken into account in the gravitational term

After choosing an allowed error ε, the admissible temperature difference in the
simulation can roughly be estimated as

�T = ε

β
. (18)

2.5 Magnetohydrodynamics

Magnetohydynamic effects can drive fluid flow by the Lorentz force

f = j × b, (19)

i.e. by the cross-product of the current density and a magnetic field. The current
density is determined – similar to Eqn. 3 – by first solving the Poisson equation

∇ · σ∇ϕ = ∇ · σ(u × B), (20)

and then computing

j = −σ∇ϕ + σ(u × B) − σ
∂a
∂t

, (21)

with a denoting the vector potential. Simulating only direct currents, the last term of
Eq. 21 can safely be neglected (Weber et al. 2013). The magnetic field may then be
obtained by solving the quasi-static induction equation

0 = 1

σμ0
�b + ∇ × (u × b) (22)

withμ0 denoting the vacuumpermeability. The boundary conditions for themagnetic
field are obtained from Biot-Savart’s law as (Weber et al. 2015)

b(r) = μ0

4π

∫
j(r ′) × (r − r ′)

|r − r ′|3 dV ′, (23)

where r denotes the coordinate vector of the magnetic field, r ′ of the current density
and dV ′ the cell volume.



202 N. Weber and T. Weier

Alternatively, a transport equation for the vector potential may be solved as

0 = �a + μ j (24)

with the boundary conditions obtained by Green’s identity (Weber et al. 2018)

a(r) = μ0

4π

∫
j(r ′)

|r − r ′|dV
′. (25)

Finally, the magnetic field is obtained as

b = ∇ × a. (26)

Practical Advice

Usually, large parts of the Lorentz force can be expressed as a pressure gradient,
and therefore drive no flow. However, these large gradients can lead to consider-
able numerical errors. It is therefore highly recommended to avoid non-orthogonal
cells. Computing the magnetic field directly—and not via the vector potential—is
slightly slower. However, it is more accurate, because we do not need to compute
an additional rotation (b = ∇ × a). Finally, those parts of the Lorentz force, which
can be expressed as a pressure gradient, should whenever possible be included into
a modified pressure.

3 Domain Coupling

In many cases simulating a single electrode of the LMB is sufficient. Then, the
equations can be considerably simplified, e.g. by diving themby the constantmaterial
properties. However, in certain cases it is necessary to simulate the full battery.
Coupling non-deformable regions, like the battery housing with a liquid electrode,
we will denote as “region coupling” in the following. Multiphase models describe
how to simulate the interaction of the three deformable liquid layers as illustrated in
Fig. 3.

3.1 Multiphase Simulation

Multiphase simulations are required to model the deformation of the interfaces
between electrodes and electrolyte. The solver is based on the OpenFOAM stan-
dard solver multiphaseInterFoam using the volume of fluid method (Rusche 2002).
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Fig. 3 While multiphase simulation can model the deformation of the interfaces between the
electrodes and the electrolyte (left), multi-regionmodelling allows coupling of the current collectors
and cables with the battery (right)

The volumetric phase fractions αi describe the volume of a single phase in each
computational cell. After solving the Navier-Stokes equations, the phase fractions
αi are solved as

∂αi

∂t
+ ∇ · (αiu) = 0. (27)

Thereafter, the mixture properties can be found as (Weber et al. 2017; Horstmann
et al. 2017; Personnettaz et al. 2018)

ν = 1

ρ

∑
i

αiρiνi , cp = 1

ρ

∑
i

αiρi cp,i ,

λ =
( ∑

i

αi

λi

)−1
, σ =

(∑
i

αi

σi

)−1
and ρ =

∑
i

αiρi .

(28)

Note that the kinematic viscosity ν and heat capacity cp are weighted by density,
the thermal conductivity λ and electric conductivity σ harmonically and the density
linearly, as illustrated schematically in Fig. 4. Harmonic weighting is especially
important for electric conductivity, because its value changes typically by four orders
of magnitude between the electrodes and the molten salt.

Surface tension is added as a volumetric force around the interface as

f =
∑
i

∑
j �=i

γi jκi jδi j (29)
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Fig. 4 Densities are weighted linearly like two resistances in a serial circuit, while thermal and
electrical conductivities are harmonically weighted as resistivities in a parallel circuit

using the CSF model of Brackbill et al. (1992). Here, γi j denotes the surface tension
between phase i and j with the curvature of the interface defined as

κi j = −∇ · α j∇αi − αi∇α j

|α j∇αi − αi∇α j | . (30)

Finally, the term δi j = α j∇αi − αi∇α j ensures that the surface tension force is
applied only near the interface.

Spurious Velocities

Spurious velocities are unphysical velocities that appear in volume of fluid simu-
lations near the interface—and can easily reach 1cm/s in LMB simulations, if no
countermeasures are taken.Generally, spurious velocities are caused by an imbalance
of the pressure gradient with an arbitrary volume force. Typical sources for spurious
currents are large density jumps between two phases, a bad curvature calculation
and the explicit discretisation of the surface tension force. Very simple measures for
reducing spurious currents include lowering the pressure residual, and basing the
time step on the capillary Courant number as (Personnettaz et al. 2018)

�t =
√

(ρA + ρB)�x3

2πγmax
· Cocap, (31)

with ρA and ρB denoting the densities of two phases, �x the mesh cell size and γmax

the largest interface tension.
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Fig. 5 The OpenFOAM utility splitMeshRegion is used to split the global mesh into several child
meshes

3.2 Multi-Region Simulation

When using the multi-region approach, the interfaces between electrodes and elec-
trolyte are assumed to be rigid. Different equations are solved in different regions,
e.g. one in the electrode and another in the electrolyte. The meshes are coupled at
the boundary, or in the volume by mesh-to-mesh interpolation.

3.2.1 Parent-Child Mesh Method

Certain variables, such as temperature, electric potential or current density, exist in
the whole battery. It is therefore opportune to solve them on a global mesh covering
all the LMB. Material properties are then simply defined as a volScalarField to
account for their changes between different conductors.

Distinct from the global mesh, one child mesh is defined for each single region.
This allows solving local variables (as e.g. the concentration) in the appropriate
region only. Local source terms, such as the heat of reaction, may be mapped easily
between child and parent mesh, as both are overlapping.

On a first glance the handling of, and the interpolation between different meshes
seems to be complicated. However, the parent-child mesh technique has one impor-
tant advantage: simulation is fast. Renouncing to the global mesh would require
solving e.g. temperature on each region-mesh. This can be very slow, because the
fields are only coupled at the boundary. Especially when using explicit coupling, one
would need to iterate between the different regions formany times up to convergence.

Still, one notable exception exists: velocity. Solving for velocity and pressure
on one global mesh—with rigid boundaries—would require defining an appropriate
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coupling for pressure and velocity. As that might be complex, it is better to solve the
flow on the child meshes, and couple the velocity at the interfaces.

3.2.2 Mapping Between Meshes

The global mesh is split into child meshes by running the OpenFOAM utility
splitMeshRegions as illustrated in Fig. 5. This creates three files for each child: fac-
eRegionAddressing, cellRegionAddressing and boundaryRegionAddressing. Here,
boundaryRegionAddressing is a simple list, where entry i contains the parent-
boundary number which belongs to the child-patch i . Similarly, the entry i in cell-
RegionAddressing gives the parent-cell number, belonging to child-cell i . The file
faceRegionAddressing works similarly, but contains additional information: the ori-
entation of the faces. If an entry of faceRegionAddressing is positive, the parent and
child face have the same orientation—otherwise they are inverse. As zero can not
have a sign, faceRegionAddressing counts beginning from 1. This means, we obtain
the parent-face number of child-face i by

label parentFace = mag(fluidFaceRegionAddressing[i]) - 1;

and its relative orientation by

scalar orientation = sign(fluidFaceRegionAddressing[i]);

Within a multi-region solver, we read the three files mentioned above for each child-
mesh, and save the mapping information as a cellMap, boundaryMap and faceMap,
and the orientation of the faces as a faceMask—for an illustration, see Fig. 6.

Fig. 6 Mapping between the global and a single child mesh
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Child to parent mapping
With this information, cell values can simply be mapped from a child mesh to the
parent mesh by invoking

globalField.rmap(childField, cellMap);

Similarly, patchI can be mapped from the child to the parent-mesh by first defining
a local field mapper as

labelField tmpMap
(

labelField::subField
(

faceMap,
childMesh.boundary()[patchI].size(),
childMesh.boundary()[patchI].patch().start()

)
);

and subtracting then the start index of the parent-patch as

tmpMap -= globalMesh.boundary()[patchesMap[patchI]].patch().start();

Finally, the boundary field is mapped as

globalField.boundaryFieldRef()[patchesMap[patchI]].
scalarField::rmap(childField.boundaryField()[patchI], tmpMap);

Parent to child mapping

Mapping cell values from the parent to a child mesh is similarly easy:

forAll(childField, cellI)
{

childField[cellI] = globalField[cellMap[cellI]];
}

Boundary values are mapped analogue as described before by defining a local field
mapper, subtracting the start index of the parent mesh and invoking then

forAll(childField.boundaryField()[patchI], faceI)
{

childField.boundaryFieldRef()[patchI][faceI] =
parentField.boundaryField()[patchesMap[patchI]][tmpMap[faceI]];

}

4 Discretisation

The standard discretisation schemes are used formost equations. Only the exceptions
are described below: the gradient and Laplace operator for the electric potential, the
interpolation of temperature and potential as well as the interpolation of thermal and
electrical conductivity need special attention.
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4.1 Laplace Operator

When solving the Laplace equation for the electric potential, internal voltage jumps
�ϕ need to be accounted for as described in Sect. 2.1. The Laplace operator is
discretised using the Gauss theorem as

∇ · σ∇ϕ =
∑
f

Sσf(∇ϕ)f =
∑
f

|S|σf
ϕN − ϕP + �ϕ

|d| , (32)

where S denotes the face-normal vector, σf the conductivity on the face, (∇ϕ)f the
potential gradient on the face, ϕP the potential in the cell centre of the owner cell,
ϕN the potential in the cell centre of the neighbour cell and |d| the distance between
both cells. Compared to the standard discretisation, only the potential jump �ϕ is
added. The jump is defined as a surfaceScalarField, which is zero on all faces except
at the interface.

4.2 Gradient Operator

The gradient operator for the electric potential needs special attention, because it
must account for the jumps at the interfaces. It is discretised as (Jasak 1996)

∇ϕ = 1

V

∑
f

Sϕf , (33)

with V denoting the cell volume, and the electric potential at the faces defined as

ϕfP = w · (ϕN − �ϕ) + (1 − w) · ϕP, (34)

and the weighting factor

w = δP · σN

δNσP + δPσN
. (35)

Here, δP and δN denote the distance between face and cell centre for the owner and
neighbour cell, as illustrated in Fig. 7.
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Fig. 7 Discretisation of the electric potential for the Laplace and gradient operator

4.3 Interpolation Schemes

4.3.1 Thermal and Electric Conductivity

When discretising the Laplace equation (Eq. 32), i.e. ∇ · (σ∇ϕ) = 0, the electrical
conductivity needs to be interpolated from cell centres to the faces. While linear
interpolation can be used for resistance, conductivity needs to be harmonically inter-
polated as (Weber et al. 2018)

σf = 1
w

σP
+ 1 − w

σN

, (36)

with P denoting the owner cell and N the neighbour cell. The weighting factor reads

w = δP

δP + δN
(37)

with δP denoting the distance from the cell centre to the face of the owner, and similar
for δN of the neighbour cell (see Fig. 8).

4.3.2 Temperature and Electric Potential

When computing the current density as j = −σ∇ϕ, the electric potential needs to
be interpolated from cell centres to the faces. As the local potential depends strongly
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Fig. 8 Interpolation of the
electric and thermal
conductivity from the cell
centres to the faces

on the electric conductivity, the potential needs to be weighted by conductivity when
being interpolated. We find the potential at the face as (Weber et al. 2018)

ϕf = wϕP + (1 − w)ϕN (38)

with

w = δNσP

δPσN + δNσP
. (39)

5 Example

In this section we illustrate the application of our models with a simple example.
The corresponding source code is provided with the book. We model the solutal
convection in the cathode of an LMB during charge. We solve the Navier-Stokes
equation (Eq. 12) for a single fluid with one single body force: the buoyancy due
to concentration gradients (Eq. 7). We find the concentration of Li in Bi by solving
the diffusion-convection equation (Eq. 6) using Faraday’s law as boundary condition
(Eq. 8).

During the first three seconds, Li only diffuses out of the electrode (Fig. 9).
However, after only 7.5 seconds small fingers of heavy Bi start to sink down reaching
the bottom of the cell in only 15 seconds.
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Fig. 9 Mass concentration and velocity vectors in a LiBi cathode during charge of an LMB
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