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Preface

We are delighted to introduce the proceedings of the 13th EAI International Conference
on Bio-inspired Information and Communications Technologies (BICT 2021). Looking
back, the first edition of this conference was held 15 years ago as BIONETICS
(the International Conference on Bio-inspired Models of Network, Information and
Computing Systems) in 2006 with the goal of facilitating research and development of
bio-inspired ICT. The following editions of the conference since then have been held
almost annually, providing a world-leading venue for researchers and practitioners to
discuss recent results on bio-inspired ICT. Consistent with the goal of prior editions, EAI
BICT 2021 was organized. Due to the safety concerns and travel restrictions caused by
COVID-19, however, BICT 2021 took place online as a virtual interactive conference
September 1–2, 2021.

The technical program of BICT 2021 consisted of two keynote talks and 21 paper
presentations. On day 1, Takahiro Hara of Osaka University, Japan delivered his
keynote talk on “Cross-domain User Activity Prediction: Todays and Future”; his recent
work on cross-domain user activity prediction was presented, including discussion on
how bio-inspired approaches might be integrated to deal with unknown or uncertain
situations. Day 1 also included two technical sessions: “Bio-inspired Network Systems
andApplications” (8 paper presentations) and “Bio-inspired Information and Communi-
cation” (7 paper presentations). Day 2 began with another keynote by Dan V. Nicolau of
McGill University, Canada. Entitled “Biocomputation with Motile Biological Agents”,
he presented his recent research results of using microorganisms for solving computa-
tional problems. The conference then proceeded to the last technical session on “Math-
ematical Modelling and Simulations of Biological Systems” (6 paper presentations)
followed by the closing remarks.

This year, we received 47 paper submissions, and accepted 22 papers, including
20 full papers and 2 short papers. We appreciate our Program Committee members for
their hard work in reviewing papers carefully and rigorously. With our congratulations
to the authors of accepted papers, the BICT 2021 conference proceedings consists of 21
high-quality papers (one paper withdrawn).

The organization of the BICT 2021 conference proceedings relies on the contribu-
tions by Organizing Committee members as well as PC members. It was our privilege
to work with these respected colleagues. Last but not least, special thanks go to the EAI,
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particularly Karolina Marcinova, for helping us organize BICT 2021 and publish this
proceedings successfully.

Tadashi Nakano
Andrew Eckford

Yifan Chen
Kun Yang

Sasitharan Balasubramaniam
Yutaka Okaie
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Multi-objective Optimization Deployment
Algorithm for 5G Ultra-Dense Networks

Yun-Zhe Li1, Wei-Che Chien2, Han-Chieh Chao3, and Hsin-Hung Cho1(B)

1 Department of Computer Science and Information Engineering, National Ilan
University, Yilan, Taiwan

2 Department of Computer Science and Information Engineering, National Dong
Hwa University,

Hualien City, Taiwan
3 Department of Electrical Engineering, National Dong Hwa University,

Hualien City, Taiwan

Abstract. Due to insufficient spectrum resources, B5G and 6G will
adopt millimeter waves for data transmission. Due to the poor phys-
ical characteristics of millimeter-wave diffraction ability, a large num-
ber of base stations are required for deployment, forming ultra-dense
networks. Regarding the deployment of base stations, the first problem
faced by operators is how to optimize the deployment of base stations
in consideration of deployment costs, coverage rates and other factors.
This research focuses on multi-objective three-dimensional (3D) small
cell deployment optimization for B5G mobile communication networks
(B5G). An optimized deployment mechanism based on NSGA-II is pro-
posed. The simulation results show that, compared with NSGA-II, the
deployment cost of this method is slightly higher, but it has achieved
better results in terms of coverage and RSSI indicators.

Keywords: Multi-objective optimization · 3D base station
deployment · NSGA-II

1 Introduction

With the rapid development of wireless communication, the frequency spectrum
resources within 30 GHz are almost exhausted. To meet the requirements of 5G,
it is necessary to solve the problem of insufficient spectrum. Therefore, the 5G
New Radio (NR) [1] has determined to mainly use two frequencies, including
the Frequency Range 1 (FR 1) band and the FR 2 band. The frequency range
of the FR1 band is from 450 MHz to 6 GHz, also called the sub 6 GHz band; the
frequency range of the FR 2 band is from 24.25 GHz to 52.6 GHz, also called
mmWave [2,3]. The atmosphere will selectively absorb electromagnetic waves of

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
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certain frequencies (wavelengths) in radio waves propagation, causing the path
loss of these electromagnetic waves to be particularly serious. Electromagnetic
waves are mainly absorbed by oxygen and water vapor. The resonance caused
by water vapor absorbs electromagnetic waves between 22 GHz and 183 GHz,
and the resonance absorption of oxygen affects electromagnetic waves between
60 GHz and 120 GHz.

Therefore, no matter which organization allocates mmWave resources, it
needs to avoid the frequency bands around these four frequencies. In addition,
mmWaves above 95 GHz are not considered for use due to technical difficulties.
Although the use of mmWave can provide greater bandwidth and higher trans-
mission rate, it has the problem of too large path loss and too small coverage
[4], which makes the deployment of 5G base stations more difficult. In addi-
tion, the penetration of radio waves comes from the diffraction characteristics of
radio waves. Generally speaking, the low-frequency signal has a diffraction effect
because of its longer wavelength. The diffraction allows us to receive signals
through the wall but mmWave signals have relatively low wall penetration due
to high frequency, short wavelength, and short diffraction radius. For the above
reasons, a large number of 5G base stations will be deployed and an Ultra-Dense
Heterogeneous Network (UDHN) architecture will be formed [5–7]. In order to
effectively reduce the deployment cost. This study formulated deployment prob-
lem of 5G cellular network as a multi-objective optimization problem, consid-
ering deployment cost, Received Signal Strength Indication (RSSI), coverage to
achieve optimal deployment. Furthermore, we also considered the interference of
obstacles and proposed a 3D deployment algorithm based on NSGA-II.

The rest of this dissertation is organized as follows. In Sect. 2, we introduce
the current study of small cell deployment. Then, the problem definition is shown
in Sect. 3. Section 4 presents improved NSGA-II algorithm for deployment prob-
lem. The results analysis is shown in Sect. 4.2. Section 5 provides conclusion.

2 Background and Related Works

For deployment problems, coverage is often used as an objective function
[8–10] pointed out that the deployment density of 5G ultra-dense cellular net-
works will affect RSSI. The too sparse deployment will lead to coverage holes
but too dense will increase interference between cells. [11] uses a single-objective
genetic algorithm to deploy wireless sensor nodes. The largest coverage area
minus the overlapping area of coverage is taken as the objective function. The
single-target problem is difficult to optimize the trade-off relationship between
different parameters. Therefore, [12] proposed a multi-target deployment prob-
lem, considering the ratio of deployment cost, signal, interference, and coverage.
Then, they choose the best deployment plan from the set of candidate positions.
[13] proposed a method for optimizing base station deployment based on deploy-
ment costs. They consider three network nodes, including Macro cell, Pico cell,
and relay node, and select the best location from the candidate locations. In
[14], the difference from the above method is that there is no candidate location
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design. The deployment location can be arbitrarily selected, providing a greater
degree of freedom and making the location of the base station closer to the best
solution.

3 Problem Definition

The defined planning problem of 5G small cell deployment is called a Signal
Quality Maximization (SQM) problem. The SQM problem aims to maximize
the signal quality of each served user by avoiding interference from buildings.
Then, the SQM problem has been reduced and mapped to a well-known NP-
complete problem, such as the Knapsack problem. Therefore, the SQM problem
is proved as an NP-complete problem [14].

Small cell deployment problems can be close to an actual environment by
using the results of traffic prediction. The scenario of this dissertation is in the
5G wireless backhaul network. There are K base stations, P users. Where Bk

represents the kth base station and Up represents the pth user. The wireless
frequency of communication between Bk and Up is represented by f . The topic
of this dissertation is how to design a base station deployment scheme that meets
the requirements of operators and users. Therefore, the coverage rate, RSSI, and
deployment cost of the base station are considered. However, these three factors
have a trade-off problem. In fact, when other factors remain unchanged, the
number of base stations is reduced, which can intuitively reduce the deployment
cost of the base station but it may also lead to a reduction in coverage or RSSI.
Therefore, the location of the base station is relatively important because the
same base station in different locations may cause different coverage. The base
station at the appropriate location can reduce deployment costs. The evaluation
function of the deployment strategy of the base station based on the above
problems is defined in this dissertation.

Before evaluating the RSSI and coverage rate, the following values must be
known the relative distance between base stations, the signal strength received
by the indoor user, and the relative distance between the building and the base
station. Figure 1 shows the distance relationship between the user and the build-
ing. If the user is inside the building, the distance between the outside and inside
of the building needs to be additionally considered.

D3D
k,p = d3D

k,b + d3D
b,p (1)

D2D
k,p = d2D

k,b + d2D
b,p (2)

D3D
k,p =

√
D2D

k,p + (Hb,s
k − Hu,s

p ) (3)

Where d3D
k,b is the distance between Bk and the outside of building in three-

dimensional, d3D
b,p is the distance between Up and the inside of building in three-

dimensional, d2D
k,b is the distance between Bk and the outside of building in
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two-dimensional, d2D
b,p is The distance between Up and the inside of building

in two-dimensional, Hb,s
k indicates the height of Bk, and Hu,s

p is the height of
Up. The above units are all meters, used to describe the distance relationship
between the base station, users, and buildings.

3.1 Received Signal Strength Indicator

RSSI is used to estimate the signal strength in a wireless network environment,
affected by the interference of neighboring channels and obstacles. Neighboring
channel interference means that when there are neighboring base stations with
the neighboring channel, the generated radio waves will interfere with the user’s
signal. However, in current or future base station deployment planning, base
stations with different frequencies will be arranged next to any base station as
far as possible to avoid the above-mentioned neighboring channel interference. In
addition, when a user enters an environment with a wireless network, there may
be multiple base stations that can be connected. Usually, users will be connected
to the base station which has the best reception. The RSSI received by the device
can be calculated by Eq. (4).

fRSSI =

∑N
p=1 Rp

N
,Rp =

{
Tk − Pk,p, if Ck,p = 1
0 otherwise

, (4)

Where N is the number of UEs. Rp is received signal strength indicator,
defined as the signal power at the transmitter minus the path loss. Tk is the
Transmitter Signal Strength Indicator (TSSI) of Bk with dBm unit. Pk,p is path
loss between Bk and Up with dBm unit. Ck,p is a Boolean value and indicates
whether Up is covered by Bk as shown in Eq. (5).

Cq,k =

{
1, if D3D

k,p < THD and Rp > THR

0, otherwise
, (5)

In addition to considering the distance between the user and the base station,
the RSSI actually received by the user also needs to larger than the threshold
THR. Where D3D

k,p is the distance between Bk and Up in three-dimensional, THD

is a threshold, indicating the longest distance that the base station communicates
with the user in LOS.

Pk,p = pα
k,p + pβ

k,p + pγ
k,p (6)

Where Pk,p is path loss between Bk and Up, pα
k,p is basic path loss, pβ

k,p is
penetration loss, and pγ

k,p is indoor path loss.

3.2 Coverage Rate

Coverage rate is an important indicator for users. If an operator can provide a
networked service anytime and anywhere, users will naturally choose this opera-
tor. Therefore, in addition to signal power, coverage is also the key for operators
to attract users. Equation (7) is the calculation of coverage.
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fcoverage =

∑N
p=1 Cv

N
,Cv =

{
1, if

∑Q
k=1 Ck,p �= 0

0, otherwise
, (7)

Q represents the number of the base stations. Ck,p is a Boolean value which
means whether Up is covered. In other words, it represents whether the user is
covered by any base station. Cv represents the sum of covered Up. If Cv is equal
to 0, it means that Up is not covered by any Bk. Finally, dividing all Cv by the
total number of users P to get the coverage rate for users.

Fig. 1. The schematic diagram of Non-dominated-sort classification.

3.3 Deployment Cost

Deployment cost is very important for the operator. The deployment of the base
station may result in the same cost but different coverage or RSSI due to the
location. Therefore, in addition to coverage and RSSI, the deployment cost must
be considered. The main deployment cost of the wireless network comes from
the base station. We define the main cost as follows Eq. (8). Where fcost is
the objective function of deployment cost and Lis the set of deployment cost
withL = {lMC , lSC1, lSC2, lSC3}. lMC is deployment cost of Macro cell, lSC1 is
deployment cost of type 1 small cell, lSC2 is deployment cost of type 2 small cell,
and lSC3 is deployment cost of type 2 small cell. A, B, C, and D are the sum of
cells. c0,c1, c2, and c3 are the number of cells.

fcost =
A∑

c0=1

lMC + sumB
c0=1l

SC1 + sumV
c0=1l

SC2 + sumD
c0=1l

SC3, (8)

A + B + C + D = K (9)
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The deployment of base stations needs to be considered from the perspective
of users and operators to provide low RSSI, high coverage, and low deployment
costs. Therefore, this dissertation formulates the deployment problem as a Multi-
Objective Optimization (MOO) problem according to the above three factors,
as shown in Eq. (10).

f(x)

⎧
⎪⎨
⎪⎩

Max fRSSI(x)
Max fcoverage(x)
Min fcost(x)

(10)

Rp > −100 dBm (11)

1.5m < Hue
p < 22.5m (12)

In order to meet the requirements of the real environment, we define some
restrictions. Where x is the deployment solution. Equation (11) is used to limit
RSSI of Uk. It must be larger than −100 dBm. Equation (12) is used to limit
the height of Uk between 1.5 m to 22.5 m according to 3GPP standard [15].

Fig. 2. Schematic diagram of crossover step.

3.4 Improved Non-dominated Sorting Genetic Algorithm II

The key to the multi-objective optimization problem is to find the best solu-
tion set of Pareto. Many algorithms have been proposed based on the concept
of Pareto improvement, the most classic of which is the NSGA-II proposed by
Kalyanmoy Deb and others in 2000 [16]. This algorithm is applied to multi-
objective problems based on the genetic algorithm. The algorithm uses the con-
cept of mating and mutational biomimetic evolution of the genetic algorithm,
combined with the Non-dominated-sort method to reduce the complexity of the
calculation.
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Fig. 3. Schematic diagram of chromosomes and genes.

Then NSGA-II adopts the elite strategy and merges the parent and offspring
populations to ensure that excellent solutions can continue to participate in the
algorithm and improve the optimization results in terms of results. In addition,
NSGA-II introduces the calculation of crowding distance to compare solutions
of the same Pareto level with large differences to ensure the diversity of the next
generation and avoid similar results from mating with each other. The concept
is like avoiding inbreeding and losing diversity.

In addition, NSGA-II also has the advantages of fast operation speed and
good convergence performance. NSGA-II’s Non-dominated- sort is to classify the
solution set according to the function of each solution for each goal to obtain
sl.sl represents the set of solutions of level l after a Non- dominated-sort. This is
a cyclical process of grading according to the target value. First, find the Non-
dominated solution set in the group, which is counted as s1, and remove it from
the entire set S. Then continue to find the Non-dominated solution set in the next
level group and record it as s2. This process is repeated until all classifications are
completed. Figure 1 is a schematic diagram of Non-dominated-sort classification.

The meaning of crowded distance is to find a solution with large differences.
As the mixing of parent and children in NSGA-II will exceed the number of
original chromosomes, after mixing the population, they need to be classified by
Non-dominated-sort (S = {s1, s2, . . . , sl}). Then, according to the classification
results, put sl in order until the s of a certain level cannot be completely put
into the new solution set. At this time, the solution to be put in priority should
be selected according to the solution’s Crowding distance. The calculation of
crowding distance is shown in Eq. (13). The crowded distance of the solutions
is after non- domination-sort, the objective function gap between the solutions
j at the first level and the adjacent solutionsj + 1 and j − 1.

ws =
ms+1 − ms−1

mmax − mmin
, (13)
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ws represents the crowded distance of any solution s. First, according to
the objective function, sort the solutions at the same level in ascending order.
Then, get the relative crowded distance according to the maximum value mmax

and the minimum value mmin of this function, the target value ms+1, and the
distance ratio between ms−1 between two solutions. Finally, arrange the solutions
according to the crowded distance and put them into the new group in sequence.

After completing the above steps, the next step is the flow of the genetic
algorithm. The genetic algorithm (GA) is originated derived from the evolution-
ary theory of biology. It can be divided into three steps, including selection,
crossover, and mutation, which are introduced separately below. The first is the
selection step. GA will select excellent chromosomes from the solution space and
put them into a crossover pool. There are many selection methods has proposed.
This dissertation uses the roulette method according to the objective function
value of each chromosome that gives the corresponding selection probability.
In NSGA-II, the roulette rate is based on the solution that belongs to which
Ft. Therefore, the roulette rate is determined after the chromosome is selected
into the crossover pool. Then, steps of crossover and mutation are performed in
sequence according to the crossover rate and mutation rate. The crossover step is
to randomly take two chromosomes for partial chromosome exchange, as shown
in Fig. 2. The mutation step is to randomly select a gene from the chromosome
to change.

The following describes the 3D small cell deployment algorithm proposed by
this research. First, each chromosome represents a deployment solution (CS).
Figure 3 is a schematic diagram of chromosomes and genes. Genes represent the
type and position coordinates of each base station. There are two parameters
in each gene, including position and type of the base station. The number 1 is
a Macro cell, the numbers 2 to 4 are three different types of small cells, and
the number 0 means there is no base station at this location. In addition, the
location of the base station may be located in the building, at the top of the
building, or on the telephone pole.

Therefore, when the gene is changed by steps of crossover or mutation, it
means that the type or location of the corresponding base station in the deploy-
ment plan has changed. For the convenience of storage and calculation, the
objective function is stored at the end of the chromosome.

However, the NSGA-II algorithm may cause too long computational time
due to complicated calculations on the base station deployment problem, making
the solution difficult to converge. Therefore, this dissertation uses the anneal-
ing mechanism of the simulated annealing algorithm to change the length of
crossover and mutation. In the beginning, the algorithm has a strong search
space. As the number of iterations increases, the search space in the latter part
of the algorithm will shrink, prompting the results to gradually converge. The
length of crossover and mutation is based on Eq. (14).

CLm − CLm−1 × (1 − m

M
), (14)
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Where m indicates the mth iteration, M is the total number of iterations,
CLm is the length of the gmth crossover. According to Eq. (14) as the iteration
increases, the length of crossover will become shorter and shorter.

Fig. 4. Comparison of coverage rate.

4 Experimental Results

4.1 Experimental Setup

This experiment uses java 8 for encryption algorithm implementation and uses
Intel i7 8700h processor as the main computing platform. In order to maintain
high fairness, we use the original DES algorithm published on GitHub [2]. The
existing work [1] used GA-based encryption which adopted the same hardware
setting with this study as well as the GA parameter uniformly uses 12 size
parent population and executes 16 rounds. Each round is executed 200 times.
The selection operation of GA adopts tournament selection. The crossover and
mutation triggering ratios are 95% and 50% respectively.

4.2 Results Analysis

In this study, MATLAB is adopted as a simulated tool to construct the proposed
algorithms. In simulations, users and buildings are randomly deployed in our
scenario of 1,000 m × 1,000 m. There are three types of small cells, called small
cell 1, small cell 2, and small cell 3. They are divided according to cost and
coverage.
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Fig. 5. Comparison of average deployment cost.

Fig. 6. Comparison of RSSI.

Macro cells and small cells form a wireless backhaul network in our scenario.
To test the impact of the number of different users on the deployment perfor-
mance, the number of users from 1,000 to 10,000 with 1,000 as a gap.

Figure 4, Fig. 5, and Fig. 6 are comparisons of coverage rate, deployment cost,
and RSSI. The X-axis is the number of iterations and the Y-axis is three kinds
of metrics. Falling into the local optimum. Compared with NSGA-II, although
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the deployment cost of this method is higher than that of NSGA-II, the RSSI
and coverage are significantly better than NSGA-II. The reason is that when
there are no candidate nodes, the solution is difficult to converge. For NSGA-II,
although the deployment cost and RSSI have gradually improved, the coverage
rate has also decreased significantly.

5 Conclusion

In this study, we formulated the 3D deployment problem as a MOO problem to
optimize coverage, deployment cost, and RSSI. In addition, we proposed a three-
dimensional small cell deployment algorithm based on NSGA-II. The simulation
results show that although the deployment cost of the proposed method is higher
than NSGA-II, it has better coverage and RSSI. It has a better effect on the
balance of multi-objective problems.
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MY3 and 107-2221-E-259-005-MY3.

References

1. Lien, S.Y., Shieh, S.L., Huang, Y., Su, B., Hsu, Y.L., Wei, H.Y.: 5G new radio:
waveform, frame structure, multiple access, and initial access. IEEE Commun.
Mag. 55(6), 64–71 (2017)

2. Kawasaki, K.: Millimeter wave transmission device, millimeter wave transmission
method, and millimeter wave transmission system. U.S. Patent No. 9,608,683, 28
March 2017

3. Xiao, M., et al.: Millimeter wave communications for future mobile networks. IEEE
J. Sel. Areas Commun. 35(9), 1909–1935 (2017)

4. Akdeniz, M.R., et al.: Millimeter wave channel modeling and cellular capacity
evaluation. IEEE J. Sel. Areas Commun. 32(6), 1164–1179 (2014)

5. An, J., Yang, K., Wu, J., Ye, N., Guo, N., Liao, Z.: Achieving sustainable ultra-
dense heterogeneous networks for 5G. IEEE Commun. Mag. 55(12), 84–90 (2017)

6. Huang, C., Chen, Q., Tang, L.: Hybrid inter-cell interference management for ultra-
dense heterogeneous network in 5G. Sci. China Inf. Sci. 59(8), 082305 (2016)

7. Yang, G., Mao, X., Ge, M., Ding, Z., Yang, X.: On the energy-efficient deployment
for ultra-dense heterogeneous networks with NLoS and LoS transmissions. IEEE
Trans. Green Commun. Networking 2(2), 369–384 (2018)

8. Ding, F., Zhang, D., Song, A., Li, J.: A coverage and repair optimization algorithm
for hybrid sensor networks. J. Internet Technol. 19(3), 909–917 (2018)

9. Nguyen, T.G., So-In, C., Nguyen, N.G.: Barrier coverage deployment algorithms
for mobile sensor networks. J. Internet Technol. 18(7), 1689–1699 (2017)

10. Wang, C., et al.: Cellular architecture and key technologies for 5G wireless com-
munication networks. IEEE Commun. Mag. 52(2), 122–130 (2014)

11. Amaldi, E., Capone, A., Malucelli, F.: Planning UMTS base station location: opti-
mization models with power control and algorithms. IEEE Trans. Wirel. Commun.
2(5), 939–952 (2003)



14 Y.-Z. Li et al.

12. Zhao, W., Wang, S., Wang, C., Wu, X.: Approximation algorithms for cell planning
in heterogeneous networks. IEEE Trans. Veh. Technol. 66(2), 1561–1572 (2017)

13. Ghazzai, H., Yaacoub, E., Alouini, M., Dawy, Z., Abu-Dayya, A.: Optimized LTE
cell planning with varying spatial and temporal user densities. IEEE Trans. Veh.
Technol. 65(3), 1575–1589 (2016)

14. Tseng, F.-H.: Network Planning for Type 1 and 1a Relay Nodes in LTE Network
Planning for Type 1 and 1a Relay Nodes in LTE. Doctoral dissertation, Department
of Computer Science and Information Engineering, National Central University.
https://hdl.handle.net112962dmg77

15. 5G; Study on channel model for frequencies from 0.5 to 100 GHz (3GPP TR 38.901
version 14.3.0 Release 14). https:www.etsi.orgdeliveretsi138900 13899913890114.
03.00 60tr 138901v140300p.pdf

16. Deb, K., Pratap, A., Agarwal, S., Meyarivan, T.: A fast and elitist multiobjective
genetic algorithm: NSGA-II. IEEE Trans. Evol. Comput. 6(2), 182–197 (2002)

https://hdl.handle.net112962dmg77
http://www.etsi.orgdeliveretsi
http://www.etsi.orgdeliveretsi


An Efficient Cost Performance Placement
of Macro Sites and Small Cells Under Restricted

Topology

Fan-Hsun Tseng1(B) , Li-Der Chou2, Chi-Yuan Chen3 , and Han-Chieh Chao4

1 Department of Computer Science and Information Engineering, National Cheng Kung
University, Tainan, Taiwan

2 Department of Computer Science and Information Engineering, National Central University,
Taoyuan, Taiwan

cld@csie.ncu.edu.tw
3 Department of Computer Science and Information Engineering, National Ilan University,

Yilan, Taiwan
chiyuan.chen@ieee.org

4 Department of Electrical Engineering, National Dong Hwa University, Hualien, Taiwan
hcc@mail.ndhu.edu.tw

Abstract. The global COVID-19 pandemic leads people to intermittent quaran-
tines and lockdowns. Many large and crowded gatherings were postponed or even
cancelled to prevent social distance violation. The paper aims to tackle the place-
ment problem of macro sites, microcells and picocells under a restricted network
topology. The cell placement problem is defined based on linear programming.
The algorithm named Cost Efficiency algorithm is proposed to construct a net-
work with higher performance and lower cost. Simulation results showed that the
proposed algorithm yields higher SINR value and more number of served users
over construction cost compared with other planning algorithms. The result of this
work is expected to help users have better network service quality when they are
isolated in hospital or self-health monitoring at home.

Keywords: Cost performance index · Network planning · Relay network ·
Restricted network topology · Signal-to-interference-plus-noise ratio · Small cell

1 Introduction

Relay technique not only extends the signal coverage of macro site but also improves the
communication quality of users in small cells. Relay network has been investigated in
various mobile network technologies, such as mobile multi-hop relay network in IEEE
802.16j [1], relay nodes in LTE-Advanced network [2], and small cells in heterogeneous
network (HetNet) [3]. Relay placement is complicated in mobile networks since small
cells are heterogeneous to macro site [4].

In IEEE 802.16j, transparent and non-transparent relay stations are deployed to
extend base station’s coverage [5]. In LTE-Advanced relay network, different types of
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relaynodes are utilized to strengthen and improve eNB’s signal and communication range
[6]. Type 1 inband relay nodes can be deployed to extend cell range [7]. Small cell can be
classified into microcell, picocell and femtocell on the basis of cell’s transmission range.
In general, a micro site provides communication range around several kilometers and
microcell’s transmission radius is around half one kilometer. Without loss of generality,
picocell and femtocell are less than hundred meters. However, network providers trade
cell’s communication range off against the construction cost [8].

In this paper, the placement problem ofmultiple micro sites, microcells and picocells
under a restricted network topology is considered and solved. The planning problem of a
HetNet is formulated based on linear programming. A novel planning algorithm named
Cost Efficiency algorithm is proposed to maximize network performance such as the
number of served users and the signal-to-interference-plus-noise ratio (SINR) value.
A realistic planning case and simulation-based results are given to prove the technical
contribution of this work. The main contributions of the paper are summarized in the
following.

• The placement problemofmultiplemacro sites,microcells and picocells is formulated
on the basis of graph theory and linear programming.

• The Cost Efficiency algorithm is proposed to maximize the ratio of SINR value and
number of served users over construction cost.

• The planning result of a large-scale network as well as 900 km2 contains several
restricted areas is showed and discussed.

• Simulation-based results prove that the proposed Cost Efficiency algorithm outper-
forms other planning algorithms in terms of SINR value, the number of served users,
network capacity, and construction cost.

The rest of the paper is organized as follows. Section 2 surveys the related works
of relay technique in mobile networks. Section 3 introduces the network model and
problem formulation. In Sect. 4, the proposed algorithm is explained. Simulation results
are shown in Sect. 5. Section 6 concludes the paper and provides the future direction of
this work.

2 Related Works

Small cell deployment has been widely studied in recent years [9], such as handover
algorithm [10], coverage extension [11], safety relays [12]. In [13], the researchers
proposed a soft frequency reuse scheme to enhance edge user coverage and improve
network performance. The researchers in [14] utilized small cells to improve the signal
dead zone. In [15], the researchers proposed backhaul traffic models to optimize the
energy efficiency of small cell backhaul networks. However, it is a trade-off problem
between network performance and construction cost [16]. It is difficult to achieve cost
economized and performance improved at the same time [17].

The most relevant works to this paper are [18–20]. In [18], the Supergraph Tree
algorithm was proposed to achieve construction cost economized. However, the Super-
graph Tree algorithm cannot guarantee the network performance of planning result.
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Therefore, the Set Covering algorithm in [19] was proposed to enhance the network per-
formance. Although the Set Covering algorithm improves network capacity, it also raises
construction cost. In [20], the Treewith Type 1 andType 1a relay algorithmwas proposed
to eliminate communication interference and decrease construction cost. However, the
Tree with Relay algorithm cannot achieve the highest ratio of network performance over
cost. As a result, the Cost Efficiency algorithm is proposed to accomplish the trade-off
problem between network performance and construction cost at the same time.

3 Problem Definition

The network model is formulated as an undirected graph based on tree structure. Let V
be the set of vertex include candidate positions (CPs) and user equipment (UE), and E
be the set of edges between vertex. Table 1 lists the definition of notations.

Table 1. Definition of notations

Variable Definition

G Planned field of interest

V1 Set of CPs in G

m Number of CPs in G, m = |V1|
V2 Set of UEs in G

n Number of UEs in G, n = |V2|
E1 Set of links within V1

E2 Set of links between V1 and V2

ci Construction cost of deployed cell on CP

xi,j Available links within V1

ai,k Available links within V1 and V2

wi,k Signal quality of a UE in a CP

yi,k Hop count limitation

El
1 Depth of the routing tree within l

δ Minimum user utility required

ηi Maximum depth l of routing tree

Given an undirected graphG = (V ,E), where V = V1∪V2 and E = E1∪E2. Let V1
be the subset of CPs and V2 be the subset of UEs. Let E1 be the subset of links between
CPs in V1, and E2 be the subset of link between CP and UE. If a cell is deployed on the
CP corresponding to zi, it is defined as

zi =

⎧
⎪⎪⎨

⎪⎪⎩

zmacro, if macro site deployed
zmicro, if microcell deployed
zpico, if picocell deployed

0, otherwise

,∀i ∈ V1. (1)
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Note that zi = 0 when not deployment on CP zi. Thus, zi ∈ {
0, zmacro, zmicro, zpico

}
.

The construction cost of different kinds of cells are different and defined as

ci =

⎧
⎪⎪⎨

⎪⎪⎩

cmacro, if macro site deployed
cmicro, if microcell deployed
cpico, if picocell deployed

0, otherwise

,∀i ∈ V1. (2)

Note that ci = 0 while not deploying cells on CP zi. Thus, the construction cost
ci ∈ {

0, cmacro, cmicro, cpico
}
.

Let xi,j be the available link between CP zi and CP zj, where

xi,j =
{
1, if

(
zi, zj

) ∈ E1andzi · zj �= 0
0, otherwise

,∀i, j ∈ V1. (3)

If xi,j = 1, it means that the link between CP zi and zj is valid, and vice versa. To
describe the coverage of a specified UE qk , the variable ai,k is defined as

ai,k =
{
1, if (zi, qk) ∈ E2

0, if (zi, qk) /∈ E2
,∀i ∈ V1,∀k ∈ V2. (4)

If ai,k = 1, it means that the link betweenCP zi andUE qk is valid, and vice versa. For
receiving signal, a UE must be served by a specific cell at least. As a result, we assume
that the UE qk is directly served by a macro site or receives signal from microcell or
picocell which relays from a micro site. The signal quality wi,k of UE qk is defined as

wi,k =

⎧
⎪⎪⎨

⎪⎪⎩

wmacro, if ai,k = 1 ∧ zi = zmacro
wmicro, if ai,k · xi,j = 1 ∧ zi = zmicro
wpico, if ai,k · xi,j = 1 ∧ zi = zpico

0, otherwise

, (5)

where ∀i, j ∈ V1,∀k ∈ V2. Therefore, the utility of a specified UE qk is uk =
maxkwi,k .

In addition, the tree structure should be restricted and formulated as
∑

e∈E(S)
xe ≤ |S| − 1. (6)

where S ⊆ V1 and E(S) = {(i, j) ∈ E1|i, j ∈ S }. Since two-hop relaying is
considered in this work, the depth of routing tree should be defined as

yi,k =
{
1, if (zi, qk) ∈ El

1
0, if (zi, qk) /∈ El

1
,∀i ∈ V1,∀k ∈ V2. (7)

Let ηi = maxjyi,k and define ηi should be greater than or equal to 1 and less than or
equal to 2.

The planning problem with considering multiple macro sites, microcells and
picocells deployment for a HetNet is formulated as follows.
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Maximize
∑m

i=1

∑n

k=1

zi · wi,k

ci
, (8)

Subject to

∑m

i=1
zi ≥ 0, 0 ≤ zi ≤ m,∀i ∈ V1, (9)

∑m

i=1

∑n

k=1
wi,k = ai,k · yi,k · wi,k , (10)

∑m

i=1
ci ≤ m × cmacro,∀i ∈ V1, (11)

∑

e∈E(S)
xe ≤ |S| − 1. (12)

∑n

k=1

uk
n

≥ δ,∀k ∈ V2. (13)

1 ≤ ηi ≤ 2,∀i ∈ E. (14)

The primary goal is to maximize the ratio of served user and SINR value over con-
struction cost, which is captured in Eq. (8). Constraint (9) guarantees micro sites and
small cells are deployed. Constraint (10) guarantees users are served by cell deployed.
Constraint (11) guarantees the construction cost of deployed cells not exceed the maxi-
mum construction cost while deploying macro sites on all CPs. Constraint (12) restricts
the network topology to tree structure. Constraint (13) guarantees that all served users
are provided withminimum utility rate required. Constraint (14) guarantees the planning
result is two-hop relaying.

4 Proposed Cost Efficiency Algorithm

In this section, the Cost Efficiency algorithm is proposed to tackle with the placement
of macro sites, microcells and picocells. The notations in the algorithm are explained as
follows. A descending order list S = fd (G,X ,Y ) is used to generate the adjacent vertices
in Y of elements in X . If vertexes are in same degree, the sequence can be arbitrary. The
notation S[i] represents the i-th vertex in the list S. The notation N (G, x) represents the
set of neighbor vertices of vertex x in graph G. The notation γ (G,X ) represents the
vertex-induced subgraph of G with the complementary set V\X . Let BFS(G, x) be a
subgraph roots at the vertex x and applies breath-first-search approach. The notationU (z)
represents the average utility of served users. The notation fBFS,l,macro(G) represents the
graph constructed by adopting l-depth breadth-first-search on graph G from a deployed
macro site.

The proposed Cost Efficiency algorithm is captured in Algorithm 1. Line 1 initializes
the placement configuration. Line 2 to line 7 arranges CPs in a descending order list in
accordance with the number of served UEs. Note that a selected CP and its served UEs
forms a subgraph. Line 8 to line 13 deploys microcell on an unselected CP to connect
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the subgraphs. A CP connects the most other CPs will be selected to deploy a macro site
when more than one CP are connected with each other. Line 14 to line 20 guarantees all
served UEs are satisfied with their minimum utility rate. If the utility rate of a served UE
is less than its minimum utility rate, a picocell will be deployed to replace the current
deployed cell. Line 21 to line 26 guarantees the placement result follows tree structure
and does not violate hop count limitation. Lastly, the placement result of a given network
topology includes micro sites, microcells and picocells is obtained.
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5 Simulation Results

Simulation is conducted by MATLAB [21] to construct network topology and planning
algorithms. Parameters in simulation are listed in Table 2. Firstly, we assume that all
locations of CPs and UEs are known so that algorithms decide to deploy cells on CPs
for covering UEs. The range of micro site, microcell and picocell is set to 3, 0.5, 0.2 km
respectively. According to [22, 23], the construction cost of micro site, microcell and
picocell is defined as 20, 3 and 1 unit respectively. The simulation results are obtained
and averaged from 10 different network topologies. The analyzed performance metrics
include construction cost, number of served users, network capacity, and average SINR
value of each user. The proposed Cost Efficiency algorithm is compared with three
algorithms, i.e., the Supergraph Tree in [18], the Set Covering algorithm in [19], and the
Tree with Relay algorithm in [20].

Table 2. Simulation parameters

Variables/Parameters Value

Network size 30 × 30 (km)

Number of restricted zone 10

Number of candidate position 100

Number of user equipment 1000

Macro site’s range radius 3 (km)

Microcell’s range radius 500 (meter)

Picocell’s range radius 200 (meter)

Macro site’s construction cost 20 (unit)

Microcell’s construction cost 3 (unit)

Picocell’s construction cost 1 (unit)

Macro site’s transmission power 46 (dBm)

Microcell’s transmission power 32 (dBm)

Picocell’s transmission power 15 (dBm)

Propagation model −174 (dBm/Hz)

Noise power 2 × 10−14(W)

Bandwidth 10 (MHz)
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The average construction cost of four algorithms in 10 planning results is captured
in Fig. 1. It can be observed that both of the Set Covering algorithm and the Tree with
Relay algorithm spend higher construction cost comparedwith other algorithms. The Set
Covering algorithm yields the highest construction cost because it aims to serve more
users that results in the most macro site deployment. The Supergraph Tree algorithm
aims to minimize construction cost but results in the lowest number of served users.
Although the proposed Cost Efficiency algorithm spends more cost than the Supergraph
Tree algorithm, it achieves significantly higher number of served users.

Fig. 1. Average construction cost of four algorithms.

The average number of served users in 10 planning results is captured in Fig. 2.
It can be observed that the Set Covering algorithm and the proposed Cost Efficiency
algorithm yield more served users compared with the other two algorithms. Although
the Supergraph Tree algorithm economizes construction cost, it cannot guarantee more
served users. Compared to the Set Covering algorithm, the Cost Efficiency algorithm
achieves slightly fewer served users but lower construction cost significantly.

The average network capacity of four algorithms in 10 planning results is captured
in Fig. 3. It can be observed that the Set Covering algorithm and the proposed Cost
Efficiency algorithm achieve higher network capacity compared with the other two
algorithms. The Supergraph Tree algorithm obtains lower network capacity because
it serves the lowest number of served users. The Tree with Relay algorithm obtains
the lower network capacity because it constructs the planning result with worse SINR
value. The Cost Efficiency algorithm yields the similar network capacity with slightly
less served users compared to the Set Covering algorithm. It is attributed to the fact that
the Cost Efficiency algorithm serves users by deploying microcells and picocells with
better SINR value for achieving higher network capacity.

The average SINR value of four algorithms in 10 planning results is captured in
Fig. 4. It can be observed that the proposed Cost Efficiency algorithm achieves the
highest SINR value compared with other algorithms. The Cost Efficiency algorithm
deploys cheaper microcells and picocells to provide better communication quality so



An Efficient Cost Performance Placement 23

Fig. 2. Average number of served users in 10 planning results.

Fig. 3. Average network capacity of four algorithms.

that it accomplishes higher network capacity by serving more users with the highest
SINR value. In summary, it not only uses lower construction cost to serve more users
but also yields the best communication quality.
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Fig. 4. Average SINR value of all served users.

6 Conclusion and Future Work

Due to the COVID-19 pandemic worldwide, people are isolated in the hospital and self-
managed at home. Network planning problem changed from an open field of interest to
a restricted terrain. In this paper, the placement problem of macro sites, microcells and
picocells is investigated under a restricted network topology. The proposed Cost Effi-
ciency algorithm aims to construct a planning result with higher network performance
and lower construction cost. Results showed that the Cost Efficiency algorithm outper-
forms other planning algorithms in terms of the cost performance index of served users
and SINR value over construction cost. In the future, we intend to study the network
planning result of more performance metrics.
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Abstract. Today, many enterprises and governmental units utilize push technol-
ogy to deliver messages. To enterprises, the system can announce company poli-
cies rapidly; to clients, it can distribute new events or promotions. There are many
approaches to convey messages, such as emails and text and LINE messages;
however, it requires a method to protect client information and avoid hackers or
data theft by internal staff. The paper aims to develop a push notification system
similar to a set-top box, and the system includes below features. 1. Establishing
a set-top push system and server for firms to set login information. 2. Creating
a function module for the operator to select suitable marketing models. 3. The
integrated push notification system offers enterprises to send messages through
emails, texts, and LINE application. 4. Through creating groups and user-friendly
interfaces, operators could easily send push notices to various groups. 5. Build a
hierarchical message authentication mechanism; the hierarchical method enables
operators to review message content and ensure the correctness. 6. Develop per-
sonal information encryption and an Internet security mechanism to confirm the
source, completeness, and authentication. 7. The personal information encryption
protects the system from internal staff to export critical data. Clients will only
need to rent the modules they need, and the supplier is in charge of providing the
server and set-top push system, which will help to universalize the product.

Keywords: Natural language processing · Push technology · Network
security · Personal information protection · Internet of Things

1 Introduction

With the development and application of mobile devices and mobile networks, infor-
mation has become increasingly transparent. In the past, many marketers used flyers
or letters for product promotion or event marketing information transmission. With the
advent of virtual and real integration and the advent of the mobile era, many promo-
tional activities are based on social Group software or SMSmessaging allows customers
to instantly grasp the latest promotions and make purchases through mobile phones.
However, in the past, the cost of using SMS to push and broadcast was relatively high.
For telecommunications manufacturers, a corporate newsletter cost 0.8 yuan. Small-
scale e-commerce companies send large numbers of newsletters are a big burden, so
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many companies nowadays use social software as the main message to push and broad-
cast. At present, many push broadcasts combine AI (Artificial Intelligence) for semantic
analysis, and build dialog robots to understand customer needs based on client seman-
tic analysis. The robots will answer customer questions according to needs, and collect
customer-related questions for analysis, and understand the general customer’s product.
The frequently asked questions are improved, and the message push and broadcast com-
bined with the dialogue robot effectively achieve the effect of 24-h customer service.

Nowadays, most people are accustomed to using social software for message trans-
mission or information acquisition. Therefore, this paper’s push broadcast system is
added to Line’s social software, and there is no upper limit for push messages. This
paper mainly uses set-top boxes and module rentals. Therefore, price parity can help
Taiwan’s small and medium-sized enterprises or small e-commerce use. Message trans-
mission is an important part of marketing. Therefore, companies can use this system
to transmit the latest information to customers, and companies can classify customers
and transmit marketing information according to customer groups. Due to the shortage
of manpower for small and medium-sized enterprises, this system introduces artificial
intelligence to provide customer service. In addition, this plan will classify customer
problems one by one to help the company improve its products. At present, the security
of customer data is very important, so this plan also introduces information security
Mechanism to ensure the safety of customers’ personal information, and internal per-
sonnel cannot obtain customer plaintext data from the server.

The methods proposed in this paper are mainly as follows: 1. Build an integrated
push broadcast set-top box, and the equipment can be placed in the computer room for
environmental monitoring. Each enterprise can set the set-top box account secret and
organize the personnel account secret to ensure the data. Security, 2. In a functional
modular way, companies can choose suitable functions. This plan uses the Internet of
Things to build a set-top box to build a small exclusive business service station, and
the data between companies will not circulate to ensure information. Security, 3. Build
an integrated message push system. The message push methods include telephone, E-
mail, SMS and Line, so that companies can choose the message push method, allowing
the operator to push messages to SMS, In mail and Line, when some industries need
urgent notification, they need to use the phone to notify relevant personnel to return
to the company, or when the computer room environment is abnormal, they also need
to notify. 4. Establish groups and simple UI interfaces to facilitate the group broad-
cast by operators. 5. Establish a hierarchical message content verification mechanism,
through hierarchical personnel to view the message content, to ensure the correctness of
the content, 6. Establish a network security mechanism to ensure the source, integrity
and identity verification of the sent message, 7. Build a personal The data protection
encryption mechanism prevents internal personnel from exporting customer personal
data. The product customers of this plan only need to rent the required functions, and
the server and set-top box are the responsibility of the manufacturer, which helps to
popularize the product.
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2 Related Works

In the literature [1], it is mainly mentioned that the Internet of Things is mainly based on
real-time systems. Therefore, the overall system design must be lightweight to achieve
real-timeness, and other systems need to add security mechanisms to ensure data secu-
rity. . In the literature [2], it is mainly mentioned that the data of the Internet of Things
is too large, so the Internet of Things needs to combine cloud computing or fog comput-
ing to store the data in a spatially penetrating storage before data processing or analysis
can be performed. In the literature [3], VR-IOT is mainly proposed, in which IoT infor-
mation transmission needs to rely on XML for mutual transmission, and MQTT is used
for IoT device control. , The paper method information is sent to the server for backup.
When the set-top box is damaged, the data can be imported from the server back to
the new set-top box. In addition, when the set-top box module needs to be updated, the
plan. If the XMPP system is installed, the module can be updated through commands,
which can achieve the effect of system optimization.

In the literature [4], ID-based is mainly used for distributed data verification. As
long as any party obtains the ID of the other party and then uses bilinear pairing to
verify the legitimacy, the integrity and authentication of the data can be determined. He
He 2015 mainly uses ID-based privacy and data security mechanisms for building ad
hoc networks for vehicles. Through the ID-based mechanism, the anonymous ID of the
vehicle can be effectively established, and when the vehicle commits a crime, the real
ID of the vehicle can be passed. In the literature [5], bilinear pairing is mainly used
to create data signatures, which can effectively verify the correctness of data. In the
literature [6], bilinear pairing is mainly used to establish a security mechanism without
public/private key authentication. Here, the time consumed by the public/private key
authentication can be overcome and complete security can be provided. And personal
asset protection.

3 The Proposed Scheme

3.1 Systme Model

The schematic diagram of the project system is shown in Fig. 1. The project system is
mainly divided into a set-top box and a server side. The set-top box is mainly used as a
small server by the development version of the Internet of Things, in which the set-top
box can be connected to a sensor , Such as: temperature and humidity, flame sensors,
etc., can also be connected to monitoring equipment to monitor the environment of the
computer room, in addition, the set-top box can construct a small database for data
storage, and the database has information security encryption to avoid exposure when
data is stolen Customer’s real data. The push broadcast system mainly has telephone,
mail, SMS and line message communication functions. The set-top box has a simple
network management protocol (SNMP) function. When the computer room environ-
ment is abnormal, the telephone will be activated to notify the network administrator.
When there is an abnormality in the plant, plant personnel can notify the engineer to
return to the plant through the push broadcast system. The line push broadcast sys-
tem of this project mainly uses the Line ID left by the customer to join, and uses IFTTT
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(If this, then that) to performMessage transmission. On the server side, there are mainly
modules and software updates, databases, and XMPP platforms. Business owners can
securely connect to the server side selection module through a set-top box. The server
side will record which modules the enterprise uses. When new software needs to be
updated, the set-top box can be notified of the update time through the XMPP platform.
The owner can choose the time to update the software. The set-top box will actively
download the latest module software from the server, and the data in the set-top box
will be updated. Encrypted and backed up to the database regularly to avoid data loss
due to damage to the set-top box.

Fig. 1. XMPP system platform

3.2 Cybersecurity Mechanism Establishment

This article mainly uses Bilinear Pairings to construct an overall network security mech-
anism. Assuming TA is the server side, first calculate the safety factors such as the pub-
lic key and Private key of the TA and the set-top box (I1 ∼ In). The calculation is as
follows:

1. TA selects c ∈ Z∗
q as the secret key, r is the public value.

2. The ID of TA is IDTA, where public key is PKIDTA
= IDTA · P , and private key

is PRIDTA
= rc · IDTA · P .

3. The public value of TA is PUIDTA
= r

1
c · P .

Next, calculate the public key and private key of I1 ∼ In, which are calculated as
follows:
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1. The public key of In is PKIDIn
= IDIn · P .

2. The private key of In is PRIDIn
= rc · IDIn · P .

The public Key and private key of I1 ∼ In above are the preset passwords of the
set-top box. Among them IDI1 is the name of the set-top box, and the company needs
to change the private key when connecting for the first time.

3.3 Data Backup Mechanism

The machine-top box of this project transfers customer data and related data to the
database. First, I1 will use its own public key to encrypt. Reuse with TA SK′

IDI1↔TA

encrypt the data and send it to TA. Calculated as SK′
IDI1↔TA

(PKIDI1
(M) ||

H
(PKIDI1

(M)
))||IDI1 . When the TA receives the ciphertext, it uses the common

session key to decrypt it, and then verifies the integrity of the message. The TA uses
hash technology to calculatePKIDI1

(M). If it is theH
(PKIDI1

(M)
)
same, it means

that the message has not been tampered with. Then the TA will use its own Public Key
to encrypt it and store it in the database. When the insider steals the information, the real
data M cannot be known, even if the insider steals the TA’s privacy key is decrypted,
but it cannot be decrypted PKIDI1

(M).

3.4 XMPP Platform Software Update Mechanism

The server and the set-top box can be securely connected through SK
(
SK′

IDI1↔TA

)
,

and the download module from the XMPP server-side can be subscribed to the set-top
box. The XMPP server can record the modules subscribed to by each set-top box, and is
used to calculate the amount that the company needs to pay. When the XMPP server has
a module to update the software, XMPP will issue a command to the IoT development
board to notify the company of the update. The upper box will request the update time
after receiving the instruction. At this time, the company must set the update time. If it
is not set, it will update according to the preset time.

4 Experimental Result

The XMPP server of this project can generate reports, and can also control the related
sensor equipment and related modules of the set-top box through commands, which
will help the system to automate the process. 1. The system can confirm whether the
enterprise subscription has paid for it, if there is a system then use the command to open
the function, 2. The system can automatically determine which users need to update the
software, and send out notifications by itself, as shown in Fig. 2 for the XMPP system
platform.
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Fig. 2. XMPP system platform

5 Conclusion

Many companies develop systems that are bought out or need to build hardware and
software equipment. In addition, these systems need to be installed in servers. There-
fore, the need for enterprises to set up servers is a burden for enterprises. The systems
proposed in this project are mainly integrated push broadcasts. The system, combined
with telephone, SMS, mail and Line, allows companies to choose the way of promo-
tion. This plan also combines with an environmental monitoring system to help com-
panies monitor the computer room or working environment. This plan uses the Internet
of Things to increase the utilization rate of the enterprise. The set-top box version is
built so that companies can use the set-top box to connect to the network and use it
directly, reducing the incompatibility of the company for information operations. This
plan adds an information security mechanism, and all customer data in the set-top box
is encrypted. When internal or external personnel steal information, they cannot decrypt
the data to achieve the security of customer data. The server built by this system man-
ufacturer mainly provides data backup, module download and software update. Data
backup is encrypted, so even if the server is If the device is stolen by insiders, the
plaintext of the information cannot be obtained.
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Abstract. This work proposes a double-layered cortical learning algo-
rithm. The cortical learning algorithm is a time-series prediction method-
ology inspired from the human neuro-cortex. The human neuro-cortex
has a multi-layer structure, while the conventional cortical learning algo-
rithm has a single layer structure. This work introduces a double-layered
structure into the cortical learning algorithm. The first layer represents
the input data and its context every time-step. The input data context
presentation in the first layer is transferred to the second layer, and it is
represented in the second layer as an abstract representation. Also, the
abstract prediction in the second layer is reflected to the first layer to
modify and enhance the prediction in the first layer. The experimental
results show that the proposed double-layered cortical learning algorithm
achieves higher prediction accuracy than the conventional single-layered
cortical learning algorithms and the recurrent neural networks with the
long short-term memory on several artificial time-series data.

Keywords: Cortical learning algorithm · Hierarchical temporal
memory · Time-series data prediction

1 Introduction

Cortical learning algorithm (CLA) is a computational methodology based on
hierarchical temporal memory [1–3], which is inspired by the human neuro-
cortex. CLA is particularly suited to predict time-series data stream [4–6]. As
related works on time-series prediction, the recurrent neural network (RNN)
[7,8] with the long short-term memory (LSTM) [9] has been known as a repre-
sentative and effective approach. It has been reported that CLA achieved higher
prediction accuracy than LSTM on the taxi demand prediction task [10], and
CLA is one of the promising time-series prediction algorithms.

The entire CLA predictor is called the region. The region is composed of mul-
tiple columns, and each column is composed of multiple cells. Each column has
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column-synapses associating with input data bits. CLA uses column-synapses
and encodes the input data value into internal data representation every time-
step by making a subset of columns the active state. Also, CLA represents the
input data context by making a subset of cells the active state and the input
data incoming next time-step by making a subset of cells the predictive state.
The conventional CLA predictor is composed of a single layer of one region.
On the other hand, it has been known that the cerebral neocortex is composed
of multiple layers. Since the multi-layering enhances the abstraction of internal
data representation, we can expect the improvement of the prediction accuracy
and the speeding up of the learning process in CLA.

In this work, we propose a double-layered CLA. Each layer is the conven-
tional CLA predictor, and we propose interactions between layers. The first layer
receives input data and transfers its data context representation to the second
layer. The second layer makes a prediction based on the data context represen-
tation received from the first layer and makes feedback to the first layer. The
first layer enhances the prediction based on the feedback from the second layer.
We use multiple artificial time-series data for the experiments to verify the pre-
diction performance of the proposed double-layered CLA. We have conducted a
preliminary attempt on multi-layer CLA that tried some prototypes on an arti-
ficial time-series prediction [11]. The proposed double-layered CLA in this paper
does not emphasize synapse connections for the first layers’ active cells predicted
by the second layer for stability. Also, the proposed double-layered CLA in this
paper relaxes the condition to make cells the predictive state in the first layer
with a parameter α, and the appropriate α is found out experimentally. The
effectiveness of the proposed method is verified on several artificial time-series
prediction tasks while comparing with simple conventional CLA and ANN-based
LSTMs.

2 Cortical Learning Algorithm

2.1 Predictor Structure

Figure 1 shows the conventional structure of CLA predictor [4–6]. CLA receives
an input data bit-string x = (x1, x2, . . . , xn) every time-step t. The entire
CLA predictor is called the region, which is composed of nc columns ci (i =
1, 2, . . . , nc). Figure 1 shows the case with nc = 5 columns.

Each column ci has two states: normal and active. Each column has ncy

column-synapses ci.yk (k = 1, 2, . . . , ncy), which construct the relation with
input data bits. Each column-synapse ci.yk has permanence value ci.yk.p, which
determines the connection or the disconnection of the synapse. Column-synapse
ci.yk is connected when ci.yk.p ≥ θc and disconnected when ci.yk.p < θc, where
θc is the connection threshold of column-synapses.

Each column ci involves nr cells ri,j (j = 1, 2, . . . , nr). Figure 1 shows the
case with nr = 5 cells. Each cell has three states: normal, active, and predictive.
Also, each cell ri,j has cell-synapses ri,j .yk (k = 1, 2, . . . ), which construct rela-
tions with other cells. Each cell-synapse ri,j .yk has permanence value ri,j .yk.p.
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Cell-synapse ri,j .yk is connected when ri,j .yk.p ≥ θr and disconnected when
ri,j .yk.p < θr, where θr is the connection threshold of cell-synapses.

Fig. 1. CLA predictor

2.2 Algorithm

CLA repeats the following procedure every time-step t.

– Data encoding (Sect. 2.3)
– Spatial pooling (Sect. 2.4)
– Temporal pooling (Sect. 2.5)
– Data decoding (Sect. 2.6)

Details of each procedure are described as follows.

2.3 Data Encoding

CLA treats binary bit-string as input data value every time-step t. For a real
value input data X(t) ∈ [Xmin,Xmax] received at time-step t, CLA converts it
to a binary bit-string x = (x1, x2, . . . , xn) ∈ {0, 1}n by using a chunk encoding
method [6], which converts a real value into a bit-string involving continuous w
chunk bits of 1. Figure 1 shows the case with the total bit length n = 12 and the
chunk bit length w = 5.
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2.4 Spatial Pooling

Spatial pooling is the process to convert the input data bit-string x into an
internal representation in the CLA predictor. Specifically, CLA converts x into
an active state combination of columns. CLA finds nac columns with many
column-synapses connected to ones on the input data bit-string x and low active
frequency and makes them the active state. CLA then updates the permanence
value of column-synapses of the active columns to emphasize the internal data
representation by the active pattern of columns. CLA increases the permanence
value of column-synapses associated with one on the input data bit-string by p+c .
CLA decreases the permanence value of column-synapses associated with zero
on the input data bit-string by p−

c .

2.5 Temporal Pooling

Temporal pooling represents input data context by an active state combination
of cells and data incoming next time-step t+1 by a predictive state combination
of cells. CLA first makes cells in the active columns the active state to represent
the input data context. For each active column, CLA makes a predictive cell the
active state if it exists. CLA makes all cells in the active column the active state
otherwise. CLA then updates the permanence values of cell-synapses associated
with the active cells transited from the predictive state to emphasize the cell-
synapse network that succeeds the prediction. For each active cell, CLA increases
the permanence value of cell-synapses associated with active cells at the previous
time-step t−1 by p+r . Also, CLA decreases the permanence value of cell-synapses
associated with non-active cells at the previous time-step t − 1 by p−

r .
Next, CLA makes cells with more than nar cell-synapses connected to the

active cells at the current time-step t the predictive state. In this way, CLA inter-
nally represents the input data incoming next time-step t + 1 as a combination
of cells in the predictive state.

2.6 Data Decoding

CLA decodes the combination of cells in the predictive state to the data format
same as the input data bit-string. In this work, we use the sparse distributed
representations classifier (SDRC) [3] for the data decoding.

3 Proposal: Double-Layered Cortical Learning Algorithm

3.1 Predictor Structure

Figure 2 shows the predictor structure of the double-layered CLA we propose in
this work. In the proposed double-layered CLA, the region of the conventional
CLA shown in Fig. 1 is accumulated. The lower layer is called the first layer, and
the higher layer is called the second layer. For the illustration, although cells in
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the first layer are positioned side-by-side in this figure, the predictor structures
in the first and second layers are the same.

The first and second layers are connected by interlayer-synapses, which are
column-synapses in the second layer. Each interlayer-synapse associates a cell
in the first layer with a column in the second layer. The interlayer-synapses
transfer cell information from the first layer to the second layer. Conversely, the
interlayer-synapses transfer predictive information from the second layer to the
first layer. In the double-layered CLA, the role of the first layer is similar to the
conventional CLA, and the second layer affects to cell states in the first layer.

Fig. 2. Proposed double-layered CLA predictor

3.2 Algorithm

The first layer receives the input data x every time-step t. In the first layer,
the spatial pooling makes a subset of columns the active state, the temporal
pooling makes a subset of cells the active state. They are the same manner
as the conventional CLA. Figure 2 show an example that columns c3 and c4
become the active state and represent the input data x in the first layer as the
result of the spatial pooling. Also, cells r3,2 and r4,2 become the active state
and represent the data context in the first layer as the result of the temporal
pooling. Then, the first layer transfers the active cell pattern to the second layer
through interlayer-synapses. In this process, the normal cell in the first layer is
treated as 0, the active cell in the first layer is treated as 1, and the second layer
performs the spatial pooling in the same manner as the conventional CLA. That
is, the second layer makes a subset of columns the active state to represent the
active cell pattern in the first layer. In the example of Fig. 2, we set 1 to cells
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r3,2 and r4,2 and 0 to other cells in the first layer. The second layer receives
them, and columns c3 and c4 become the active state in the second layer. Then,
the second layer also performs the temporal pooling that makes a subset of cells
in the second layer the active state and another subset of cells in the second
layer the predictive state in the same manner as the conventional CLA. In the
example of Fig. 2, cells of columns c3 and c4 in the second layer becomes the
active state and makes cells r1,2 and r2,4 the predictive state in the second layer.
Next, the second layer transfers the predictive cell information to the first layer
through the interlayer-synapses, and the first layer determines predictive cells
while considering the prediction from the second layer. This process is called the
feedback in this work.

3.3 Feedback

The proposed double-layered CLA makes a subset of cells in the first layer the
predictive state while considering the predictive information from the second
layer. For the first layer’s cells predicted from the second layer, the proposed
double-layered CLA relaxes the condition to be the predictive state in the first
layer. The example of Fig. 2 indicates that cells r1,5 and r2,5 in the first layer are
predicted from the second layer. The proposed double-layered CLA relaxes the
condition to be the predictive state for these cells. The proposed double-layered
CLA uses two ways to relax the condition to make cells the predictive state in
the first layer by employing a relaxing parameter α = [0, 1].

The first way to relax the condition to make cells the predictive state is the
decrease of the connection threshold θr of cell-synapses. The proposed double-
layered CLA employs the connection threshold 0 for cells predicted from the
second layer such as r1,5 and r2,5 in the first layer of Fig. 2. For other cells
not predicted from the second layer, the conventional connection threshold θr is
used. Since each cell must have more than nac cell-synapses connected to active
cells to be the predictive state, the decrease of the connection threshold to 0
contributes to increasing the possibility to be the predictive state by increasing
the number of connected cell-synapses.

The second way to relax the condition to make cells the predictive state
is the decrease of the threshold to be the predictive state more directly. That
is, the proposed double-layered CLA reduces the number of cell-synapses nar

connected to active cells to be the predictive state. The proposed double-layered
CLA employs the number of cell-synapses α · nar connected to active cells for
cells predicted from the second layer such as r1,5 and r2,5 in the first layer of
Fig. 2. For other cells not predicted from the second layer, the conventional nar

is used. This helps to make cells predicted from the second layer the predictive
state in the first layer even if the cells do not have more than nar connected
cell-synapses to active cells.

α = 1 indicates that any prediction information from the second layer is
not reflected in the first layer and brings the same results as the conventional
single-layered CLA. Influence of the second layer increases by decreasing the
relaxing parameter α from 1.
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3.4 Interlayer-Synapse Arrangement

Each interlayer-synapse, column-synapse of the second layer, associates a column
in the second layer with a cell in the first layer. The proposed double-layered
CLA dynamically arranges interlayer-synapses over time. Concretely, during the
spatial pooling in the second layer, we arrange interlayer-synapses associating
second-layer columns with a low active frequency and active cells in the first
layer when the number of active columns in the second layer is less than nac.

The dynamic interlayer-synapse arrangement starts after 104 time-steps since
it cannot construct a valuable network until the lower layer is unstable.

3.5 Expected Effects

In the proposed double-layered CLA, we can expect to improve the learning
speed of CLA since the feedback improves the learning efficiency. Also, we can
expect to improve the prediction accuracy since the feedback from the second
layer modifies the prediction in the first layer even if the prediction in the first
layer does not work well.

4 Experimental Settings

4.1 Algorithms

To verify the effectiveness of the proposed CLA, we compared the conventional
CLA [6], the simple CLA [12], the proposed CLA, and three RNN-based LSTMs
using Adam, RMSprop, and SGD, which are network optimization algorithms.

4.2 Benchmark Time-Series Data

As benchmark time-series data, we use sine Xs(t) and combined sine Xc(t,m) as
cyclic time-series data. Also, we use logistic mapping based Xl(t) as non-cyclic
time-series data. These benchmark time-series data are defined as follows:

Xs(t) =
1
2

· sin
(

(t − 1) · π

50

)
+

1
2
, (1)

Xc(t,m) =
1
2

·
m∑

k=1

1
2k − 1

· sin
(

(t − 1) · (2k − 1) · π

50

)
+

1
2
, (2)

Xl(t) =
{

0.4, if t = 1,
3.6 · Xl(t − 1) · {1 − Xl(t − 1)}, otherwise. (3)

For combined sine Xc(t,m), we use m = {2, 3, 4, 5}. The range of time-steps is
set to t ∈ [1, 105]. Input value range is set to [Xmin,Xmax] = [−0.01, 1.01].



40 T. Aoki et al.

Table 1. Parameters of CLA in experiment

Name Value

Length of the data bit-string n 421

Chunk length w 21

Number of columns nc 2048

Number of column-synapses ncy 22

Connection threshold of the column-synapses θc 0.1

Number of active columns nac 40

Increase permanence value for column synapses p+
c 0.05

Decrease permanence value for column synapses p−
c 0.025225

Number of cells in each column nr in the first layer 4

Number of cells in each column nr in the second layer 5

Connection threshold of the cell-synapses θr 0.5

Number of connected active cells to be the predictive state nar 15

Increase permanence value for cell synapses p+
r 0.1

Decrease permanence value for cell synapses p−
r 0.1

4.3 Metric

As a metric to assess the prediction accuracy of the time-series data, we use the
prediction error e(t) given by

e(t) =
t∑

τ=t−99

|X̄(τ + 1) − X(τ + 1)|, (4)

where, X̄(t + 1) is the prediction value for the next time-step t + 1, X(t + 1) is
the true value at the next time-step t + 1. Thus, e(t) is the summation of the
difference between the prediction and the true values every 100 time-steps. The
smaller e(t), the better prediction accuracy. In this work, we calculate e(t) for
t ∈ {100, 200, 300, 400, . . . , 105} in this work.

4.4 Parameters

As the implementation of the proposed CLAs, we employ the simple CLA, which
involves the deterministic arrangement of the initial column-synapses, the fixed
initial permanence value, and the aggregation of the column-synapse arrange-
ment. For the three CLAs, the length of the data bit-string is set to n = 421
bits, and the chunk length is set to w = 21 bits. For the spatial pooling, the
number of columns is set to nc = 2048, the number of column-synapses is set to
ncy = 22. The connection threshold of the column-synapses is set to θc = 0.1, the
number of active columns at each time-step is set to nac = 40, the increase and
the decrease permanence values are respectively p+c = 0.05 and p−

c = 0.025225.
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For the temporal pooling, the number of cells in each column is set to nr = 4
and 5 for the first and the second layers, respectively. The connection threshold
of the cell-synapses is set to θr = 0.5, the number of connected active cells to
be the predictive state is set to nar = 15. Also, the increase and the decrease
permanence values are respectively p+r = 0.1 and p−

r = 0.1. In the proposed
double-layered CLA, we use the above parameters for both layers. Table 1 shows
the parameters of CLA used in experiment.

We employ three LSTMs with different network optimization methods, Adam
[13], RMSprop [14], and SGD. The Keras implementation [15] is employed in this
paper. The neural network in the first layer is densely connected. The second
layer is constructed as the LSTM with a tanh activation function. The output
layer also has the densely connected neural network. For the loss function, the
mean-squared error is used.

Fig. 3. Effects of parameter α to reflect the prediction from 2nd layer to the 1st layer
on the combined sine Xc(t, 2)

5 Experimental Results and Discussion

5.1 Effects of Relaxing Parameter α

The proposed double-layered CLA has the relaxing parameter α to reflect the
prediction in the second layer to the prediction in the first layer. The smaller α,
the stronger influence from the second layer to the first layer.

Figure 3 shows the total prediction error of the proposed double-layered CLA
on the combined sine Xc(t, 2) in the last half of the entire time-steps when we
vary the relaxing parameter α. α = 1 indicates that the any prediction in the
second layer does not reflect to the first layer. As a reference, the result of the
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conventional single-layered CLA is plotted as a horizontal dot line in this figure.
From the result, we see that the total prediction error decreases by decreasing
α from 1. We see that there is the best parameter α∗ minimizing the total
prediction error. In this case, α∗ = 0.25. Further decrease of α from α∗ increases
the prediction errors since the influence from the second layer becomes too strong
for the first layer. In the following experiments, we use α∗ = 0.25 for the proposed
double-layered CLA.

Fig. 4. Sine Xs(t) Fig. 5. Combined sine Xc(t, 2)

5.2 Prediction Accuracy

Figures 4, 5, 6, 7, 8, 9 show the histories of the prediction errors of the three
LSTMs, the conventional single-layered CLA, the simple single-layered CLA and
the proposed double-layered CLA on different benchmark time-series data.

Figure 4 shows the results on the most simple sin Xs(t). In this case, we
see that the prediction errors of the three CLAs are lower than those of the
three LSTMs. In addition, we see that the simple CLA and the proposed CLA
achieves lower prediction errors than the conventional CLA. On the other hand,
we cannot see a clear difference between the simple single-layered CLA and
the proposed double-layered CLA. However, we see that the cyclic increase of
prediction error, especially in the case of the simple single-layered CLA. The
proposed double-layered CLA suppresses the cyclic increase of the prediction
errors on sin Xs(t). This result reveals that the proposed double-layered CLA
improves the prediction stability.

Figure 5 shows the results on the combined sine Xc(t, 2). From the result, we
see that the proposed double-layered CLA significantly decreases the prediction
errors compared with the conventional single-layered CLAs and LSTMs. Fig-
ures 6, 7, 8 respectively show results on the combined sine Xc(t, 3), Xc(t, 4), and
Xc(t, 5). We see that the proposed double-layered CLA achieves lower prediction
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Fig. 6. Combined sine Xc(t, 3) Fig. 7. Combined sine Xc(t, 4)

Fig. 8. Combined sine Xc(t, 5) Fig. 9. Logistic mapping Xl(t, 3.6)

errors than the conventional single-layered CLAs and LSTMs. Figure 9 show the
result on the time-series data on the logistic mapping. Also, in this case, we see a
tendency that the proposed double-layered CLA achieves lower prediction errors
than the conventional single-layered CLAs and LSTMs.

These results reveal that the double-layered CLA improves the prediction
accuracy compared with the conventional single-layered CLA by accumulating
the predictors of CLA and interacting between them based on the proposed
interaction mechanism.
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6 Conclusions

To improve the time-series prediction accuracy, in this work, we proposed a
double-layered CLA. The proposed CLA receives input data and represents it
and its context in the first layer. The input data context presentation in the first
layer is then transferred to the second layer, and it is represented in the second
layer as an abstract representation. Also, the abstract prediction in the second
layer is reflected to the first layer to modify and enhance the prediction in the
first layer. The experimental results using the benchmark time-series data show
that the proposed double-layered CLA achieves lower prediction errors than the
conventional single-layered CLAs and LSTMs.

As future works, we will accumulate more layers as multi-layered CLA and
check the abstract data representation and prediction in the higher layers. As the
drawback of proposed CLA, it has more parameters than conventional CLA. To
solve this problem, we will consider the method of dynamic parameter setting.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Number
20J14240.
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Abstract. This work proposes a multi-factorial evolutionary algorithm
encouraging crossovers among solutions with similar target objective func-
tions and suppressing crossovers among solutions with dissimilar tar-
get objective functions. Evolutionary multi-factorial optimization simul-
taneously optimizes multiple objective functions with a single popula-
tion, a solution set. Each solution has a target objective function, and
sharing solution resources in one population enhances the simultaneous
search for multiple objective functions. However, the conventional multi-
factorial evolutionary algorithm does not consider similarities among
objective functions. As a result, solutions with dissimilar target objectives
are crossed, and it deteriorates the search efficiency. The proposed algo-
rithm estimates objective similarities based on search directions of solu-
tion subsets with different target objective functions in the design vari-
able space. The proposed algorithm then encourages crossovers among
solutions with similar target objectives and suppresses crossovers among
solutions with dissimilar objectives. Experimental results using multi-
factorial distance minimization problems show the proposed algorithm
achieves higher search performance than the conventional evolutionary
single-objective optimization and multi-factorial optimization.

Keywords: Multi-factorial optimization · Evolutionary algorithms ·
Objective function similarity

1 Introduction

In product developments and releases, multiple variant products with different
specifications are often developed and released simultaneously. For instance, mul-
tiple smartphone models with different display sizes and processors depending
on various users’ demands are simultaneously developed and released from a
device maker. These multiple models involve common parts that can be shared,
and the independent and parallel design optimization of each model will not be
efficient. This kind of design optimization problem belongs to the class of multi-
factorial optimization problem. Multi-factorial optimization is that simultaneous
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optimizations of multiple objective functions on common design variables. Evo-
lutionary algorithms are particularly suited for multi-factorial optimization since
solutions can share design variable information while parallelly optimizing mul-
tiple objective functions [1,2].

The conventional evolutionary approach [1–4] assigns an objective function
to each solution as a skill factor and simultaneously optimizes multiple objective
functions by using a single population, a solution set. To generate new solutions,
the conventional MFEA [1,2] uses crossover, which recombines design variable
values of solutions in the population. MFDE [3] is based on the differential evo-
lution [5] and uses differential vectors of solutions in the design variable space.
MFPSO [4] is based on the particle swarm optimizer [6] and uses velocity vectors
obtained by historical and current solutions in the design variable space. These
conventional algorithms commonly recombine solutions to generate new solu-
tions. However, the conventional algorithms recombine solutions without con-
sidering similarities among objective functions. The recombinations of solutions
with skill factors of similar objective functions encourage optimizations of their
objective functions. However, the recombinations of solutions with skill factors
of dissimilar objective functions deteriorate the simultaneous optimization of
their objective functions. The use of similarities among objective functions for
the recombinations would enhance evolutionary multi-factorial optimization.

To accelerate evolutionarymulti-factorial optimization, in thiswork,we extend
the conventional MFEA that uses the crossover for the recombination. The pro-
posed algorithm estimates similarities among objective functions and utilizes
them for crossovers to generate new solutions. The proposed algorithm encour-
ages crossovers of solutions with skill factors of similar objective functions. This
enhances the information exchange among these solutions and synergic effects for
optimizations of these similar objective functions. Conversely, the proposed algo-
rithm suppresses crossovers of solutions with skill factors of dissimilar objective
functions. We use multi-factorial distance minimization problems [7] with several
situations of objective function similarities and compare the search performance of
the proposed algorithm with the conventional MFEA [1,2] and the single-objective
EA without any interactions of solutions with different skill factors.

2 Multi-factorial Optimization Problem

2.1 General Definition

The general definition of multi-factorial optimization problems is as follows. For
design variable vector x = (x1, x2, . . . , xd) in the design variable space X , there
are K (= |K|) objective functions fk (k ∈ K), where K is the set of objective
function indices (e.g. K = {1, 2, . . . ,K}). The task on multi-factorial optimiza-
tion problems is to acquire K (= |K|) optimal solutions x∗

k = arg minx∈X fk(x)
(k ∈ K).

Multiple objective functions fk (k ∈ K) exist but design variable x is com-
mon among them. Unlike multi-objective optimization to search for the optimal
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trade-off, the Pareto front, among objective functions, multi-factorial optimiza-
tion searches K optimal solutions on K objective functions.

Fig. 1. Design variable space X of MFDMP with goal points g15 and g45

2.2 Multi-factorial Distance Minimization Problem

In this work, we use multi-factorial distance minimization problem (MFDMP)
[7], which is a benchmark problem framework for multi-factorial optimization.
MFDMP is an extension of multi-objective distance minimization problem [8,9]
frequently used in multi-objective optimization benchmarking.

As shown in Fig. 1, MFDMP has a d = 2 dimensional design variable space
X = [0, 1]2. gk is a goal point indicating the optimal point x∗

k of objective
function fk. Goal point gk is set on the circle of the center position c = (0.5, 0.5)
and the radius r. The maximum number of goal positions is limited to 60 in
this work. We treat the circle with the radius r as an analog clock and set goal
points on minute positions. The clock-wise angle θ based on the center position
c = (0.5, 0.5) and x1 = 0.5 is used to set each goal point gk. Goal point gk at k
minute position of the analog clock is given by

gk =
(

r · sin
(

k ·
(

2π

60

))
+ 0.5, r · cos

(
k ·

(
2π

60

))
+ 0.5

)
. (1)

The minimizing objective function fk corresponding to the goal point gk is
given by

fk(x) = ||x − gk||, (2)
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where ||·|| is the Euclidean distance. Figure 1 shows a case with the goal point g15
at 15 min position and the goal point g45 at 45 min position on the analog clock
circle. We minimize two objective functions f15(x) and f45(x) in this case. The
initial population is generated inside the circle of the center position c = (0.5, 0.5)
and the radius ω in this work.

Characteristics of MFDMPs are as follows. The first is the scalability in the
number of objectives since it can be easily increased by adding goal points. The
second is the scalability in the similarity of objective functions since the distance
of goal points in the design variable space X directly affects the similarity of
objective functions. The third is visual analyzability since the design variable
space is d = 2 dimensional.

3 Evolutionary Multi-factorial Optimization

3.1 Method

This work focuses on MFEA [1,2] as the representative evolutionary multi-
factorial optimization algorithm. Algorithm1 shows the pseudo-code of the con-
ventional MFEA.

MFEA first randomly generates N solutions and composes of the parent pop-
ulation P = {x1,x2, . . . ,xN}. For each solution xi, MFEA assigns a skill factor
si indicating target objective function fsi and composes of the skill factor set
S = {s1, s2, . . . , sN}. MFEA evaluates each solution xi on the target objective
function fsi specified by its skill factor si. To generate new solutions, MFEA
randomly choose two parents xp and xq from the parent population P. MFEA
then applies a crossover to them when the two parents xp and xq have the same
skill factor (i.e. sp = sq), or under the probability rmp even if they do not have
the same skill factor (i.e. sp �= sq). A mutation to perturb design variable val-
ues is also applied to the obtained offspring xp′ and xq′, and they are added to
the offspring population P ′. Skill factors sp′ and sq′ of offspring are inherited
from the skill factors sp and sq of their parents. The above offspring generation
is repeated until the size of the offspring population S ′ reaches to N , which is
the same size of the parent population P. For each solution in the combined
population P ∪ P ′, we calculate scalar fitness, which is the rank value on each
targeting objective function specified by skill factor. MFEA then selects the best
N solutions from the combined population P ∪ P ′ as the new parent population
P in terms of scalar fitness.

MFEA repeats the above process and simultaneously optimizes multiple
objective functions with the single population P.

3.2 Issue Focus

The crossover to recombine solutions with different skill factors has an important
role in evolutionary multi-factorial optimization since it enhances the simulta-
neous optimization of multiple objective functions. Therefore, the selection of
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Algorithm 1. Conventional MFEA [1,2]
1: P = {x1,x2, . . . ,xN} ← Randomly generate the population � Parent population

2: S = {s1, s2, . . . , sN} ← Evenly assign skill factors � Skill factors of P
3: Evaluate each xi ∈ P on objective function fsi

4: for g ← 1, 2, . . . , G do
5: P ′ ← ∅ � Offspring population
6: S ′ ← ∅ � Skill factors of P ′

7: while |P ′| < N do
8: p, q ← Randomly choose (1, 2, . . . , N)
9: if sp = sq ∨ rand(0,1) < rmp then

10: xp′,xq′ ← Crossover (xp,xq)
11: else
12: xp′,xq′ ← Copy (xp,xq)
13: end if
14: P ′ ← P ′ ∪ {xp′,xq′} = Mutation (xp′,xq′)
15: S ′ ← S ′ ∪ {sp′, sq′} = Inherit (sp, sq)
16: end while
17: Evaluate each xi′ ∈ P ′ on objective function fsi′
18: Calculate scalar fitness (P ∪ P ′)
19: P, S ← Select best N solutions (P ∪ P ′, S ∪ S ′)
20: end for
21: return x∗

k = arg minx∈P fk(x) (k ∈ K)

parents to be crossed strongly affects crossover effects. However, the conven-
tional MFEA randomly chooses parents without considering similarities among
objective functions. As a result, solutions with skill factors of dissimilar objective
functions become pairs of parents and are crossed. This would be a barrier to
evolutionary multi-factorial optimization.

Evolutionary multi-factorial optimization would be further enhanced if we
could estimate similarities among objective functions, encourage crossovers of
solutions with similar skill factors and suppress crossovers of solutions with dis-
similar skill factors.

4 Proposal: MFEA Using Objective Similarity Based
Parent Selection

4.1 Summary

In this work, we propose an MFEA-based algorithm that estimates similari-
ties of objective functions and reflects them to parent selection probabilities to
enhance evolutionary multi-factorial optimization. The proposed method encour-
ages crossovers of solutions with skill factors of similar objective functions and
suppresses crossovers of solutions with skill factors of dissimilar objective func-
tions. Algorithm 2 shows the pseudo-code of the proposed algorithm. Differences
from the conventional MFEA [1,2] is highlighted with blue.
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Algorithm 2. Proposed MFEA
1: P = {x1,x2, . . . ,xN} ← Randomly generate the population � Parent population

2: S = {s1, s2, . . . , sN} ← Evenly assign skill factors � Skill factors of P
3: Evaluate each xi ∈ P on objective function fsi

4: for g ← 1, 2, . . . , G do
5: for each k ∈ K do

6: mk ←
(∑

x∈Pk
x1

|Pk| ,
∑

x∈Pk
x2

|Pk| , . . . ,
∑

x∈Pk
xd

|Pk|

)
� Mean position, Eq. (3)

7: vk ← mk − c � Search direction, Eq. (4)
8: end for
9: for each k ∈ K do

10: for each l ∈ K do
11: Sk,l ← cos(vk,v l)+1

2
� Objective similarity, Eq. (5)

12: Pk,l ← Sα
k,l∑

m∈K Sα
k,m

� Selection probability, Eq. (6)

13: end for
14: end for
15: P ′ ← ∅ � Offspring population
16: S ′ ← ∅ � Skill factors of P ′

17: while |P ′| < N do
18: k ← Randomly choose a skill factor (K)
19: xp ← Randomly choose first parent (Pk)
20: l ← Probabilistically choose a skill factor (K, Pk,1, Pk,2, . . . , Pk,K )
21: xq ← Randomly choose second parent (Pl)
22: xp′,xq′ ← Crossover (xp,xq)
23: P ′ ← P ′ ∪ {xp′,xq′} = Mutation (xp′,xq′)
24: S ′ ← S ′ ∪ {sp′, sq′} = Inherit (sp, sq)
25: end while
26: Evaluate each xi′ ∈ P ′ on objective function fsi′
27: Calculate scalar fitness (P ∪ P ′)
28: P, S ← Select best N solutions (P ∪ P ′, S ∪ S ′)
29: end for
30: return x∗

k = arg minx∈P fk(x) (k ∈ K)

4.2 Search Direction

For each skill factor k indicating target objective function fk (k ∈ K), the pro-
posed algorithm estimates the search direction vk in the design variable space
X . 5–8 lines of Algorithm 2 corresponds to this process.

As with the conventional MFEA, the proposed algorithm also assigns a skill
factor si to each solution xi in the parent population P. That is, solution xi is
evaluated and responsible for objective function fsi . For each skill factor k ∈ K,
we calculate the mean position vector mk of Pk = {xi ∈ P|si = k}, which is the
solution set with skill factor k in the parent population P. The mean position
vector mk of skill factor k is given by

mk =
(∑

x∈Pk
x1

|Pk| ,

∑
x∈Pk

x2

|Pk| , . . . ,

∑
x∈Pk

xd

|Pk|
)

, (3)
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Fig. 2. Three search directions for three objective functions, goal points (Color figure
online)

where Pk ⊆ P and P =
⋃

k∈K Pk.
Next, for each skill factor k ∈ K, we calculate the search direction vector vk

in the design variable space X . The search direction vector vk is calculated with
the central position c of the design variable space X by

vk = mk − c. (4)

In the case of MFDMP, we use c = (0.5, 0.5). c indicates the mean position of
the initial solutions. In this way, each skill factor k is characterised by the search
direction vk from the central position c to the mean position mk of the current
solutions Pk with skill factor k in the design variable space X .

Figure 2 shows an example. The central position c = (0.5, 0.5) is shown as the
blue point. There are three goals g10, g15, and g45, which respectively correspond
to objective functions f10, f15, and f45. Three subset populations P10,P15, and
P45 with skill factors 10, 15, and 45 are shown with different colored circles.
Also, the mean position vectors m10,m15, and m45 are shown as rectangles,
and the search direction vectors v10,v15, and v45 are also depicted. Note that
the three goal positions g10, g15, and g45 are unknown for optimizer. However,
we see the similarity of f10 and f15 from the their search directions v10 and v15.
Also, we see the dissimilarity of f15 and f45 from their search directions v15 and
v45.
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4.3 Objective Similarity and Selection Probability

Next, the proposed algorithm estimates objective similarities among objective
functions and calculates selection probabilities based on the objective similari-
ties. 9–14 lines of Algorithm 2 correspond to this process.

The proposed algorithm quantitatively estimates objective similarities among
objective functions fk (k ∈ K) by using the search direction vectors vk (k ∈ K).
The objective similarity Sk,l between objective functions fk and fl is given by

Sk,l =
cos(vk,vl) + 1

2
(k ∈ K, l ∈ K). (5)

Thus, we use the cosine similarity of the search directions vk and vl. Sk,l is in
the value range [0, 1]. The higher Sk,l, the more similar objective functions.

We then calculate selection probabilities based on the objective similarities
obtained above. For skill factor k (∈ K), the probabilities Pk,l (l ∈ K) to select
the skill factor l are given by

Pk,l =
Sα

k,l∑
m∈K Sα

k,m

(k ∈ K, l ∈ K), (6)

where α = [0,∞] is the exponent parameter to bias the selection probability.
Pk,l is in the value range [0, 1], and

∑
l∈K Pk,l = 1. α = 0 indicates that the

selection probabilities of any skill factors are equal and is equivalent to the
random selection. The probability of selecting solutions with similar objective
functions increases as the increase of α.

4.4 Parent Selection

The proposed algorithm selects pairs of parents based on the selection probabil-
ities obtained above. 18–21 lines of Algorithm 2 correspond to this process.

To select a pair of parents xp and xq from the parent population P, we
randomly choose one skill factor k among the set of skill factor indices K. We
then randomly choose the first parent xp among Pk = {xi ∈ P|si = k}, which
is the solution set with skill factor k in the parent population P. Next, we select
the skill factor l of the second parent solution based on the probabilities Pk,j

(j ∈ K). For the selected skill factor l, we randomly choose the second parent
xq among Pl = {xi ∈ P|si = l}, which is the solution set with skill factor l in
the parent population P.

In this way, the proposed algorithm makes pairs of parents according to the
selection probabilities based on the objective similarities. In contrast, the conven-
tional MFEA makes pairs of parents randomly without considering the objective
similarities. The proposed selection encourages crossovers of parents with skill
factors of similar objective functions and suppresses crossovers of parents with
skill factors of dissimilar objective functions.
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Table 1. MFDMPs used in this paper

Problem name Number of
objectives
K(= |K|)

Goal positions (objective indices) K

Uniform MFDMP-4 4 {0, 15, 30, 45}
Uniform MFDMP-10 10 {0, 6, 12, 18, 24, 30, 36, 42, 48, 54}
Uniform MFDMP-12 12 {0, 5, 10, 15, 20, 25, 30, 35, 40, 45, 50, 55}
Biased MFDMP-A 12 {0, 30, 31, 32, 33, 34, 35, 36, 37, 38, 39, 40}
Biased MFDMP-B 12 {0, 1, 2, 3, 4, 5, 30, 31, 32, 33, 34, 35}
Biased MFDMP-C 12 {0, 1, 2, 15, 16, 17, 30, 31, 32, 45, 46, 47}

5 Experimental Setting

5.1 Algorithm

We compare the search performances of three algorithms: (i) the conventional
MFEA [1,2], (ii) the conventional single-objective EA (SOEA), and (iii) the
proposed MFEA using the objective similarity based parent selection.

For all algorithms, we use the SBX crossover (the distribution index ηc = 2
and the crossover ratio 1.0) and the polynomial mutation (the distribution index
ηm = 5 and the mutation rate 0.5). The population size is set to 100, and the
total number of generations is set to G = 80. Each algorithm is executed 100
times, and we compare the average result.

For the conventional MFEA, rmp is set to 0.3. The conventional SOEA also
uses the single population and assigns a skill factor to each solution. However,
any interactions among solutions with different skill factors are not performed.
That is, a solution for a skill factor is always crossed with a solution with the
same skill factor.

5.2 Metric

As the metric to evaluate the multi-factorial optimization performance, we use
D metric [7] given by

D =
1

|K|
∑
k∈K

min
x∈P

fk(x). (7)

D is the average objective function value of the best objective function values
on K(= |K|) objective functions in the population P. The smaller D, the better
multi-factorial optimization performance.
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Fig. 3. Uniform MFDMPs

Fig. 4. Biased MFDMPs

5.3 Problems

For MFDMPs, we use the radius r = 0.125 to set goal positions on the circle.
Also, we use the radius ω = 0.03125 to set the circle for the solution initialization.

Table 1 shows settings of six MFDMPs used in this work. As mentioned
before, the goal-setting circle is equally divided into 60 intervals, such as minute
intervals of the analog clock. The first three MFDMPs are uniform MFDMPs, in
which the goal positions are uniformly distributed on minute positions. We use
the uniform MFDMP-4, -10, and -12 with K = {4, 10, 12} goal points, respec-
tively. Goal positions are visually shown in Fig. 3. The other three MFDMPs are
biased MFDMPs, in which the goal positions are biasedly distributed on minute
positions. We use the biased MFDMP-A, -B, and -C with K = 12 goal points.
Goal positions are visually shown in Fig. 4. In the biased MFDMP-A, one goal
is isolatedly positioned from others. The biased MFDMP-B has two groups of
goals, and the two groups are positioned on the opposite side. Each group has six
goals, and they are densely distributed. The biased MFDMP-C has four groups
of goals, and the four groups are uniformly positioned. Each group has three
goals, and they are densely distributed.
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Fig. 5. Results of D on uniform MFDMPs

6 Experimental Results and Discussion

6.1 Results on Uniform MFDMPs

Figure 5 shows results of the proposed algorithm on uniform MFDMPs when we
vary the parameter α. The increase of α emphasizes the bias of the selection
probabilities based on objective similarities. Note that the horizontal axis is
the logarithmic scale, and results with α = 0 are exceptionally plotted on α =
10−5. Each figure also involves results of the conventional SOEA and MFEA as
horizontal lines.

α = 0 indicates the random selection without considering the objective sim-
ilarities. We see that D decreases as α increases from α = 0. That is, the
selection bias based on objective similarities improves the multi-factorial opti-
mization performance. For three uniform MFDMPs, α = 103 achieves the best
D values, which are smaller than ones of the conventional SOEA and MFEA.
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Fig. 6. Selection probabilities on the uniform MFDMP-K12 (Color figure online)

Since we limited the initialization area of the population, the cooperative search
among solutions with different skill factors does not work well on the conven-
tional MFEA. As a result, the conventional MFEA is worse than the conventional
SOEA. Even in this problem situation, the cooperative search on the proposed
algorithm works well, and the proposed algorithm achieves the best performance
by controlling the solution selection bias.

Next, we focus only on the uniform MFDMP-12 and observe the selection
probabilities obtained by the proposed algorithm. Figure 6 shows the selection
probabilities when we vary the parameter α. The horizontal axis indicates the
skill factors of the first parent. Each figure has twelve plots, which are skill
factors of second parents. That is, for each skill factor of the first parent on
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Fig. 7. Results of D on biased MFDMPs

the horizontal axis, we see that the selection probabilities of skill factors of the
second parent.

In Fig. 6(a) with α = 0, we see that the selection probabilities for all objective
functions are flat, which brings the random parent selection without considering
the objective similarities. In Fig. 6(b) with α = 1, we see a selection bias based
on the objective similarities. Note that the horizontal axis indicates skill factor
indices from 0 to 59, which are minute positions of the analog clock shown
before. Here, we focus on the solid red line with the rectangle marker showing
the selection probabilities of the second parent with the skill factor 0. The highest
selection probability can be seen when the first parent is also with the skill factor
0. The second highest probability can be seen when the first parent is with the
skill factor 5 or 55, which is the neighborhood of the skill factor 0. Thus, the
selection probabilities of the second parent with the skill factor 0 decrease as
increasing the distance from the skill factor 0. From Fig. 6(c) and Fig. 6(d), we
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see that the selection probabilities are biased by increasing α. That is, the making
pairs of parents with similar skill factors are emphasized by increasing α.

These results reveal that the control of the selection probabilities based on
the objective similarities works well and contributes to improving multi-factorial
optimization performance.

6.2 Results on Biased MFDMPs

Figure 7 shows results of the proposed algorithm on biased MFDMPs when we
vary the parameter α. We see that D decreases by increasing α from α = 0. For
the three biased MFDMPs, α = 102 achieves the best search performance, which
is better than the conventional SOEA and MFEA. We also see that the further
increase of α from α = 102 deteriorates the search performance. The over-biased
selection probability is not appropriate since even the search cooperation among
similar objective functions is blocked with too large α.

Figure 8 shows the selection probability of the proposed algorithm with α =
102. Figure 8(a) shows results on the biased MFDMP-A. As shown in Fig. 4(a),
one goal g0 is isolatedly positioned, and others g30–g40 are closely positioned.
From the result, we see that almost all first parents with skill factor 0 targeting
goal g0 are paired with second parents with skill factor 0 since other solutions
have quite different search directions in the design variable space. On the other
hand, we see that solutions with skill factors targeting closely distributed goals
g30–g40 are cooperating.

Figure 8(b) shows results on the biased MFDMP-B. As shown in Fig. 4(b),
a group of goals g0–g5 and another group of goals g30–g35 are separately posi-
tioned. From the result, we see the parents with different skill factors are fre-
quently paired in each of the closely distributed two groups. However, the prob-
abilities of mating parents from different groups are nearly zero.

Figure 8(c) shows results on the biased MFDMP-C. As shown in Fig. 4(c),
there are four groups of goals. The first one involves g0–g2, the second one
involves g15–g17, the third one involves g30–g32, and the fourth one involves
g45–g47. From the result, we see that the selection probabilities are shared in
each group. In other words, the solution resources are shared in each group even
if their skill factors are different.

These results verified that the proposed method encouraged pairing for
solutions with similar objective functions and suppressed pairing for solutions
with dissimilar objective functions. The results also clarified that the proposed
similarity-based parent selection improved the multi-factorial optimization per-
formance.
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Fig. 8. Selection probabilities on the biased MFDMPs

7 Conclusions

To accelerate the evolutionary multi-factorial optimization by encouraging
crossovers of solutions with similar target objective functions and suppressing
crossovers of solutions with dissimilar target objective functions, in this work, we
proposed an evolutionary algorithm estimating the similarities of objective func-
tions and utilizing them for the parent selection determining pairs of solutions
to be crossed. We used the multi-factorial distance minimization problems to
verify the effectiveness of the proposed algorithm. Experimental results showed
that the distance relations among objective functions are matched to the sim-
ilarities among objective functions estimated by the proposed method. Also,
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experimental results showed that the proposed algorithm achieves better search
performance than the conventional single-objective and multi-factorial EAs.

As future work, we will address real-world multi-factorial design optimization
problems by using the proposed algorithm.

Acknowledgments. This work was supported by JSPS KAKENHI Grant Number
19K12135.
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Abstract. Communication is core to human activity. Communication across lan-
guage barriers is necessary for many types of travel, business, diplomacy, envi-
ronmental or society movements, and friendships. Dictionaries and software tools
help with translation, but often are inadequate for in-person practical communica-
tion. The natural method is to use a human translator, but that requires sufficient
skill in both languages and of the content area being discussed. The human trans-
lator as a third party diminishes privacy. A software based mobile system could
potentially improve privacy, availability, and knowledge of the content area. Such
a system could be a wearable mobile device connected with web services. This
project developed and tested an aural translation system using augmented reality
(AR) glasses with audio capabilities connected with a smartphone and Amazon
Web Services (AWS) for transcription, translation, and conversion of text back to
audio. A prototype was developed based on a Bose AR sunglasses system, and
was tested for phrases in English, Spanish andGerman. The results had reasonable
accuracy and processing times. Further development and testing are necessary for
wide application, but the results support further development.

Keywords: Cloud services · Transcription · German · Spanish · English ·
Augmented Reality. AR

1 Introduction

Communication is one of the most essential parts of society. It is not only necessary in
everyday life, but in travel, finance and politics. The variety of verbal languages used
for social interaction and communication globally makes it difficult to communicate in
many situations. There are so many languages across the world that learning them all
would be impossible. However, business, culture, and education drive people to try and
communicate across different languages. Many techniques and tools are available to
help translation, but none are fully adequate. A primary hindrance is how intrusive or
distracting using the tool is in a physically present person-to-person communication.

The translation method based on natural processes uses a human translator to assist
in the translation. The human translator listens to the sentences one person speaks in
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the first language, understands the meaning, translates the meaning to the second lan-
guage, and speaks the new translated sentences aloud for the second person to hear in
the second language. For this natural process to work, the human translator needs to
be able understand both languages, including the content. The content often includes
jargon, specialized words and impliedmeanings based on context. Finding a suitable and
available translator is often difficult. Not only does the translator have an undue influ-
ence in the conversation by the choice and tone of phrases, but also gains an in-depth
knowledge of the conversation. Having a third person with influence and knowledge of a
conversation may be concerning in negotiations involving politics, business or romance.

Considering the advantages and disadvantages of the natural process of a human
translator, an engineered system might be able to alleviate some of the disadvantages
while maintaining some benefits. An impersonal tool that would automate and individ-
ualize language translation would give power back to people who need to communicate
across language barriers. A tool based on discrete mobile microphones and speakers,
and software transcription and translation based on web services might be able to lower
the price, increase access and have context expertise (if the utilized web services include
that context linguistic knowledge).

Several manual or software-based methods for translation exist or are being devel-
oped. Traditional or bilingual dictionaries are themost basic tool for language translation.
Going from definition to definition can allow for a confident word translation and the
elimination of a third person in the conversation. However, using a dictionary for each
word would be time consuming, and sometimes leads to poor understanding of grammar
and sentence structure. Certain jargon, slang, grammar, and idioms can be improperly
translated by standard dictionaries. Such an improperly translated word or phrase may
change the entire meaning of a statement, leaving both parties confused, going forward
with misunderstanding. Using a dictionary during in-person communication is not a
viable solution.

Besides a physical or electronic dictionary, a web service such as Google Translate
(Alphabet, Mountain View, CA; https://translate.google.com/) can make translations of
text sentences or paragraphs. Nevertheless, such web services have not been routinely
utilized for in-person conversations due to the hassle and disruption to the flow of con-
versation. Google Translate analyzes input text, translates and displays the text back
for the user to read. Google translate works relatively well for both singular words and
full sentences. As a result, Google Translate is a popular secondary tool for learning a
language [6]. For use in real time conversations, Google Translate has drawbacks. With
no built-in audio feature and transcription to text, the user would be required to attempt
to enter text for the verbal discussion. This would be difficult and not practical. It would
also be a burden to enter in long sentences by phonics only in a language that the user
does not know.

An example of audio input and output for Google Translate is available with the
Google Pixel 2 earbuds [9]. Google’s earbuds connect with the Google Pixel mobile
phone, providing a translation pathway from spoken audio in one language. They have
the added advantage byGoogle Translate and text-speech to play through earbuds, which
allows for almost “real-time” translation to the user [1]. This audio-to-audio translation

https://translate.google.com/
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functionality is good but is currently available only on a Google Pixel phone, reducing
accessibility.

Another product that could help cross the language barrier of communication is
the Vuzix Augmented Reality Glasses [7]. The system inputs verbally spoken audio,
translates and displays the translated text on AR glasses display for the user to read [7].
This works well for translation, but the user would have to read display text each time,
which may be distracting during a conversation.

A translation system that goes from verbal audio in one language to verbal audio
in another language using web-based tools would be beneficial. Some models of AR
glasses have capabilities beyond visual to include audio, with built in microphones and
speakers. Figure 1 shows an illustration of such an AR glasses based aural translation
system. The goal of this project was to develop and test the use of AR audio glasses
with mobile device software communicating to web services for translation between
languages.

Fig. 1. Illustration of 2 people needing to communicate and using the proposed AR audio classes
with web services for translation.

2 Design

Bose (Framingham, Massachusetts) has developed prototypes of AR Sunglasses that
have microphones and speakers to record and play audio back to the user. Prototypes of
these AR audio glasses were used for the prototype of this project. Using the Bose AR
Glasses and commercially obtained mobile phone, the primary development work for
this project was done with software development.
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The envisioned design involved an app that ran on the user’s smartphone, and con-
nected with the Bose AR sunglasses. Amazon Web Services (AWS, Seattle, WA) was
utilized for the transcription and translation services.

The user would use built in AR features of the glasses as the human computer
interface (HCI) to signal that the system should start recording the speech and initialize
the translation procedure. For the prototype, the application was started when the user
double tapped on the side of the glasses. They heard a small acknowledgement ping that
their action was successful and that the programwas ready to record. Then whatever was
spoken or heard was recorded. When the verbal sentence or phrase was done the user
would again double tap to let the system know the recording should stop. The application
would receive the recording as an audio file via Bluetooth from the AR glasses. The app
would send the audio file to AWS to transcribe the audio to text. The transcribed text
would then be translated to the desired language using AWS. The translated text would
then be converted back to audio and then played to the user through the built-in speaker
on the glasses. The whole process from the AR audio glasses through the smartphone
to AWS is shown in Fig. 2.

Fig. 2. Block diagram of audio file path. Shows the full cycle the application goes through to
provide the user an accurate translation.



Aural Language Translation with Augmented Reality Glasses 65

Several software modules were developed for the prototype. The modules included
the code that ran on themobile phone and the code that ran on the server. The code running
on the phone handled all the communication with the glasses and also included the user
interface. The server code handled the transcription and translation. The communication
between these two modules occurred with HTTP Restful API requests. The overall
workflow of this design is illustrated in Fig. 3.

Fig. 3. Flow chart highlights the full cycle of the program. This shows steps of translation through
the Amazon Web Services (AWS) for transcription and translation.

The rationale for this design includes the available technologies contained in the
Bose glasses. These features included a built-in microphone and a pair of Bose quality
speakers [4]. It also had AR touch and gesture features, which were used in the proposed
solution. This allowed for several gestures to facilitate the HCI, allowing the user to keep
their phone in their pocket, and their focus on who they are talking with. The front-end
app allowed for a visual interface the user could navigate the system with. While it is not
the primary method of navigation it helped the user to comprehend the product features.
Examples of the mobile interface are shown in Fig. 4 and follow a path of connecting to
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the glasses over Bluetooth, bringing the user to the home screen, then opening up paths
for settings, language alterations, and a help page.

Fig. 4. Unity Interface. (A) is the main screen of the application. Here the language settings can
be set and the features of the translator can be used. (B) is the help page. On this page you can see
if the glasses are connected and information about AR gestures are displayed. (C) is the settings
pages where you can set additional settings like voice preferences.

The front-end for the application was built in Unity. Unity is a platform that supports
AR game development [2]. The user interface allowed the user to connect their Bose AR
glasses (Fig. 5). The user was able to select the language to translate to from a provided
dropdown list. It also connected to the microphone on the glasses and begin recording
using scriptswhen the conversation started. The audiofileswere sent toAWS in anMPEG
Audio Layer-3 (mp3) file format over the Internet for transcription and translation. Unity
then received the translated mp3 audio file back fromAWS. The audio file was then over
the speakers in the Bose AR glasses. An example of a gesture used would be shaking
your head “no” to have the translated text repeated. Double tapping the frames was used
to start and stop recording.

Besides the user interface, back-end function on the web servers was necessary to
support the translation application. AWSwas used to host the back-end code and data for
the system.AWSoffered the capability to host servers andAI services that were accessed
through API [8]. The back-end modules were hosted on AWS. There were three main
modules used in this process. They were transcribing speech to text, translating the
text to the desired language, and converting the translated text back to speech. Each of
these three modules required their own API to communicate with AWS. Speech to text
utilized AWS Transcribe API, and the use of an S3 bucket to save the original audio
file. Text translation utilized the AWS Translation API. Text to Speech utilized the AWS
Polly API. These modules were integrated with each other to provide seamless speech to
speech translation. The backend code was written in PHP, since AWS has many features
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Fig. 5. (Bose AR Sunglasses Interface) Modified from www.Bose.com. This image shows the
important features present in the sunglasses. The sunglasses have powerful AR features for the
user to use.

and tutorials on how to manage the infrastructure in apps, with the example code being
PHP [3].

3 Testing

Testing of the design was primarily focused on the accuracy of the transcription and
translation, and the delay time. The method used was putting sample sentences and
phrases through the system as a user would, which captured the outputs of the transcrip-
tion, translation, and timestamp in a log file. Then this data was analyzed for accuracy
and delay time. An important distinction tomakewas that a translation error would occur
if there was a contextual error in the translation. People knowledgeable of the output
languages were used to verify the validity of the foreign language phrases. The scoring
only compared with the prior step. For example, if there was an error in transcription
and the translation module correctly translated the input text, then an error would be
counted for the transcription step, but no error would be counted for the translation step.
The process for measuring input and output translation success was performed four
times with different language combinations. The different combinations were English
to German, English to Spanish, Spanish to English, and German to English. Another
measurement was the time required, such as whether different language translations or
varying complexity of sentences had a significant impact on translation time, or if there
was little apparent impact.

4 Results

Table 1 shows examples of phrases that were tested in the system and the resulting
translation. The system correctly picked up names as proper nouns. The system also

http://www.Bose.com
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correctly would get the context of the voice inflection for questions and would say the
question with a recognizable questioning tone. When translating “Where is the bath-
room?” from English to German, there was a contextual error. The German language
would more likely use the English equivalent of toilet instead of the word “bathroom”.
The translation in our system translated bathroom into the German word Badezimmer,
which is literally the combination of the German words bath and room. Normally this
phrase would not be used in German, but it is not so far off where the understanding
would be lost. The results of the testing appeared to show that the prototype worked in
an effective way.

Table 1. Sample data fed through the system. This is a few of many sentences that went through
each language translation. Four tables were recorded like this one capturing all the data for the
system handling each translation.

Input Expected Transcribed
Output

Score Translated
Output

Score Time

Hello my name
is…

Hallo, mein
Name ist…

Hello my
name is
Forrest

1 Hallo, mein
Name ist
Forrest

1 4.052641

Where is the
bathroom?

Wo ist die
Toilette?/Wo ist
das Klo?/Wo ist
das WC?

Where is the
bathroom

1 Wo ist das
Badezimmer

0 3.83589

How much
does that cost?

Wie viel kostet
das?

How much
does that cost

1 Wie viel
kostet das?

1 3.860418

Where is the
closest
transportation?

Wo gibt es
Verkehrsmittel
in der Nähe?

Where is the
closest
transportation

1 Wo ist der
nächste
Transport

0 4.122393

What do you
do for work?

Was machen Sie
zum Beruf?

What do you
do for work

1 Was tun Sie
für die Arbeit

1 3.86144

Thank you,
goodbye

Vielen Dank,
tschüss

Thank you
goodbye

1 Danke auf
Wiedersehen

1 3.885468

I’m sorry
(apology)

Es tut mir leid I am sorry 1 Es tut mir
leid

1 3.663461

The car is red Das Auto ist rot The car is red 1 Das Auto ist
rot

1 3.991076

The results for speed and accuracy showed consistency in the system no matter
which language combinations or phrases were used. The system’s transcription success
rate was 100% for English, 93.3% for Spanish, and 73.3% for German (Fig. 6). Part
of the speaking and phrasing errors for Spanish and German transcription may have
resulted due to the fact that the subjects speaking the phrases were not native speakers
of those languages and the errors might have been mitigated if native speakers had been
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speaking into the system. The translation success rate for the systemwas also satisfactory
at 80%–86% for the four language combinations.

Fig. 6. Graphical representation of the accuracy of the system transcribing and translating each
language.

The time for total translation was also consistent which makes the prototype a viable
solution for real time communication. Table 2 show times required for translations during
the testing process. The four language combinations had average translation times for
the sample data that were similar. The graph also displays the consistency for the one
sample of English to German translation.

Table 2. Table with average translation time.

Input/Output Avg. time (s) Standard deviation

English/Spanish 3.90 0.12

English/German 3.90 0.13

Spanish/English 3.5 0.70

German/English 3.92 0.60

5 Conclusion and Future Direction

The translation system of passing audio files through an Amazon server to a Unity app
showed promise.More development and testing is required toward having a system ready
for wide application. The development of such a product would improve language trans-
lation for hands-free auditory language translation. The prototype showed reasonable
response speeds and response accuracy, encouraging further development.
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Abstract. Listening to music contributes to community building and benefits
mental health. The ability of hearing-impaired and deaf individuals to experience
and benefit frommusic is hindered.Musical instruments vibrate to generate sound.
The tactile feelings of these vibrations were utilized by deaf historical figures
of Beethoven and Hellen Keller. Snakes have a keen sense of tactile sensations
induced by both ground-borne and airborne vibrations, and the induced neural
processing occurs in both the somatic system and the auditory cortex. Congenitally
deaf individuals have been shown to have an enhanced ability to process tactile
information, including processing in the auditory cortex. Wearable garments and
furniture have recently been developed to convert audible sounds and music into
vibrations to enable hearing-impaired and deaf individuals to have some level
of experience. These devices show promise, but more work needs to be done to
improve the conversion of sound into haptic vibrations in a more meaningful way.
The objective of our project was to develop a wearable electronic system that
would extract volume and frequency features from the recent moments of live
music, and to use that information to generate vibrations at multiple locations on
the skin toward enabling an experience of the music. A prototype was designed
and developed. Several submodule tests were conducted to evaluate functionality.
A human-subject pilot test was conducted to evaluate whether the vibration pattern
would relate to the music, and possibly help to distinguish types of songs that had
different genre. In the test, subjects were tasked with selecting which song was
being used by the systems to generate the haptic vibrations. The subjects appeared
to be only slightly more accurate in their song selection than would be expected
by chance. The system shows promise, but more development and testing would
be required toward wider application.

Keywords: Tactile · Impact vibrations · Deafness ·Wearable electronic

1 Introduction

Hearing impaired individuals have difficulty experiencing the benefits of music. Music
has been used through history as a means of entertainment, community building and
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expression. Music has numerous health benefits [1, 2]. The art of music has been shown
to have beneficial value for humans in many ways, such as cognitive and academic
improvement for children and seniors, pain relief, relaxation, and exercise [2]. However,
individuals who are hearing impaired or deaf are unable to fully perceive music or reap
the benefits that come with listening to music. Individuals with deafness typically would
not have audio induced neural stimulation from the audio sensory receptors in the cochlea
to be processed in the auditory cortex. Vibration of tactile sensors in the skin induces
some neural stimulation with similarity to auditory signals [3, 4].

Before studies comparing neural activity from audio and tactile vibrations were con-
ducted, some intuition on the connection was observed in the popular culture. Percussion
and string musical instruments undergo observable vibrations as sounds are generated.
The story of historical composer Ludwig Van Beethoven is well known, in which he
become deaf prior to composing what arguably became his greatest symphony. During
that period, he would arrange to sense tactile vibrations from a piano to perceive some
aspects of his music. He would lay the piano chassis directly on the floor, sit next to it
and hit the keys hard. He would also bite a rod attached to his piano to feel the vibrations
through his teeth [5]. A century later, the deaf and blind historical figure of Hellen Keller
would learn to listen and then to speak with an audible voice by placing her hand on her
teacher’s mouth and feeling the vibrations from their voice [6]. Electronic speakers can
generate vibrations that can be felt by tactile sensors in the hand. The 1995 movie of
Mr. Holland’s Opus portrayed the story of a high school music teacher who had a deaf
son. To allow his son to experience some aspects of music he would have his son touch
or sit on an electronic speaker that would be playing the music with high volume [7].

Understanding of the physiology connecting auditory sensory systems and tactile
sensory systems was aided by experiments with snakes. Snakes have both an audi-
tory sensory system (inner ear, VIII cranial nerve) and a somatic sensory system (skin
mechanoreceptors, neural signals passing through spinal cord). Both the auditory and
somatic sensory systems were found to respond to airborne sound, either focused near
the head or along the body [8, 9]. The snakes were found to respond both with neural
activity and behaviorally in similarways as stimulated by either airborne or ground-borne
vibrations [8, 10].

Such stimulation of both auditory and tactile sensory system was not only observed
in snakes, but also in humans. Brain imaging studies found neural activity in the audi-
tory cortex induced by tactile vibration [11, 12]. This phenomenon of tactile stimulation
inducing activity in the auditory cortex was found to be enhanced in congenitally deaf
individuals compared with normal-hearing individuals [12, 13]. Neural plasticity fol-
lowing long-term auditory sensory deprivation appeared to improve the ability of the
auditory cortex to process tactile information [13]. Extending from sound to music, the
full experience of “hearing” music involves many neural systems, not just the cochlea
and auditory cortex, but other regions as well [13, 14].

Inspired by these observations in nature, physiology and experience, some prototype
physical devices have been developed toward helping hearing-impaired or deaf individ-
uals experiences some aspects of sound and music. A Sound-Shirt was developed and
marketed by CuteCircuit (https://cutecircuit.com) [15]. In this Sound-Shirt, vibration
actuators woven into the fabric of the garment translated musical sounds into touch-like

https://cutecircuit.com
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sensations on the wearer’s back, sides, shoulders, and arms [15, 16]. The sensation of
music may not be complete, but the idea shows promise to allow some aspects of the
music to be experienced [16, 17]. Another prototype project placed the vibration actua-
tors in chairs and furniture, such that when a deaf person sits within the chair, vibrations
were generated to different parts of the body. The vibrations were based on certain cor-
relations with the music, and were intended to allow the individual to experience some
aspects of the music [18].

These devices that attempt to translate the audio aspects of music to haptic sensations
to allow deaf individuals to experience music have limited function and success, yet
show promise for the concept. More development needs to be done toward exploring
the mapping of music to haptic vibrations. The purpose of our project was to explore
methods to map audio waveforms to haptic vibrations within a wearable band.

2 Materials and Methods

2.1 Design

Hardware Design
A prototype was designed for the following functions. A microphone was used for audio
input. Algorithms running on a microcontroller processed the audio signal to extract key
features within recent small time-windows, specifically frequency and volume. These
features were mapped to drive two pairs of vibration actuators within a band to be worn,
allowing for haptic tactile sensations of the vibrations. The intent was for some aspects
of the music to be conveyed by the pattern of vibrations on the skin.

The following components were selected for the prototype. The microphone was
an Adafruit Max 9814 component (New York City, NY, USA). This microphone mod-
ule had a small size and included a built-in op-amp of adjustable gain and ability to
adjust the sensitivity in response to sudden changes in volume. The microcontroller
was an Arduino (www.arduino.cc) Uno. As the prototype becomes further developed
toward a wearable, mobile system, the Arduino Uno could be replaced with an Arduino
Lilypad, more suitable for wearable electronics. The Arduino digitized the analog wave-
forms from the microphone, ran algorithms to process the audio signal, and output pulse
width modulation (PWM) signals to motor drivers. The motor drivers were Adafruit
DRV8871 modules, which generated the required 5 V and 80 mA to drive the motors.
The motor for vibration was a linear resonant actuator (LRA) motor (#G0825001D,
Jinlong Machinery & Electronics, Wanchai, Hong Kong). These coin motors generated
vibrations that would induce noticeable tactile sensation on the skin and had a size
suitable for incorporating into a wearable band.

LRAs are one of several methods to develop haptic vibrations, typically utilized for
smartphones and game controllers. LRAs use magnetic fields and electrical currents
to create a force, similar to the mechanisms in classic magnetic coil audio speakers.
Changes in the current through the coil changes the magnetic force, causing movement

http://www.arduino.cc
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of a magnetic mass. Driving the magnetic mass up and down causes the displacement
of the LRA and thereby the haptic vibration.

Algorithm
Amapping is necessary between the wide range of frequencies of audio waveforms and
themore limited frequencies of vibrations to be generated on the skin for haptic sensation.
The range of audio frequencies detected in the cochlear and the range of haptic tactile
vibration frequencies detected by mechanoreceptors in the skin are different. Audio
frequencies are generally considered to have a wide range from 20 Hz to 20 kHz, but
skin tactile vibration frequencies have a narrow range, generally considered to be less
than 500 Hz. For example, the low frequencies generated by a bass speaker may be felt
when one touches the speaker, but not when only the higher audio frequencies are being
generated.

Another limitation for the mapping of frequencies is the use of the LRAs to generate
the haptic sensation. Unlike a classic magnetic audio speaker that can vibrate the speaker
diaphragm at a wide range of frequencies, a LRA can only vibrate near its resonant
frequency. The frequency in sound waves is the pitch of the sound, thus representation
of music requires generation of multiple frequency vibrations.

To overcome these limitations that tactile sensation can only sense a small portion of
the lower range of audio signals, and theLRAcan only vibrate at one frequency, a concept
of mapping the audio information to multiple LRAs located at different locations along
the skin was employed. Vibrations at one location would reflect certain of the features of
the audio signal, and vibrations at another location would reflect different features of the
audio. With time and learning, possibly the brain could interpret these spatially distinct
vibrations as different aspects of the audio signal. Figure 1 and Fig. 2 shows such the
system design for this concept.

The algorithm to process the digitized audio waveform and extract the key features
ran on the Arduino. Samples of the audio signal were analyzed sequentially to extract
two features: a frequency and a volume for the recent samples. The algorithm was cus-
tomized and adapted from an Instructible Sample Code [19]. The customized algorithm
utilized in the prototype determined a frequency value as follows. The slope between two
consecutive samples was calculated. A slope of ~0 indicated a local minimum or maxi-
mum peak in the signal. The time between two consecutive peaks was used to calculate
a frequency value. In parallel with the slope and frequency algorithm, an estimate of
average amplitude for the most recent samples was estimated. Changes in the amplitude
or volume correlated with certain aspects of the music, such as reflecting beat or rhythm.

These features of amplitude and frequency were used to determine the PWM signals
to drive each LRA. The prototype had two pairs of LRA, intended to be symmetrical for
the left and right side of the band.A pair consisted of twoLRAs. The first LRAwas driven
mainly by the amplitude feature if the frequency value was below a threshold, such as
1 kHz. The second LRAwas also driven by the amplitude, but only if the frequency value
was above the threshold value. In this way, the spatially separate locations of vibrations
on the skin would convey low frequency amplitude in one location, and high frequency
amplitude in the other location. Having vibration patterns differ based on frequency
could deliver a more dynamic experience to the user and potentially improve the ability
to distinguish between types of music or songs.
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Fig. 1. Concept diagram of multiple vibrations at spatially different locations on the skin to
map different features of the audio signal. Audio signals from a microphone, pass through filters
to control the frequency content. Then the signal is digitized and processed by algorithms in the
Arduinomicrocontroller. These extracted features are used to drive the LRA to generate vibrations
at spatially different locations on the skin for haptic tactile sensations.
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Fig. 2. Circuit design for the prototype system. Each of the PWM signals transmitted by the
Arduino was mapped to one of the filtered signals. The motor drivers passed the appropriate
signals to drive the motors.

The system was designed to be incorporated within a wearable band that could be
worn around the head, arm or chest. Figure 3 shows the design for thewearable band. The
base material was a flexible fabric with adjustable Velcro straps. The band was designed
to incorporate the electronics: microphone, Arduino, battery, motor drivers and two pairs
of two LRA motors each.

For the prototype that was utilized for the testing reported in this paper, Fig. 4 shows
the circuit connections of the primary components and the wearable band. The band was
composed of a 2-inch elastic fabric stripwith pockets sewn into either side. The electronic
components were sewn into these pockets in the arrangement seen in Fig. 4. The two
pairs of LRA motors were wired to their respective driver modules. Wires connected
the driver channel input pins and common ground wire to an external Arduino Uno and
microphone assembly. The prototype band was made to be positioned on the head at the
forehead and temple position. The adjustable Velcro strap allowed for proper fitting.
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Fig. 3. Concept diagram of the headband design. All components were sewn into elastic fabric
pockets with the necessary wires running around the band. Motors were placed symmetrically
around the wearer’s temple with other components placed with the goal of optimizing wire length

3 Testing and Results

3.1 Frequency Detection Test

The ability of the algorithm to extract frequency values was tested by having the input
sound be a constant tone of known frequency. In one trial, a tone of 440Hz frequencywas
played on a sound wave generation smartphone app with the speaker of the phone placed
near the microphone. In a second trial, a tone of 950 Hz was used. The results are shown
in Fig. 5 with the 450 Hz trial on the left, and the 950 Hz trial on the right. The upper
plots show the input waveform of the tone as displayed by the Arduino serial plotting
tool. The plots on the bottom show the frequency values determined by the algorithm. In
both trials, the correct frequency was often found, as shown by the upper values of ~450
on the bottom left plot and ~950 on the bottom right plot. Both also had many erroneous
values of lower frequencies. This was considered acceptable for the prototype in that the
algorithm to characterized recent frequency values was intentionally simple in order to
not bog down the processor and allow for almost real-time characterization. The correct
value, or lower values were found throughout these trials.

3.2 Volume Detection Test

While the algorithmwas determining values for frequency, amplitude was also estimated
to find the volume level for the recent samples. Within the code, the absolute value of the
amplitude of the recent samples was calculated. This amplitude value indicated a volume
level. To test this detection of volume, periodic short bursts of noise was generated near
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Fig. 4. Top view of the prototype. The microphone was left separate from the main headband and
powered by the ArduinoUno for convenience in testing procedures and to avoid power distribution
issues.

the microphone with periods of quiet between these bursts. The resulting plot of volume
is shown in Fig. 5. The algorithm was able to determine an estimate of the volume of
recent audio samples.

3.3 LRA Vibration for Volume Test

The volume value from the algorithm for the audio signal was used to set the duty cycle
for the PWM signal to drive the motor. A higher volume value was mapped to a higher
duty cycle. The higher duty cycle drove the LRA to vibrate for a larger percent of the
time. The tactile sensation of vibrations with a higher duty cycle could be interpreted as
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Table 1. Frequency detection for tones of constant frequency. The left half shows results for a
trial of a tone having 450 Hz. The right half shows results for a trial of a tone having 950 Hz.
The upper plots are the input waveforms as plotted by an Arduino plotting function. The bottom
half shows the frequency. In both cases, the correct frequency was often detected as shown by the
high values (~450 on the bottom left and ~950 on the bottom right), with other erroneous values
having lower frequencies.

440 Hz 950 Hz
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Fig. 5. Volume level of the recent samples as estimated by the algorithm.
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a higher volume, and vibrations with a lower duty cycle could be interpreted as a lower
volume. To have visual feedback during testing, the PWM signal was also feed to an
LED. A higher duty cycle would result in a visually brighter LED, and a lower duty
cycle would result in a dimmer LED. The PWM was the same one intended to drive the
LRA for vibration. The mapping program on the Arduino set the duty cycle of the PWM
to be proportional to the estimate of the volume of the audio waveform. Figure 6 shows
the circuit used to conduct this test.

Fig. 6. Circuit of system to test the mapping of the estimate for volume of the audio signal to the
duty cycle for the PWM signal. The PWMwould drive the LRA for vibration. For visual feedback
during testing, the PWM also drove an LED, thus the higher the duty cycle, the brighter the LED.

As audio input for this volume and PWM test, periodic bursts of vocal popping noises
were generated near the microphone, with periods of silence between these bursts. The
LED was observed to turn on in correlation with the bursts of noise. The louder the
burst, the brighter the LED. The LRA was gently held by the fingers during this test as
subjective feedback of haptic feedback. Figure 7 shows a photograph of the testing setup
with LED and the LRA being held by the fingers for haptic detection of vibration.

The intensity of the LRA vibration was found to be correlated with the timing of the
bursts of noise. The louder the bursts, the stronger the feeling of vibration on the fingers.
This functionality was considered acceptable for the prototype.

3.4 Low Pass Filter Test

Thedesignof the prototypehad twoLRAs in eachpair.OneLRAwas to vibrate according
to the volume of lower frequency sounds and the other was to vibrate according to the
volume of higher frequency sounds within the music. A low pass filter (LPF) and high
pass filter (HPF) were used to separate the musical content into lower frequency and
higher frequency components.

A passive, single order, resistor-capacitor (RC) filter was constructed with a cutoff
frequency of 339 Hz. Figure 8 shows a diagram of the LPF circuit used for testing. The
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Fig. 7. Photograph of prototype during testing of the correlation between volume of the sound and
duty cycle of the PWM signal. The large the duty cycle, the brighter the LEDwould be illuminated
and the more intense the feeling of haptic vibration as felt by the fingers gently holding the LRA.

goal of the test was to determine the level of attenuation of the signal by the filter, and the
estimation by the algorithm of frequency and volume. This was done for two tones. One
tone at 300 Hz, which was below the cut-off frequency. The other tone was at 2000 Hz,
which was above the cut-off frequency. The voltage amplitude of the filter output could
be used in future versions of the algorithm as a boundary at which the program would
ignore the signal and not determine the frequency values.

For the tested LPF with a cutoff frequency of 339 Hz, the LPF was observed to atten-
uate by ~33% the average amplitude of the 2000 Hz tone compared to the amplitude
of the 300 Hz tone. According to the theoretical Bode plot for such a LPF, even higher
frequency tones would be expected to be attenuated even more. In either case the algo-
rithm was still able to detect the frequency value. Such a LPF and a HPF could be used
to separate the frequency content of music into lower and higher frequency components,
but the separation would be sharp, and much overlap in frequency content would occur.
In the further testing of the prototype for this paper, the filter was not utilized.

3.5 Dual PWM for Two LRAs Test

This was a test to see if the system could generate two different PWM signals to drive the
two LRAs. The algorithm on the Arduino calculated an estimate of the frequency and
volume of recent samples of the audio waveform. Then the value for volume (regardless
of the corresponding frequency) was used to generate the PWM to drive the first LRA.
Then, only the volume that corresponded to frequency values above the threshold of
1 kHz was used to generate the PWM to drive the second LRA. In intension was for
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Fig. 8. Passive LPF circuit composed a resistor and a capacitor. The cutoff frequency of the filter
was 339 Hz.

the motors to be driven differently depending on the corresponding frequency. Figure 9
shows a diagram of the system used for this test.

Fig. 9. Dual channel test circuit. Cannel 1 receives a PWM signal mapped to the amplitude of
the signal transmitted from the microphone. Channel 2 receives the same PWM signal only when
the program indicates that the sound is of greater frequency than 1 kHz.

The LED’s responded as intended with the red LED varying in brightness with
the sound’s volume and the green LED only activating when its respective frequency
is played. The green LED pulsated due to the clipping of the calculated frequency.
This clipping, as displayed in Tables 1 and 2, is caused by occasional inaccuracies in
the algorithm’s calculation. The incorrect frequency values fell below the green LED’s
minimum frequency thus prompting the green LED to turn off for that instant. The
periodic deactivation of the green LEDmimicked the pulsing behavior that was intended
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for the secondary LRA, thus this clipping was utilized to pulsate the high frequency
motors.

3.6 Response to Music

The purpose of this test was to observe the system’s response to music. Three songs of
different genres were played in a large room on television speakers and the program’s
interpretation of the sound’s volume and frequency. These specific songs were selected
because they varied from one another in tempo and rhythm which would likely be
represented in different volume and frequency patterns calculated by the algorithm. The
test examined how the volume of the input music affected the boundaries of the recorded
volume and frequency. Each song was played once at higher volume and a second time
at a lower volume with a sample of the transmitted signal, amplitude and frequency
collected at a random point in the song. The results were intended to establish reasonable
boundaries of volume and frequency that would be calculated by the algorithm when
responding to live music.

The songs selected for the test were as follows:
Song 1: “Through the fire and flames” by Dragonforce
Genre: Hard Rock

Song 2: Ben Matthews’s cover of “Don’t you leave me here” by Jelly Roll Morton
Genre: Smooth Jazz

Song 3: “Came a long way” by Dark Chocolates
Genre: Rap

Table 2. Amplitude and frequency of music samples

Song Peak amplitude Frequency (Hz)

High speaker
volume

Low speaker
volume

High speaker
volume

Low speaker
volume

1 35 30 100–6400 200–4200

2 40 35 65–1900 190–3800

3 40 32 300–2000 300–4700

The algorithm running on the Arduino Uno could not detect a volume above 40 or a
frequency above 6500 Hz in any of the song samples. These values will be used as the
maximum boundaries of these parameters in the program.
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Table 3. Prototype test results

Subject 1

1 2 3 4 5 Accuracy

Control Played 2 3 1 3 2 0/5

Reported Unheard 1 Unheard Unheard Unheard

With headband Played 2 1 3 2 2 3/5

Reported 2 1 3 3 3

Subject 2

1 2 3 4 5 Accuracy

Control Played 3 2 1 3 2 1/5

Reported Unheard Unheard Unheard Unheard 2

With headband Played 3 1 3 2 3 2/5

Reported 3 1 1 3 2

Subject 3

1 2 3 4 5 Accuracy

Control Played 1 3 2 3 1 0/5

Reported Unheard Unheard Unheard Unheard Unheard

With headband Played 3 2 1 3 1 0/5

Reported Unheard Unheard Unheard Unheard Unheard

3.7 Song Differentiation Test

The completed prototype utilized two pairs of parallel motors. Each pair was connected
to an independent channel of the motor driver. The driver’s voltage output for each
channel was controlled by the Arduino which transmitted the amplitude mapped PWM
signal to each channel’s signal input pin. One channel only transferred the PWM signal
when the sound’s frequency was above 1 kHz. The driver drew current from the lithium
polyester battery to drive the motors in accordance with the signals transmitted by the
Arduino. The microphone remained on a separate board for testing purposes but was
attached to the appropriate Arduino pins with long wires as shown in Fig. 4.

The three test subjects were not deaf or hearing-impaired, and were able to hear
sounds in their daily life. However, during the haptic tests they could only feel the
vibrations generated by the LRAs in a headband they wore. They wore noise canceling
headphones to prevent being able to directly hear the song being played. Before testing
procedures began, the test subjects were introduced to the three songs to familiarize
them with their respective tempos, rhythms and tones. In this test, each subject wore the
headband and a pair of active noise canceling headphones to simulate impaired hearing,
so that they would not directly hear the song. In the control test, the music was played
from a smartphone and the subject was asked to guess which of the 3 selected songs
was currently playing. If the subject could discern the music without the influence of the
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headband, the music volume was reduced. When a volume at which the subject could
not discern the song at least 4/5 times was identified, the vibration program’s maximum
volume was adjusted to that volume. The subject would then be asked to guess the song
being played at that same volume with the assistance of the active headband. By chance
alone, a subject under these conditions was expected to guess the correct song 1.6/5
times. After the tests were conducted, the subjects were asked for suggestions on how
to improve the comfort and appearance of the prototype (Table 3).

With the assistance of the headband, test subject 1 was able to guess the correct song
3/5 times while test subject 2 was able to guess the correct song 2/5 times. Songs 2 and
3 were most often confused for each other and as noted by the test subjects, felt similar
or too similar to each other to consistently distinguish through vibrations. The similarity
in vibration patterns between these two songs could be due to the similarity of the input
parameters noted Table 2. When asked for suggestions on improving the comfort and
appearance of the band, subjects 1 and 2 noted that the wires were obstructing their
faces and were more comfortable when they put on the headset with the motors and
wires against the back of their heads. Test subject 3 was unable to distinguish any of the
songs correctly claiming that the motors were experiencing high levels of noise and did
not vary in intensity. This could be the result of the sensitivity changes that were made
to cater to subject 3’s ability to hear which greatly differed from that of subjects 1 and 2.

4 Conclusion and Future Directions

The prototype system produced mixed results during the pilot test for assistance with
discerningmusic songs.Amore dynamic user experiencewould be required to accurately
represent music, thus, the inputs and outputs of the system should be develop more. The
primary testing had the vibration band worn on the head, but other locations were not
yet tested, such as around the chest or arms. Future designs could incorporate improved
filters to separate frequency components of the music. Motors with a wider range of
vibration frequencies, such as Piezo actuators could be utilized. Reorientation of the
components within the wearable band would also improve comfort and practical aspects
of the system.

Further development on mapping of aspects of live music with haptic vibrations is
necessary toward wider application. Such systems could enhance the ability of hearing
impaired and deaf individuals to experience aspects of livemusic. Such experiencemight
improve feelings of community with others listening to the music and potentially allow
for other benefits of music on mental health.
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Abstract. A bio-inspired state estimation and control algorithm is
experimentally tested to autonomously balance a team of robots on a
circle. In this control scheme inspired from the social behavior of some
insects species, a leader is elected randomly and periodically moves at
a constant angular speed. The followers triggered by the leader motion,
implement a decentralized and non-cooperative state estimation and con-
trol algorithm using uncertain and noisy proximity sensor measurements.
Individuals in the team are immobile during the pause sequence to gather
and process proximity distances, identify closer neighbors, and estimate
their relative phase distances. During the go sequence, they either accel-
erate to achieve the desired spacing from closer neighbors, or move at a
constant angular speed in phase with the leader. The scheme is tested
on caster wheeled robots equipped with a rotating sonar platform to
get forward and backward distances and is shown capable to balance
the team of robots even in the presence of false readings or intermittent
measurements. Further, at steady-state, the team of robots is capable to
self balance in the absence of sensor feedback.
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in collective search and rescue missions [3], disaster relief and management

Supported by the United States Naval Academy and by the program “STAR 2018” of
the University of Naples Federico II and Compagnia di San Paolo, Istituto Banco di
Napoli - Fondazione, project ACROSS.

c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021

Published by Springer Nature Switzerland AG 2021. All Rights Reserved

T. Nakano (Ed.): BICT 2021, LNICST 403, pp. 87–101, 2021.

https://doi.org/10.1007/978-3-030-92163-7_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-92163-7_8&domain=pdf
http://orcid.org/0000-0001-7867-5305
http://orcid.org/0000-0002-7155-2756
http://orcid.org/0000-0002-2656-6454
https://doi.org/10.1007/978-3-030-92163-7_8


88 V. Mwaffo et al.

systems [18], and surveillance and reconnaissance missions [1]. To achieve the
autonomous coordination of multiple vehicles, formation control algorithms have
explored path or way points tracking [28], patterns configuration [25], or moving
through constrained environment [8]. Among the existing algorithms, leader-
follower formation control schemes [7] are popular and cost-efficient. Leader-
follower relationships are commonly hypothesized to be fundamental in explain-
ing the emergence of collective behaviour in several natural organisms. Indeed,
leaders are often considered as informed individuals guiding other group mem-
bers toward set locations. In insect groups for example, leadership might benefit
the group during foraging or migration [10]. As such, leaders-followers relation-
ships are central to the understanding of the interaction between group members.
For robotic applications, only a handful of agents, denoted leaders, need to utilize
navigation tools such as Simultaneous Localization and Mapping (SLAM) [23]
or Differential Global Positioning System (DGPS) [11] to drive the followers
towards the desired path, whereas the followers only rely on cheap proximity
sensors such as sonar, infrared, or camera to stay aligned with the rest of the
team. These sensors have very short range and their performance might signifi-
cantly deteriorate in changing or cluttered environments [26].

For real world applications, decentralized and local communication protocols
are often preferred to centralized approaches as they typically require less com-
putation resources and sensing capabilities [16]. In case of limited communication
due to cluttered environments or the medium restraining wireless communica-
tions, each robot has to rely on its own sensing capabilities [21]. To improve
the accuracy of both relative and absolute localization methods, research efforts
have proposed robust estimation methods [5], non-linear Kalman filter [19], or
the use of diversified pool of sensors [22]. In localization problems [20], individual
robots have to independently regulate their dynamics using either relative posi-
tions with respect to internal kinematics [9], or absolute position with respect
to a reference frame [19]. In these problems, few works have addressed the case
of the absent or intermittent feedback data that might arise when proximity
sensors are employed, in the presence of a cluttered environment, in underwater
applications, or in case of varying light or air conditions [4].

Here, we depart from a bio-inspired estimation and control scheme [24] and
illustrate how a recent state estimation and control algorithm [12,13] can be
implemented on ground robots. Specifically, here we focus on the cheapest imple-
mentation in which the robots are equipped with ultrasonic sensors, whose lim-
ited accuracy need to be compensated by a synergistic design of the estimator
and controller. The team of robots includes a single leader and several follow-
ers implementing the state estimation and control algorithm based on noisy and
intermittent proximity distances to predict their relative position with their clos-
est pursuant on the circle. This decentralized non-cooperative approach is imple-
mented in a pause-and-go scheme, where, during the pause, followers recursively
estimate their relative angular position to the robot ahead or behind on the
circle and during the go, followers either accelerate or move at a constant speed
to appropriately space from nearby robots. The pause-and-go behavior has been
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observed in some insect species [2] that adopt this strategy during foraging or
social interaction, or to better appreciate the closeness or the alignment to a
distant target or to a conspecific [27].

Outline of the Paper: Section 2 describes the formation control problem and the
state estimation and control algorithm. Section 3 depicts the experimental setup
and the trials. Section 4 present the results and Sect. 5 concludes the work.

2 State Estimation and Control Algorithm

2.1 Problem Statement

We consider a group of i = 1, ..., N mobile robots moving on a circle of radius
R > 0 and updating their angular position θi(k) at each discrete time instant k
as:

θi(k + 1) =

{
θi(k) + ui(k), if (k/p) ∈ N,

θi(k), otherwise,
(1)

where ui(k) is the control input implemented in a pause-and-go fashion and
p ∈ N is an integer corresponding to the number of time steps needed to perform
the measurements and estimations.

The control goal is to find ui(k) in order to set the pace of the group to the a
desired angular speed ωref every p time steps, and coordinate the team of robots
in a balanced formation on the circle. Formally, this translates into achieving an
ε bounded formation [21], that is,

lim sup
k→+∞

|ξij(k) − 2π/N | ≤ ε, (2)

for given any pair of consecutive agents (i, j), where ξij(k) := rem(θi(k)−θj(k))
is the relative phase between robots i and j1; the quantity 2π/N is the desired
angular spacing between consecutive agents, and ε is the formation error.

For the team of robots defined above, we consider the challenging scenario
where (i) each robot is equipped with a proximity sensor with a limited range rv
that corresponds to a visibility cone ϕv = 2arcsin(ρv/2R) along the circle; (ii)
the on-board computer power can only allow to collect intermittent measure-
ments every p steps, where p is the time required to acquire and to process the
information; (iii) each robot, say i, obtains a noisy measurement d̃ij (affected
by a bounded noise δij) of the distance dij from a robot j �= i only if dij ≤ rv;
(iv) the robots have no mean to uncover the identity and relative order (ahead
or behind)2 with respect to closer neighbors.

The above constraints imply that pairwise proximity distance satisfies:

d̃ij(k) =

{
dij(k) + δij(k), if dij(k) ≤ rv ∧ (k/p) ∈ N,

n.a., otherwise,
(3)

1 rem(z) denotes the unique solution for r to the equation z = 2πw + r, where −π ≤
r < π, w ∈ Z.

2 We say that robot i is ahead of j at time k if ξij(k) > 0, otherwise i is behind j.
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where the measurement error verifies |δij | ≤ δmax for a given positive scalar δmax,
and n.a. stands for no measurement available. We comment that the control
objective in (2) cannot be fulfilled by traditional control schemes considering
the limitations on the available measurements summarized by Eq. 3.

Introducing the relative phase distance ϕij(k) := |ξij(k)| between robots i
and j, from Eq. (3), we know that3

ϕij(kp) ∈
{

Υij(kp), if ϕij(kp) ≤ ϕv,

Υ , otherwise,
(4)

where Υ := (ϕv, π], and

Υij(kp) := [max {ϕ̃ij(kp) − ϕmax, 0} ,min {ϕ̃ij(kp) + ϕmax, ϕv}], (5)

with ϕ̃ij(kp) = 2 arcsin(d̃ij(kp)/2R) defining the phase distance corresponding
to the measured Euclidean distance d̃ij(kp); ϕmax := 2 arcsin((rv + δmax)/2R)−
2 arcsin(rv/2R) is the maximum uncertainty associated to ψ̃ij(kp). Note that
from (4), albeit the relative position of the closer robot is unknown, we are
aware that ξij belongs to two uncertainty intervals (one in [0, π) and the other in
[−π, 0)) with width Γ ij

1 (kp) and Γ ij
2 (kp). Using the information coming from (4)

and the knowledge of individual dynamics in (1), it is possible to shrunk the
width of these uncertainty intervals. Note that the hull Hij(kp) of the multi-
interval Γij(kp) = Γ ij

1 (kp) ∪ Γ ij
2 (kp) is an overestimate of the uncertainty on

ξij(kp). The reader can refer to [21] for basic properties and operations on inter-
vals, which will be used when designing the control and estimation strategy
presented below.

2.2 Control Strategy

Here, we leverage the synergistic control and estimation strategy first proposed
in [21], which prescribes the random election of a leader, w.l.o.g. a robot, whose
control law u1(k) = ωref , and thus sets the pace for the multi-agent system,
while the followers i = 2, ..., N implement a three-level bang-bang control law
with initial value ui(0) = 0. Initially, none of the robots is in the visibility
range of another robot, the relative motion of the leader will determine a time-
instant in which it will enter the visibility cone of robot i = 2. In that case,
robot i = 2 starts implementing a prediction-correction algorithm to obtain an
estimate Θ̂21 of the relative phase ξ12. Using this estimate, the control strategy
can be activated resulting is either one of these two actions:

1. if node 1 is closer than the desired spacing 2π/N , the control law u2 is set
to ωref + c, with c > 0 introduced to move robot 2 faster than the leader,
thereby incrementing the spacing distance between nodes 1 and 2;

3 For simplicity, given the pause-and-go implementation, the measured distance and
related quantities will be only defined at time instants kp, with k being an integer.
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2. if the desired distance is achieved, the control input u2 is switched to the
desired speed ωref .

In turn, robot i = 2 while moving will eventually enters the visibility cone of
robot 3 resulting into a sequential repetition of the above steps for all pairs of
consecutive robots until the ε-balanced formation is achieved.

Note that at time kp, robot i possesses an interval estimate Hij(kp|kp)4 of
the relative phase angle Θij(kp) with respect to neighbors robot j. Introducing
H and H̄ as the infimum and supremum of an interval H respectively, at time
kp, when the conditions

Hi,i−1(kp|kp) > 0,

H̄i,i−1(kp|kp) < Γ ij
1 (kp|kp), for all j �= i − 1

(6)

are both satisfied, robot i can unambiguously concludes that j = i − 1 is its
closest pursuant.

The multi-level control strategy implemented by the team of robots can be
summarized at any time instant k as:

u1(k) = ωref , for leader i = 1 (7a)

ui(k) =

⎧⎪⎨
⎪⎩

ωref + c , if Θ̂i,i−1(k) < 2π/Nand k ≥ ki,

ωref , if Θ̂i,i−1(k) ≥ 2π/Nand k ≥ ki, for followers i ≥ 2
0, otherwise,

(7b)

where ki is the first time-instant that robot i is capable to identify its closest pur-
suant, that is, the first time instant such that (6) holds, and for any i = 2, . . . , N ,
Θ̂i,i−1(k) is selected as H̄i,i−1(�k/p	|�k/p	). In what follows, we introduce the
estimation strategy to update the multi-interval Γij(kp|kp) upon which Hij is
computed.

2.3 Estimation Algorithm

The estimation strategy leverages the three-level bang-bang structure of the
control law to perform an interval estimate ûi

j(k) of the input acting on node
i ≥ 2 at time k as:

ûi
j(k) =

⎧⎪⎨
⎪⎩

ωref , if k ≥ ki, dij > rv, j = i − 1,

[ωref , ωref + c], if k ≥ ki, dij ≤ rv, j = i − 1,

[0, ωref + c], otherwise.
(8)

Each robot requires p time instants to process the measurements and compute
the next control input, thereby the uncertainty on the interval estimation of ξij ,
denoted Γij , is updated every p steps using (4) for all i = 2, . . . , N, j �= i starting
from the initialization Γij(0| − p) = [−π, π) as:

4 The notation |kp indicates that agent i has used all information collected until kp.
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Γij(kp|kp) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

∅, if kp ≥ ki, j �= i − 1,

Γij(kp|(k − 1)p) ∩ (
Υ ∪ −Υ

)
, if kp ≥ ki, dij(kp) > ρv, j = i − 1,

Υ ∪ −Υ , if kp < ki, dij(kp) > ρv,

Γij(kp|(k − 1)p) ∩ (Υij(kp) ∪ −Υij(kp)) , otherwise,
(9)

for all k > 0. Equation (9) prescribes that, prior to time instant ki, when no mea-
surement is available, robot i does not evaluate the intersection Γij(kp|(k−1)p)∩
(Υij(kp) ∪ −Υij(kp)). Thus, when dij(kp) > rv, robot i just sets Γij(kp|kp) =
(Υij(kp) ∪ −Υij(kp)). After time ki, robot i stops estimating the position of all
other agents except its closest pursuant i − 1.

Algorithms 1 and 2 report a schematic implementation of the estimator (9).
The uncertainty interval Γij(kp|kp) is recursively estimated p steps ahead as:

Γij((k + 1)p|kp) = Γij(kp|kp) + ûij(kp), for all j �= i, (10)

where robot i’s estimate of the relative input with respect to j is ûij(kp) :=
ui(kp) − ûi

j(kp) where ûi
j(kp) is given in (8).

The convergence of the pause-and-go estimation and control strategy is a
particular case of the algorithm proposed in [21] and the convergence of the pro-
posed scheme can be established using a similar procedure as in [21] while taking
into account the periodical activation of the control scheme defined in (7a)–(10).
In particular, an upper bound k̃i of the convergence time ki can be determined.

Proposition 1 [24]. For the multi-robot system in (1), If

1. |Θij(0)| ∈ [min{4ϕmax + 2ωref + 2c, ϕv}, π], for all i = 1, . . . , N , i �= j;
2. 2(ωref + c) < ϕv;
3. ωref > 0 and 0 < c < ε/(N − 1),

then there exist k2, . . . , kN < +∞. In addition, ki ≤ k̃i, where

k̃i =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

p (θ2(0) − θ1(0) − 2(ωref + c)) /ωref� , if i = 2,

ki−1 + p (Θi,i−1(0) − ϕv)/ωref� , if i �= 2 ∧ Θi,i−1(0) > ϕv,

ki−1 + p (θi(0) − θi−1(0) − ϕv) /ωref� , if i �= 2 ∧ Θi,i−1(0) < 0,

ki−1 + p (Θi,i−1(ki−1) − 4ϕmax) /ωref� , otherwise.
(11)

The results in [21] has also been adapted to provide sufficient conditions
to achieve a ε-balanced formation in the pause-and-go estimation and control
strategy can be obtained as
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Proposition 2 [24]. For the multi-robot system (1), If there exist ε > 0 such
that:

1. |Θij(0)| ∈ [min{4ϕmax + 2ωref + 2c, ϕv}, π], for all i = 1, . . . , N , i �= j;
2. 2(ωref + c) < ϕv;
3. ωref > 0 and 0 < c < ε/(N − 1);

then (i) the estimation and control strategy in (7a)–(10) achieve a ε-balanced
formation, that is lim

k→+∞
|Θi,i+1(k) − 2π/N | ≤ c, and in addition, (ii) the relative

phase Θi,i+1(k) converges in finite time kc
i ≤ k̄c

i for a given kc
i ∈ N, for all pair

of robots (i, i + 1) with i = 1, ..., N − 1.

Remark 1. From the above propositions, the control parameter c can be carefully
selected to regulate the trade-off between accuracy and convergence speed. In
particular, smaller values of c might improve the accuracy of the control scheme
while increasing the convergence time. This is in particular true for larger group
sizes where individuals might be required to move at a slow pace to avoid col-
lision or motion jamming. However, for larger team sizes, it is more likely that
individual robots can perceive each other, hindering a key feature of our control
scheme which assumes that, at steady state, the range of visibility is lower than
the desired spacing distance. Note that, in that case, alternative approaches such
as the control scheme proposed in [13] could be utilized.

Remark 2. In case a single or more agents Nr are forced to leave the formation,
the algorithm can still converges if the rest of robots are informed of the new
desired spacing 2π/(N −Nr). As the leader is randomly elected, a fault affecting
the leader is not critical to the proposed startegy.

3 Experiments

3.1 Hardware

A custom made castor wheeled robotic platform equipped with an ultrasonic
sensor is utilized in the experiments. The ultrasonic sensor is mounted on a
servo motor allowing to rotate the device and to measure frontward or backward
proximity distance. The analog signal of the ultrasonic sensor is processed by an
Arduino Uno micro-controller. The state estimation and control algorithm was
written with custom python code and run by a Raspberry Pi computer board
interfaced through serial communication with the micro-controller to receive
sensor data.
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Fig. 1. A sequence of snapshots, sampled at intervals of 200 s, of a sample trial with
a team of three robots achieving a circular self-balancing formation.

The servo-motor was also set to position the sensor either frontward and
backward at three different angular position values spaced by an angle of 7π/36
rad. At each of these positions, eight different measurements were taken and
only values between 0.05 m and the circle’s diameter were considered and their
median computed as the proximity distance to inform the algorithm. Note that,
these multiple measurements allowed to compensate for the reduced accuracy
of the ultrasonic sensor when the object detected is not directly aligned with
the sensor. To fulfill with the constrained imposed to the state estimation and
control algorithm, we set the code to discard measurement values greater than a
meter yielding to a maximum proximity radius in the output Eq. (3) of rv = 1 m
and corresponding to a visibility angle of ϕv = 1.59 rad.

The robots were programmed to move on a circle identified by a narrow
black adhesive tape on top of a wider white adhesive tape. Custom python
scripts implementing an independent PID control algorithm with feedback from
encoders mounted on the wheels and from the light sensors was utilized to main-
tain the robot along the black stripe. The radius of the circle was set to R = 0.7
m in order to maintain a blind sensing spot of about π/6 rad prior to reaching
the balanced circular formation. The line following algorithm was observed to
result in a zig-zag motion generating additional disturbances to the formation
control algorithm.

3.2 Procedure

The experiments were performed with group of three robots. A single robot was
set as the leader to move at a constant reference angular speed ωref . All robots,
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including the leader, were equipped with the ultrasonic sensor not to detect and
estimate proximity distance, but also to avoid possible collision with neighbors.
This procedure was necessary in case a robot ahead of the team become faulty or
unresponsive. We comment that, when the algorithm is successfully implemented
by all robots, collision avoidance is useless as the closest robot will detect the
motion of the pursuant and initiate its own motion. Further, as the followers rely
solely on proximity distances and do not communicate with closer neighbors, a
key feature of the state estimation and control algorithm in (6)–(10) is to be
fully decentralized and non-cooperative.

The initial position of the robot was set to ensure that two consecutive robots
could not detect each other at the beginning of the experiments. Prior to the
experiments, pilot trials were conducted allowing to set the pause time interval
duration to 55 s. Given that the duration of each time step in Eq. (1) is 1 s, the
number of time steps required to pause is p = 55. Five experimental trials were
performed for a total duration of 25 min each. The trials were video recorded
using an overhead camera to obtain a wide complete view of the arena. The
motion of each robot was then manually extracted from the video frames using
a protractor superimposed on top of each picture frames (see Fig. 1).

3.3 Control Parameters

We set the reference angular speed to ωref = 0.1 rad/s and we select the con-
trol parameter c such that the ε-balanced formation is achieved by the team of
robots with a maximum formation error ε = 0.4 rad. Given the trade-off between
convergence speed and accuracy (see Remark 1), we select c = 0.2 rad/s which
is compatible with the maximum formation error above while allowing to fulfill
the hypothesis of Propositions 1 and 2. This can be verified for each pair of
consecutive agents i and j by evaluating ϕij(0) ∈ [0.84, 2.02[⊂ [min{4ϕmax +
2ωref + 2c, ϕv}, π] = [0.68, π]5, and ωref + c = 0.3 rad < ϕv = 1.59 rad.

4 Results

4.1 Proximity Distances

Table 2 in Appendix presents the raw data estimates of the phase angles measure
with the ultrasonic sensors in consecutive iterations after p time steps each.
The presence of missing values denoted “n.a.” in the Table indicates that the
ultrasound sensor often does not return meaningful measurements. In particular,
at steady state, measurements might not be available as the desired spacing
distance is set at 2π/N = 2π/3 � 2.09 rad, much larger than the visibility
cone that corresponds to a threshold value of ϕv = 1.59 rad. In the Table, the
existence of a measurement value for the backward sensor reading value of robot
1 also indicates that the sensor might also return false readings due to occasional
5 Note that ϕmax = 4.2 × 10−2 rad since δmax = 0.02 m. The relationship between

ϕmax and δmax is given below Eq. (5).
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obstructions of the signal by the operator conducting the experiments. Further,
the multiplicity of sound wave emitted by several robots might overlap as the
micro-controller cannot differentiate them. As such the control scheme has to
deal with additional sources of uncertainties.

Fig. 2. Evolution of the control law ui in (7a)–(7b) (left panel) and relative phase
angle difference between robots 2 and 1 and between robots 3 and 2 (red panel) in
consecutive iterations (every p time steps) for an exemplary trial. The dash-dotted
horizontal line in the right panel corresponds to the desired spacing phase angle 2π/3
(Color figure online)

4.2 Control Actuation

The left panel of Fig. 2 depicts the time trace of the control output u1, u2, and
u3 observed for each robot. Robots 2 and 3 are able in a few iterations to iden-
tify the presence of their closest pursuant by setting their values to 0.3 rad/s
in order to space accordingly. We note that the values observed are often dif-
ferent from the control input which should be either 0 initially, then 0.3 rad/s
when the motion is initiated, and 0.1 rad/s when the desired spacing is achieved.
Note that the large fluctuations of the observed angular speed are explained by
several factors including the zig-zagging line following motion, slip, friction, or
inaccurate encoder feedback.

Table 1. Convergence rate measured by the number of iterations for robot between
robots i to achieve the desired spacing (kc

i /p), steady-state relative phase angle (Θ̄ij)
and maximum formation error (|Θ̄ij − 2π

3
|) between robots i and j. “se” is the standard

error.

Measure kc
i /p Θi,i−1 (rad) |Θ̄i,i−1 − 2π

3
|

Statistics min mode max mean (rad) se (rad) max (rad)

Robot 2 6 7 7 2.02 0.15 0.23

Robot 3 11 11 14 2.20 0.24 0.29
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4.3 Convergence

Table 1 presents relevant data of the self-balancing convergence including the
number of iterations implemented by a follower robot to reach the desired spacing
distance, the averaged relative phase distance between robots, and the maximum
formation error observed. The Table shows that the first follower achieves the
desired spacing in about 7 iterations while the second robot needs about 11
iterations to converge. The estimated balancing error is always less than 0.30
rad corresponding to the maximum angle value ωref + c spanned by the robot
in a single step. This value is also less than the predicted maximum error value
0.40 rad from Proposition 2. In addition, each follower is observed to identify
their closest pursuant in a single iteration. Note that the upper bound predicted
by (11) is k2/p = 3 and k3/p = 10 for robot 2 and robot 3 respectively.

The right panel of Fig. 2 depicts the time trace of the relative phase angle
difference between robot 2 and robot 1 and between robots 3 and robot 2. In the
figure, as time evolves, both values tend to converges toward the desired spacing
value 2π/N = 2π/3 = 2.09 rad in about 14 iterations. Note that, as discussed in
Remark 1, by further reducing the value of the control parameter c, one might
further increase the accuracy of the state estimation and control scheme.

5 Conclusion

A non-cooperative and fully decentralized state estimation and control scheme
has been experimentally tested. Inspired by the behavior of insects, which stop
to enhance the effectiveness of their next move, the scheme is implemented in
an pause-and-go fashion on a low cost robotic platform consisting of three cas-
tor wheeled robots. It relies on uncertain and intermittent proximity distances
measured by an ultrasonic sensor. The estimation and control strategy is capa-
ble to autonomously space the robots’ along the circle even in case the sensor
range is shorter than the desired spacing. By means of a suitable selection of
the main control parameters, it is possible to drive the formation error below a
desired threshold value and to regulate the trade-off between accuracy and con-
vergence speed. Further, we illustrated that a low-cost implementation of this
strategy is robust enough to handle occasional false readings and inaccuracies of
the ultrasound sensor. These promising results showing robustness to noise and
uncertainties make the proposed approach particularly suitable for applications
such as distributed sensor placements or coverage control problems [15]. The
proposed state pause-and-go implementation well fits low costs micro-robotic
applications that are not time-critical but require limited payload and accuracy.
Within formation control problems, the proposed formulation on the circle is
relevant to problems such as perimeter surveillance [17] and source seeking [6],
and can be possibly extended to more complex shapes assuming they can be
approximated with Jordan curves [14]. Depending on the application and on the
available budget, different kind of sensors can be employed, see e.g. the discussion
in [24] for alternative sensor selections.
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6 Appendix

Table 2. Proximity distances in radiant (rad) measured frontward and backward by
the ultrasonic sensor in an exemplary trial. Note that in case of no measurement or
no object detected within the sensing range, the estimated proximity distance is set to
“n.a.” as in (3). False readings are inside a box.

Iteration Back 1 Front 1 Back 2 Front 2 Back 3 Front 3

1 n.a. 1.13 n.a. n.a. n.a. n.a.

2 n.a. n.a. 0.87 2.42 2.12 n.a.

3 n.a. n.a. 1.61 n.a. 1.34 n.a.

4 n.a. 1.43 n.a. 1.74 0.79 n.a.

5 n.a. n.a. n.a. 1.03 1.30 n.a.

6 1.30 n.a. n.a. 1.06 0.93 n.a.

7 n.a. n.a. n.a. 1.11 0.76 n.a.

8 0.85 n.a. 1.29 n.a. 0.84 2.09

9 n.a. n.a. n.a. 1.03 1.16 2.38

10 n.a. n.a. n.a. n.a. 1.42 n.a.
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Algorithm 1. Implementation of the state estimation in (9). λ(k) refers to the
number of intervals in J(k) = −Υij(kp) ∪ Υij(kp) and the subroutine Evaluate
is defined in Algorithm 2.
1: procedure Initialization (k = 0, ki < 0 ) � Initially set time k = 0 and ki < 0
2: Jl(k) = Υij(k) ∪ −Υij(k) � Evaluate Jl(0)
3: if Θij(0) ≤ ϕv then � i can detect j
4: ki = 0 � set ki = 0
5: end if
6: while width(H(kp)) ≥ δ do � δ is to be defined
7: [λ(k), Jl(k)] ← Evaluate{Jl(k − 1) ∩ Γij(kp|(k − 1)p)}
8: if d̃ij(kp) �= n.a. then � A value is returned
9: if ki < 0 then

10: ki = kp
11: end if
12: else � No value is returned
13: if ϕv ≤ π

3
then

14: λ(k) = 2 � Γij(kp|kp) has two intervals
15: else
16: λ(k) ≤ 1 � Γij(kp|kp) is either the empty set or a single interval
17: end if
18: end if
19: k = k + 1
20: Jl(k) = −Υij(kp) ∪ Υij(kp)
21: width (H(kp)) = maxlJl(k) − minlJl(k)
22: end while
23: return Jl(k|k)
24: end procedure

Algorithm 2. Subroutine of Algorithm 1.
1: procedure
2: Evaluate{Jl(k|k − 1) ∩ Γij(kp|(k − 1)p)}
3: λ(k) = 0
4: ϕ̃ij(kp) = 2 arcsin(d̃ij(kp)/2R) � Sensor measurements
5: Υij(kp) := [max {ϕ̃ij(kp) − ϕmax, 0} , min {ϕ̃ij(kp) + ϕmax, ϕv}] � Update
6: for l = 1:N l do
7: if Jl(k|k − 1) ∩ Γij(kp|(k − 1)p) is a single interval then
8: λ(k) = λ(k) + 1
9: else if Jl(k|k − 1) ∩ Γij(kp|(k − 1)p) is the union of two intervals then

10: λ(k) = λ(k) + 2
11: end if
12: end for
13: return [λ(k), Jl(k|k − 1) ∩ Γij(kp|(k − 1)p)]
14: end procedure
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Abstract. Neuro-spike communication has become a hot topic and has
been investigated extensively in recent years. The vesicle release process
is the main part of neuro-spike communication, which directly determines
the accuracy of information transmission. Currently, single vesicle release
(SVR) model is used to investigate the process of vesicle release, but there
is few research on multi-vesicle release (MVR) model. In this paper, a
pool-based MVR model is presented, and the influence of data rate and
several system parameters on bit error rate (BER) performance of the
model is simulated. In addition, the BER performance of SVR model and
MVR model under the same conditions is compared. The advantages and
disadvantages of the two models are analyzed.

Keywords: Molecular communication · Neuro-spike communication ·
Nanonetworks · Vesicle release process · Bit error rate

1 Introduction

As the most promising candidate for reliable communications at nano- or micro-
scale, molecular communication has attracted much attention in recent years.
Great progress has been made in the research on molecular communication.
Many kinds of molecular communication systems have been investigated such
as molecular communication via diffusion [11–13,15,25,32], microtubule-based
communication [4,24], pheromone signaling [8], and bacteria-based communica-
tion [9].

Neuro-spike communication is a kind of communication method that includes
electrical process and molecular communication process. The performance of
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neuro-spike communications is quite good in terms of reliability, speed and
robustness [5]. The analysis of this communication paradigm is beneficial to
exploit in the artificial neural systems where nanomachines are linked to neurons
to treat the neurodegenerative diseases [23]. Therefore, research on neuro-spike
communication has become a hot pot.

Many works have been done in the neuro-spike communication field. Several
communication channel models have been introduced for every biological pro-
cesses of this communication system [2,26,31]. To characterize the fundamental
properties of neuro-spike communication, a physical channel model was proposed
in [2]. Reference [20] proposed a synaptic model which shows that redundancy of
synapses increases the information transmission efficiency. An alternative repre-
sentation of the neuron-to-neuron communication method was proposed in [31]
where the biological processes are modeled by their frequency responses. The
vital events during the synaptic transmission were investigated in [21]. As the
major part of neuro-spike communication, vesicle release process has received
much attention.

Vesicle release is the process that the spike propagating to the end of the
axon prompts the pre-synaptic terminals to release vesicles into gaps. Many
vesicle release models have been investigated. In [31], a model which has the
fixed vesicle release probability is utilized. There were finite state markov chan-
nels model used in [2] and pool-based release model used in [19,22]. However,
the pool-based model is not realistic, where the number of available vesicles are
overestimated since the refill rate is assumed to be proportional to the number
of reserve vesicles. A realistic pool-based model for vesicle release and replen-
ishment was proposed in [27], in which channel characteristics of neuro-spike
communication systems have been investigated. These models only study the
single vesicle release (SVR) process, and there is limited research on multi-vesicle
release (MVR) models. But in fact, the SVR was originally thought to liberate
at most one vesicle for each spike, rendering synaptic transmission unreliable.
MVR, which was initially identified at specialized synapses but is now known to
be common throughout the brain [28], represents a simple mechanism to over-
come the intrinsic unreliability of synaptic transmission.

This paper presents a pool-based MVR and replenishment model. The BER
performance of this model is investigated under different conditions comparing
with that of SVR model. The release process of the two model have been intro-
duced in [22]. Only a vesicle is released in response to a spike that inhibits the
release of other vesicles in SVR process, while the number of vesicles released
is random when a spike arrives in MVR process. The vesicle replenishment pro-
cess is described in [27]. Besides, the influence of parameters of the two vesicle
release models and data transmission rate on error probability is simulated. We
compare the BER performance of the two models under different conditions and
analyze the reasons in detail. The main contributions of this paper lie in several
aspects:
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– A realistic MVR model is presented to investigate the BER performance.
– The influence of parameters involved in the vesicle release process and data

rate on BER performance is investigated in detail.

The remainder of this paper is organized as follows. Section 2 introduces
the system model of neuro-spike communication. In Sect. 3, the vesicle release
process of two vesicle release models is analyzed. The BER of two models is simu-
lated under different conditions by MATLAB in Sect. 4. The influence of different
parameters on BER is investigated and the reasons are analyzed. Finally, Sect. 5
concludes this paper.

Fig. 1. The neuro-spike communication process. When a spike arrives at the end of the
axon, the pre-synaptic terminals will release vesicles into gaps. The neurotransmitters
released by the vesicles arrive at postsynaptic receptor after diffusion, and a new spike
is formed on the next neuron.

2 System Model

The human nervous system contains billions of interconnected neurons that com-
municate with each other through synapses. The neuron is in a resting manner
and is polarized with an intracellular potential about −95 to −65 mV when no
signal is transmitted via the nervous system [10]. The nervous system transmits
signals by electrically charged ion flows of potassium (K+), sodium (Na+), chlo-
ride (Cl−). To transmit signals, neuron membrane potential can be changed by
ion exchange between inside and outside of the neuron, which enter the neu-
ron or exit from that via the ion channels located on the soma and dendrites
(cation and anion channels) and on the nodes of Ranvier (Sodium and potas-
sium channels). The potential increases high enough about 20 mV, the neuron
will be excited and the membrane will be depolarized. Then, the firing will hap-
pen. When a neuron fires, an spike about 90 mV at a time period of 1 ms will be
generated in the neuron. When a spike reaches an axon terminal, the depolariza-
tion leads to opening the calcium channels and causes an influx of calcium ions
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(Ca2+) into the pre-synaptic neuron [16], which leads to the release of neuro-
transmitters into the synapse gap. Neurotransmitters bind to the receptor of the
postsynaptic neuron and make the cation or anion channel open by changing of
permeability features of the neuron as shown in Fig. 1. Opening cation channels
conduct positively charged ions into the neuron, and thus, increases its potential
and leads to a spike firing.

Neuro-spike communication model is a hybrid model that involves both
molecular communication in synaptic transmission part, and electrical trans-
mission of action potentials in the axonal pathway. The traditional neuro-spike
communication model is generally divided into three phases based on the bio-
logical process [1].

The first phase is the axonal transmission, that the spikes are propagated
along the axon. When a spike arrives, the input symbol is considered to be “1”.
If no spike arrives, the input symbol is considered to be “0”. Hence, the input
s(t) of pre-synaptic neuron can be viewed as a series of impulse signals:

s(t) =
∑

i

δ(t − ti), (1)

where δ(·) is the delta function.
When the spike propagates to the end of the axon and changes the membrane

potential of the neuron, the influx of calcium ions causes the pre-synaptic termi-
nals to release vesicles containing neurotransmitters into gaps among neurons,
which is the second phase. The pool-based vesicle release model is considered,
which is shown in Fig. 2.

Fig. 2. Pool-based vesicle release model.

Readily releasable vesicles (RRVs) are stored in a pool with an upper limit
of Nmax called ready pool (RP), while the others are contained in a larger
unavailable pool away from the pre-synaptic. Once a vesicle is released, there is
a vacancy in RP and the vesicles farther away from the pre-synaptic are refilled
into RP until the number of vesicles reaches Nmax. It is assumed that the number
of ready to be docked in neurons is much higher than Nmax and the recovery
of each vacancy is independent of others. So the recovery of a vacancy can be
modeled by the first event from a Passion process [27]. Therefore, in a symbol
interval, the probability of one vacancy replenishment Prep is described as:

Prep = 1 − exp(−τD
−1Ts), (2)
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where τD is the mean recovery time of a vacancy [22]. The number of vesicles
recovered after Δt obeys the Binomial distribution B(Nmax − N,Prep). The
vesicle release process is described by the following two models.

In the SVR model introduced in [27], when input symbol is “1” and the
number of RRVs in RP N is larger than 0, a RRV is released as a result. At the
same time, it transiently prevents other vesicles from being released [14]. Based
on [7], the probability that no RRVs is released per stimulus is exp(−avN) for
RP with N RRVs (0 < N ≤ Nmax), where av is the vesicle fusion rate. Therefore,
the release probability of a RRV Ps when there are N RRVs in RP is depicted as

Ps = 1 − exp(−avN). (3)

Besides, the vesicle fusion rate av is related to the number of vesicles N in RP [7]
and can be expressed as

av = ka
√

N, (4)

where ka is a positive coefficient. Therefore, (3) can also be described as

Ps = 1 − exp(−kaN
3
2 ). (5)

A pool-based MVR model is presented in this paper. In this model, MVR is
allowed and individual vesicles are released independently of each other. There-
fore, the release probability of a RRV Pm is expressed as

Pm = 1 − exp(−av) = 1 − exp(−ka
√

N). (6)

So when input symbol is “1” and the RP contains N RRVs, the number of
vesicles released obeys the binomial distribution B(N,Pm).

Assuming that the symbol interval Ts is larger than the pulse duration, s(t)
can be described as

s(t) =
K∑

i=1

Niaiδ(t − (i − 1)Ts), (7)

where ai is the ith input symbol, K is the length of input signal, Ni is the
number of neurotransmitters in all vesicles released for the first symbol.

The final phase is that the neurotransmitter spreads to the postsynaptic
receptor and binds to it, forming a new spike on the next neuron and completing
the transmission of information between neurons. Based on Fick’s second law of
diffusion which states that at time t, at position x, the molecular concentration
C(x, t) can be described by

1
D

∂C(x, t)
∂t

= ∇2C(x, t), (8)

where D is the diffusion coefficient of the medium, ∇2 is Laplacian operator.
The channel model proposed in [17] is utilized. Particle re-uptake at the pre-
synaptic neuron can be modeled as irreversible adsorption to the homogeneous left



110 Y. Wenlong and L. Lin

boundary. The radiating boundary condition modeling pre-synaptic re-uptake is
given as

D
∂C(x, t)

∂x
= krC(x, t), at x = 0, (9)

where kr is the re-uptake coefficient. For the right boundary, the radiating bound-
ary needs to be extended to incorporate particle desorption. Particle desorption
is modeled as a first-order process depending on the intrinsic desorption rate kd
and on the amount of currently adsorbed particles, as

D
∂C(x, t)

∂x
= −kfC(x, t) − kd

∫ t

0

D
∂C(x, τ)

∂x
dτ, at x = d, (10)

where kf is the effective association coefficient.
Based on (7), the number of neurotransmitters released at t = 0 can be

modeled with the initial value as

C(x, 0) = N1δ(x). (11)

By finding the C(x, t) that satisfies (8), (9), (10) and (11), the channel impulse
response h(t) can be expressed as

h(t) =
∫ t

0

−D
∂C(x, τ)

∂x

∣∣∣∣
x=d

dτ, (12)

where d is the length of synaptic gap. So the response of channel y(t) after free
diffusion is

y(t) = s(t) ∗ h(t), (13)

where symbol ∗ indicates the convolution operation.
The energy difference based detection method is used to receive the signal

according to [18].

3 Theoretical Analysis

When an impulse arrives at the end of axon, the MVR model may release more
vesicles than SVR model under the same conditions. But at the same time,
the MVR model with more vacancies may also have a higher number of vesicle
replenishment. Then, it is difficult to compare vesicle consumption rates between
the two models. Therefore, the two release models are analyzed in detail in this
section.

Assuming that there are N vesicles in RP at time t (0 < N < Nmax).
The vesicles replenishment process of the two vesicle release models is the same
according to Sect. 2. For SVR model, the number of vesicles in RP is Ns at t+Ts

(N − 1 ≤ Ns ≤ Nmax). The corresponding probability is:
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Pr(Ns = N − 1) = (1 − Prep)Nmax−NPs,

Pr(Ns = N) = (1 − Prep)Nmax−N (1 − Ps)

+ (1 − Prep)Nmax−N−1Ps,

...

Pr(Ns = N + i) =
(

i
Nmax−N

)
(1 − Prep)Nmax−N−iP i

rep(1 − Ps)

+
(

i+1
Nmax−N

)
(1 − Prep)Nmax−N−i−1P i−1

rep Ps,

...

Pr(Ns = Nmax) = PNmax−N
rep (1 − Ps).

(14)

For simplicity, Pi is used to express Pr(Ns = N + i) (−1 ≤ i ≤ Nmax − N).
According to the knowledge of probability theory, vesicle release and recovery
process are independent of each other. Hence the mean of the variation number
of vesicles in RP is described as

Es =
Nmax−N∑

i=−1

i × Pi = Erep1 + Erel1, (15)

where Erep1 is the mean of vesicle recovery process and Erel1 is the mean of
vesicle release process. Therefore,

Es = (Nmax − N)Prep − Ps. (16)

In the same way, the mean of the variation number of vesicles in RP for MVR
model is depicted as

Em = (Nmax − N)Prep − NPm. (17)

Based on (2)–(6), it can be seen that both Es and Em are functions of N . To
investigate the properties of these two mean functions, the derivatives of Es and
Em are obtained, as

dEs(N)
dN

= −Prep − 3ka
√

N

2
exp(−kaN

3/2),

dEm(N)
dN

= −Prep − 1 + exp(−kaN
1/2) − ka

√
N

2
exp(−kaN

1/2),

(18)

where Prep, ka and N are all larger than 0. From (18), it can be seen that both
dEs(N)

dN and dEm(N)
dN are smaller than 0 when N ∈ [0, Nmax]. Hence Es(N) and

Em(N) are both monotonically decreasing functions of N . In addition, based on
(16) and (17), we obtain

Es(0) = NmaxPrep > 0,

Es(Nmax) = −1 + exp(−kaNmax
3/2) < 0,

Em(0) = NmaxPrep > 0,

Em(Nmax) = −Nmax(1 − exp(−kaNmax
1/2)) < 0.

(19)
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So both Es(N) and Em(N) have unique zero point in (0, Nmax), which can be
obtained by solving Es(N) = 0 and Em(N) = 0. x is used to represent

√
N in

(16) and (17) for simplicity, which is expressed as

fs(x) = (Nmax − x2)Prep − 1 + exp(−kax
3) = 0,

fm(x) = (Nmax − x2)Prep − x2(1 − exp(−kax)) = 0, (20)

where x ∈ (0,
√

Nmax). After simplification, Eq. (20) can be expressed as

x3
s +

1 − NmaxPrep

Prep
xs +

2
3ka

= 0,

x3
m − NmaxPrep

1 + Prep
xm +

2
ka

NmaxPrep

1 + Prep
= 0,

(21)

where xs, xm are the zero points of fs(x) = 0 and fm(x) = 0, respectively. Based
on Cardano formula [30], we can obtain

xs = (−qs
2

+

√
r3s
27

+
q2s
4

)1/3 + (−qs
2

−
√

r3s
27

+
q2s
4

)1/3,

xm = (−qm
2

+

√
r3m
27

+
q2m
4

)1/3 + (−qm
2

−
√

r3m
27

+
q2m
4

)1/3,

(22)

where,

qs =
1 − NmaxPrep

Prep
,

rs =
2

3ka
,

qm = −NmaxPrep

1 + Prep
,

rm =
2
ka

NmaxPrep

1 + Prep
.

(23)

Besides, among xs and xm which are obtained by solving (22), only those satis-
fying xs, xm ∈ (0,

√
Nmax) are wanted.

Their physical meaning can be described: When the time is long enough, the
number of vesicles in RP of SVR model will converge to Ns0 which is equal to
x2
s. As long as N < Ns0, Es(N) > 0 which means that the vesicle refill rate

is larger than release rate. In the same way, the vesicle refill rate is lower than
release rate as N > Ns0. Nm0 equal to x2

m is the convergence value of the vesicle
number in RP after a long enough period for MVR model.

4 Simulation Results

Considering the influence of the duration of a spike on vesicle release, the time
is discretized into windows with equal width Δt. The window size is selected to
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ensure that at most one spike exists in each time window. In the simulations of
this paper, the width of time window is set equal to the spike duration. Based
on [3], Δt = Δts = 4 ms. Hence, the symbol interval Ts is described as

Ts = ksΔt, (24)

where ks is a positive coefficient and set to be a integer. The data rate is defined
as 1/Ts.

What’s more, the mean recovery time τD is related to the capacity of the
RP [27], as

τD =
kD

Nmax
, (25)

where kD is also a positive coefficient. Default values for simulation parameters
are given below: Ts = 16 ms, bit length K = 104, av = 0.06

√
N [7], Nmax =

10 [29], τD = 600
Nmax

ms [6].
The influence of mean recovery time τD on BER is simulated. In each sim-

ulation, τD changes from 20 to 100 ms with the step of 10 ms. BER for systems
utilizing SVR and MVR models with different τD is shown in Fig. 3(a).

From Fig. 3(a), it can be seen that the BER of two system models increases
as τD increases. When τD is large, the vesicle replenishment probability is low
based on (2) and it will limit the vesicle replenishment rate. Therefore, there are
fewer RRVs than the model with smaller τD. According to (5), the low number
of RRVs will decrease the probability of vesicle release, which will increase the
BER.

Then, the influence of capacity of RP Nmax on BER is simulated. In each sim-
ulation, Nmax changes from 5 to 45 with the step of 5. The relationships between
BER of the two systems and Nmax are simulated and depicted in Fig. 3(b).

Figure 3(b) indicates that larger Nmax will cause lower BER of communica-
tion model. Even when Nmax is large enough, the BER of both systems decreases
to 0. When Nmax is large, the average recovery time of a vacancy is shorter
according to (25). Therefore, there are more vesicles in RP and the vesicle release
probability is larger, which leads to a lower BER.

Subsequently, the influence of data rate on BER is simulated. In each sim-
ulation, Symbol interval changes from 4 to 36 ms with the step of 4 ms. The
relationships between BER of different systems and data rate are simulated and
depicted in Fig. 3(c).

Based on the relationship between symbol interval and data rate, when the
symbol interval increases, data rate will decrease. As can be seen from Fig. 3(c),
the BER gradually decreases with the decrease of data rate. The reason is, the
consumption rate of RRVs will be higher when the data rate is high, resulting
in smaller RRVs in RV. Hence, the BER will decrease with the decrease of data
rate.

The influence of fusion rate av is simulated finally. ka changes from 0.01
to 0.46 with the step of 0.05. The BER of the two models with different av is
calculated and shown in the Fig. 3(d).
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Fig. 3. The influence of parameters on the BER performance of two vesicle release
models.

In Fig. 3(d), the relationship between vesicle fusion rate av and BER is sim-
ulated and shown in Fig. 3(d). From (3) and (6), the increase of av will directly
reduce the probability of vesicle release, resulting in more error detection cases.

In addition, it can be seen from the Fig. 3 that the BER of SVR model is
always lower than the MVR model under the same conditions. This is because
the vesicle depletion rate of the MVR model is much higher than that of the SVR
model. Therefore, the number of vesicles in RP remains small and the possibility
of vesicle depletion is much higher than that in the SVR model. This indicates
that limiting the number of vesicles released will increase the transmission accu-
racy and make more effective use of limited resources to some extent. Also, the
BER of SVR model is all more sensitive to the change of parameter than MVR
model for Fig. 3. This is because the release of multiple vesicles greatly reduces
the contingency of vesicle release and increases the stability of the model.

5 Conclusion

In this paper, a pool-based MVR model is proposed. The influence of data rate,
mean vesicle recovery time, capacity of RP and vesicle fusion rate on BER perfor-
mance of this model is simulated comparing with that of SVR model. From the
simulation results, the BER of two models will increase as data rate and mean



Evolution of Vesicle Release Mechanisms in Neuro-Spike Communication 115

recovery time of a vacancy increase, while it will decrease when the capacity of
RP and vesicle fusion rate become larger. All the parameters change BER by
influencing vesicle release probability. Compared with SVR model, MVR model
has higher BER under the same conditions but has better stability. That is, all
these parameters have greater influence on the BER performance of the SVR
model.
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Abstract. Consumption of food in excess of the required optimal nutri-
tional requirements has already resulted in a global crisis and this is from
the perspective of human health, such as obesity, as well as food waste
and sustainability. In order to minimize the impact of these issues, there
is a need to develop novel innovative and effective solutions that can
optimally match the food consumption to the demand. This requires
accurate understanding of the food digestion dynamics and its impact
on each individual’s physiological characteristics. This study proposes a
model to characterize digestive system dynamics by using concepts from
the field of Molecular Communications (MC), and this includes integrat-
ing advection-diffusion and reaction mechanisms and its role in charac-
terizing the digestion process as a communication system. The model is
then used to explore starch digestion dynamics by using communication
system metrics such as delay and path loss. Our simulations found that
the long gastric emptying time increases the delay in starch digestion and
in turn the glucose production and absorption into the blood stream. At
the same time, the enzyme activity on the hydrolyzed starch directly
impacts the path loss, as higher reaction rates and lower half saturation
concentration of starch results in lower path loss. Our work can lead to
provide insights formulated for each individuals by creating a digital twin
digestion model.

Keywords: Digestion dynamics · Molecular communication ·
Advection-diffusion-reaction model

1 Introduction

The United Nations (UN) aims to halve the per capita global food waste at the
retail and consumer levels by 2030 as ∼1/3 of food produced globally for human
consumption is wasted [4]. Metabolic food waste and food consumption in excess
of the optimal nutritional requirements, uses valuable agricultural resources and
results in critical health issues such as obesity. Besides, obesity in humans is also
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associated with ∼20% greenhouse gas emissions that is relative to the normal-
weight state estimated from increased food intake, aerobic metabolism and fossil
fuel use for transportation [11]. These facts emphasis the need for innovative
solutions to overcome such challenges and achieve the goals set by the UN.

Facilitating to set up more sustainable food consumption habits is one inno-
vative solutions that is being widely investigated, where the optimal proportion
of nutrition can be allocated to each individual based on their health condition
as well as physiological setup and lifestyle. This facilitates consumers to design
food that suits their personal nutritional needs, by considering factors such as
age, gender, and physical fitness. Using this practice will help improve global
human health and reduce food waste in a number of ways. For instance, setting
up proper dietary plan and exercise routines to maintain optimal body weight.
From a digital modeling perspective, digestive system dynamics can reveal valu-
able information which can be used to decide suitable food based on suitability
to individual personal traits and health benefits [7]. Exploring digestive sys-
tem dynamics can thus contribute to designing frameworks for setting up more
sustainable food consumption habits, which will result in a more population-
oriented food production and supply chain in the near future.

With the focus on expanding knowledge about the digestive system dynam-
ics, this study aims to looks at its functionality from a different angle compared
to the existing approaches, by proposing a mathematical model that can be used
to a Molecular Communication (MC) system representation. A majority of pre-
vious studies has considered the use of computational models to characterize
digestive system dynamics by using its physio-chemical properties. For instance,
the study [9] provides different modeling methodologies, particularly compart-
mental models to characterize gastrointestinal tract dynamics during digestion.
The study [8] also presents a compartment modeling approach using chemical
kinetics in the context of drug administration, while authors in [12] proposes
a set of computational models considering different properties of food which
include completely soluble, non-soluble and non-degradable types. In addition,
physiologically based Pharmacokinetics models have also been used to explore
the effects of different physiological parameters such as age and disease status
and then use derived insights for drug discovery and development [20]. This
study takes a different direction by developing a computational model that uses
concepts from MC, and used to mapped its functionality from a communication
theory perspective. The recent introduction of MC has provided a new mech-
anism of characterizing biological cellular communication, and also facilitates
new approaches of using engineered bionanoscience to control the communica-
tion process. From both pharmaceutics and food sciences perspectives, this can
lead to development of innovative solutions for various critical issues such as
targeted drug delivery for various nutritional diseases [3] and controlled delivery
of nutrients [5].

In the model building process, three main stages of the digestive process
are modeled as a MC system as illustrated in Fig. 1. First, mechanically bro-
ken down in the mouth goes to the stomach and then mixed with gastric juice
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stomach (digesta). The stomach releases digesta into the small intestine (this
study terms this as the small intestinal (SI) tract). In the second stage, the
digesta reacts with different enzymes available in the SI tract and converts it
into an absorbable form (nutrients) while traveling along the SI tract. Finally,
in the third stage, the SI wall selectively absorbs them into the circulatory sys-
tem. These three stages are then mapped to an advection-diffusion, and reaction
based MC system [13] (further explanation will be provided in the following
section). The model is derived by considering the digestion of starch process.
Exploring starch digestion dynamics is very important as it is the main source
of carbohydrates in our diet and plays a crucial role as a source of energy. Carbo-
hydrates supports fat metabolism as well as effective use of dietary proteins [16].
However, excess consumption of carbohydrates along with dietary fat can con-
tribute towards critical health issues such as obesity. Thus, broader knowledge
about carbohydrate digestion dynamics can help in diabetes and obesity man-
agement [19]. This study takes into account the starch digestion and absorption
of glucose into the blood as a advection-diffusion and reaction based MC sys-
tem. This is followed by understanding the impact of different parameters such
as half-gastric emptying time (i.e., time to empty half of digesta volume) on the
digestive system dynamics. Finally, performance metrics used in communication
theory such as delay and path loss, are used to evaluate the performances of the
starch digestion system.

The reminder of the study is organized as follows. Next Sect. 2 presents the
system model and this is followed by the results derived through simulation
studies using Python software simulation in Sect. 3. The importance of the results
and their implications along with further studies are discussed in Sect. 4 and
finally, Sect. 5 concludes the paper.

2 System Model

This section first gives a brief overview about the food digestion process and its
mapping to a MC system. Next, a transport model for nutrient molecules in the
SI tract is derived and then it is used to formulate the transformation of starch
into glucose. Finally, two performance metrics delay and path loss are listed to
evaluate model performance.

2.1 Food Digestion Process as a Communication System

In the digestive system, consumed food undergoes several intermediate stages
before nutrients contained in food are absorbed into the circulatory system as
illustrated in Fig. 1. The circulatory system then transports the nutrients and
delivers to different parts of the body. The food digestion process is mapped to
the components into a MC system as follows:

– Stomach: is the organ where food is mixed with gastric juice broken down
mechanically and chemically before entering into the small intestine. There-
fore, the stomach acts as a reservoir of gastric content.
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Fig. 1. An overview of the digestion process as a molecular communication system

– Small Intestine (SI tract): is the organ where most of the chemical diges-
tion takes place due to enzymatic reactions. Its muscles’ contraction and relax-
ation creates convective movement of the nutrient along the SI tract, while
their absorption through diffusion. Its wall consists of villi that increases the
surface area to absorb nutrients effectively.

– Digestion: is the process by which consumed food converts into absorbable
nutrients through enzymatic hydrolysis. Different types of enzymes such as
amylases, lipases and proteases help to hydrolyze dietary nutrients such as
starch, lipid and protein. In particular, human diet contains a greater portion
of carbohydrates of which starch is the main source. Starch is hydrolized into
maltose, maltotriose and limit dextrins within the SI tract by pancreatic amy-
lase, while some residual (resistant starch) pass into the large intestine where
intestinal bacteria-based digestion takes place. The brush border enzymes
(maltase-glucoamylase and sucrase-isomaltase) in the SI tract further break
down these intermediate digestion products into glucose.

The digestive process described above are characterized and mapped into an
advection-diffusion and reaction based MC system as follows (see Fig. 1):

(a) Transmitter: Stomach acts as a transmitter as it releases digesta into the
SI tract.

(b) Channel: Since the SI tract facilitates digesta to moving along the GI wall
providing a medium to convert food particles into absorbable nutrients, the
SI transport mechanism is represented as a MC channel.

(c) Receiver: The SI wall represents the receiver of a MC system as it selec-
tively allows nutrient molecules to penetrate through the SI wall into the
circulatory system.

2.2 Feed Stuff Transport Model

Figure 2 illustrates food particles (in terms of mass) entering the SI tract from
the stomach and the rate of mass flow or mass flux Q(gm−2s−1) through a
cross sectional area A(m2) in the SI tract. We also consider a control volume
of depth δx as V = Aδx. The rate of change of the nutrient mass per unit
volume (concentration) C(x, t) (gm−3) through the control volume V (m3) can
be expressed through the following mass balance expression.



Digestive System Dynamics in Molecular Communication Perspectives 121

Fig. 2. Transport and production of nutrients during the small intestinal digestion of
food particles.

V
∂C(x, t)

∂t
= Massin − Massout, (1)

where the terms, inlet and outlet mass of nutrients (Massin and Massout) in
Eq. 1 are formulated as

Massin = Q(x, t)inA + Nutrient Production,

= Q(x, t)inA + CP (x, t)V, (2)
Massout = Q(x + δx, t)outA + Nutrient Absorption,

= Q(x + δ, t)outA + KaC(x, t)M, (3)

where C(x, t)P (gm−3s−1) and Ka (ms−1) are respectively the nutrient produc-
tion and absorption rates, M = (2πdδ)f is the surface area of the controlled
volume, where d is the radius and f is the surface area increased due to folds
(villi) in the SI tract wall. By substituting Eq. 2 and 3 in 1, the change in nutrient
mass can be expressed as

∂C(x, t)
∂t

= −∂Q(x, t)
∂x

− KC(x, t) + CP (x, t), (4)

where K = 2
dKaf .

Considering the advection-diffusion based flow of nutrients in the SI tract,
the mass flow rate of nutrients can be expressed as in Eq. 5 by using the Fick’s
first law.

Q(x, t) = C(x, t)u − D
∂C(x, t)

∂x
, (5)

where u (ms−1) is the average velocity of the nutrient mass flow. Then, Eq. 6
expresses the partial derivative of Eq. 5 with respect to traveling distance, x, and
is represented as

∂Q(x, t)
∂x

= u
∂C(x, t)

∂x
− D

∂2 C(x, t)
∂x2

, (6)

Combining Eq. 4 and 6, the change in nutrient mass can be expressed as
in Eq. 7. In general, this is known as the governing equation of the advection-
diffusion and reaction based fluid flow in a pipe, and is represented as
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∂C(x, t)
∂t

+ u(x, t)
∂C(x, t)

∂x
= D

∂2 C(x, t)
∂x2

− KC(x, t) + CP (x, t). (7)

Models from [15] are used to compute CP (x, t) and Ka. The nutrient produc-
tion rate (CP (x, t) ) is derived using the Michaelis-Menten-kinetics and this is
based on CP (x, t) = Vmax

C(x,t)
Kmax+C(x,t) , where Vm is the maximum reaction rate

and Kmax is the half saturation concentration. The nutrient absorption rate

Ka = 1.62
(

uD2

Ld

) 1
3
, D = KBT

6πμrm
, where, D is the diffusion coefficient, KB is the

Boltzmann constant, T represents the absolute temperature and rm is the radius
of nutrient molecules and L and d are the length and diameter of the SI tract,
respectively.

2.3 Starch Digestion Model

Following Eq. 7, starch digestion into glucose and absorption into blood in the SI
tract are formulated below as a system of differential Eqs. 8–10. In this model,
it is assumed here that the starch digestion starts after entering the SI tract.
Also, the model is created using carbohydrate as the only source of nutrients,
but humans and animals consume mixed macro-nutrients within diverse food
matrices, which impact on the how the carbohydrates are digested. Thus, the
presence of other macro-nutrients in the carbohydrate enriched diet significantly
impacts on the glucose availability in the blood.

In response to the starch in the stomach Cst(t) (sometimes the calls gastric
volume) emptying at a rate γCst (see Eq. 8, where γ = log(2)/t1/2 and t1/2 is the
half-gastric emptying time), will result in the starch concentration in the SI tract
Cs(x, t) increasing at the same rate. While starch molecules travel along the SI
tract under the advection-diffusion mechanism, they react with the enzymes and
consequently produces starch hydrolysis products (e.g., maltose) and then brush
border enzymes (e.g., maltases) convert them into glucose. This study does not
take into account concentrations of intermediate products and considers only
the conversion of starch into glucose. Hence, the Cs(x, t) decreases along the
SI tract at a rate Vm

Cs

Km+Cs
(see Eq. 9). The glucose in the SI tract, Cg(x, t),

then increases at the same rate as the starch digestion. At the same time, it
decreases at a rate KCg(x, t) due to the absorption of glucose molecules into the
circulatory system while they travel along the SI tract under the same mechanism
as the starch molecules (see Eq. 10). Please see [6] for more information about
the digestive system modeling. Altogether, given that the boundary conditions
Cst(t = 0) = C0(g), Cs(x = 0, t = 0) = 0 and Cg(x = 0, t = 0) = 0, the system
of differential equations to characterize the starch digestion and production of
glucose is expressed as
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dCst(t)

dt
= −γCst(t), (8)

∂Cs(x, t)

∂t
= Ds

∂2 Cs(x, t)

∂x2
− u

∂Cs(x, t)

∂x
− Vm

Cs(x, t)

Km + Cs(x, t)
+ γCst(t), (9)

∂Cg(x, t)

∂t
= Dg

∂2 Cg(x, t)

∂x2
− u

∂Cg(x, t)

∂x
+ Vm

Cs(x, t)

Km + Cs(x, t)
− KCg(x, t), (10)

where Cst(t) and Cs(x, t) are respectively the starch concentrations in the stom-
ach and SI tract and Cg(x, t) is the glucose concentration in the SI tract and Ds

and Dg are the diffusion coefficients of starch and glucose, respectively.

2.4 Analytical Solution

Based on the differential Eqs. 8–10, we derive analytical solutions assuming
Km << Cs(x, t). In reality, this assumption emphasizes that nearly all enzymes
will be occupied by the starch molecules. Hence, this assumption leads to a sim-
plification that Vm

Cs

Km+Cs
≈ Vm. The analytical solution of three Eqs. 8–10 are

given as follows

(1) Starch in Stomach: Suppose at t = 0, C0 amount of starch is consumed,
then the solution of Eq. 8 represents the variability in starch concentration
in the stomach, Cst over time, and is represented as

Cst(t) = C0e
−γt. (11)

(2) Starch in SI tract: By substituting Cs(x, t) = f(x, t)eαx−βt + peγt + qVmt
(alpha, β, p and q are parameters to be evaluated) in Eq. 9, its solution can
be represented as

Cs(x, t) =
fs√
4πDt

e
−(x−ut)2

4Dst − C0e
−γt − Vmt. (12)

where f(x, t) = [Cs(x, t) + C0e
−γt + Vmt] e

(
u2
4Ds

t− u
2Ds

x
)

and fs = f(0, 0).
(3) Glucose in SI tract: Following the similar approach as in the step 2 with

the substitution Cs(x, t) = f(x, t)eαx−βt +pVmt (alpha, β, and p are param-
eters to be evaluated, the solution of Eq. 10 can be expressed as follows.

Cg(x, t) =
fg√
4πDt

e
−(x−ut)2

4Dgt −Kt + Vmt, (13)

where f(x, t) = [Cg(x, t) − Vmt] e
[(

u2
4Dg

+K
)

t− u
2Dg

x
]

and fg = f(0, 0).
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Table 1. Model parameters used for simulations.

Parameter Symbol Value

Small intestine length l 6.9 m (male)

Small intestine diameter d 2.5 cm

Viscosity μ 0.01–10 Pas

Radius of Starch molecules rms 5 nm

Radius of Glucose molecules rmg 0.38 nm

Surface area increase due to fold, vili and microvili f 12

Mean velocity u 1.7 × 10−4 ms−1

Maximum reaction rate Vmax 25 mM min−1

Half saturation concentration Kmax 9 mM

Half gastric emptying time t1/2 1 h

2.5 Channel Characteristics

Two performance metrics listed below are used to evaluate the molecular com-
munication system of the starch digestion dynamics in the SI tract.

(1) Path Loss (PL): This is considered as the loss of starch or glucose traveling
from an arbitrary distance x1 to x2 (0 ≤ x1 < x2 ≤ l) along the SI tract.
By following the path loss equation given in [14], PL is computed as

PL = 10 log10

(
Cg(x1, t)
Cg(x2, t)

)
. (14)

(2) Delay: It is generally assumed that a significant amount (>90%) of con-
sumed carbohydrates enters into the circulatory system as glucose within
2–3 h. In this study, we assumed that 1.5 h as the benchmark to digest
>50% of consumed carbohydrates, the delay is computed as the difference
between the time taken to digest and then absorb consumed carbohydrates
and the benchmark time.

3 Results

The model derived in the previous section is used here to characterize starch
digestion dynamics along the SI tract through simulations studies which were
performed by using the model parameters listed in Table 1 and they were taken
from [15] and [17]. The starch molecule size is used here is for rice starch.

3.1 Starch Digestion and Production of Glucose

As mentioned in the previous section, starch is converted into glucose while
traveling along the SI tract so that both the starch and glucose concentrations
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Fig. 3. Having consumed 100 g of carbohydrates, change in starch and glucose concen-
trations in the stomach as SI tract.

vary over the SI tract with respect to the distance that they travel over time.
Figure 3 shows the variability in the starch concentrations averaged over distance
in both the stomach and SI tract along with the glucose concentration, given
that 100 g of carbohydrates is consumed and the normal blood glucose level
is 60 mg/dL. As Fig. 3(I) depicts, starch mass in the stomach decreases over
time and a greater fraction of consumed carbohydrates has been entered into
the SI tract within 1–1.5 h. As a consequence, initially, the starch concentration
in the SI tract depicts an increase and then it gradually decreases in response
to the degradation of starch into glucose. As a result, in Fig. 3(II), the glucose
concentration in the SI tract increases and the maximum increase is around 30
mg/dL. In response to the absorption of glucose into blood, the blood glucose
level increase and then decreases as glucose is stored in the body. The Beragman’s
minimal model [2] was used to compute the blood glucose level.

In general, Fig. 3 shows a greater portion (>90%) of starch has been digested
and the produced glucose has been absorbed into the blood around in 2–3 h and
the observed maximum glucose change is around 30 mg/dL.

3.2 Effectiveness of Starch Digestion

The effectiveness of the starch digestion process could, however, be affected by a
number of factors. This results in delay in production and absorption of glucose
which is used as the main source of energy required for different body functions.
Figure 4 shows the impact of selected parameters (consumed quantity, stomach
emptying time, viscosity and velocity) on the starch digestion process. According
to Fig. 4a, the time taken to absorb the produced glucose into blood is slightly
increasing with the increase in consumed quantity of carbohydrates. On the other
hand, Fig. 4b depicts that the time taken to digest 100 g of carbohydrates and
then absorbing the produced glucose into blood is higher with longer stomach
emptying time. In addition, Fig. 4c shows the change in glucose concentration
in the SI tract in response to the increase in velocity (u) and viscosity (μ) of
glucose molecules in the SI tract, given that 100 g of carbohydrates has been
consumed. In the model, the increase in viscosity results in increasing glucose
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Fig. 4. Variability in starch and glucose concentration in the stomach and SI tract
with respect to the (a) amount of consumed carbohydrates, (b) and the half stomach
emptying time, and (c) change in viscosity (μ) and velocity (u) (only in the SI tract).

level as higher viscosity slows down the starch movement speed and this in turn,
allows starch molecules to spend long period of time in the SI tract. Conversely,
increasing velocity decreases the time spent by starch molecules in the SI and
hence, results in decrease of the glucose level.

3.3 Delay in Starch Digestion

For a healthy person, it is generally known that carbohydrates digestion results
in a sudden increase in blood glucose level and on average takes an hour to reach
its peak and then it stabilizes in response to the secretion of insulin from the
pancreas. Figure 4 showed that different factors can have a significant influence
on delaying the digestion process. The stomach emptying time acts as one of
the most influential factors among them because long stomach emptying time
can result in significant delay in the remaining digestion process. So, this study
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Fig. 5. The impact of stomach emptying time on the starch digestion delay and corre-
sponding delay it creates in stabilizing blood glucose level.

explored only the impact of the stomach emptying time and Fig. 5 displays the
impact of this on delaying the starch digestion process. Given the average time
taken to digest >50% of consumed carbohydrates is 1.5 h, Fig. 5(I) shows the
delay of starch entering from the stomach into the SI tract with increasing stom-
ach emptying time. The corresponding increase in time to reach maximum blood
glucose level and reaching back to normal level (stabilizing glucose level) is dis-
played respectively in Fig. 5(II) and 5(III). Therefore, as seen in Fig. 5, longer
stomach emptying time delays the starch digestion process, which in turn, could
cause delaying the body glucose demand required to produce energy. Conse-
quently, such a delay may lead to certain disorders in different body functioning.

3.4 Path Loss with Respect to Starch and Glucose

The PL can result from both the loss in undigested starch and unabsorbed
glucose in the small intestine. Figure 6 shows the variability in PL in response to
the change in velocity u and half saturation concentration Kmax over the range
of [0.01–10] × 10−4 m/s and [0–40] mM, respectively. As displayed in Fig. 6a,
the PL with respect to starch does not show significant change with increasing
velocity, but increasing Kmax contributes to decreasing PL at a declining rate.
PL with respect to glucose given in Fig. 6b shows an increase with increasing
both u and Kmax and also the increasing rate with u is greater compare to that
with Kmax, but the increment is declining with larger u. Besides, Fig. 7 shows
the impact of Vmax and Kmax together on PL is depicted while Vmax and Kmax

are varying over the ranges [10–30] mM/min and [0–40] mM, respectively. The
PL with respect to both starch and glucose shows decreasing trend with respect
to increase in Vmax, but they show an increasing trend with increasing Kmax.

4 Discussion

Exploring starch digestion dynamics is important for a number of reasons. It
is the main source of carbohydrates in our diet and acts as the highly efficient
energy source required for body function. Thus, efficient carbohydrate digestion
is vital, for instance in intensive exercises as it avoids the body using protein
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Fig. 6. Path loss with respect to starch and glucose while varying velocity u and Kmax

together.

Fig. 7. Path loss with respect to starch and glucose while varying maximum reaction
rate Vmax and half saturation concentration Kmax together.

stored in the internal organs to produce energy. This in turn helps preserving
lean muscle mass and the use of dietary protein for other important purposes
such as building muscles rather than consuming for generating energy. Moreover,
carbohydrate helps the function of brain and nervous system and metabolism
of fat. Effectiveness of starch digestion could, however, be varied from person to
person due to variability in influenced factors such as gastric emptying times,
flow of digestive content, digestive capacity and efficacy of glucose transporters,
as well as the glucose absorption into the blood [1]. Thus, any abnormality of
one or more of these factors could potentially lead to creating potential disor-
ders in aforementioned various body functions interconnected with glucose. For
instance, imbalance in optimum blood glucose level could cause a number of
issues because high plasma glucose level could leads to microvascular and neural
damages, and renal inefficiency while low glucose level causes anxiety, aggressive-
ness, coma and eventually death [18]. Therefore, efforts to understand influence
of these factors would be therapeutically important.

The MC-based approach proposed can provide insights which can contribute
to characterizing the influence of such factors on the starch digestion process
effectively. It would be useful for taking actions to control diabetes and obesity,
for example. Therefore, this section discusses the significance of these insights
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for the transmitter, channel and receiver through simulation studies that can
contribute to design of appropriate interventions.

4.1 Transmitter: Effective Gastric Emptying Time

In the digestion system, effectiveness of functions associated with the transmitter
(i.e., stomach) is a crucial entity that can control the whole starch digestion
process. This is because the glucose absorption into blood depends on the rate
at which gastric content is released into the small intestine. Since the gastric
emptying rate γ is computed by using the time to empty the stomach content by
half of its volume, it directly influences on the delay in the whole starch digestion
process. Various factors influence the increasing gastric emptying rate and this
can include high volume, viscosity, exercise level and relative nutrient contents
in the meal. Moreover, aging also increases this value, which in turn, decreases
the efficacy of absorption of glucose and also the calcium and iron too [10].
These dynamics can easily be characterized by using the MC-based approach
as it allows exploring variability in starch and glucose concentrations in the
small intestine with respect to change in certain model parameters. For instance,
both Fig. 4 and 5 shows the potential of the proposed model in exhibiting the
impact of variability in delay with increasing stomach emptying time, velocity
and viscosity. Increasing delay in starch digestion could directly influence the
homeostasis in blood glucose level which is crucial for optimum body functions.
Therefore, these insights could be incorporated for exploring dynamics in insulin
sensitivity and glucose effectiveness which are very important for controlling
blood glucose level, as well as designing personalized treatments for diabetes
patients.

4.2 Channel: Efficacy in Mechanical and Chemical Functions

Digestive dynamics within the small intestine can primarily be characterized
by its mechanical and chemical functionalities. The mechanical functionalities
include movements in muscles while enzymatic reactions include the chemical
functionalities. Variability in these processes can thus impact effectiveness of
the digestion process.

The contraction and relaxation of muscles in the SI tract help effective sep-
aration, mixing and propelling of digesta, which in turn, creates convective
flows allowing effective transformation of digesta into absorbable nutrients. The
Brownian motion of nutrient molecules creates diffusion-based movement which
helps nutrient absorption into the blood. Optimal functionality in these pro-
cesses allows sufficient transient time that is essential for complete digestion and
increasing the nutrients absorbed into blood. In the model discussed here, bulk
flow velocity (u) and viscosity (μ) are two key parameters which can make a
greater influence on the movement of nutrient molecules. For this reason, Fig. 4c
shows a greater glucose production with low velocity and high viscosity. Figure 7a
also supports this observation, indicating a lower path loss with respect to smaller
velocity.
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With regards to the chemical reactions, the model considered only the enzy-
matic action on the starch molecules based on Michaelis-Menten kinetics. Due
to the complexity in solving the differential equations, the analytical solutions
were derived considering the half saturation concentration (Kmax) is very small
compared to the starch concentration. This means all enzymes will have been
occupied by starch molecules by the saturation stage of the reaction between the
starch and enzymes. Therefore, Fig. 6 shows opposite trends in loss with respect
to the starch and glucose with increasing Kmax. Moreover, Fig. 7 suggest that
smaller half saturation concentration results in greater contribution to reduced
path loss.

4.3 Receiver: Effective Nutrient Absorption

Lower path loss with respect to both starch and glucose can contribute to increas-
ing the amount of nutrients detected by the receiver (i.e., the small intestine
wall). According to the model, nutrient absorption also depends on bulk flow
size of nutrient molecules, velocity, and viscosity as parameters related to small
intestine such as length and diameter are fixed. Therefore, as discussed above,
short gastric emptying time, low velocity and high viscosity can contribute to
improving the glucose absorption effectiveness. The impact of nutrient molecule
size was not considered since this study considered glucose absorption only. Thus,
path loss has a potential to imply the effectiveness of the nutrient absorbance
depending on variability in physiological factors of the SI tract with respect to
age, gender, and health conditions. Therefore, such insights could be helpful, for
instance, in making dietary plans depending on personal requirements.

4.4 Future Directions

Since the study lays a strong foundation to explore the digestive dynamics in
terms of MC concepts, it unveils a number of ways that this study could be
further extended. Most importantly, given the amount of glucose absorbed into
the blood, variability in blood glucose level in the body can be explored with
respect to a range of factors such as age, gender, and physical fitness. This can
help in terms of designing therapeutic treatments for chronic diseases such as
diabetes. Moreover, it would also help in taking actions against obesity as con-
trolling carbohydrates intake that can effectively stimulate burning excess body
fat by increasing activity levels. In addition, males and females differ in their
food and calorie intake, with males generally consuming more food including
carbohydrates than females. The model discussed here is general and not spe-
cific to any gender, but there is a potential of using it to explore gender-based
variability in digestive dynamics by including the gender related factors into the
model parameters, such as the gut length and need of calories.

This study accounts the impact of few parameters on the starch digestion pro-
cess so that it is able to provide an overall idea about the digestion dynamics.
This is because the enzymatic activity depends on the pH value and the tem-
perature but the study assumes they do not vary over the digestive tract though
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they have a significant impact on the digestion process. The model assumes the
gut width is fixed but it varies along the tract, and by the development stage as
the individual grows, so does the size of the gut including the width and length,
which can accommodate increased intake to support growth.

Also the starch digestion starts in the mouth. However, this study assumed
the starch stays intact until it reaches the small intestine. The model was cre-
ated using carbohydrate as the only source of nutrients, but humans and animals
consume mixed macronutrients within diverse food matrices, which impact on
the how the carbohydrates are digested. The presence of other macronutrients
in the carbohydrate enriched diet significantly thus impacts on the glucose avail-
ability in the blood. Taking into account these factors in the model development
process will also contribute to improving the potential of creating an accurate
digestive dynamics digital model.

5 Conclusion

This study looks at the digestive system functionality as a MC system and then
proposes an advection-diffusion and reaction based model to characterize diges-
tion system dynamics in the context of starch digestion. Based on communication
system evaluation, two performance metrics, which are delay and path loss are
used to explore the influence of different properties of the digestive system in
the context of starch digestion. According to the observations derived from sim-
ulation of an analytical model, the gastric emptying rate, velocity and viscosity
of digesta along with the parameters related to enzymatic activity on the starch
such as half saturation concentration influences on the delay and path loss in the
starch digestion process. These observations primarily suggest that shorter gas-
tric emptying time with low velocity and high viscosity of digesta can contribute
to improving the amount of glucose absorbed into the blood. Therefore, these
insights help in expanding the knowledge about digestive system dynamics so
that they can contribute towards the development of novel solutions for future
food-related global crisis such as obesity and food waste. Most importantly, the
study lays a concrete foundation to drive digestive system studies towards a
new direction that will enable us to create a digital twin that will personalize
our ingredients that suits our personal physiological settings as well as internal
digestion functions.
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Abstract. This paper investigates the tumor microenvironment reg-
ulated by the dense interconnected capillary network nearby, form-
ing Manhattan-like biological gradient fields (BGFs) distribution. The
research to date has tended to focus on modeling in Euclidean space
rather than Manhattan space. Based on the Manhattan-like BGFs, we
propose a coordinate gradient descent (CGD) iterative algorithm to real-
ize tumor homing. Nanorobots with contrast agents and sensors are
employed as computing agents. The sensors serve as local sensing agents
to provide iterative information, and the contrast agents can deposit
themselves on the tumor through the enhanced permeability and reten-
tion (EPR) to make magnetic resonance imaging (MRI) easier to detect.
We aim to achieve tumor homing using as few iterations as possible in
a Manhattan-like BGF. The simulation results show that the proposed
CGD algorithm has higher efficiency and fewer iterations in Manhattan-
like BGFs than the brute-fore.

Keywords: Tumor homing · Manhattan-like BGFs · CGD iterative
algorithm

1 Introduction

Magnetic Nanoparticle-mediated drug delivery has drawn much attention in can-
cer theranostics. Since the presence of magnetic nanoparticles (MNPs) introduces
inhomogeneities in the local magnetic field that increase the signal decay rate,
resulting in a significant contrast change in the tissue enriched with MNPs [1].
Thus, magnetic resonance imaging (MRI) employs MNPs as contrast agents
to enhance tumor detection [2]. The main problem facing this approach is the
targeted delivery relies on systemic blood circulation and only less than 2%
of the nanoparticles can deliver to a precise site [3]. Another alternative app-
roach is an iterative-optimization-inspired direct targeting strategy (DTS) for
nanosystems [4]. Nanoswimmers assembled by many magnetic nanoparticles are
served as computing agents. In the presence of an external magnetic field, the
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nanoswimmers are guided to potential sites of tumors. When the tumor binds
to the contrast agents, the enhanced permeability and retention (EPR) effect
will be triggered, thus enabling tumors to be detected by MRI [5]. One of the
other methods is a self-regulated and coordinated targeting strategy, inspired
by the collaborative movements of the living cells in different natural biolog-
ical processes [6]. This method doesn’t require an external centralized control
unit, nanoparticle swarm cooperates and coordinates autonomously through the
information provided by the biological gradient fields (BGFs), and carries out
tumor homing in the search domain.

The growth of tumors affects the microenvironment around, changing its
physical properties. For instance, 60% of solid cancers contain hypoxic areas het-
erogeneously dispersed throughout the tumor [7]. Some tumors rely on glycolysis
to produce energy, which leads to hypoxic concentration and acidosis, increasing
the spatial distribution differences in tumor areas [8]. The biophysical informa-
tion, regulated by capillary networks, is presented as a multi-dimensional BGFs
distribution. The two alternative methods mentioned above both use BGFs as
objective functions to provide iterative direction information and consider it as
a continuous distribution in a Euclidean space.

This paper introduces BGFs similar to taxicab geometry. To deliver the
oxygen to the tissues efficiently, capillaries shape as an even-distributed, two-
dimensional grid network, as shown in Fig. 2(a) [9]. The formation of BGFs is
related to the capillary network. The oxygen content levels in the blood decrease
as the distance from the arterial end increases [10]. Therefore, tumor cells located
at the distal end of the blood vessel may be hypoxic, even if they are close to
the vessel [11]. Due to the lack of oxygen, cells produce lactic acid anaerobic
respiration, resulting in a decrease in PH [12]. The formation of these BGFs
has been inseparable from the capillary network, which is a Manhattan space.
Therefore, so when considering an actual BGF, a Manhattan space should more
suitable than Euclidean space.

Recent work improves the detection probability and targeting efficiency
employing external magnetic field control of nanorobots [4]. The major advantage
of tumor sensitization through external manipulation is that the route to reach
the lesion tissues is optimal and minimization the risk of exposure to the systemic
circulation. A similar and holistic approach is employed, integrating nanorobots
with sensors, an external centralized control unit, and Manhattan-like BGFs for
a tumor homing. We modify objective functions into Manhattan-like objective
functions, the coordinate gradient descent (CGD) is the iterative search algo-
rithm in a Manhattan space. For the acquisition of the iterative direction, using
sensors to local sensing in vivo, an external controlling and tracking system, such
as an integrated device consisting of pairs of electromagnetic coils to generate a
rotating magnetic field [13] to drive the nanorobots.

The paper is organized as follows. In Sect. 2, potential errors of BGFs being
an objective function are discussed, and the transformation from Euclidean
metric objective functions to Manhattan-like objective functions are presented.
Section 3 demonstrates the CGD algorithm and the acquisition of discrete
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gradient. Next, numerical simulations are performed to validate the effectiveness
of the proposed algorithm in Sect. 4. Finally, Sect. 5 consists of the conclusion of
this paper and future works.

2 Manhattan-Like Objective Function

BGFs can be divided into two types, environment-response and environment-
primed. The first type can be obtained by using the physical properties of the
tumor microenvironment, such as low pH, alteration in oxygen content, and
blood velocity [10]. Special nanoparticles are injected into the blood flow to
create an artificial BGF accumulated in the vicinity of the tumor. For instance,
modified gold nanorods can accumulate in tumors through systemic circulation
passively [14].

Tumor-induced BGFs can be used as auxiliary information for in vivo com-
puting and provide evaluation criteria for position information of nanorobots.
To understand and measure BGFs computationally, the objective functions with
global maximum are considered to represent the possible situation of BGFs of
in vivo computation. Assume that D denotes the high-risk area of the tumor.
Then computing agents are represented by G. The objective functions based on
Manhattan- and Euclidean-space are represented by F and f, respectively. As
computational agents of in vivo computing, nanorobots are composed of natu-
ral materials that will physically, chemically, and biologically react with living
tissues, which indicates that the interactions between agent G and the domain
D induces disturbance, resulting in measurement error. Therefore, the objective
function can be described as follows:

F(x; G) = FT (x) + ε(x;G) x ∈ D (1)

where FT (x) is the true objective function value at x. ε(x;G) is the random
compensation error, which attempts to counteract the disturbance caused by G.

As mentioned above, BGFs in the capillary shape like a grid model, which
further refers to a Manhattan space. Currently, the functions used in many stan-
dard testing problems are mostly Euclidean metrics. However, the test function
in the Euclidean metric is continuous and derivable everywhere, unlike the Man-
hattan metric, which is defined only orthogonally. Thus, the Euclidean metric
is not suitable for describing the proposed Manhattan-like BGFs. Therefore, we
modify a Euclidean metric-based objective function into Manhattan-based. In
order for our modifications to have more practical implications, the transforma-
tion derives from the physical definition differences between the Manhattan and
Euclidean metric, which indicates that area and distance formed by BGFs are
different in Manhattan space and Euclidean space.

Give two points (xn, yn), (xm, ym) and a expression as:

(xm − xn) ∗ (ym − yn) (2)
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at the Euclidean metric-based (2) can represent the rectangular area with side

lengths
√

(xm − xn)2 and
√

(ym − yn)2. Recalculated using Manhattan metric-
based definition, the side length can be expressed as |xm − xn| and |ym − yn|.
Therefore, the area of rectangle can be modified as:

|xm − xn| ∗ |ym − yn| (3)

Similarly, the mapping table between Euclidean metric-based and Manhattan
metric-based is given in Table 1 as a reference for modifying a Manhattan-like
function.

Table 1. Mapping table from euclidean metric-based to manhattan metric-based.

Euclidean metric-based function Manhattan-like function√
x2 + y2 |x| + |y|

x |x|
x − y |x| − |y|
x ∗ y |x| ∗ |y|
x3 |x|3
x2 |x|2

Different objective functions are employed to describe the BGFs of the tumor
in related works. In this paper, these objective functions in Euclidean space are
modified to Manhattan-like functions, with the maximum and minimum value
being normalized to 1 and 0, respectively. Then the selected search field is limited
to a square with a side length of 10 mm.

1) Bowl-shaped

f(x, y) = 1 − 0.14
(√

x2 + y2
)

(x, y) ∈ V (4)

The modifying result is as follows:

F (x, y) = 1 − 0.14(|x| + |y|) (x, y) ∈ V (5)

2) Plate-shaped

f(x, y) = 1 − (
0.01

(
x2 + y2

)
+ 0.02xy

)
(x, y) ∈ V (6)

The modifying result is as follows:

F (x, y) = 1 − (
0.01

(|x|2 + |y|2) + 0.02|x||y|) (x, y) ∈ V (7)
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where V represents the capillary grid network. As shown in Fig. 1, the modified
Manhattan-like functions are taken as the objective functions where the maxi-
mum value represents the location of the tumor. The numebr 0.14 reported in
both (4) and (5), and the numbers 0.01 and 0.02 reported in (6) and (7) are the
normalization coefficients, they do not affect the performance of the algorithm
when the objective functions are used as test functions. The contour plots of the
modified Manhattan-like functions are diamond-shaped, which is consistent with
the situation in a Manhattan space. The gradient of the Bowl-shaped function
is smooth and uniform, considered as the best case of BGFs. And the gradient
of the Plate-shaped function is not as smooth as Bowl-shaped, therefore it can
be treated as a general case of BGFs.

Fig. 1. Graphical representation of two objective functions. (a) Bowl-shaped and (b)
its contour plot; (c) Bowl-shaped modified to manhattan-like results and (d) its contour
plot; (e) Plate-shaped and (f) its contour plot; (g) Plate-shaped modified to manhattan-
like results and (h) its contour plot. All objective functions have a maximum value of
1 and a minimum value of 0.
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The capillary network consists of straight and rigid cylindrical blood vessels
[15], and fractal models are often used to describe their bifurcation structure. How-
ever, fractal models cannot imitate the interconnected structure of the capillary
network, especially in the vicinity of the tumor, which can be more appropriately
described with a grid model [9]. In our model, the capillary is regarded as a grid
model with an equal side length Δd. Then, the Manhattan-like objective function
is mapped to the grid model. As shown in Fig. 2(b), only four vertices of each grid
are used as the mapping results. The blue circles, represent possible path points
after mapping, the red trajectory represents the iterative path of the agents.

Fig. 2. (a) Blood vessels in microvasculature [9]; (b) Capillary network grid model and
points on the grid that intersects F0 − Fn represent the equipotential points.

3 Coordinate Gradient Descent

The previous section has shown that the grid model of the capillary network is
a Manhattan space. Therefore, it is necessary to adopt a Manhattan detection
trajectory, which means subject the detect direction of the agents to limitations.
Assuming that the blood flow direction is from lower left to upper right, then
the actual detect direction of agents becomes upward or right. Thus, we propose
the CGD iterative algorithm based on the gradient descent algorithm [4] and
coordinate descent [16], which limits the direction of the gradient to the direction
of the coordinate axis in order to conform to the detection of a Manhattan space.

Firstly, the discrete derivatives can be described as:

F ′(x) =
F (x + Δd) − F (x)

Δd
(8)

where Δd is the grid width as shown in Fig. 2(b). F (x + Δd) is the value of
objective function at location x + Δd, measured by the agents. The iteration
position of agents is updated as follows:
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xk+1 = xk + Δx + sk+1u∠ϕ+Δϕ (9)

where Δx is the location error, u∠ϕ is a unit vector with a direction angle ϕ.
In CGD the specific value of ϕ is 0 or π

2 . Δϕ is the angular deviation, due to
the steering magnetic field and agents steering imperfections. We simply assume
that Δx, Δϕ are all subject to the variance of σ2

Δx, σ2
Δϕ and the mean of 0

normal distribution. sk+1 is the step size of the k+1-th iteration, the AdaGrad
is employed to calculate the step size for each iteration. The step size updates
as follows:

1) Accumulated derivative square

rk = rk−1 + (F ′
k)2 (10)

2) Update step size

sk = sk−1 − F ′
k

(
sk−1

δ +
√

rk

)
(11)

where r0 = 0, F ′
k is the discrete derivative can be obtained from (8). In the

calculation process, to avoid the value of rk being 0, a constant δ = 10−7 is
added to the denominator to ensure the stability of the numerical value, which
will not affect the update of step size. The update in the y-axis direction is the
same as that in the x-axis. The pseudocode of the CGD iterative algorithm is
as shown in Algorithm 1.

Algorithm 1. Coordinate gradient descent (CGD)
Input: Objective function F (x, y), initialize agent location: x0, y0, initial step

size : s, constant δ = 10−7, initialize discrete derivative accumulation vari-
ables: rx, ry

Output: Maximum value of objective function: Fmin

1: while Stop criteria not reached do
2: Fix the x-axis direction, treat variable x as constant;
3: repeat
4: Calculate the discrete derivative in y direction dy;
5: Accumulate discrete derivatives, update ry;
6: Calculate and update step size:sy;
7: Calculate the next position of the agent in the y direction;
8: Update agent location;
9: until Find that local optimal solution in the y-axis direction

10: Fix the y-axis direction, treat variable y as constant;
11: Repeat the process of finding the local optimal solution on the y-axis;
12: end while

Finally, compared with the traditional mathematical optimization process,
the CGD has constraints of in vivo computing. The initial location of the agents
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is limited to a small area, which is the injection point, instead of the whole
detection domain. If agents outside the detection domain, new agents will be
injected at the initial point to ensure the balance of the total agents.

4 Simulation Results

To validate our model and verify the performance of the proposed CGD algorithm,
numerical simulations are complemented through MATLAB. The search range is
(−5 mm,5 mm), vessel spacing is 0.1 mm, tumor radius is 0.5 mm, and the maxi-
mum number of iterations is set to 200. Two Manhattan-like functions modified in
Sect. 2 are used as objective functions, and the initial position of agents is limited
to −5 mm ≤ x, y ≤ −4 mm. Two indicators, the iterations K and the effective
rate ξ, are introduced to evaluate the efficiency of the CGD algorithm. ξ is the
ratio of the number of agents successfully staying in the tumor area to the num-
ber of general agents injected. In the simulation, three agents are injected at the
same time, We assume that each agent is independent in the computation process.
For comparison, brute-force search is also performed in the objective functions, in
which the agents wander upward and right randomly at each point.

The initial injection locations of the agents are set as (−5,−5), (−4,−5),
(−4.5,−4.5). Any agent staying in the tumor area is recognized to have success-
fully detected for the tumor. As shown in Fig. 3, the red trajectories represent
the CGD algorithm and the black trajectories represent the brute-force.

Fig. 3. The red cycles represent the trajectories of the CGD, while the black cubes rep-
resent the trajectories of the “brute-force”. Agents stay in the tumor area are regarded
as a successful homing. (Color figure online)
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In the simulation results, because of its randomness, brute-force failed to
detect tumor most of the time and the iteration number k of successful detec-
tion was approximately 100. And the simulation results of the CGD iterative
algorithm are presented in the Table 2. In terms of the simulation results, CGD
can detect the tumor location with a higher ξ and fewer K for both different
objective functions.

Table 2. K and ξ of the CGD

Objective functions(F) Initial positions Iterations(K) The effective rate(ξ)

Bowl-shaped (−5,−5) 22 50%
(−4,−5) 20
(−4.5,−4.5) 22

Plate-shaped (−5,−5) 26 83%
(−4,−5) 25
(−4.5,−4.5) 26

Fig. 4. (a) For Bowl-shaped objective function, the influence of initial step size on
the number of iterations(K); (b) For Plate-shaped objective function, the influence of
initial step size on the number of iterations(K).

Due to the limitation of blood flow direction, nanorobots simply move from
one side to the other, quite differ from traditional numerical optimization where
computing agents can freely reciprocate in search space. Therefore, the setting
of optimal parameters should be different in optimization algorithms for in vivo
computing. In our simulation experiments, the selection of the initial step size
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has a prominent effect on K. As shown in Fig. 4, an increase in initial step size
will diminish the number of K. If the initial step size is extremely small, the
agents do not have exploration ability at the beginning of the calculation. And
if the initial step size exceeds a certain range would result in the poor discovery
of the intended tumor location. This indicates that the initial step size is the
main parameter of the searching process.

5 Conclusion

This paper introduces Manhattan-like BGFs and exhibits the transformation
of objective functions in different dimensions. In addition, we propose a CGD
iterative algorithm in a Manhattan-like space to homing tumor and validate its
performance through the simulation. This work has enhanced our understanding
of BGFs distribution. Further work should focus on more factors of Manhattan-
like BGFs formed by tumors. Finally, the tumor homing process should involve
external centralized control to ensure the iterations of the agents.
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Abstract. Molecular communications essentially analyze the transmis-
sion of the information at the nano level in cells, the smart devices that
constitute our bodies. This emerging field uses traditional communica-
tion systems elements and maps them to molecular signaling and com-
munication found inside and outside the body. Hence, molecular com-
munications’ fundamental importance denotes the necessity to develop
a new technology framework that provides a novel perspective to fight
human diseases (the COVID-19 pandemic has highlighted this challenge).
Thus, the architecture for molecular communications can be explored
from the perspective of computer networks, i.e., the TCP/IP reference
model and the basic model of MC can also be represented using Shan-
non’s communication model (i.e., transmitter, communication channel,
and receiver). In this field, IEEE impulses the 1906.1 and 1906.1.1 stan-
dards that establish definitions, terminology, and a conceptual model for
ad hoc network communication at the nanoscale. With these ICT per-
spectives, we appropriately have analyzed gene expression in eukaryotes
organisms as a layered stack (network, link, and physical layer) of a nano
communication network. In this biological communication process, the
cellular nucleus behaves as the DTE, the ribosomes, and Endoplasmic
Reticulum represent the DCE, the Golgi Apparatus represents a border
router. The proteins secreted by the cell move through the bloodstream
(physical transmission medium) and reaching the receiver (DCE-DTE),
which processes the information through ligands and their receptors.
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1 Introduction

Molecular communications (MCs) essentially analyze the transmission informa-
tion at the nano level; the cells, the “smart” devices that constitute our bodies,
principally communicate fundamentally through molecules’ transport and bind-
ing. Despite their noisy world and often diffusive transport, nature has devised
a way for all of these biomolecules to function in harmony so effectively and reli-
ably, and this is a remarkable realization in robust communication. It’s a triumph
that scientists must dissect in order to create devices that can communicate with
nature in its own language [1].

MCs, in contrast to existing telecommunication paradigms, use molecules as
information carriers; sender biological nanomachines (bio-nano machines) encode
data on molecules (signal molecules) and release the molecules into the environ-
ment. The molecules then travel through the environment to reach the receiver
bio-nano machines, where they biochemically react with the molecules to deci-
pher information [2]. In biology, sender-receiver systems abound, with commu-
nication systems transmitting data in a variety of ways. Information and com-
munication technology (ICT) offers a quantitative foundation for understanding
natural and synthetic genetic processes.

Keeping the preceding ideas in mind, let us investigate a previously unimag-
ined and unfortunate occurrence that has harmed humanity in the area of bio-
logical communications. Hundreds of millions of people are infected with viruses
each year, but many of them do not have access to vaccines or adequate treat-
ment during and after infection. The COVID-19 pandemic has brought this issue
to light, demonstrating how rapidly viruses can spread and affect society as a
whole. To fight viral infections and potential future pandemics, new approaches
from various disciplines must arise. Over the last ten years, an interdisciplinary
field known as molecular communications has emerged [3–5]; it involves bioengi-
neering, nanotechnology, and ICT. This new area applies elements of traditional
communication systems to molecular signaling and communication found both
within and outside the body. The aim is to create new methods that will aid
future medicine (the ICT system offers a novel approach to combating human
diseases) [3,6–9]). Characterizing the signaling pathways between cells and infec-
tious disease locations at different levels of the human body is one of these
methods [10].

Thus, MCs have been developing, and it bridges communication engineering
and networking, molecular biology, and bioengineering areas [11,12]. Much anal-
ysis, designs, and proposals in biological systems communications studies have
been established from a typical layered network structures paradigm [13–25]. In
this area, the Institute of Electrical and Electronics Engineers (IEEE) impulses
the 1906.1 and 1906.1.1 standards [26–29]. In its first version, the IEEE 1906.1
standard recommended practice contains a conceptual model and standard ter-
minology for ad hoc network communication at the nanoscale. The new version
of the standard i.e., 1906.1.1 establishes a common YANG (Yet Another Next
Generation) data model for IEEE 1906.1 nanoscale communication systems.
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We introduced a stacked-layer network model to describe gene expression
using the fundamentals of communication engineering and networking in MC as
a guide, as well as the relevance of series IEEE 1906 standards [30]. The rest of
the paper is organized as follows. Section 2 explains gene expression and protein
delivery from an ICT paradigm; thus, Sect. 2.1 describes the transcription of
DNA (DTE in the transmitter), Sect. 2.2 denotes translation of DNA (DCE in
the transmitter), Sect. 2.3 describes to Golgi apparatus (GA) as an internet (bor-
der) router, Sect. 2.4 establishes the protein delivery through a communication
channel, Sect. 2.5 describes the use of information at the receiver (DCE-DTE).
In Sect. 3 (application of the series standards IEEE 1906 to gene expression)
is established our proposal, hence Sect. 3.1 indicates the IEEE Standard Data
Model for Nanoscale Communication Systems, i.e., IEEE 1906.1 and 1906.1.1,
Sect. 3.2 presents the proposal properly as a viewed digital communication net-
works through gene expression and protein delivery from the IEEE 1906.1 and
1906.1.1 paradigm. Conclusions enclose this paper in Sect. 4.

2 Gene Expression and Protein Delivery Analysis
from a Network Layered Paradigm

2.1 DNA Transcription

The basic model of MCs may be described based on Shannon’s model of com-
munication (i.e., transmitter, communication channel, and receiver) [20] and
as nanoscale communication network is a human-designed system for commu-
nicating at or with the nanoscale, using physical principles that are suited to
nanoscale systems [26]. Then, from our previous work in [30], we suppose that
the cellular nucleus represents the biological transmitter (or a biological Data
Terminal Equipment (DTE) that contains the information source) composed of
nucleotide blocks called genes (which must be processed intra-cellularly or extra-
cellularly). We mainly focus on long-distance cellular communication (exhibited,
for example, in the endocrine system, this type of MC is known as long nano
range communication) [30–32]. In nature, a gene is a set of nucleotides that stores
the information required for accomplishing a specific function (by a protein or
RNA) [33]) to be performed at a specific destination; Thus, we hypothesize that
a gene’s contents can be understood as addressing at the network layer. The
transmission of information from the nucleus cell (i.e., from genes) to specific
destinations begins with the transcription process in which DNA information is
copied into RNA [30].

The DNA molecules are encoded by four distinct values, allowing them to
contain digital information (i.e., four nucleotides, then a single nucleotide base
will carry two bits of information [− log2(1/4)]). Nucleotides are monomers of
nucleic acids that contain one nitrogenous base, a five-carbon sugar (deoxyribose
in DNA and ribose in RNA), and at least one phosphate group (DNA and
RNA). Adenine (A), thymine (T), cytosine (C), guanine (G), and uracil (U) are
nitrogenous bases (U). The DNA double helix is made up of nucleotides with



148 Y. Cevallos et al.

the bases A, T, C, and G [34], and it keeps its shape since the nitrogenous bases
on each strand are complementary [35] (i.e., the affinity of adenine to thymine
and that of cytosine to guanine [36]). Since biological information is divided
into encapsulated data segments [19,30], the information in DNA is divided
into blocks of nucleotides called genes [37,38] that have start and termination
sequences. Digital information is split into packets in packet-switching networks
to speed up transmission. As a result, a digital network packet may be thought
of as a gene in a biological transmission network [19,30].

As transcription begins, the RNA polymerase II (RNAP II enzyme) molec-
ular motor recognizes a region of the promoter region’s DNA sequence [39].
When RNAP II starts adding nucleotides to create a complementary messenger
RNA (mRNA) chain, it starts with the promoter. After that, RNAP II makes a
single-stranded mRNA copy of one of the two DNA strands. The only difference
between RNA and DNA is that in this step, RNAP II uses uracil (U) instead of
thymine (T) [40,41].

The enhancer is another essential DNA strand component that controls the
amount of protein produced in relation to the amount of mRNA (i.e., the amount
of information sent to the receiver). As a consequence, this technique can be
interpreted as a sender-side flow control [30]. Flow control is maintained at the
data-link layer to ensure that a fast sender does not overwhelm a passive receiver
with more messages than can be processed [42–44]. The transcription of one of
the DNA strands from the 5’P to the 3’OH of the deoxyribose phosphate back-
bone was specifically unidirectional [39,40]. This precision is also present in com-
puter networks, where the less significant bit must be signaled when information
is transmitted using serial communication [43].

The halt of transcription is accomplished when an appropriate finalization
sequence is recognized by RNAP II [29]. In the primary transcript molecule
(i.e., pre-mRNA) occurs maturations such as: (i) Splicing, (ii) Capping, and (iii)
Polyadenylation [45]. The information added during capping and polyadenyla-
tion may be equivalent to the delimiting data flags used in digital communication
systems, for instance, headers and trailers that encapsulate the information (i.e.,
forms a molecular frame) in the data-link layer in protocol hierarchies in network
software [20,30]. These flags are used for processing and error control [19,44,45];
mRNA molecules are stabilized (control and posterior processing) by the pre-
viously described maturations, which avoid mRNA degradation by enzymes in
the cytosol (intracellular fluid), allowing them to progress to the next step of
biological processing [30]. The data added during capping and polyadenylation
could be compared to a header and trailer that encapsulates the data.

The mechanical transport of mRNA molecules through the cytosol may be
analogous to the transmission of information in wired communications (physical
layer task) [19,30,31,36].

2.2 DNA Translation

The transcription process permitted to copy the biological information from
DNA to RNA; this is mandatory because DNA molecules cannot leave the
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cellular nucleus. Hence, at this point, the biological DTE must transmit the infor-
mation to biological Data Communication Equipment (DCE) through a physical
interface (as in conventional communications systems). In our case, supported
by [30], we assume that the cytosol may represent this physical interface.

The DCE (codec or modem) is the unit in a digital communication system
that is responsible for properly formatting the data transmitted over a com-
munication channel. According to [30], ribosomes and the ER (Endoplasmic
Reticulum) serve the biological DCE since genetic information acquires a func-
tional structure (or format when referring to data) through these organelles,
which is then released into the biological communication channel and eventually
reaches the biological recipient. The “right formatting” of biological data occurs
during translation as the information is translated into amino acid chains in
order to obtain functionality both within and outside the cell. Thus, the bio-
logical DCE processes (codifies) information through translation and provides a
specific input sequence (mRNA data) that is associated with a specific output
(amino acid sequence); this type of codification process corresponds to tradi-
tional codification in digital systems (i.e., a physical layer task) [30,43,44]. The
natural world has created the opportune intermediate addressing at any point
of transcription and translation; hence, the mRNA that leaves the nucleus has
an implied contiguous address that is comparable to a data link layer address to
enable communication within a direct communication range [19,30,43,44]; as a
result, cytosolic ribosomes or those associated with the rough ER (RER) bound
the mRNA. The arrival and transfer of biological information through a biolog-
ical communication medium, which is considered a task at the physical layer, is
symbolized by the transmission (movement) of biological information from the
nucleus to the ribosomes or ER through the cytosol [19,30].

Ribosomes are the structures that function as molecular motors. They used
a codon scheme (i.e., a triplet of nucleotides) to read the details found in the
biological sequence [30,46]. Transfer RNAs (tRNAs) identify the codons in the
mRNA in the ribosome. They have an anticodon sequence that is complementary
to a specific codon that is associated with a specific amino acid that attaches to
the molecular structure of that tRNA [40].

The signaling of tRNAs triggers protein synthesis in the ribosome. To ensure
proper biological information reading, they indicate the process’s start and stop
codons to the ribosomes [46]. The study of amino acid interactions that shape pro-
teins is critical for understanding evolutionary relationships among species, devel-
oping new drugs, and creating synthetic proteins from the perspective of digital
communications systems [47]. The start and stop codons can correspond to syn-
chronism signals in the digital communications systems paradigm. A start flag is
used to execute synchronous transmissions between the source and destination. In
this method of communication, the transmitter sends the data, which the receiver
must then collect and process. The stop codon in biological signaling can be anal-
ogous to the stop flag used at the destination to signify the end of synchronous
communications. Besides, synchronous transmissions are the focus of this inves-
tigation since synchronous communications allow for the transmission of large
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amounts of data; for example, 455 EB of data can be encoded in 1 g of single-
stranded DNA [48]. The signals that signal the start and stop of DNA transla-
tion enable biological clocks in cells to provide feedback during cellular processes
[19,30].

As the processing of specific amino acids generates proteins, the quantity of
information required to specify one amino acid from a set of 20 (the total number
of amino acids) unambiguously is 4.3 bits [− log2(1/20)]; then, using 6 bits to
define an amino acid signifies an excess of information; nevertheless, this excess
information capacity may explain the genetic code’s redundancy [49].

In MCs, the modulation (a physical layer task) is a functionality at the trans-
mitter to alter molecules’ properties to represent the information that arrives as
a concentration of molecules at the receiver [19]. One mechanism for this mod-
ulation is to choose one type of molecule from a set of molecule types, this type
of modulation is known as MoSK (Molecular-Shift Keying) [50]. On the other
side, as genetic code uses three nucleotides (codon) to represent a specific amino
acid and as there are 20 amino acids, it is necessary to sort the four nucleotides
into groups of at least 3 to encode all 20 amino acids in 64 possible combinations
(i.e., 43 = 64 because 42 = 16 is not sufficient to encode 20 amino acids) [51].
Hence, in our research, we assume that the biological DCE codifies a set of 6
inputs (3 nucleotides or 6 bits due each one is represented by 2 bits) with a set
of 64 outputs (to encode the total of 20 amino acids) [30]. Then the DCE in our
case may have a 64 MoSK (i.e., there exist 64 different cases to be considered,
because, for the MoSK modulation scheme, the information is represented by
using different types of molecules, for x bits information per symbol, 2x types of
molecules are needed to transmit [52,53]).

The protein production processed in the ER (e.g., peptide hormones, such
as insulin) is analyzed to achieve long nano-range communication; an addressing
scheme similar to the network address in conventional computer networks is
needed [19,30]. Note that many of these proteins have a function outside of the
cell, where they enter the receiver in what is known as the long nano range. To
obtain these proteins, they must be tagged (i.e., tagging to play a role outside
the cell). As a result, the amino acid sequence is bound to a signal recognition
particle (SRP), which provides an implicit adjacent address through molecular
tagging [54]. This molecular tag functions similarly to a data link layer address
in that it facilitates contact within a direct communication range [19,30].

The primary function of the SRP is to assist the nascent protein in reaching
a channel protein in the ER that controls the protein’s translocation. The SRP
then separates from the protein and returns to the cytosol [30,54]. Similarly,
after processing and control information have been used in automated commu-
nication systems, they are discarded [43,44]. The proteins are folded at this point
and acquire the usable three-dimensional structure needed for them to perform
their basic biological functions within the ER (equivalent to digital data after
processing by the DCE, i.e., getting the necessary format [43,44]) [30,54].

In biological systems, information errors can occur during DNA transcrip-
tion and translation, just as they can in traditional communication systems with
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errors in the transmission media. Many medical conditions, such as autoimmu-
nity, cancer, and diabetes, are caused by errors in cellular transmission and
information exchange [55].

2.3 The Golgi Apparatus (GA) as an Internet (border) Router

The RER transfers to the GA the proteins when they are functional via molecular
motors. Since each protein contains an implicit adjacent address (analogous to a
data link layer address that aids communication within a direct communication
range [19,20,30]), the proteins are routed to the proper inter-cellular destinations
(i.e., in long nano range communications with addressing at the network layer);
however, the GA decides whether the proteins remain inside the cell [56].

Proteins and their information content transfer from the RER to the GA
during this phase. The data is then stored in vesicles that bind to the cis GA
face. The protein information is then encoded in new vesicles, and other cellular
components needed for protein processing are added. The contents of the new
vesicles are deposited into the medial GA face, and new vesicles containing the
protein and the elements required for further processing are produced. Finally,
the vesicles enter the trans GA face, where they undergo the same process as
previously mentioned; as a result, the proteins are incorporated into new vesicles
but guided to the endoplasmic membrane, where they will be secreted outside
the cell [54]; vesicles may naturally match a molecular frame at the molecular
link-layer [19,30].

As previously mentioned, the GA functions are identical to those of a net-
work’s boundary router. When encapsulating and unwrapping the information
across layers, a router decides if the information stays within the network or
leaves it. As a result, the behavior of depositing proteins, forming vesicles, and
adding information to determine a protein destination are similar to the pro-
cessing of protocol data units (PDUs) in a router’s layers [30,43,44]. The layout
of a layered model decomposes a large-scale system into a series of functionally
independent smaller units (i.e. layers) and determines the interactions between
the layers [19,43,44]. As a result, the benefits of using a stack of layers include
using a data link layer to turn an unstable channel into a line free of transmission
errors or reporting unresolved problems to the upper layer [30,57]. As a result,
by applying such a model to biological systems, high reliability can be achieved
(e.g., in drug delivery) [13–25,30].

2.4 Protein Delivery Through a Communication Channel

The mode of protein delivery depends on the body’s destinations and the sys-
tem’s specific requirements (e.g., the endocrine system). Hence, cases in which
the proteins secreted by the cell (e.g., hormones of a proteinaceous nature) move
through the bloodstream, i.e., the physical transmission medium (active random
with drift transport-diffusion with drift) to a target organ (with addressing des-
tination at the network layer) are considered. This type of MC is referred to as
intercellular communication (i.e., distances in the range of mm to m) [9,30,32].
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Thus, the movement of the molecules in a fluid medium with drift (e.g., the

bloodstream) is characterized as follows f(t) =
√

λ
2πt3 exp

(
−λ (t−μ)2

2μ2t

)
, for t > 0,

where the mean is μ = d/v, the shape parameter is λ = d2/2D, the velocity of
the fluid medium is v ≥ 0, the diffusion coefficient is D, and the distance from
the transmitter to the receiver is d [9,19,20].

As proteins move to a target destination through the bloodstream, the traf-
fic of biological information from senders to receivers converts the blood into a
shared media. This shared link requires media access control (MAC) to divide it
among multiple senders and transmits molecular frames from multiple senders
without causing interference between molecular frames. One mechanism for
MAC is a time-division multiplexing (TDM), in which different senders transmit
molecular frames at different times [19,30].

During the transmission of information over communication networks, a num-
ber of issues can arise. Biochemical, thermal, and physical noise, interference
(which can be regulated by an effective transmission rate), and attenuation are
all problems in molecular communication (which depends on the distance trav-
eled and the physical characteristics of the fluid medium) [20,30]. The noise is
any distortion that results in degradation of the signal at the receiver mainly due
to stochastic nature; in MCs, the noise sources can be a) random propagation
(diffusion) noise, b) transmitter emission noise, c) receiver counting/reception
noise, d) environment noise such as degradation and/or reaction, e) multiple
transmitters [14,20,58–60].

The resulting damage to the signal information can cause latency (i.e., move-
ment delay) calculated as d/v, jitter (i.e., variation in latency) calculated as
D d/2 v3, and the loss rate (i.e., the probability that the intended biological
receiver does not receive a molecule transmitted by a biological sender) can
increase. The loss rate is calculated as 1 − ∫ T

0
f(t)dt, assuming that the receiver

waits for the time duration T [9,30].
Based on the communicational parameters that denote the problems that can

occur in a communication channel with noise, the Shannon theorem is used to
determine the maximum biological information transfer speed (channel capac-
ity) as C = max{I(X;Y )} [20,59,61], where I(X;Y ) represents the entropy
of the mutual information (MI) of X and Y . The information signals at the
transmission and reception ends are denoted as X and Y , respectively.

2.5 Use of Information at the Receiver

In the human body (considering Shannon’s communication model [20]), the
communication of biological information from a transmitter (DTE-DCE) to a
receiver (DCE-DTE) is done through the bloodstream (i.e., the communication
channel). A target cell, tissue, or organ performs a physiological function (due to
a specific type of biological information comparable with network layer address-
ing [19,30]); then, we focus on the type of receivers located in a long nano range.
Therefore, the transmitter sends the information using the data stored in the
DNA molecules and at the destination can recognize the target cell, tissue, or
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organ. In terms of the type of proteinaceous hormone involved, the receiver pro-
cesses the information received. Here, we briefly describe a case in which this
processing is performed through ligands, and their receptors [62].

Signal molecules are received by receptors within the receiver in nature;
the receiver is made up of a chemical detector that senses the concentration
of molecules at a given sample time and demodulates the signal [20,63,64]. As a
result, these protein structures can be thought of as antennas for receiving sig-
nals. Receptors are protein structures that have the ability to bind to complex
ligand structures. Intermolecular forces such as ionic bonds, hydrogen bonds, and
van der Waals forces are used to tie molecules together. In most cases, docking
(association) is reversible (dissociation). The chemical conformation of a recep-
tor is altered when a ligand binds to it, and the propensity to bind is known
as affinity. This method of communication resembles a lock and key system in
which only the “key” receiver can detect, read, and interpret the information;
other receivers can detect but not process the information, implying process
specificity [30]. A receptor’s functional state is determined by its conformational
state. During the detection process, almost all ligand structures in nature catch
and remove the propagation environment’s information particles [14,20].

The membrane protein acts as a transducer in the biological process, decod-
ing the received signal (i.e., performing typical DCE tasks at the receiver) and
causing multiple reactions within the target cell, tissue, or body organ (i.e.,
accomplishing the typical DTE tasks at the receiver) [65]. This activity is simi-
lar to the work performed at the receiver end of digital communication systems to
process data that will be useful at the destination [66,67]. The biological data is
transmitted to other organelles after the target cell receives it, using an implicit
adjacent address similar to the data link layer address used to enable communi-
cation within a direct communication range [19,30]. The biological message that
has been received is physically transmitted to the target cell.

3 Application of the Series Standards IEEE 1906 to Gene
Expression and Protein Delivery

3.1 IEEE Standard Data Model for Nanoscale Communication
Systems IEEE 1906.1 and 1906.1.1

In its first version, the IEEE 1906.1 standard recommended practice (approved
in 2015 [27]) contains a conceptual model and standard terminology for ad hoc
network communication at the nanoscale. More specifically, this recommended
practice contains: a) the definition of nanoscale communication networking; b)
the conceptual model for ad hoc nanoscale communication networking; c) the
common terminology for nanoscale communication networking, including 1) the
definition of a nanoscale communication channel highlighting the fundamen-
tal differences from a macroscale channel; 2) abstract nanoscale communication
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channel interfaces with nanoscale systems; 3) performance metrics common to
ad hoc nanoscale communication networks; 4) the mapping between nanoscale
and traditional communication networks, including necessary high-level compo-
nents such as a map of significant components: coding and packets, addressing,
routing, localization, layering, and reliability.

According to [27], a common abstract model enables theoretical progress
to proceed from different disciplines with a common language. As the industry
becomes more interested in the commercial integration of the technology, this
structure serves as a recommended practice for additional nanoscale communi-
cation networking standards. The biomedical industry needs nanoscale commu-
nication standards to create breakthrough diagnostic and treatment methods.
Technical discussions and establishing standards in nanoscale communications
are impaired by lacking a common conceptual model and standard nomenclature.

In [28], a new version of the standard was developed, i.e., 1906.1.1 (approved
in 2020 by Internet Engineering Task Force, Request for Comment 7950) in
which IEEE establishes a common YANG (Yet Another Next Generation) data
model for IEEE 1906.1 nanoscale communication systems.

In accordance with IEEE Std 1906.1-2015, this data model consists of a series
of YANG modules that describe nanoscale communication systems and their
associated physical quantities (a common framework for all nanoscale commu-
nication technologies). The model depicts physics that are only found at the
nanoscale. The physics are non-standard, as specified by IEEE Standard 1906.1-
2015. For remote operation and study of nanoscale communication systems, the
model specifies remote configuration and management. The model for datastores
and repositories of nanoscale communication experimental data defines a self-
describing data structure, allowing for a shared interpretation of data from a
wide range of nanoscale communication media and technologies.

The YANG data model defines a standard network management and config-
uration data model for nanoscale communication systems. In doing so, it fulfills
several purposes:

– Enforces requirements to conform to IEEE Std 1906.1(TM)-2015.
– Describes nanoscale communication systems.
– Represents the fundamental physics impacting IEEE 1906.1 systems.
– Defines configuration and management for simulation and analysis.
– Defines a self-describing data structure used in repositories of nanoscale com-

munication experimental data.

IEEE 1906.1 systems and simulations can be easily understood and used
thanks to a common network, management, and configuration data model. To
ensure that systems and simulations comply with IEEE Std 1906.1-2015, a
standard data model is required. IEEE 1906.1 systems need a standard data
model to act as human and machine-readable documentation. Since nanoscale
physics interacts directly with small-scale communication systems, a data
model that represents fundamental physics is needed. To compare IEEE 1906.1



Theoretical Basis for Gene Expression Modeling 155

systems accurately and equally, a standard data model is needed. For experi-
mental data from small-scale communication systems to be relevant, repositories
need detailed and reliable documentation. This standard data model tackles this
need by providing a self-describing data model.

3.2 Viewing Digital Communication Networks Through Gene
Expression and Protein Delivery from the IEEE 1906.1
and 1906.1.1 Paradigm

The following Tables (1, 2, 3 and 4) provide an analogy of the IEEE Standards
1906.1 and 1906.1.1 for both Molecular Communications and Gene Expression
and Protein Delivery. We do not apply specific metrics (defined in both stan-
dards 1906.1 and 1906.1.1) to characterize gene expression due we describe this
biological process from a general perspective without particularizing the specific
case of a particular type of protein.

It is worth noting that nanoscale communication networks shall describe their
physical layer by denoting: transmitter, receiver, message, medium, components
that have a dimension from 1 nm to 100 nm, the communication physics suited
to the nanoscale, message carrier, motion, field, perturbation, and specificity
(this is a definition from Sections 3 and 4 in IEEE 1906.1 and Section 3 in IEEE
1906.1.1). On the other hand, Gene expression and protein delivery as nano
communication networks seem inertial described (as seen in the whole document)
in the standard IEEE 1906.1 and IEEE 1906.1.1 as indicated previously.

Table 1. Introduction section (in IEEE 1906.1)

Molecular communications Gene expression and protein delivery

(a) In the molecular nanoscale
communication embodiment, it is
assumed that molecules move into the
medium following the omni-directional
Fick’s law (molecular concentration as a
function of distance and time)

(a) f(t) =
√

λ
2πt3

exp
(
−λ

(t−μ)2

2μ2t

)
, t > 0,

where the mean is μ = d/v, the shape
parameter is λ = d2/2D, the velocity of the
fluid medium is v ≥ 0, the diffusion
coefficient is D, and the distance from the
transmitter to the receiver is d [9,19,20]

(b) Knowing the number of molecules
released for each pulse

(b) 64 MoSK [30,51–53]

(c) Evaluation of the propagation delay (c) latency = d/v, jitter = D d/2 v3 [9,30]

(d) Estimation of the maximum channel
capacity when a concentration-based
receiver is used

(d) C = max{I(X; Y )},
where I(X; Y ) represents the entropy of the
mutual information (MI) of X and Y . The
information signals at the transmission and
reception ends are denoted as X and Y ,
respectively
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Table 2. Definition section (Sections 3 and 4 in IEEE 1906.1 and Section 3 in IEEE
1906.1.1)

Molecular communications Gene expression and protein delivery

a) A nanoscale communication network is a

human-designed system for communicating at or

with the nanoscale, using physical principles suited

to nanoscale systems

b) Communication is the act of conveying a mes-

sage from a transmitting party to a receiving

party. This includes the components (a required

element of the framework that provides a commu-

nication service in a network) of message, trans-

mitter, receiver, medium, and message carriers. At

least one of these components must have nanoscale

dimensions. The standard has been defined as

nanoscale dimensions between 1 nm to 100 nm

c) Active network: A network composed of pack-

ets flowing through a telecommunications path-

way that dynamically modifies its operation. A

packet of information encapsulated to be trans-

ported through a communication network

d) Message: The information to be conveyed is

known to the transmitting party, interfacing with

a receiver and unknown but recognizable to the

receiving party. The message relates approximately

to a classical frame, packet, or protocol data unit

(PDU)

e) Message carrier: A physical entity that con-

veys a message across the medium. Message Car-

rier relates to a wave (the characteristic of a wave

that encodes information)

f) Transmitter: A device used to convey a message

to a receiver

g) Receiver: A device used to collect messages from

a transmitter

h) Receptor: A component that receives signals

i) Relay: A component that facilitates commu-

nication between a transmitter and the receiver.

This network element’s motivation is to enable

messages to travel longer distances and increase

the likelihood of message deliverability. This might

be thought of as a form of signal amplification

(Section 5.3.2 IEEE 1906.1)

j) Medium: The environment connecting the trans-

mitter and receiver, which can include gas, gel, or

liquid

k) Specificity (sometimes called the actual negative

rate) measures the proportion of negatives that are

correctly identified (e.g., the percentage of Message

Carriers not addressed to an intended target node

that is not accepted by the intended target node)

l) Sensitivity (also called the true positive rate-

the correct classification of a signal, or the recall

rate in some fields) measures the proportion of

true positives which are correctly identified (e.g.,

the percentage of Message Carriers addressed to

an intended target node that are recognized and

accepted by the correct intended target node).

Specificity and Sensitivity are widely defined in

Section 6.12 in IEEE 1906.1

m) The signaling molecules and cell surface

receptor, acting as a message and receiver

respectively

a), b) The architecture for MC may be discussed from a computer net-

works perspective, i.e., the TCP/IP reference model and the basic model

of MC may be described based on Shannon’s model of communica-

tion (i.e., transmitter, communication channel, and receiver) [13,16,25].

Thus, we have analyzed gene expression in eukaryotes organisms (which

dimensions are in nanoscale range) from this ICT perspective.In this

biological communication process, the cellular nucleus behaves as the

DTE, the ribosomes and ER represent the DCE, the GA represents

a border router. The proteins secreted by the cell move through the

bloodstream (physical transmission medium) and reaching the receiver

(DCE-DTE), which processes the information through ligands and their

receptors [30,62].

c) Supported by [30] is possible to hypothesize that a packet in a digi-

tal network may be analogous to a gene in a biological communication

network. These genes are “encapsulated and unencapsulated” through

their codification (64 MoSK) and with structures (as start and termina-

tion sequences and with capping, and polyadenylation, in transcription);

additionally, the genes processing and subsequent transporting through

GA to the appropriate destinations correspond to operation encapsulat-

ing and unencapsulated of this biological information [19,20,43,44,56]

d), e), f), g), h), i), j) To perform a biological role, proteins are

formed in the cell and excreted. The biological information source (sig-

nal molecules) in eukaryotic cells is the nucleus, which must be changed

through intracellular communication to reach an appropriate cellular

or extracellular destination. This procedure entails the transmission of

information through a biological pathway, followed by the performance

of a biological function. The Golgi apparatus is involved in the trans-

mission of proteins (specifically peptide hormones) to a target organ

via the bloodstream, which is analogous to the digital communication

mechanism in which a transmitter in one network sends data to a des-

tination system in another network through a router (relay component)

[30]. Hence, having in mind Shannon’s model of communication [20], the

communication of biological information from a transmitter (DTE-DCE)

to receptors in the receiver (DCE-DTE) is done through the bloodstream

(i.e., the communication channel) and in this way, a target cell, tissue

or organ performs a physiological function (due to a specific type of

biological information which is comparable with network layer address-

ing [19,30]); then, we focus in the type of receivers that are located

in a long nanorange (in which GA determines whether the information

remains or leaves the cell, processing biological information as a conven-

tional PDU). Therefore, the transmitter sends the information by using

the data stored in the DNA molecules and at destination can recognize

the target cell, tissue or organ [62]. In every stage of gene expression and

delivery protein, mother nature has established the opportune interme-

diate addressing (data link layer addressing to facilitate communication

within a direct range of communication) and physical layer functions also

are executed to transport physically the information in this end-to-end

communications nanonetwork [19,30,43,44]

k) MCs systems and typical communication systems can encounter prob-

lems during the transmission of information via communication channels.

Specifically, in MCs, these problems include biochemical, thermal and

physical noise, interference, and attenuation [20,30]

l), m) Signal molecules are received by receptors within the receiver in

nature; the receiver is made up of a chemical detector that detects the

concentration of molecules at a given sample time and demodulates the

signal [20,63,64]. As a result, these protein structures can be thought

of as antennas for receiving signals. Receptors are protein structures

that have the ability to bind to various ligand structures.

Intermolecular forces such as ionic bonds, hydrogen bonds, and van der

Waals forces are used to tie molecules together. In most cases, docking

(association) is reversible (dissociation). The chemical conformation of

a receptor is altered when a ligand binds to it, and the propensity to

bind is referred to as affinity. A receptor’s functional state is

determined by its conformational state. During the detection process,

almost all ligand structures in nature catch and extract information

particles from the propagation area [14,20]



Theoretical Basis for Gene Expression Modeling 157

Table 3. Framework section (Section 5.2 in IEEE 1906.1 and Section 3.1 in IEEE
1906.1.1)

Molecular communications Gene expression and protein delivery

a) Component 0: Message Carrier. The Message Carrier pro-

vides the service of transporting the message. The message

carrier may be either particle or wave. Like quantum mechan-

ics, the message carrier may also be a simultaneous combi-

nation of both particle and wave. A molecular structure may

encode information transported by the Message Carrier from

a transmitter to a receiver. Wave-like changes in message con-

centration may also encode information. In IEEE 1906.1.1

(Section 5.3.3.3.2) is defined some core message carrier speci-

fications (with a label name) which include molecular motors

b) Component 1: Motion. Defines the movement capability

for Component 0 (Message Carrier). The Motion Compo-

nent provides the service of movement for the Message Car-

rier (in any direction) caused by force or thrust applied to

the Message Carrier. Motion provides the necessary potential

to transport information through a communication channel.

Message Carriers can be active, generating their motion, or

passive, being propagated by the Media. Examples include

Molecules diffusing through fluids, Brownian motion, self-

propelled motion. Motion (Component 1) relates approxi-

mately to the classical physical layer (wave propagation). In
IEEE 1906.1.1 (Section 5.3.3.3.2) are defined some motion

specifications (with a label name) which include movement

through diffusion in this component

c) Component 2: Field. Defines organized movement of Com-

ponent 1 (Motion). The Field Component provides the ser-

vice of an organized motion for Message Carriers. It can be

thought of as a virtual waveguide in communications. The

Field may be implemented internally or externally relative to

the medium. Examples include an internal implementation

includes swarm motion or flocking behavior; external imple-

mentations are non-turbulent fluid flow, EM field, chemical

gradient released to guide movement of bacteria, molecular

motors guided by microtubules. Field (Component 2) relates

approximately to the classical data link and network layers

(ensuring node-to-node information flow). In IEEE 1906.1.1

(Section 5.3.3.3.2) are defined some field specifications (with

a label name) which include concentration-gradient in this

component

d) Component 3: Perturbation Defines the signal transported

by Component 0 (Message Carrier). The Perturbation Com-

ponent provides the service of varying Message Carriers as

needed to represent a signal. This may be thought of as mod-

ulation (signal impression). Examples include signals based

on the number of received message carriers, controlled dense

versus-sparse concentrations of molecules, simple on-versus-
off flow of signal molecules, using different types of mes-

sage carriers, modifying the conformation of molecules (e.g.,

deoxyribonucleic acid [DNA]) to represent multiple states.

In IEEE 1906.1.1 (Section 5.3.3.3.2) are defined some per-

turbation specifications (with a label name) which include

molecular-structure in this component. Perturbation (Com-

ponent 3) relates approximately to classical modulation at

the physical layer

e) Component 4: Specificity Defines targeted reception of

Component 3 (Perturbation). The Specificity Component

provides the service of sensing or reception of a message car-

rier by a target. This can be mapped to addressing in clas-

sical communication systems. Examples include the shape or

affinity of a molecule to a particular target, complementary

DNA for hybridization. In IEEE 1906.1.1 (Section 5.3.3.3.2)

are defined some specificity specifications (with a label

name) which include receptor-sensitivity in this component.

Specificity (Component 4) relates approximately to classical

addressing at the data link layer

a) Gene expression (transcription and translation of DNA) is how informa-

tion carried by deoxyribonucleic acid (DNA) is transformed into proteins. The

transmission of information from the nucleus cell (i.e., from genes) to specific

destinations begins with the transcription process in which DNA informa-

tion is copied into RNA [30]. The DNA molecules contain digital information

due it is encoded by four discrete values (four nucleotides, the quantity of

information carried by a single nucleotide base is 2 bits [− log2(1/4)]). To

begin transcription, the molecular motor RNA polymerase II (the RNAP II

enzyme) recognizes a region of the DNA sequence called the promoter region

[39]. The halt of transcription is accomplished when an appropriate final-

ization sequence is recognized by RNAP II [29]. In translation, fundamen-

tally, ribosomes, which serve as molecular motors, read the information in

the biological sequence using a codon system [30,46]. In the ribosome, the

codons in the mRNA are recognized by transfer RNAs (tRNAs) that possess

an anticodon associated with a unique amino acid that binds specifically to

the molecular structure of that tRNA [40]

b) We focus on the protein delivery to destinations in the endocrine system

(e.g., hormones of a proteinaceous nature) that move through the bloodstream

(physical transmission or diffusion medium) [9,30,32]

c) In a random walk with drift, information molecules may undergo a direc-

tional drift that continuously propagates molecules in the drift’s direction
(concentration-gradient). An example of this class of MCs is found in our

body; cells in the body secrete hormonal substances that circulate with the

bloodstream flow and propagate to distant target cells distributed throughout

the body. This type of communication also represents the active mode of MC

[9,30,68]

d) We consider that the ribosomes and ER represent the biological DCE

because, through these organelles, the genetic information acquires a func-

tional structure (or format when referring to data). This biological DCE

processes (codifies) information via translation and provides a specific input

sequence (data in mRNA) that is associated with a specific output (sequence

of amino acids). Hence, in our research, the biological DCE codifies a set of

6 inputs (3 nucleotides or 6 bits due each one is represented by 2 bits) with

a set of 64 outputs (to encode the total of 20 amino acids) [30]. Then the

DCE in our case may have a 64 MoSK (i.e., there exist 64 different cases to

be considered, because, for the MoSK modulation scheme, the information

is represented by using different types of molecules (molecular structure), for

x bits information per symbol, 2x types of molecules are needed to transmit

[52,53])

e) Signal molecules are received through protein structures called receptors

within the receiver in nature (in the long nano range, an addressing net-

work layer addressing [19,30] is required); the receiver consists of a chemical

detector, which will sense the concentration of molecules at a particular sam-

ple time and demodulate the signal [20,63,64]. As a result, these protein

structures can be thought of as antennas for receiving signals. Receptors are

protein structures that have the ability to bind to various ligand structures.
Intermolecular forces such as ionic bonds, hydrogen bonds, and van der Waals

forces are used to tie molecules together. In most cases, docking (association)

is reversible (dissociation). The chemical conformation of a receptor is altered

when a ligand binds to it, and the propensity to bind is referred to as affin-

ity. This method of communication is similar to a lock and key system, in

which the information is detected, read, and interpreted by a receiver with

the “key”; other receivers can detect the information, but they are unable to

process it, indicating the process’s uniqueness [30]

A receptor’s functional state is determined by its conformational state.

During the detection process, almost all ligand structures in nature catch

and extract information particles from the propagation area [14,20]. The

membrane protein acts as a transducer in the biological process mentioned,

decoding the obtained signal (i.e. performing standard DCE tasks at the

receiver) and causing multiple reactions within the target cell, tissue, or

organ of the body (i.e. accomplishing the typical DTE tasks at receiver)

[65]. This activity is similar to the work performed at the receiver end of

digital communication systems to process data that will be useful at the

destination [66,67]. When the biological data is received by the target cell, it

is transmitted to other organelles through an implicit adjacent address,

which is similar to the data link layer address used to enable contact within

a direct range of communication [19,30]. The biological message that has

been received is physically transmitted to the target cell
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Table 4. Framework components section (Section 5.3.5 in IEEE 1906.1 also supported
in IEEE 1906.1.1)

Molecular communications Gene expression and protein

delivery

a) Message-to-Message Carrier (encoding)

b) Message Carrier-to-Motion (range of motion)

c) Motion-to-Field (controlled motion)

d) Field-to-Perturbation (rapid control of field)

e) Perturbation-to-Specificity (ability to dynamically change

Specifity to encode a message)

f) Specificity-to-Message Carrier (Message Carrier and binding

capability)

g) Message Carrier-to-Receiver (decoding)

a), b), c), d), e), f), g)

Having in mind that the

intracellular distance is in

the range <100 nm and that

a typical long nano range is

in the range of mm to m

[20,31,32,69], and that the

functions of biological DTEs

and DCEs have been

described in this document

4 Conclusions

Molecular communications essentially analyze the transmission of the informa-
tion at the nano-level in cells, the “smart” devices that constitute our bod-
ies. This new emerging area uses classical communication systems elements and
maps it to molecular signaling and communication found inside and outside the
body. Hence, molecular communications’ fundamental importance denotes the
necessity to develop a new technology framework that provides a novel per-
spective to fight human diseases (the COVID-19 pandemic has highlighted this
challenge). As a result, the architecture for molecular communications can be
explored from the perspective of computer networks, i.e., the TCP/IP reference
model and the basic model of MC can also be represented using Shannon’s com-
munication model (i.e., transmitter, communication channel, and receiver). In
this area, IEEE impulses the 1906.1 and 1906.1.1 standards that establish defi-
nitions, terminology, and a conceptual model for nano communication networks.
With these ICT perspectives, we have analyzed gene expression and protein
delivery as nanoscale communications networks that describe functions at the
physical layer (real communication through a physical medium), link layer (to
facilitate communication within a direct range of communication), and network
layer (the contents of a gene can be understood as addressing that performs a
physiological function at target destination in a long nano communication) by
denoting: transmitter, receiver, message, medium, and communication compo-
nents (i.e., message carrier, motion, field, perturbation, and specificity) from the
mentioned standards perspective.
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Abstract. In this research, the analysis and implementation of a dif-
fusive propagation model for molecular communications are performed
in NS-3. The work is based on the IEEE 1906.1-2015 standard recom-
mendation, which seeks to create a reference framework for molecular
communications. The standard provides a simulation module in NS-3,
which contains only the components of the general structure of molecu-
lar communication and their interaction between them. The components
mentioned are Message Carrier, Motion, Field, Perturbation, and Speci-
ficity. The transmitter uses CSK modulation. In the medium, Brown-
ian motion (BM) with and without drift is used for the motion of the
molecules, and intersymbol interference is considered. In the receiver,
amplitude detection is used. The whole process is applied in four scenar-
ios: Free BM, BM with drift, free BM bounded by the medium, and BM
with drift bounded by the medium are considered. As a result, the pulse
train of the mean concentration of molecules as a function of time at the
receiver is obtained. In addition, the obtained results are compared with
an investigation performed in N3Sim to validate the results. Finally, it is
validated that the mean concentration at the receiver using the diffusive
propagation model implemented complies with the mathematical model
established by Fick’s second law.

Keywords: Molecular communications · Diffusive propagation
model · IEEE 1906.1-2015 · NS-3 · Brownian motion · CSK
modulation · Intersymbolic interference · Amplitude detection

1 Introduction

The anatomy of the human body consists of tens of trillions of cells, which
need to communicate with each other to respond to any stimulus produced by
any organ [1]. In this context, one of the main advances in engineering applied
to medicine is molecular communications (MCs). This type of communications
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Fig. 1. Molecular communication scheme [2].

seeks to place a transmitting nanomachine and a receiving nanomachine inside
the human body (see Fig. 1) [2]. The nanomachines could collect and exchange
information using the same methods employed by the body at the microscopic
level, such as diffusion (through molecules), motor proteins (through vesicles),
or bacterial motility (through bacteria) [3].

MCs are fundamental in the near future for personalized medicine [4,5]. In
this way, diseases could prevented by monitoring health in real time and highly
effective treatments could carried out [6]. In turn, it will be possible to counteract
a virus or bacteria before it gains strength, thanks to the sensing given by the
nano-sensors.

According to [3], the research in MCs is divided into fundamental research,
technology development and technology demonstration. Fundamental research
(the most developed area) comprises the theoretical basis of MCs. On the other
hand, technology development is the current area where researchers are focused.
Technological development encompasses various activities such as physical layer
signals, MAC layer protocols, chemical reactions and coding, and transmitting
and receiving hardware. Finally, technology demonstration involves the design
and fabrication of prototypes.

Due to the high costs involved in experimentation in MCs, research work in
these sub-areas is completely theoretical and relies on simulation models for the
analysis, design and optimization of mathematical or analytical models [7]. The
most commonly used simulators in MCs are NanoNs, MUCIN, N3Sim, dMCS,
BINS, nanoNS3 and BNsim [3].

Currently, there is no implementation of a diffusion-based propagation model
in NS-3. The closest work found in the literature is a simulation with a bacterial
propagation model [8]. The main advantage of implementing an MC module in
NS-3 lies in complementing the physical layer with higher layers of communica-
tion; this would allow establishing a complete simulation of MCs between two
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nano-nodes. Table 1 shows a comparison between the different MC simulators
with their main features.

Table 1. Comparison between the different simulators of MCs [3].

Characteristics NanoNS nanoNS3 MUCIN N3Sim dMSC BINS BNSim

Programming

language

NS-2, C++, TCL C++ MATLAB Java Java Java Java

Parallelization NO NO NO NO YES NO NO

Open source NO YES YES YES NO NO YES

Propagation Diffusion Bacteria Diffusion Diffusion Diffusion Diffusion Bacteria

Reception Berg, Gillespie Bacterial

receiver

Absorption Sampling Absorption Receivers Receivers

Environment

dimensions

3-D 3-D 1-D, 2-D, 3-D 2-D, 3-D 3-D 3-D 3-D

Interaction of

molecules

NO NO YES NO YES NO

Sending of

consecutive

symbols

NO YES YES NO NO YES

In general, researchers do not adhere to a common framework and this hinders
the integration of research. For this reason, the IEEE proposes the 1906.1-2015
standard as a recommended practice for the nanoscale and the MC framework [9].

The standard proposes a reference model for standardization of MCs to facili-
tate the integration in future research. As a complement, the standard provides a
NS-3 module for MCs between a transmitting nano-node and a receiving nano-
node. This simulation model is limited to transmitting a message, as long as
the transmission rate does not exceed the channel capacity. Moreover, it works
in an idealistic way, because no communication channel with losses or molecu-
lar motion is implemented. That is, it is assumed that all molecules reach the
receiver and that there is no collision between them in their trajectory.

2 Design and Implementation

The simulator developed in NS-3 is based on the P1906 module. Substantial
modifications were made to this module. The module initially contained only a
general architecture of the MCs, consisting only by the components depicted in
Fig. 2.

a) Component 0: Message Carrier
The carrier contains and transports the information, in this case the
molecules. An active carrier generates its own movement and a passive car-
rier propagates through the medium in which it is found.

b) Component 1: Motion
It defines the motion capability for component 0. The motion provides the
force required, regardless of direction, to transport the information efficiently
through the communication channel.
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Fig. 2. Simulator architecture in NS-3 [9].

c) Component 2: Field
It defines the organized movement of component 1, i.e. it gives the direction
to the carrier so that it can reach the destination.

d) Component 3: Perturbation
It provides the service of different carriers, as needed, to represent a signal.
This is considered modulation.

e) Component 4: Specificity
It defines the reception of the targeted carriers of component 3, performs
carrier detection or reception when it has reached the target, improves the
carrier’s connectivity to its intended receiver, and helps measure the effi-
ciency of carriers arriving at their receiver.

The implementation performed is presented in the schematic of Fig. 3.

Application mol-example: In this file the simulator application is developed.
The components of the P1906 module and the NS-3 are used here. It has been
modified the application implemented in the file mol-example.cc. The following
parameters have been defined for the simulation:

– nodeDistance → Distance between the transmitting node and the receiving
node(s).

– nbOfMol → Number of molecules used by the transmitter to modulate a
symbol.

– pulseInterval → Pulse width to transmit and sense a symbol.
– diffusionCoefficient → Diffusion coefficient of the medium.
– driftVelocity → Drift velocity of the medium.
– driftAngle → Drift angle of the medium.
– timeStep → Time interval between simulation steps.
– receptionRadio → Reception Radio.
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Fig. 3. Programming scheme.

– motionFreeOrDrift → Defines the type of diffusion: (0) an MC with free
diffusion or (1) an MC with drift.

– upLimitVein → Upper limit of the vein.
– lowLimitVein → Lower limit of the vein.

The nodes and devices are created along with their related components.
Then, the common component Motion and the Medium are created. For this
application, a constant mobility model is considered. Next, the module’s Helpers
are used to connect the whole system. Finally, the information packets are cre-
ated and the function P1906CommunicationInterface::HandleTransmission
(Ptr<Packet> p) is used to send the message to the communication interface
of the transmitting node.

CommunicationInterface: Implements the HandleTransmission (Ptr
<Packet> p) function to send the packet to the transmitting interface.

Transmitter Communication Interface: It receives the message car-
rier properly modulated by perturbation. Then, it calls the function
P1906Medium::HandleTransmission to send the carrier together with the Field
component to the medium, and finally, it starts the transmission.

Component Perturbation: Within the function CreateMessageCarrier
(Ptr<Packet> p) creates the carrier and performs the on-off keying (OOK)
modulation to the bit packet. For the bit 1, it modulates nbOfMol molecules;
and for the bit 0, it modulates 0 molecules.

Field Component: It receives the speed and drift angle parameters from the
application. This component sends the received parameters to the Medium com-
ponent, which in turn sends them to the Motion component for use in the BM
with drift.
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Message Carrier Component: The carrier has attributes such as the pulse
interval, the number of molecules that are used for modulation, the transmission
duration time and a vector representing the modulation.

Medium Class: This is the most important class. This is the channel of the
MCs. As shown in Fig. 2, it contains the Motion component and takes data from
the Message Carrier, Perturbation and Field components.

Four main functions are implemented in the Medium: HandleTransmission,
Transmission, HandleReception, and Verify. The functions first and second
perform the transmission of the molecules through the channel; they execute the
BM of the molecules with or without drift by calling to the Motion component;
it performs the BM for the n0 molecules released by each bit, i.e., all molecules
are released at t0 = 0 and at each Δt they move one position; then, for each
position traveled, it is verified whether or not each molecule has reached the
receiver. The increments are generated in parallel.

The third function, HandleReception, is called by the function
HandleTransmission to terminate the transmission. A call to the communi-
cation interface of the receiver is made inside HandleReception. With this, the
Medium delivers the message. The fourth function, Verify, is an extension of the
receiver that is used to verify at each time step whether or not the molecules
reached the receiver.

Motion Component: This component contains the functions related
to the movement of the molecules. First, there is the function
ComputePropagationDelay, in charge of calculating the delay, the time
when the mean concentration of molecules in the receiver is maximum. To
calculate the delay, Fick’s second law (2-D) [Eq. (1)], is derived and the result
is equaled to zero. From the resulting expression the time is cleared and Eq. (2)
is obtained as follows

C =
M

4πDt
e

−r2
4Dt (1)

delay =
r2

4D
(2)

where, r is the distance between the transmitter and the receiver, and D is the
diffusion coefficient.

Second, there is the function ComputeRVGauss, responsible for calculating the
Gaussian random variable for the BM using a normal distribution with μ = 0
and σ2 = 2π [see Eq. (3)]. Next, there are the functions BrownianMotion and
BrownianMotionDrift, which perform the BM of the molecules in a medium
without drift and in a medium with drift, respectively. Both functions take the
random variable resulting from ComputeRVGauss to define the direction of motion
at each step a molecule takes.

Initially, the function BrownianMotion calculates the random variable θ.
Then, using Eqs. (4), it calculates the next position of the molecule:
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Fig. 4. Bounce of a molecule with the vein wall.

fx(x) =
1
2π

exp

(
−x2

4π

)
(3)

xi = xi−1 +
√

4DΔt cos θi

yi = yi−1 +
√

4DΔt sin θi
(4)

where xi is the current position, xi−1 is the previous position, D is the diffusion
coefficient, Δt is the time step of each movement and θi is the random variable
that determines the direction of that movement.

On the other hand, the function BrownianMotionDrift performs exactly the
same process as in the function explained above, but it is obtained from the Field
component, the velocity, and the drift angle [see Eq. (5)]:

xi = xi−1 +
√

4DΔt cos θi + vxΔt

yi = yi−1 +
√

4DΔt sin θi + vyΔt
(5)

where v is the drift velocity.
In collisions, elasticity is considered to be equal to 1 and friction is considered

to be equal to 0. For this reason, collisions are completely elastic and the angle
of reflection is the same as the angle of incidence. Furthermore, the distance
traveled by the molecule is the same at each step. The proposed scheme is shown
in Fig. 4. There are four possible cases:

a) The molecule goes forward and hits the upper wall of the vein.
b) The molecule goes backwards and hits the upper wall of the vein.
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c) The molecule goes forward and hits the lower wall of the vein.
d) The molecule goes backwards and hits the lower wall of the vein.

Finally, the function CalculateReceivedMessageCarrier is part of this
component, where the total number of molecules arriving in each bit is cal-
culated, taking into account the intersymbol interference (ISI). This information
is loaded into the carrier to be sent to the receiver.

Receive Communication Interface: This class implements the function
HandleReception and is invoked by ns3::Medium to start the reception process.
HandleReception uses the component Specificity to receive or not the message.

The demodulation is performedbased on a threshold k ofmolecules. If themean
concentration of received molecules c(r, t) at a time t within the interval Ts exceeds
the threshold, the received symbol is s = 1, otherwise s = 0 [see Eq. (6)].

If c(r, t) ≥ k → s = 1
If c(r, t) < k → s = 0

(6)

Specificity Component: It checks if the channel capacity is greater than the
transmission rate. If it is fulfilled, reception and demodulation is performed,
otherwise not. According to [10], the channel capacity is given by Cchannel =
1/Tm; where, Tm is the minimum pulse width for smooth transmission.

On the other hand, in [10] it is also stated that the transmission rate for diffusive
molecular communications is given by RB = 1/Ts; where, Ts is the pulse width at
which a symbol is transmitted. Then, the minimum condition that must be met
for the message to be received correctly is given by Cchannel ≥ RB. Finally, the
simulator is available for free use at https://github.com/eddyzg7/nanoDMC.

3 Results

In this section, firstly the results obtained are compared with that of the research
carried out in [11] for the sake of validation. Then, four simulation scenarios are
defined: free BM and BM with drift in an unconstrained medium and, free BM
and BM with drift in a constrained medium. The results of the simulations
has been analyzed. Within each scenario, a scheme consisting of a transmit-
ting nanomachine, a receiving nanomachine and a medium through which the
molecules will propagate is proposed. Depending on the bit to be sent, the nan-
otransmitter will release a certain number of molecules into the medium, so that
through the BM they propagate and reach the receiver, where the information
is demodulated based on a threshold.

3.1 Validation

To validate the simulator, the obtained results are compared with that of [11],
which uses the N3Sim simulator. Table 2 compares the parameters used in [11]
and the parameters that has been used in our simulations.

https://github.com/eddyzg7/nanoDMC
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Table 2. Comparison of simulation parameters.

Parameter Value in [11] Value in the simulation

Time step 2 ms 2 ms

Simulation time 5 s 5 s

Transmission distance 50 µm 50 µm

Transmitter radio 5 µm -

Receiving radius 5 µm 5 µm

Particle radius 0.2 nm -

Number of molecules 100000 mol 100000 mol

Diffusion coefficient 1 nm2

ns
1 nm2

ns

Type of movement BM free BM free

Delimitation of veins NO NO

Fig. 5. Mean concentration of molecules in the receiver.

As shown in Table 2, there are parameters that are not considered in this
simulator, such as the radius of the transmitter and the radius of the particle.
Simulations were performed with the parameters shown in Table 2.

The result is illustrated in Fig. 5, where two curves are observed. The orange
line is the mean concentration of molecules obtained by the simulator. The blue
line is the analytical mean concentration of molecules established by Eq. (1).

It is observed that both curves are similar. The amplitude value is adjusted
during the whole simulation time, and the maximum mean concentration in both
cases is equal. Furthermore, the correlation between both curves has been calcu-
lated to be 88%. The implementation performed considers that the molecules are
released simultaneously; this generates a pulse similar to a Dirac delta function
δ(k), with small pulse width.

On the other hand, Fig. 6 illustrates the results obtained by [11]. The blue
line represents the analytical result obtained with Fick’s second law [Eq. (1)].
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Fig. 6. Mean concentration of molecules in the receiver obtained by [11].

Each red dot is the mean concentration obtained in the receiver per unit time.
If the results of Fig. 5 are compared with that of Fig. 6, it can be observed that
the results are quite similar.

From this comparison, it is concluded that the results are validated, since
they coincide with the mathematical model defined by Fick’s Law, and with the
results obtained in the research [11].

3.2 Simulation Scenarios and Analysis

Table 3 indicates the simulation parameters. The simulation is performed for a
free and drifting BM. Note that enough number of simulations were conducted
to validate the results statistically.

The variable motionFreeOrDrift, varies between the values
BROWNIANMOTION and BROWNIANMOTIONDRIFT, depending on whether it is
simulated in a free or drifting BM, respectively. The variables upLimitVein and
lowLimitVein are used only in a bounded medium.

a) Free Brownian motion
As an example, Fig. 7 illustrates the movement of one molecule that is emitted by
the transmitter and reaches the receiver. The distance between the transmitter
and receiver is 26 µm. The black and green circles represent the transmitter and
receiver nanomachines, respectively. Due to the free motion, the molecule moves
randomly over the medium, i.e., it has no direction. For this reason, the molecule
is delayed in reaching the receiver, as it makes a few turns before entering the
receiving area.

Each molecule released by the transmitter has a different behavior. A set
of molecules is needed to transmit a bit; this set of molecules is know as a
pulse. Figure 8 depicts the train of pulses arriving at the receiver. These pulses
represent the bit stream sent. The receiver demodulates the information based
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Table 3. Simulation parameters.

Parameter Variable name Value Unit

Distance between Tx and Rx nodeDistance 26 µm

Number of molecules nbOfMol 10000 mol

Pulse width pulseInterval 1050 ms

Diffusion coefficient diffusionCoefficient 1 nm2
ns

Drift velocity driftVelocity 100 µm
s

Drift angle driftAngle 0 rad

Number of intervals timeSlot 260 slots

Receiving radius receptionRadio 1 µm

Type of movement motionFreeOrDrift BROWNIANMOTION

BROWNIANMOTIONDRIFT

Upper limit of the vein upLimitVein 50 µm

Inferior limit of the vein lowLimitVein −50 µm

Bitstream size pktSize 1 Byte

Message to be transmitted buffer 11011001 Bits

Fig. 7. Free BM of a molecule that reaches the receiver.

on the threshold. The molecules that arrive for the bits with a value of 0 are
the result of the ISI, but since the amplitude is not large enough, they can be
considered as white noise.

b) Brownian motion with drift
The movement of one molecule is represented in Fig. 9 in a similar way as free BM
was represented, using the same parameters except for the drift. At this scenario,
the molecule is being influenced by the blood flow which gives it direction, and
thus arrives faster at the receiver.

Figure 10 illustrates the train of pulses received for the complete transmission
of the message. The pulses are clearly defined for a bit 1 and a bit 0 with the
drift. In contrast to the free BM (see Fig. 8), the mean concentration curve is
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Fig. 8. Pulse train (11011001) arriving at the receiver.

Fig. 9. BM with derivatization of a molecule that reaches the receiver.

more sharply defined due to the decrease in random noise in the drifted BM. It
is shown that a more significant number of molecules arrive.

c) Free brownian motion bounded by the width of the medium
In addition to the implementation of the diffusive propagation model in NS-
3, a medium bounded by blood vessel walls has been proposed. This medium
limits the movement of the molecules. When the medium is large enough with
respect to the size of the nanomachines, it can be considered as an infinite plane;
however, when the sizes are comparable, the medium limits the motion of the
molecules. The implemented model is detailed in Sect. 2. According to [12], the
diameter of a small artery called an arteriole is 100 µm. For this reason, a value
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Fig. 10. Pulse train (11011001) arriving at the receiver.

Fig. 11. Free BM of a molecule reaching the receiver, bounded by the walls of the
arterioles.

of 50 µm is placed at each boundary. In Fig. 11 the result of the free BM bounded
by the walls of the arterioles is visualized.

The behavior of the molecule remains chaotic; however, by limiting the space
through which it moves, the possibility of reaching the receiver increases. When
the molecule reaches the arteriole wall, it collides elastically and takes a new
direction until it stabilizes. The effect of the walls will be reflected in the increase
of the mean concentration of molecules in the receiver.

Figure 12 depicts the number of molecules in the receiver over the time, for
the transmission of an 8-bit stream. It can be seen that there is more interference
between bits and the pulse amplitude has increased.
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Fig. 12. Pulse train (11011001) at the receiver in a bounded medium for free BM.

Fig. 13. BM derived from a molecule that reaches the receiver in a medium bounded
by the walls of the arterioles.

d) Brownian motion with drift bounded by the width of the medium
For a BM with drift, Fig. 13 visualizes the simulation result of the movement
of a molecule arriving at the receiver. In this case, the molecule does not touch
the walls of the arterioles and reaches the receiver without so much travel in the
medium. However, the behavior of each molecule is different. Therefore, other
molecules will not reach the receiver as fast.

For a complete transmission of a bit stream, one has the pulse train shown in
Fig. 14. The results show well-defined pulses with minimal interference between
bits; this result is characteristic of the BM with drift. In this case, the walls of
the arterioles increase the amplitude of all received pulses.
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Fig. 14. Pulse train (11011001) at the receiver for a BM with drift in a bounded
medium.

4 Conclusions

A diffusive propagation model for MCs has been implemented in NS-3. Seven
simulators have been found for MCs, but none use the IEEE 1906.1-2015 recom-
mendation. In this work, the recommended standardization process is followed.

The results obtained from the simulations have been shown in Sect. 3. In
each scenario, the motion of a particle and the received pulse train of the whole
message are analyzed. The results show that the BM with drift is character-
ized by less chaotic motion and high particle concentration at the receiver due
to steering by the medium flow. The pulses at the receiver are better defined
and have little interference from molecules. On the other hand, the free BM is
characterized by higher randomness in the movements, fewer molecules in the
receiver, and higher noise due to delayed molecules.

In the third and fourth scenarios analyzed, the medium is bounded by the
walls of an arteriole. For a bounded free BM, the results show that the number of
molecules in the receiver increases considerably, as does the noise. On the other
hand, for a BM with bounded drift, the mean concentration increases twice as
much as in the previous case. The pulses are more defined, and there is less noise
due to loose molecules.

In this work, inter-symbol interference was implemented. In this case, ISI is
conceived as the effect produced by the molecules of a bit that do not reach the
receiver and remain free in the medium. The results show that the interference
is higher for the bounded or unbounded free BM scenario. Since a flow does not
orient the molecules, they remain in the medium and arrive bit by bit in a non-
corresponding bit time. To decrease this effect, one can use different modulations
or consider a lifetime for the molecules. However, in most cases, it implies a more
complex transmitter design, contrary to what is sought in MCs.
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In general, BM with drift is the most realistic scenario, since it is logical that
applications in the bio-medicine field are developed in fluid environments such
as blood. However, in this work a one-way communication has been considered
because in a bidirectional one, the negative effects of the flow will cause some
issues in the communication. This is a challenge that nanomachine designers will
have to face.
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Abstract. Molecular Communications provides a promising solution
to achieve precise control and process of bio-things in applications
of Healthcare-IoT. In this paper, we investigates the mechanism of
electromagnetism-induced molecular communications (EMC) among
non-excitable biological cell networks. We choose calcium signals as the
physical information carrier to study the paradigm of EMC. Firstly, an
electromagnetism-potential coupling model is established to study the
electric-magnetic induction behaviour of cellular membrane potential.
Then, an Ca2+ oscillation model is established to study the relation
between membrane potential and Ca2+ signals. Further, we validate the
waveform patterning of calcium signaling by applying various intensi-
ties and frequencies of electromagnetism. This paper shows the rela-
tions between electromagnetism stimuli and calcium oscillation through
mathematical modeling and numerical experiments. We find that there
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nals, namely calcium signals oscillate via a similar frequency with the
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be effectively induced by traditional electromagnetic signals.
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1 Introduction

Progress of precise healthcare applications requires nano-scale process technolo-
gies of bio-things in intra-body environment, where most traditional IoT devices
are not tiny and bio-compatible enough for intra-body applications [1]. Molecular
communications (MC) are proposed as a new communication paradigms which
enables multiple of nano-machines to cooperate for various nano-scale tasks [2].
In a MC system, nano-machines act as different roles including transceiver and
relays to process information of nano-scale networks.

In this work, we choose Ca2+ signals as the information carrier for MC com-
munication system due to follow two considerations. First, Ca2+ signals is one of
the most important physiological signals in vivo. Ca2+ signals is the well-known
second messenger, which plays critical roles in many metabolism processes and
is closely associated with many diseases. Thereby Ca2+ signals are worthy to
be investigated in the research scope of biology and medicines. Second, Ca2+

signals appear as some patterns of waveforms, that is similar to the electromag-
netic wave. In the ideal environment, Ca2+ signals even propagate as the periodic
waves of impulses, the amplitudes and frequency of impulses can be regulated
via some bio-engineering methods.

A simplest MC system can be divided into a transmitter, a receiver and the
communication channel according to the physical layer concept. Plenty of litera-
tures have addressed on the work of receiver technologies, which aims to extract
the information from the absorbed molecules around the receivers. Typical cases
are like signal detection [3], decoding or demodulation [4], ISI-elimination [5],
etc. Research on MC channel enables nano-machines adapts the unique charac-
ters of the special channels. Typical cases are channel coding [6], channel mod-
elling [7], channel synchronization [8], etc. Transmitter is another important unit
in communication system. However, limited literatures try to study MC from the
aspect of transmitter. In [9], a multiple transmitter local drug delivery system
associated with encapsulated drug transmitters was investigated. In [10], the
authors discussed issues concerned with transmission rate control in molecular
communication, an emerging communication paradigm for bio-nanomachines in
an aqueous environment. In [11], the authors modeled the molecule emission
process more accurately using rectangular and exponential transmit signals and
derived closed form expressions for the number of molecules that are absorbed
by the receiver in a diffusion-Based MC system.

To design the transmitter, an unsolved challenge is how to trigger and control
nano-machines directly in bio-systems. Embedded nano-machines placed in vari-
ous organs, tissues and cells, which need programmable instructions. One major
class of existing solutions are enabling nano-machine with intelligent abilities via
some bio-engineering methods. For example, DNA robots equipped with recom-
binant nucleotides are capable of storing, moving and reacting in the biological
networks [12]. Bacteria can also be modified using filled nucleotides to express
various functions of nano-machines. Another way to trigger biological signals can
be from external space. Plenty of experiment results reveal that some physical
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or chemical stimuli can effectively induce various biological signals and promote
metabolism of bio-systems [13].

In this work, we consider a non-excitable epidermis cell as the transmitter
in MC system. We propose a controllable designed transmitter for MC system.
With the inspiration of external electromagnetism, the transmitter cell is able
to generate various patterns of waveforms in the communication process in the
design. By adjusting the parameters of electromagnetism, we can adjust the
amplitude and frequency of the waveforms, in order to express the various bits in
the coding. We establish a model of Ca2+ signal generation, which is divided into
electromagnetism-potential coupling phase and Potential-induced Ca2+ signal
phase. In the first phase, the electromagnetism act on the cell membrane and
elevate the its potential. In the second phase, the elevated membrane potential
promote the release of Ca2+ ions from organelles to generate MC signals.

The rest of this paper is organized as follows. Section 2 introduces the trans-
mitter design of MC. Section 3 shows numerical results to demonstrate the capa-
bility and performance of the designed transmitters. Section 4 gives a summary
of this work to conclude the paper.

2 System Overview

The proposed MC system is presented in Fig. 1, which is composed of an electro-
magnetic device and biological epidermis cells belonging to human-beings. We
assume that the electromagnetic device is regarded as the controller, which is
capable to actuate the transmitter by emitting low-frequency electromagnetic
waves. The low-frequency electromagnetic waves are regarded as the controlling
massages, which effects on biological cells and lead a series of bio-chemical reac-
tions epidermis cells. We choose sine save to contain the controlling massages
due to its university in application of wireless communications. Epidermis cells
are regarded as the transmitter, where Ca2+ concentration of epidermis cells
oscillate as various patterns of waveforms to trigger MC process. In this work,
we focus on the transmitter design in one single cell, namely, we ignore the
interactions between different connected cells.

3 Electromagnetism-Enabled Transmitter Design

The proposed transmitter includes two phases, which are electromagnetism-
potential coupling phase and potential-induced Ca2+ signaling phase.

3.1 Electromagnetism-Potential Coupling Phase

Let I = Emsin(2πft) denotes the alternating electromagnetism as the system
input with electromagnetism intensity Em and alternating frequency f . The
potential of the cell membrane is raised due the movement of electric ions, which
is promoted by three different classes of forces, expressed by,
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m
d2l

dt2
− F3 + F1 = F2 (1)

where l is the moving distance of electric ion compared to the initial position
during the moving process.

The first class of force is restoring force resulted by electrochemical gradient,

F1 = −mω2l (2)

where m is the quality of the electric ion, and ω = 2πfs is the self-sustained
oscillation angular frequency. Accordingly, fs is the self-sustained oscillation fre-
quency.

The second class of force is the external force brought by the electromag-
netism, expressed by,

F2 = Emzqesin(2πft) (3)

where z is the valence state of the electric ion. qe = 1.6 ∗ 10−19 C is the unit
electric charge.

The third class of force is decaying force, expressed by,

F3 = −λ
dl

dt
(4)

where λ is the attenuation coefficient. The approximated solution of Eq. (1) is
given by,

l = −Emzqe
2πλv

cos(2πvt) (5)
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In this work, we consider the effect of electromagnetism on SOC channel on
the cellular membrane, resulted by a force [],

F =
1

4πεε0
· q · zqe

r2
(6)

where ε0 is the vacuum dielectric constant, ε is the relative dielectric constant,
q = 1.6 ∗ qe is the charge of SOC channel. r is the distance between the free
charge and SOC channel. Cellular membrane potential is related to the mem-
brane thickness s, the effect force F and the charge q, expressed by,

Vm = F · s

q
(7)

Through a differential operation, we have,

∂Vm = ∂F · s

q
(8)

Take the expression of Eq. (6) into (8), we have,

∂Vm =
1

2πεε0
· q · zqe

r3
∂r (9)

Assume that position of the electrical ion is the origin, then ∂x = ∂r holds.
By integrating Eq. (5) and (8) into (9), the variation of membrane potential is
give by,

∂Vm =
1

2πεε0
· q · zqe

r3
· s

q
· E0zqe

λ
sin(2πvt)∂t (10)

3.2 Potential-Induced Ca2+ Signaling Phase

A widely-accepted model [16] of calcium dynamic is adopted to describe the
intracellular oscillation process, which is shown in Fig. 2. For cell i in the network,
two variables xi and yi are respectively used to describe the Ca2+ concentrations
in the cytoplasm and internal store. The Ca2+ dynamics is described by the set
of equations below.

dx

dt
= P1 − P2 + P3 + a1y − a2x + IG, (11)

dy

dt
= P2 − P3 − a1y, (12)

where

Q1 = b1 + b2(t) (13)

P2 =
b3 · x2

b4
2 + x2

, (14)
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P3 =
b5 · x4y4

(b64 + x4)(b72 + y4)
. (15)

P1 denotes the Ca2+ increase from the extracellular space via different classes
of channels. P2 and P3 determine the Ca2+ exchange between the cytoplasm and
internal stores due to the regulation of channel permeability. In P1, b1 denotes
non-electromagnetism-induced Ca2+ increase due to the constant pumping of
Ca2+ influx. b2(t) denotes Ca2+ increase due to the promotion of electromag-
netism. In this model, the expression of b2(t) is related with change of membrane
potential Vm,

Cm
dVm

dt
= b2(t) (16)

where Cm is the capacitance of the cell membrane.

4 Performance Evaluation

In this section, we present the patterning behaviours of Ca2+ signals induced by
the transmitter. The target of the simulation is to validate the availability and
performance of the proposed transmitter.

4.1 Simulation Configuration

The parameter configures include two parts: the first part is parameters of
electromagnetism-potential coupling phase, which is listed in Table 1 [14,15];
the second part is parameters of potential-induced Ca2+ signaling phase, listed
in Table 2 [16,17].

Table 1. Electromagnetism-potential coupling parameters

Parameter Value

qe 10−19 C

q 1.7 * qe C

z 1

ε 4

ε0 8.854 ∗ 10−12 N−1m−2C
2

r 10−9 m

s 10−8 m

λ 6.4 ∗ 10−12 kg/s
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Table 2. Ca2+ signaling parameters

Parameter Value

a1 1 s−1

a2 6 s−1

b1 1.3 µms−1

b3 65 µms−1

b4 1 µm

b5 500 µms−1

b6 0.9 µm

b7 2.0 µm

Fig. 2. Waveform patternings of membrane potential (Vm) and Ca2+ signals (x) under
different Em, f = 0.2 Hz, (a) (g) Em = 0.0005 mV/m, (b) (h) Em = 0.002mV/m, (c)
(i) Em = 0.005 mV/m, (d) (j) Em = 0.01 mV/m, (e) (k) Em = 0.05 mV/m, (f) (l)
Em = 0.01 mV/m.

Fig. 3. Waveform patternings of membrane potential (Vm) and Ca2+ signals (x) under
different f , Em = 0.005 mV/m, (a) (g) f = 0.08 Hz, (b) (h) f = 0.1 Hz, (c) (i) f =
0.2 Hz, (d) (j) f = 0.5 Hz, (e) (k) f = 1Hz, (f) (l) f = 2 Hz.
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4.2 Waveform Patterning Presentation

In Fig. 2, we check the waveform patterning of membrane potential and Ca2+

signaling by regulating Em. Curves of (a) to (f) denote the waveforms of Ca2+

concentration (i.e., x), and curves of (g) to (i) denote the membrane potential
(i.e., Vm). We can see that Vm changes as a sine shape, that is also presented
in Eq. (10). Increase of Em amplifies the amplitude of Vm from 0.2 to 40 µV,
while its oscillation frequency keep the same with f (4 periods in 20 s). By
observing the Ca2+ concentration x, we see that x performs as sine wave when
Em is small (Em = 0.0005 mV/m), then becomes the impulse arrays when Em

is a little larger (Em = 0.002, 0.005 mV/m), and becomes approximated sine
waveforms when Em is large enough Em = 0.01, 0.05, 0.1 mV/m. According to
existing knowledge, Ca2+ signals perform as impulse arrays when cells function
normally. So we have the following findings: 1) Ca2+ signals perform as normal
impulse arrays just when Em locates in a suitable area; 2) High intensities of
Em break the normal impulse patterning of Ca2+ signals and turn it into sine
waves.

Similarly, we check the waveform patterning of membrane potential and Ca2+

signals by regulating their frequencies f in Fig. 3. Curves of (a) to (f) denote the
waveforms of Ca2+ concentration (i.e., x), and curves of (g) to (i) denote the
membrane potential (i.e., Vm). In this figure, Vm changes as a sine shape, and
its frequency increases under different f . When f is small, one Em peak evoke
different number of Ca2+ impulses. The impulse number per Vm peak is initially
4 when f = 0.08 Hz, decrease into 3 when f = 0.1 Hz, and finally becomes 1 when
f = 0.2 Hz. Ca2+ impulses change and then disappear when f is regulated from
0.5 to 1 Hz. When f = 2 Hz, Ca2+ seems to perform as dense sine waveforms.
We find that slow oscillation of electromagnetism evoke discrete Ca2+ impulses,
and fast oscillation of electromagnetism turn Ca2+ signals into sine waves.

4.3 Waveform Similarity Analysis

Based on the similarity of curves in Fig. 2 and 3, we apply a signal correlation
coefficient (denoted by ρ) to quantify the waveform similarity between Ca2+

signals and membrane potential signals. ρ is given by,

ρ =
E((x − E(x))(Vm − E(Vm)))

√
E((x − E(x))2)E((Vm − E(Vm))2)

(17)

where E(.) is the average function. Obviously, ρ locates in area of [−1, 1];
In Fig. 4, we validate the relationship between the signal correlation coeffi-

cient ρ and electromagnetism intensity Em under different f . It can be seen that
with the increase of Em, ρ firstly drop quickly from 0.9 during a small change
of Em, and then rise slowly until recover to steady level. There exists a mini-
mum point for ρ by altering Em. Also, various f make difference for ρ. when
f = 0.1 Hz, ρ could reach to nearly 1 if Em is 0.02 mV/m, while ρ could just
reach to nearly 0.7 when f = 1 Hz. The minimum point of ρ also increases with
increase of f .
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Fig. 4. Signal correlation coefficient ρ with variation of Em under different f .

In Fig. 5, we validate the relationship between the Signal correlation coef-
ficient ρ with variation of f under different Em. It can be seen that with the
increase of f , ρ firstly drops and then rise. There exists a minimum point for ρ by
altering f . Also, various Em make difference for ρ. when Em = 0.0005 mV/m,
the minimum point is around from 0.4 to 0.6, and the rise of ρ is very slow
around 0. when Em = 0.005 mV/m, the minimum point of f is located in 1.4 Hz,
and ρ rise quickly then fall again. Similar case holds when Em = 0.008 mV/m,
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Fig. 5. Signal correlation coefficient ρ with variation of f under different Em.
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their minimum points are quite close. When Em = 0.015 mV/m, the minimum
point moves to around 1.8 Hz.

To precisely control the transmitter, we wish to avoid the minimal point and
increase ρ. Above two figures tell us that there are some bad performance cases
when we alter the value of Em and f . The trends of the curves guide us to
increase the communication performance and controllability of the transmitter.

5 Conclusion

In this paper, we investigated the issue of electromagnetism-enabled transmit-
ter design for molecular communications. We proposed a MC framework which
utilize electromagnetism waves to actuate the transmitter. In the transmitter
design, an electromagnetism-potential coupling model is proposed to establish
a bridge between electromagnetism signals and biological signals. We further
extend the oscillation models of Ca2+ by integrating the variation of membrane
potential.

This paper shows that electromagnetism-enabled transmitter of molecular
communications are feasible through mathematical modeling and numerical
results. Future work includes the extension of proposed method from single cell
to multiple cells, and experiment validation of electromagnetism-induced molec-
ular communications.
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Abstract. In this position paper, we describe research challenges on the
Internet of Bio-Nano-Things (IoBNT), an emerging paradigm that inte-
grates molecular communication and traditional electromagnetic commu-
nication systems into a single communication system. IoBNT systems
are expected to bring innovation to conventional healthcare methods.
This paper introduces new interfaces, termed internal interfaces to facil-
itate two-way communication between the edge interfaces and the target
molecular communication systems. We assume that the target molecu-
lar communication systems are deployed deep inside the body to obtain
physiological data, therefore the internal interfaces that make commu-
nication between them are essential. This paper describes research chal-
lenges associated with internal interfaces.

Keywords: Internet of Bio-Nano-Things · Molecular communication ·
Medical applications

1 Introduction

The advancement in nanotechnology enables us to fabricate minuscule sensors,
with which we can obtain physiological data that are available deep inside in
the body, but that is not well-explored due to the limitation of technologies so
far. By making full use of the data obtained by bionanosensors for the benefit of
human healthcare, future medical systems are envisioned to be integrated into
existing computer communication systems.

A new paradigm of the Internet of Bio-Nano-Things (IoBNT) has emerged
from the aforementioned background. IoBNT is a novel concept of using bio-
nanosensors to obtain information at the molecular and cellular levels in living
organisms, and sharing and controlling it via the Internet [1–3]. If IoBNT is real-
ized, it will be possible to examine and treat patients in remote locations, and
expert systems that can diagnose and treat patients without medical experts
may be developed to become the medical infrastructure of society.
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The interface bridging between molecular communication (MC) and conven-
tional information and communication technology (ICT) systems is an essen-
tial component for realizing IoBNT. It would facilitate an independent devel-
opment of both MC and ICT systems to realize as a generic interface as possi-
ble. Researchers in the field of MC have been focusing on the bio-nanomachine
to bio-nanomachine interface (BNI) since its founding in 2005 as a new com-
munication paradigm for nano-scale devices. There are in large two types of
interfaces: the one that interconnects MC and ICT systems at the edge of each
system, termed as edge interface, and the other that relays information from
target MC systems working as data sources to the edge interface and vice versa,
termed as internal interface. For the former, there are a number of research
Brain Machine/Computer Interface (BMI/BCI) [11,12], light-based communi-
cation interfaces [4,9,13], implantable [5], which operate as converter between
the signals in MC system and the ones in ICT system, while the latter are not
well explored.

In this paper, we specifically focus on the internal interface and provide a list
of research challenges toward the realization of a generic internal interface. We
assume that the internal interface is implemented as other MC systems so that
we can deploy them in a self-organized manner, and that we can let them operate
autonomously within the human body. In such an internal interface, molecular
signals are utilized as common languages as in MC systems. However, molecular
signals can be too weak to detect, therefore, signal amplification and relaying
are necessary.

The rest of this paper describes an architecture of the IoBNT systems in
Sect. 2, and research challenges for internal interface for IoBNT in Sect. 3.

2 An Architecture of the Internet of Bio-Nano-Things
(IoBNT) Systems

Figure 1 shows an entire architecture of IoBNT systems. The components of
IoBNT systems include MC systems, ICT systems, and interface bridging
between MC and ICT systems. MC systems work as a data source. The sys-
tems, termed as target MC systems, are deployed deep inside the human body
to collect physiological data, such as the existence and concentration of spe-
cific molecules. It may also be possible to encode physical characteristics in
the human body, such as heat, pressure, into molecular signals. MC systems
consist of bio-nanomachines communicating information through molecular sig-
nals. Each of bio-nanomachines is equipped with an interface that allows the
communication between other bio-nanomachines, termed as bio-nanomachine to
bio-nanomachine interface (BNI).

ICT systems are responsible for sharing data based on the huge infrastructure
of the Internet. The physiological data transmitted from MC systems may be
analyzed using machine learning and statistical techniques on the cloud within
ICT systems so that the data are interpreted and visualized in an accessible
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Fig. 1. An architecture of the Internet of Bio-Nano-Things. Adapted from [8].

manner to non-expert users as well as to expert users, such as medical doctors,
data scientists.

Figure 2 shows a detailed view of an interface of IoBNT systems. The inter-
face between MC and ICT systems are responsible for converting signals both
inside-out and outside-in, which correspond to outmessaging interface (OMI)
and inmessaging interface (IMI), respectively [6]. These sub-interfaces, termed
as edge interfaces, directly communicate with external devices. In this paper,
we introduce additional interfaces, termed as internal interfaces, that facilitate
two-way communication between the edge interfaces and the target MC systems.

3 Research Challenges for Internal Interface for IoBNT
Systems

In this paper, we specifically focus on the internal interface between MC and
interface MC, and between interface MC and interface MC systems. Molecular
signals are utilized as common languages in both directional communication:
between other MC systems and interface MC systems, and between external
ICT systems and interface MC systems. In both directional communications,
molecular signals can be too weak to detect, therefore, (1) signal amplification is
inevitable, (2) self-deployment as well as autonomous operation without human
intervention is a must, and (3) functionality of relaying information from the
target MC and to the external interface is also essential for IoBNT.
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Fig. 2. Interfaces in IoBNT systems.

3.1 Signal Amplification

By utilizing the self-deployment mechanisms discussed in the next subsection,
we develop a method for autonomous mobile bionanosensors distributed in space
to form self-organized aggregates. By forming macroscopic assemblies of bio-
nanosensors and behaving collectively, we consider implementing functions that
are difficult to realize with single bionanosensors. For example, as an interface
that interconnects the in vivo and ex vivo environments, a function that converts
in vivo molecular signals into electronic signals and a function that amplifies the
signal strength will be realized to enable information exchange with existing
communication devices. This will enable the interconnection of the bionanosen-
sor network with existing information and communication networks.

Research challenges when designing and developing the signal amplification
are what types of signals to use for communication between MC systems. Sig-
nals exchanged between MC systems should be determined to neither interfere
with nor disturb the operation of other MC systems, especially the target MC
system, where molecular signals are exchanged through BNI. On top of that,
for the signal amplification, synchronization mechanisms for the aggregated bio-
nanomachines may be also necessary.

3.2 Self-deployment

Forming aggregates is also essential to self-deployment as well as signal amplifi-
cation. In our work, we proposed a method that mimics the mechanism by which
cellular organisms in nature form various spatial structures [7,10]. Many cells
in nature use chemotaxis to form various spatial structures. Chemotaxis is the
property of a cell to detect the concentration of an attractant and move toward
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the direction where the concentration of the attractant is higher. For example,
certain bacteria form self-organized spatial patterns by producing and releasing
attractants, such as aspartic acid, to form a concentration gradient of attractants
in the environment and move in the direction of each other. In addition, when
starved, cellular slime molds generate waves of attractants in the environment by
releasing attractants themselves or releasing attractants in response to released
attractants. Individual cells are known to form aggregates as they move toward
the source of the wave.

Research challenges when designing and developing the self-deployment is
how to deploy internal interfaces. The internal interfaces may be either stati-
cally or dynamically deployed inside the human body. For the former, there is
theoretical work to form aggregates and specific patterns in the environments
where there is neither flow nor heterogeneity in physical characteristics. It could
be much more complicated if we assume the real human body environments, but
not yet well explored how to deploy the interfaces statically inside the human
body. It may be also possible to dynamically deploy the interfaces by making
use of blood vessels as the environment. There are several options not limited to
the examples explained so far.

3.3 Signal Relay

We proposed a multi-hop drug transport system [14]. The system consists of two
types of bionanosensors: a transmitter that emits a signal molecule containing
location information to other bionanosensors when it detects a target to which
the drug is to be transported, and a receiver that uses the concentration of the
signal molecule emitted by the transmitter as a clue to transport the drug to the
target. In this system, we proposed to introduce a repeater that implements an
infectious propagation scheme to amplify the signal molecules from the transmit-
ter. In the conventional proposed method, the signal molecules are very weak, so
the bionanosensors need to be near each other to propagate the signal molecules,
and many bionanosensors need to be deployed. By introducing a repeater that
implements the infectious propagation method, we showed that the therapeutic
agent can be transported efficiently even with a small number of bionanosensors.

By extending this relaying mechanism among bio-nanomachines, we may be
able to develop more reliable and functional relaying mechanisms among MC
systems. Research challenges in designing and developing the signal relay are
what types of signals to use for communication between MC systems, specifi-
cally focusing on how to relay signals. What types of signals are well suited for
conveying information among MC systems within the human body. When dif-
ferent types of molecules are well-suited for conveying information, the internal
interface may be used for converting signaling molecules into the ones.
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4 Conclusion

In this position paper, we described research challenges on the Internet of
Bio-Nano-Things (IoBNT) specifically focusing on the intermediate interfaces,
termed as internal interfaces. The internal interfaces was introduced for the pur-
pose of facilitating two-way communication between the edge interfaces and the
target molecular communication systems. We assumed that the target molecu-
lar communication systems were deployed deep inside the body, therefore the
internal interfaces that make communication between them are essential. This
paper described research challenges associated with the internal interfaces.
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Abstract. Motor proteins, such as myosin and kinesin, are biological molecular
motors involved in force generation and material transport in living cells. Motor
proteins and their associated cytoskeletal filaments, such as actin filaments and
microtubules, have been utilized for active transport in engineered systems. In
controlling the active transport, external forces via electric fields or fluid flow
were commonly used. A drawback of using external force is that the external
force can cause detachment of microtubules from gliding surfaces. Detachment
leads to loss of cargo or sparse surface density of microtubules, thus limiting
the availability of external forces. Detachment should be minimized. In doing so,
detailed observation on the process of detachment would be helpful. However,
due to its limited spatial and temporal resolution, experimental investigations are
hampered. Here, we show a simulation study for the detachment of microtubules
gliding over surfaces coatedwith kinesinmotors by an external force. Owing to the
computer simulation’s high spatial and time resolution, two modes of detachment
were found. Detailed processes of the two modes were revealed, which would be
useful to diminish detachment.

Keywords: Biomolecular motor · Cytoskeletal filaments · Computer simulation

1 Introduction

Motor proteins, such asmyosin and kinesin, are biological molecular motors working for
force generation and intracellular transport. In the last two decades, they have been uti-
lized in engineered systems [1].Molecular shuttles driven bymotor proteins are essential
for active transport in such devices, where cytoskeletal filaments carrying analytes [2–4]
or information [5, 6] are transported along predefined tracks covered with associated
motor proteins to designated destinations.

To control the movements of molecular shuttles, external forces via electric fields
or fluid flow were commonly used [7–9]. While the larger applied force leads to better
control, the drawback is the detachment of molecular shuttles from surfaces over which
they glide [8]. The detachments lead to loss of cargo and the sparse surface density
of molecular shuttles [10], which limits device performance and should be minimized.
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In addition, while trajectories without detachment can be predicted with computer sim-
ulations [11, 12], detachment makes such prediction difficult, bringing complications
in designing devices. A detailed mechanism of the detachment of molecular shuttles
would be helpful to their suppression. However, the process of detachment is abrupt
compared to spatial and temporal limitations in experiments so that detailedmechanisms
of detachment remain unknown.

Here, to investigate detailedmechanisms of the detachment of themolecular shuttles,
we used our own developed computer simulation. The use of the computer simulation
enables us to reveal a detailed mechanism of the detachment, which cannot be obtained
in experimental investigation. In the present study, we found that there are two distinct
modes of microtubule detachment: unzipping/swiveling and jumping. Owing to the
high time resolution of the simulation, we observed the two detachment modes with
around 1,000 times higher time resolution than that of a conventional microscope. Our
observation will guide the detailed understanding of the mechanism of the detachment
of molecular shuttles driven by the kinesin motor.

2 Simulation Method

The simulation method was developed based on a previous study [13] and is briefly
described as follows.

Microtubules were modeled as inextensible elastic beams with a bending rigidity of
22 pN/µm2 subjected to thermal fluctuations and applied force, represented by bead-rod
polymers. The applied force acting on microtubules was represented by the force acting
on the beads. The length of the microtubules was 5 µm, compatible with the length of
microtubules commonly used in experiments.

Microtubules were propelled by kinesinmotors, which aremodeled as a linear spring
with a spring constant of 100 pN/µm and with zero equilibrium length. The heads of the
kinesin motors moved toward the microtubule plus end, while the tails of kinesin motors
were fixed on the substrate, building up tension to move the microtubules toward their
minus ends.

The equations of motion of beads consisting of microtubules were expressed to be

r′i(t + �t) = ri(t) + �t

ζ

(
Fb,i + Fk,i + Fex,i

) + √
2D · �t · ξ i,

where ζ is the viscous drag coefficient, Fb,i is the force due to bending of microtubules,
Fk,i is the force exerted by kinesin motors, Fex,i is an external force, ξ i is a three-
dimensional random vector whose components take random values with zero mean
and standard deviation of one. The last term of the right-hand side of the equation
represents the thermal fluctuation of the beads. The calculated positions,

{
r′i(t + �t)

}
,

were corrected to have an assigned distance of 0.25 µm between them.

3 Results

3.1 Trajectories Under High External Forces

Figure 1 shows representative trajectories of microtubules gliding over kinesin motors
with a surface motor density of 10 µm−2 under an external force of 5.0 pN/µm.
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The trajectories showed intermittencies reflecting partial or whole microtubule detach-
ment from the surface. In contrast, trajectories with higher motor density and/or weaker
external force did not show such intermittencies. Since the partial and whole micro-
tubule detachments occurred stochastically, the control of microtubule movement was
diminished.

Fig. 1. Representative trajectories of microtubules gliding over kinesin motors with a surface
motor density of 10 µm−2 under an external force of 5.0 pN/µm. Different colors represent
different microtubule trajectories. Jumps are denoted with arrows. Only major jumps are marked
for visibility.

To quantify the intermittencies in the trajectories, the instantaneous speed of lead-
ing tips and trailing ends were calculated (Fig. 2). Reflecting the partial and whole
microtubule detachments, the time evolutions of the instantaneous speeds showed sharp
isolated peaks over the average speed of 0.8µm/s. The instantaneous speeds at the peaks
could reach more than 50 times the average speed of 0.8 µm/s. The instantaneous speed
showed an exponential distribution. No significant difference was observed between
distributions of the leading tips and trailing ends (Fig. 3). This observation indicated that
detachments equally occurred from both the leading tips and trailing ends.

We found that detachment processes can be categorized into two classes: unzip-
ping/swiveling (Fig. 4a) and jumping (Fig. 4b). We will describe each process and
mechanism in the following sections.
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Fig. 2. Time evolutions of instantaneous speeds of the leading tip and trailing endof amicrotubule.

Fig. 3. Histogramsof instantaneous speeds of the leading tips and trailing ends of 60microtubules.
To highlight the abrupt changes in gliding speed corresponding to the peaks in Fig. 2, only the
part with the speed >1.0 µm/s is shown.

3.2 Unzipping/Swiveling of Microtubule

Unbinding of kinesin motors from microtubules successively occurred from either the
leading tip or the trailing end, which we call unzipping. A representative microtubule
undergoing unzipping followed by swiveling is shown in Fig. 4a observed with 0.1 s
time resolution. The 0.1 s time resolution could not clearly identify the phenomenon
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Fig. 4. Unzipping/swiveling (a) and jump (b) observed with 0.1 s time resolution. The orange
lines represent superimposed conformations of amicrotubule.White dots represent kinesinmotors.
Green dots represent kinesin motors binding to the microtubule. (Color figure online)

of microtubules detachment. To identify the detailed phenomenon of microtubules, we
magnified with 1,000 times higher time resolution in Fig. 5. Part of the microtubules
showed lateral shifts a few times. Upon unzipping, the population of binding kinesin
motors was gradually replaced. Between the shifts, microtubules showed thermal fluc-
tuations without changing the population of binding kinesin motors. After unzipping,
swiveling of microtubules occasionally followed, which caused further changes in their
gliding direction.

While unzipping was equally likely to occur from both ends, unzipping from leading
tips affected trajectories more significantly than that from the trailing ends, since trajec-
tories are mostly determined by their leading tips. Unzipping/swiveling tended to occur
more often when the microtubules were moving perpendicular to an applied force.

3.3 Jump of Microtubule

In contrast to unzipping/swiveling, the jumps abruptly occurred within 0.1 s time resolu-
tion. In many cases, the positions of microtubules just shifted downstream of the applied
force without significant change of direction. A representative microtubule undergoing
jump is shown in Fig. 6 observed with 0.1 ms time resolution. Upon jump, the whole
population of binding kinesin motors was replaced. Distance during the jump varies
and can be more than the length of microtubules. The jumps observed with a 0.1 s time
window consisted of smaller jumps without changing the direction of microtubules.

The jumps of microtubules were observed with almost equal frequency all the way
along the trajectories. The jump of microtubules was greatly diminished by lowering the
applied force from 5.0 pN/µm to 4.0 pN/µm.
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Fig. 5. Unzipping and swiveling observed with 0.1 ms time resolution. The orange lines represent
superimposed conformations of a microtubule. White dots represent kinesin motors. Green dots
represent kinesin motors binding to the microtubule. (Color figure online)

Fig. 6. A series of small jumps observed with 0.1 ms time resolution. The orange lines represent
the superimposed conformations of a microtubule. White dots represent kinesin motors. Green
dots represent kinesin motors binding to the microtubule. (Color figure online)



Detachment of Microtubules Driven by Kinesin Motors from Track Surfaces 205

4 Discussion

By using our own developed computer simulation, we investigated the detailed mech-
anism of the detachment of molecular shuttles driven by kinesin motors. We found
that there were two modes of detachment, unzipping/swiveling and jumping. Unzip-
ping/swiveling can be characterized by the sequential unbinding of kinesin motors from
microtubules from either the leading tips or the trailing ends. On the other hand, jump-
ing can be characterized by sudden shifts of microtubule position toward the down-
stream of the external force without significant change of their direction. These kinds of
observations were not obtained before because of limited space and time resolution in
experiments.

Based on our observations reported here, to diminish the detachment of microtubules
from track surfaces, one should take note of the following two. Firstly, the applied force
should be lower than the force inducing a significant occurrence of jump ofmicrotubules.
Secondly, to avoid unzipping/swiveling of microtubules, a strong external force should
not be applied when the microtubules are moving perpendicularly to the force.
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Abstract. Motor proteins are molecular machines that operate in living cells.
These motor proteins have been used in vitro for applications such as nano- and
microscale devices as transport systems in biosensors, biocomputing, and molec-
ular communication. By introducing motor proteins into these devices, motor
proteins become defective due to unfavorable binding to device surfaces, causing
a decrease in transport speed or malfunctioning of transport. However, system-
atic experimental investigations of the effects of defective motors are hampered
by difficulties in controlling the number of defective motors on surfaces. Here,
we show a systematic study on the effects of defective motors on the motility of
transport by using a mathematical model. The model predicted that motility is
independent of the length of the associated filaments and depends on the ratio of
the active motors. The model revealed that the ratio of active motors of more than
80% is required for sustainable motility. This insight would be useful in choosing
appropriate materials for devices integrated with motor proteins.

Keywords: Biomolecular motor · Cytoskeleton · Biosensor

1 Introduction

Motor proteins are molecular machines that operate in living cells. These motor proteins
include myosin and kinesin, which travel along the actin filament and microtubule,
respectively. Through a cycle of filament binding and release, these motor proteins
convert chemical energy directly tomechanical work formaterial transport and actuation
in living cells. These motor proteins have been used in vitro for applications such as
nano- and microscale devices [1]. Molecular shuttles (MS) are based on motor proteins
and are essential for active transport. They have been implemented in biosensors [2–4],
biocomputation [5], and molecular communication [6, 7].

As the implementation proceeds, practical problems such as the effects of defective
motors arise. Defectivemotors, sometimes called “dead” head, ATPase catalytic domain,
bind to cytoskeletal filaments but are unable to hydrolyze adenosine triphosphate (ATP),
thus serving as an effective impedance to the translocation of cytoskeletal filaments
driven by activemotors. This causes fishtailing, swirling, and halting of the filaments [8].
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While actin filament (AF) and myosin-based MS is preferable in terms of gliding speed
than microtubule and kinesin-based one [9], it is more susceptible to the “dead” heads.
To achieve smooth movements of AFs gliding over myosin motors in in vitro motility
assay, “dead” motors have to be carefully removed prior to observation of movement,
and the surfaces should be passivated to prevent “non-ideal” adhesion of myosin motors
to the surface leading to denature [10]. Such coatings may not be available for use in
applications since in biophysical studies, photoresists are commonly used instead of
glass. Hansson et al. investigated the effects of various polymer materials commonly
used for microfabrication on actinmotility, and some fractions ofmyosinmotors became
defective depending on the nature of the polymer materials, such as hydrophobicity
[11]. However, a limitation of such experimental approaches arises from the difficulty
in controlling the precise amount of defective motors on surfaces, which hampers the
systematic investigation.

Here, to provide predictions of gliding speed on AFs driven by myosin motors
in the presence of defective motors, we developed a mathematical model. In contrast
to the experimental work, the mathematical model enables a systematic quantitative
investigation of the effects of defective motors on the motility of AFs. The simplicity of
the mathematical model makes it easy to gain insights into the effect of defective motors.

2 Mathematical Modelling

To understand the underlying mechanism of the translocation impedance, we developed
a 1D analytical model based on a previous study [12]. Our 1D model assumes that an
AF is propelled by active myosin against impedance by defective ones with a gliding
speed (v) (Fig. 1). The gliding speed was assumed to depend on the average force acting
on each active myosin (f ):

v = vmax

(
1− f

fstall

)
(1)

where vmax is the maximum speed of the actin translocation, and fstall is the stall force
(−0.4 pN) [13, 14].

The acting force, f , is assumed to be exerted by the defective myosin. During the
AF translocation, defective motors undergo repeated cycles of association with an AF,
elongation and dissociation (Fig. 2). When an AF comes close, a defective myosin binds
to the AF with a rate of 1/τ1. Once bound, the defective motor is stretched by the
AF translocation, building up tension impeding the AF translocation. When the tension
reaches the rupture force ofmyosin, frupt (−9.2 pN) [15], the defectivemyosin dissociates
from the AF. For simplicity, spontaneous dissociation of defective myosin from AF was
neglected. The duration that the defective myosin binds to the AF, τ2, depends on the
AF speed and is given by τ2 = −frupt/kV , where k is the spring constant of the defective
motor. Thus, the time-averaged friction force generated by a defective myosin, fdef , is
given by

fdef = 1

τ1 + τ2

∫ τ1+τ2

0
fdef dt. (2)
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Fig. 1. A schematic drawing of actin molecular shuttles over myosin motors in the presence of
defective motors.

Guided by Fig. 2, the integral can be calculated, leading to

fdef = frupt
2
(
1− kvτ1/frupt

) . (3)

Since the number of the active myosins binding to the AF with the length of L is ρaL
and that of the defective ones ρdL, where ρa and ρd are the line densities of active and
defective myosins, respectively, the impedance per active myosin is given by

fimp = ρd

ρa

frupt
2
(
1− kvτ1/frupt

) . (4)

The parameters used in this study are shown in Table 1. To obtain numerical solution,
we used MATLAB.

Fig. 2. A schematic representation of the time evolution of the force generated by a defective
myosin.
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Table 1. Parameters used

Parameter Particulars Value

vmax Maximum gliding speed 7 µm/s

fstall Stopping/Stall force −0.4 pN

frupt Rupture force −9.2 pN

k Myosin spring constant 300 pN/µm

τ1 Binding period 0.025

Fig. 3. A plot of the gliding speed, v, against impedance per active myosin with various active
motor ratios, R (red curves), overlaid with f-v relation: Eq. (1) (blue line). The active motor ratio
is 0.800, 0.854, 0.900, and 0.950 from left to right. The critical active motor ratio, in this case,
was 0.854 (Color figure online).

3 Results

From Eq. (1), once the impedance is given, the AF gliding speed can be calculated. On
the other hand, to determine the impedance from Eq. (3), the AF gliding is needed. Thus,
to obtain the AF gliding speed, we need to solve Eqs. (1) and (3) in a self-consistent
manner. That is, the gliding speed is given by the intersection of the Eqs. (1) and (3)
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Fig. 4. The AF gliding speed, v, as a function of the active motor ratio, R.

(Fig. 3). The single parameter to determine the intersection is the gliding speed, ρd/ρa,
and is independent of the length of AF.

Depending on ρd/ρa, there are three cases. At small ρd/ρa (the red curve for the
active motor ratio of 0.950 in Fig. 3), there is only one solution. At an intermediate (the
red curve for the active motor ratio of 0.900 in Fig. 3), there are two solutions. Above
the critical value (the red curve for the active motor ratio of 0.800 in Fig. 3), there is no
solution. In the case that there are two solutions, the one with the higher gliding speed is
stable while the other is unstable as described below. Firstly, we consider fluctuations of
the impedance around the solution with a higher gliding speed. Although we have so far
discussed an averaged behavior, force fluctuation occurs due to continuous and stochastic
association and dissociation of defective motors. For example, when AF happens to be
decelerated by fluctuation, the impedance at this decreased speed is smaller, resulting
in accelerating the AF back to the original gliding speed, showing that the solution is
stable. On the other hand, around the solution with the lower gliding speed, when AF
happens to be decelerated by fluctuation, the impedance at this decreased speed is larger,
leading to the further deceleration of the AF, showing that the solution is unstable.

Taking the stable solutions, the gliding speed was obtained as a function of the active
motor ratio, defined as ρa/(ρa + ρd ) (Fig. 4). The gliding of AFs can only occur with a
rather high active motor ratio of 0.854 or more. Interestingly, due to the instability, the
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Fig. 5. The AF gliding speed as a function of the active motor ratio with various frupt .

gliding speed did not continuously increase at the onset of gliding but showed an abrupt
change from 0 to 4 µm/s.

Since we neglected the spontaneous dissociation of defective myosin from AF, our
choice of the rupture force of−9.2 pN may be an overestimate. We investigated the AF
gliding speed as a function of the active motor ratio with various rupture forces ranging
from −2.0 pN to −8.0 pN. The lower the rupture force, the lower the threshold active
motor ratio for the onset of gliding movements. The abrupt change in gliding speed at
the onset of motility persisted (Fig. 5).

4 Discussion

Our analytical model showed that the active motor ratio ρa/(ρa + ρd ) is the single
important factor that influences the actin filament speed and that an active ratio of more
than 80% is required for continuous glidingmovement. The need for a high critical active
motor ratio for gliding is consistent with the fact that procedures to remove defective
heads are needed to achieve consistent gliding for actin/myosin in vitro motility assay.

This finding suggests that the substratematerial should be carefully selected such that
denaturing of the adheringmyosin motors is minimized. In a study conducted byHanson
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et al. [11], higher material hydrophobicity was found to be associated with increased
HMM surface adsorption but lowers the number of active HMM molecules. This study
suggested that the preferable materials are those that retain the activity of motors even
though the total amount of motors are limited.

The force-velocity given by Eq. (1) was employed for simplicity, which was helpful
to obtain an analytical solution of the critical active motor ratio. Using a more realistic
relationship such as the Hill equation [16] may yield a more accurate prediction with a
drawback due to the complexity of the mathematical expression. Another shortcoming
of this study would be that only 1D movements were considered. The use of computer
simulation [17] would be a complementary approach to this study by dealing with 3D
movements. In addition, systematic experiments with various mixing ratios of myosin
and mutated defective myosin would enable qualitative validation of our mathemati-
cal model, although the exact active motor ratio would be difficult to obtain due to
uncontrollable conversion of active to defective myosin.
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Abstract. This paper presents a design framework for artificial general intelli-
gence (AGI). The approach is guided by a simple question: if we encounter an
intelligent system, what could we observe? The answer is based on the idea that
intelligence emerges from simple goal-driven interactive adaptability, and the pro-
cess leads to emerging properties underlying complex behaviors of any intelligent
systems. These properties in turn serves as design criteria for the construction of
a network architecture of AGI which is proposed here for further investigations in
future studies.

Keywords: Artificial general intelligence · Cognitive redundancy · Cognitive
complexity · Administrative behaviors · Composition search · Network of mind ·
Hypergraph categories

1 Emerging Properties of Intelligence

What could we learn about intelligence? Simon [1] approached this question by intro-
ducing the concept of interface to study intelligent systems. It is essentially a collection
of properties emerging out of the system’s behaviors seeking to achieve specific goals.
These properties in turn impose limits on what the system could or could not do. Using
the interface, an observer could predict how the system behaves when facing specific
events without knowing details of its internal reasoning processes.

Minsky [2] proposed another goal-based framework focusing instead on constructing
internal processes underlying an intelligent system’s behaviors. In this framework, the
system’s intelligence relies on a set of resources that could be combined in various
ways to create processes corresponding to different behaviors. A central concept is
resource management which deals with how resources, diverse in their representation
and capability, are acquired, evaluated, allocated, combined, and used. The system’s
intelligence could then be observed through these administrative operations.

In this section, these concepts are integrated into a simple computational model to
explore the idea that intelligence is closely connected to computational complexity cre-
ated by the process of continuous managing resources to achieve goals. By looking at the
interface of this process, the model discusses three emerging properties of intelligence:
cognitive redundancy, cognitive complexity, and administrative behaviors.
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1.1 Cognitive Redundancy and Complexity

The computational model views an intelligent system’s behaviors as goal-driven pro-
cesses that use resources to achieve goals when encountering specific events. These
processes are represented by the following structure.

{e → g → r} (1)

where e is an event situationwhich describes an event, g is a goal situation that describes
the goals the system wants to achieve given e, and r is a resource situation describing
resources the system uses to achieve goals. → is an operator that maps one type of
operator to another type of operator. The detailed construct of e, g, r, and → can be
ignored here since the abstraction is sufficient for the purpose of this paper. In other
words, we only look at the situations’ interfaces. Essentially (1.1.1) says that when an
event happens, the system decides whether it should set goals or not. Given a set of goals,
it proceeds to figure out the resources needed and how they could be used together to
achieve the goals.

What could the tiny structure in (1.1.1) tells us about intelligence? The most obvious
thing is that it describes an ideal situation in which we always know precisely what
goals to set and what resources to use. But the picture is less clear when we have a
circumstance in which event, goal, and resource situations interact to create complexity.
Consider the following three scenarios.

{{e → e1} →e {{e → e1}, {e → e2}, {e1 → e2}}
}

(2)

{{g → g1} →g {{g → g1}, {g → g2}, {g → g3}}
}

(3)

{{{r → r1}, {r → r2}} →r {{r1 → r2}, {r → r3}, {r1 → r3}, {r2 → r3}}
}

(4)

The structure in (2) could be described in the following process. First, the event
situation e first encountered by the system leads to another event situatione1. This in
turn leads to a new event space created in the system’s memory to store configurations in
the form {e → e1}. The system now learns that there are more possible configurations of
the event space, a realization represented by the structure on the right of (2). The updating
process is represented by the operator →e constructed as a term-rewriting operation on
hyper graphs [3–5]. Similar scenarios could be observed for the goal space in (3) and
the resource space in (4). The structure in (1) now expands into:

{{
e,→e} → {

g,→g} → {
r,→r}}, (5)

with {e,→e}, {g,→g}, and {r, →r} representing (2), (3), and (4) correspondingly.
The system’s ability to update event, goal, and resource spaces creates a cognitive

redundancy that imposes a limit on how flexible the system could be in term of creating
connections and switching between configurations to adapt to changes. Figure 1 (left
panel) visualizes the event space as a hyper graph, showing how diverse it has become
just after 6 updates from the initial configuration in (2). This leads to an increase in
cognitive redundancy observed in the rapid raise in the number of edge counts (Fig. 1,
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right panel). From this perspective, the concept of cognitive redundancy could explain
why models based on artificial neural networks, while performing well in some specific
tasks, often failed or perform poorly in tasks found simple by humans [6]. The reason
is that these models have rather low cognitive redundancy since their architectures are
essentially extensions of (1) which has only one updating path.

Event Space
Goal Space

Resource Space

0 1 2 3 4 5 6 7
0

200

400

600

Updates

E
dg

e
C
ou

nt

Fig. 1. Left panel: the hypergraph of the event space after 6 updates from the simple initial
configuration {e → e1}. Right panel: an increase in cognitive redundancy as showed by a rapid
increase in the number of edge count.

Cognitive redundancy, however, comes with a cost. With a space of many possible
updating paths, the system must essentially perform a combinatorial task to select the
desired path to act upon. Besides, the combinatorial space is much larger than that
created by the hypergraph’s edges since the graph does not reflect possible updating
paths, instead it simply merges them into a reduced form. As a result, searching for
a right combination of resources situations requires exploration of all possible path
absent of effective administrative operations (Fig. 2, left panel). This combinatorial
challenge leads to cognitive complexity, which corresponds to an exponential increase
in the number of possible updating paths created by simple updating rules (Fig. 2, right
panel). Cognitive redundancy and cognitive complexity are thus emerging properties
that impose constraints on the system’s ability to find paths to its goals.

1.2 Administrative Behaviors

What should the system do when facing cognitive complexity? A likely response is to
seek for a balance between redundancy and complexity to achieve desired goals. This
implies that there should be a mechanism to achieve this balance, which is essentially
an administrative task. The most obvious thing for the system to do is to impose a set of
constraints on the scope of the updating process. For example, it could impose limits on
the number of updating steps or the type and scope of resource situation. Alternatively,
it could simply restrict its attention to specific event, goal, and resource situations. For
example, an organization could create an identity, focus on specific goals and work
within specified budget plans to manage complexity [7].

Themultipath evolution of the system hints at amore elaborate mechanism involving
two phases. First, it could adopt a kind of analogical reasoning that could rapidly identify
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Fig. 2. Left panel: the multipath evolution of the resource space with each possible path pointing
to a hyper graph having an increasing number of edges. Right panel: an increase in cognitive
complexity in the event, goal, and resource spaces as reflected in the exponential increase in the
number of edge counts in the multipath evolution.

equivalent combinatorial paths. Minsky [2] suggested that this type of analogy is used
in human intelligence, but the general mechanism is unknown. That said, in a multipath
system, analogical reasoning could be viewed as performing an operation similar to
the Knuth-Bendix completion algorithm that seeks to reduce two updating paths to the
same structure (Fig. 3) [5, 8]. Another possibility is the deployment of special type of
resources that are essentially computational systems specializing in doing combinatorial
tasks quickly. These resources thus help reduce the search space to a more manageable
structure. An example is the use of a hybrid physical-biological computation network to
perform massive parallel computing tasks [9].

In the second phase, the system performs domain specific credit assignment opera-
tions which are essentially weight assignment tasks. An intelligent system is thus likely
to have a memory of different credit assignment methods corresponding to different
configuration of event, goal, and resource situations [2]. And this implies acquisition of
a large memory of decision processes made by diverse intelligent systems.

Fig. 3. Left panel: Knuth-Bendix completion rules for the event space. Middle panel: Knuth-
Bendix completion rules for the goal space. Right panel: Knuth-Bendix completion rules for the
resource space.
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The model proposed here is far from a complete and accurate description of intel-
ligence at an abstract level. It presents a computational way to investigate properties
of intelligence that has novel architectural implications. The hypergraph structure with
dynamic updating rules enables us to model intelligence at a level sufficiently abstract to
accommodate different problem domains. Through themodel, we discovered two impor-
tant concepts, cognitive redundancy and cognitive complexity, and this in turn leads to the
emergence of administrative behaviors as key mechanisms underlying the evolution of
intelligence. Using these constructs as design criteria, the next section presents a design
framework called network of mind (NoM) to demonstrate how complex intelligent sys-
tems could emerge from the simple task of dealing with redundancy and complexity
during the search for paths to their goals.

2 The Architecture of NoM

Several conceptual constructs are used inNoM to represent three ideas. First, intelligence
is simply considered as a process in which a system learns how to achieve goals by trying
to be resourceful given specific circumstances. Being resourceful here means having
the ability to combine and switch among different ways of doing things. Second, the
learning process arises not only from internal capability but also external interactionwith
other systems. Finally, intelligence processes are implemented in a network structure
that makes difference between layers of representation of knowledge rather superfluous
while enablingmassive parallel operations to deal with cognitive complexity in a fashion
inspired by Nicolau et al. [9].

2.1 Key Constructs

Imagine aworld inwhich things exist in construct called entities. Each entity is associated
with a finite collection of interfaces through which it interacts with other entities. The
interaction process takes place when an interface receives some input and sends out
output. The interaction is feasible when the output sent out by one entity are accepted as
input for at least another entity. Input and output could themselves be entities. Entities
that do not have an interface are called uncertainties.

Entity = {{interface → {input, output}}}n1 (6)

Some entities send out their output through the interface without having definite
receiving destinations, while others deliberately send output to specific targets with the
expectation of getting something back. An entity behaving like the latter are called an
agent. Its interaction with other entities is called a probing process in which the agent
uses a set of entities called models to extract information from the other entities through
their interfaces. Amodel’s output could be used as another entity’s input, and the entity’s
output another model’s input. A model, however, only works through a single interface,
and an agent could use different models to probe the same interface of an entity. The
agent also needs to update its models when no longer relevant or less effective.

Model = {interface → {input, output}} (7)



220 S. Tran et al.

Each agent only pays attention to certain entities called entities of interest (EOI).
The probing models thus play a dual role. First, they serve as a tool for the agent to
discover an EOI’s interfaces. Second, they are used as learning mechanisms that enable
the agent to extract properties associated with the EOIs in a probing process. A property
is essentially the result of a transformation of a probing process’ output into constructs
that remain invariant to the agent. From time to time an interface’s output could be
used as properties without further transformation. Different models learn about different
properties of the same EOI.

When the agent wants to make changes to its EOI’s properties, it needs to use some
models to interact with the EOI’s interfaces. This is called an affecting process in which
the employed models and interfaces could be the same or different from the probing
process’ models and interfaces. When performing an affecting process, the agent may
need to use several models at the same time to alter properties that could not be handled
by a single model.

In this situation, the agent must perform a composition operation on the existing
models to build a newmodel that could affect its EOI. Essentially, this process determines
whether and how certain models could be combined to affect the EOI’s properties.
The composition operation consists of a parallel operator, a sequence operator1, and a
difference operator that work on multiple levels of model composition. The parallel and
sequence operators work on finding ways to combine the models, while the difference
operator checks how well the composition process has worked so far.

The agent could own some models and entities while having access to other models
and entities through transactionsmadewith other agents. Tomake this possible, the agent
must have currency and suitable transaction models. Within the context of the society
proposed here, it is assumed that transaction costs are zero. As a result, agents could gain
access to each other’s models, making the ownership cost of the models equal to zero
unless they are unavailable when being requested. That said, adding transaction costs to
the society would put more constraint on learning andmake intelligencemore dynamical
as some agents will create better models and acquire more currency from selling their
use to other agents. This would eventually lead to competition in building better probing
models, creating diversity in the agents’ probing capability. It is not unreasonable to
think of a society where some agents develop models to attract other agents’ attention.
Whatever the situation, each agent uses an administrative process to check whether a
model is available, how long it could be used for, how much it would cost, how to carry
out a transaction, and how it could be accessed by the agent.

The operators act as an internal interface through which the agent learns over time,
in a process called composition search to find out how to compose models to affect
its EOIs’ properties. Since it is possible that there could be more than one way to
compose the models to achieve the result, this creating cognitive redundancy in the
search process. This redundancy, however, requires the agent to deal with cognitive
complexity arising from the task of finding the right model composition amongst many
scenarios, especially with increasing number of models. As a result, complexity makes
the composition search’s solution at most a local optimum, thus leading to a diversity in

1 Additional operators such as initialization, copying, merging, and terminating could be added
to the operation when needed for complex situations.
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the composition search’s results even when the same search strategy is used. From time
to time, the composition operation requires not only internal models, but also external
ones acquired through transactions with other entities. The agent is said to be resourceful
if it knows how to switch among different approaches to constructing the composition
search.

The probing process could be represented by the following incidence matrix.

…

…

.

.

.
… … …

…

Fig. 4. The probing incidence matrix.

Essentially, each agent’s probing process could be represented as a weighted hyper-
graph with it probing models’ interfaces pi as vertices and its EOI ej as hyperedges
(Fig. 4). The properties generated by the probing process are represented by the variable
x which changes over time as the agent adjusts his models and the entities’ interfaces
are updated. xij, the weight of the vertex pi is essentially a list of properties of entities ej
learned by the agent throughmodel pi. In this context, an entity is a hyperedge consisting
of weighted vertices that are essentially models used by the agent to construct its repre-
sentation of the entity. The incidence matrix is thus a random matrix with distribution
of its elements capturing the agent’s probing process over time.

The agent recognizes an event when there are anticipated changes in its EOIs’ prop-
erty measures. Events could occur internally when the agent adjusts its probing process,
causing changes in its assessment of the entities’ properties. Events also occur exter-
nally when causes of changes come from without. The agent has a goal when it seeks to
achieve specific property measures for its EOIs, and goals arise when the agent reacts
to changes caused by events.

Intelligence arises when the agent tries to be resourceful in reaching specific goals
that are set when it wants to interact with current EOI or new entities it never encountered
before. The agent starts with an initial set of goals and proceeds to adjust them over time
through two mechanisms. First, it reflects on how certain goals were achieved easily
while others were more difficult to realize. Second, it learns how appropriate its goals
are through communications with other agents.

Usually, the effecting process requires the composition operation as there could be
many models involved in the probing process. This operation could be captured in the
following incidence matrix (Fig. 5).
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Fig. 5. The affecting incidence matrix.

The matrix’s structure is like that of the probing process, but unlike x, y only takes
the value of 1 or 0, indicating whether an affecting model ai is used in the probing
operation or not. Like the probing incidence matrix, the affecting matrix only indicates
which models were used in the probing process while revealing little as to how the
affecting process happened. This could be addressed by the introduction of a diagram
wiring scheme and a composition matrix to represent the composition operation (Figs. 6
and 7).

Fig. 6. A composition operation represented as a simple wiring diagram that consists of a parallel
operator and a sequence operator working on 7 models. The box represents the model and the
wiring the models’ input and output. The relationship between the models in this composition
operation could be captured by the hypergraph c for two reasons. First, all models would be used
in the operation. Second, they could be combined in more than one way to achieve the same result.
In this example, the hypergraph also consists of two directed graphs. This simple structure could
be expanded to include other data operations such as initialization, termination, copying, merging,
and feedback.

Theoretically, this operation could potentially be analyzed by using codesign theory
and the concept of compact closed categories that essentially deals with composition
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Fig. 7. A matrix representing to complement the composition hypergraph. In this matrix, m
represents the models used in the composition operations, and y takes value of 1, 0 or nothing.
When yij = 1, it implies the model mi is composed sequentially with mj in this order. When
yij = yij = 0, it implies mi and mj are working in parallel in the same or different wiring
operations. When yij has no value, it indicates there is no composition operation working directly
on both models.

possibilities [10]. One crucial requirement for this approach to work is that the mod-
els’ input and output must form preorders that enable the use of enriched categories.
Intelligence, however, seems to be able to deal with things that do not seem to have this
structure. A workaround would be equipping the agent with a mechanism to transform
their models’ inputs and outputs into preorders, thus enabling us to analyze the com-
position process more rigorously. Formally, this could be represented by the following
proposition:

�� (C, E, l) = P(E) ⇔ (C, I,⊗)iscompactclosed(8)

Essentially, (8) states that as soon as the composition operation �� finds a combi-
nation of models C that generate desired properties P of some EOIs E under the con-
straint l, it could be concluded that this process be equivalent to making the symmetric
monoidal category (C, I,⊗) a compacted closed category. What this proposition implies
is that while evolution of intelligence may not be expressed in any precise mathematical
formalism, the results of the evolution could be.

This proposition, however, says little about the dynamics of the composition search
over time, especially when the agent must perform several operations at once to deal
with different EOIs. This issue could be addressed by analyzing the evolution within
the framework of hypergraph categories which represent the process as a set of (C, I,⊗)

nested within and connected to each other via a Frobenius structure [11]. Representing
the composition process in the language of hypergraphs and categories would enable
appropriate use of algorithms such as the Knuth-Bendix completion rules while dealing
with increasing cognitive complexity.

2.2 Learning and Intelligence

Initially, each agent is endowed with a set of EOIs a set of models to probe and affect
the EOIs. To better organize knowledge as the number of EOIs increase over time,
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during the probing process, the agents seek to construct relationships between entities
by transforming the hypergraph’s incidence matrix into the following adjacency matrix
(Fig. 8).

Fig. 8. The entity relationship matrix.

The value of rij is derived from the properties generated by the probing results of two
entities ei and ej by allmodels available to the agent (Fig. 4). r is thus amulti-dimensional
variable representing what the agents could learn about connections among the EOIs.
For example, one value of rij tells the agent whether two people ei and ej come from
the same family while another value capture their roles in the family. Looking at these
values, the agents could build a family structure that consists of ei and ej. In another
example, it could learn that both ei and ej are cities belonging to a larger entity ek which
is a state or a country.

In general, the agents could construct three kinds of relationship based on the mea-
sures captured in the adjacency matrix. The first type enables the agent to group entities
into categories according to similarity in their interfaces. In other words, if two entities
response to the probing by a similar set of models, they would belong to the same cate-
gory. The second type looks at relationship within a category in more details by linking
together entities that share similar properties. The third type enables the agent to build
invariant structural relations that could be applied to different entities, regardlesswhether
they belong to the same category or not, and this could be achieved via exploiting rela-
tions among properties. For instance, the agents, by looking at specific properties of ei
and ej through the probing process, could build a structure to describe their relationship
as family members (husband, wife, daughter, dog etc.). they could reuse this structure
when encountering a similar context when probing other EOIs, a behavior that has been
observed in experiments with mouse brain [12]. While the agents could build structures
of relationships among his EOIs, the capability to do so varies as each agent has different
probing models with different quality.

Having the capability to find connections and build structural relationships among
EOIs, the agents only pay attention to entities likely connected to his current EOI. By
doing this, it could learn to anticipate and response quickly and systematically to events.
Suppose that there is an event affecting properties of an entity ei, and the agents know
that by using its knowledge of relationships among EOI, ej and ek will also be affected.
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With this anticipation, they could know how to prepare response to changes in not only
ei but also ej and ek .

Even though the agents pay attention to entities related to its EOI, their attention
level differs from each other. Some agents care more about specific properties of itself.
Other agents start with several interests but over time become slack, while a few keeps
increasing their learning capability. That said, when the agents encounter a new entity,
they would use all available models to probe it. Results generated by the probing process
would give the agents three choices. The first choice is to add the entity to its list of EOIs
if there is a hint of a relationship between the entity and some of the existing EOIs. The
second option is for the agent to broadcast the encounter to other agents through the
administrator. In case some other agents have the right model to deal with the entity,
the agent could proceed to make a transaction, if needed. The third choice is to simply
ignore it.

When it comes to the composition operation, the agents follow four principles. First,
the EOI’s input and properties must form or could be transformed into preorders as this
enables the agent to establish some sort of hierarchical relationships among the input
and the properties. These relationships would in turn enable the composition operation
to learn roughly but quickly which combination of inputs or properties will likely be
feasible. Second, they do not optimize but only seek heuristically to find approximately
right solutions when facing complexity, such as creating changes in an EOI’s properties
that are within an acceptable limit. This is to avoid the trouble of having to deal with
cognitive complexity and to also utilize what the agents know about input, properties
and emerging structures learned from reflection.

Third, the agents operate on the model interfaces rather than the actual model con-
structs. In other words, the agents, assuming that they have full knowledge of the com-
position search’s behaviors, perform simulations of the operation instead trying to use
the actual models all the time. By doing this, the agents would avoid the issue caused by
unavailability of somemodels while still operating within a margin of safety. Finally, the
composition search could benefit from transactions among the agents, especially when
there is a competition among them with the introduction of currency.

To sum up, in the society just constructed, the agents start learning by using available
models to probe their EOI through their interfaces. The probing process generates prop-
erties associated with the EOI, and these properties enable them to acquire knowledge
of the world around them. But probing is not sufficient as they also want to change the
properties, and when no existing model could be used, the agents perform a composition
operation to create new models from what he has. This composition operation in turn
requires an administrative operation to handle communication and transaction involved
in model acquisition.

Properties and changes in their measures give rise to events and goals which in turn
create a demand for intelligence. In addition, properties enable the agents to build rela-
tionships among entities, thus enabling them to learn about these entities not just through
knowing individual properties but also through understanding their structural relations.
As a result, they understand and respond to events with more complex dynamics. The
goal setting capability is thus enhanced accordingly, with intelligence pushed to a new
level. In the long term, what matters most to the development of intelligence is the
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administrative capability to effectively deal with composition search under increasing
transaction costs and cognitive complexity.

It is thus sensible to say that one agent is more intelligent than another if the former
performs the probing process, the composition search and the administrative function
faster and more effectively than the latter does. To achieve these results, the agents use
threemechanisms. The first mechanism is a series of snapshots of the learning process he
creates when at least one of the following four situations happens. First, the agents create
new affecting models through the composition operation. Second, the agents add new
entities to his list of EOIs. third, there are changes in the existing entities’ properties, and
the changes are so significant that they lead to different structure relationships between
the entities. Finally, the agents may take a series of snapshots to learn about property
relationshipwhich informswhether there is a connection between properties of a specific
entity, thus pointing to implications that may benefit the composition operation on the
probing models.

The snapshots are essentially entities which would collectively form the agents’
memories which could be stored in and retrieved from the following structure. From
time to time, an agent could share some of their snapshots to other agents, leading
to message exchange, reevaluation of learning capability, and transactions when the
snapshots contain models that the other agents need to work on existing and new entities.

{
emti → {

pmt, xmt, cpmt, amt, ymt, camt
}}l

i=1,
(9)

where

pmt = {
pmt1 , . . . , pmtk

}
, xmt =

⎡

⎢
⎣

xmt11 · · · xmt1k
...

. . .
...

xmtk1 · · · xmtkk

⎤

⎥
⎦, cpmt =

⎡

⎢
⎣

cpmt11 · · · cpmt1k
...

. . .
...

cpmtk1 · · · cpmtkk

⎤

⎥
⎦ (10)

amt = {
amt1 , . . . , amtl

}
, ymt =

⎡

⎢
⎣

ymt11 · · · ymt1l
...

. . .
...

ymtl1 · · · ymtll

⎤

⎥
⎦, camt =

⎡

⎢
⎣

camt11 · · · camt1l
...

. . .
...

camtl1 · · · camtll

⎤

⎥
⎦ (11)

Essentially, an agentm’s snapshot t is a list inwhich element i describes an association
between the entity ei and the corresponding probing models (p), property matrix (x),
composition matrix for the probing models (cp), affecting models (a), affecting matrix
(y), and composition matrix (ca) used by m in the probing and affecting process. The
snapshots are a rough representation of what happened in the past since the agent only
records them in certain situations, thus making a trade-off between perfect memory and
computational complexity.

The second mechanism is credit assignment which essentially ranks composition
searches by reflecting on past snapshots. When probing a new EOI, the agents would
favor probing models and composition solutions that have higher credit assignment. One
simple strategy is to extract and give higher credit to models that remain invariant in
the probing and composition operations over the reflection period. If these models turn
out to be effective, they will in turn reinforce their credit ranking. This circle will allow
the agents to reduce search time and avoid unnecessary computational complexity when
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probing new EOIs or performing composition operation. The strategy, however, may put
them in a difficult situation when they overuse the credit assignment without considering
the context applied to. Regardless of the strategy used, the credit assignment essentially
deals with estimating the following probability

P(�� (C, E, l,P(E))| �� (C∗, E∗, l∗,P(E∗))), (12)

where * denotes a degree of similarity between elements of other composition
operations and that of the current operation.

The third mechanism is parallel processing of the probing operation, the administra-
tive function and the credit assignment process. The idea is rather simple. Doing things
in parallel, if the outcomes could be combined in the right way, would speed up the
computational process significantly, especially when the number of tasks increases. Per-
forming the composition search concurrently, however, may be more difficult unless the
agents have enough redundancy in its architecture to support the operation. The reason
is that as some models are used during one instance of composition search, they will not
be available for use in another instance unless the agents have some copies ready for the
operation. This architecture issue is discussed in the next section.

2.3 Network Structure

Having developed the constructs for the learning process and the mechanisms to cre-
ate memories that enable agents to be more intelligent, they need a place to store the
constructs and operate the mechanisms. What would the architecture of such place look
like? The first feature of the architecture would be a network-like structure, since the
learning process relies on connections between the probing, affecting and administra-
tive operations. Organizing these operations around networks would enable them to be
carried out in parallel efficiently.

The second feature would be a separation of the architecture into two parts in term of
operational speed and complexity. The first part consists of computing nodes focusing
on coordinating probing, affecting and administrative tasks in parallel. The nodes do not
carry out the operations but perform a supervision role instead. This part also contains
nodes linked to the actual models used in the operation. They serve as a temporary
memory that keeps information about the EOIs and model interfaces. This enables the
supervisory functions to work on these models and entities at rapid pace and, when
possible, in parallel fashion.

This process works with the principle that knowing what comes in and what comes
out through the interface would be reasonably enough to make judgements as to whether
the probing, affecting and administrating operations would work or not. Besides, the
nodes always make the interface available when needed by these operations, while
actual models may not. Doing so, the agent is sacrificing uncertainty in access and
slow precision offered by operations on actual models for high availability and rapid
approximation delivered by implementation on the interfaces.

The second part is where snapshots and the actual models’ constructs are kept. The
purpose of keeping these entities in a separate place is twofold. First, it will over time
require more and more permanent memory capacity and putting these in the first part
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of the architecture will create a server constraint temporal memory needed for crucial
operations. Second, working directly on the models and wait for actual results is much
slower than working on their interfaces with the presumption that the interfaces would
do what the actual models would do, especially when many models get involved in the
operations. Finally, it is less computationally complex to have a verification on actual
model at the end of an operation rather than at each step in the process. That said, some
models that are used frequently and have simple constructs could still be kept in the
first part, especially those serving as elementary constructs upon which other models
are built.

Next, what languages do the operations use to communicate and coordinate? For
the first part of the architecture, it must be simple enough to enable the operations
to be carried out rapidly in parallel without causing computational overhead. A binary
language appears to be a sensible solution since the elements of this language are just bits.
And the rules for this language should be based on basic logical and bitwise operations.
Thus, at the center of the architecture are binary networks that perform the probing,
affecting, and administrating operations. Recent developments in studies of binary neural
networks pint to the potential of this computational model [13]. The next challenge is to
construct appropriate coding for the network.One could imaginewatching suchnetworks
at work when some nodes become active, they represent models that are being used in
the operations. And when they become active together, they are used in a composition
search, and we could say that when they fire together, they wire together. These nodes
are not models that perform complicated computations, instead they serve as an interface
to those models.

For the constructs stored in the second part, they could be represented in any lan-
guages that satisfy three criteria. First, the language must have an interface to the binary
language used by the first part, thus enabling communications between the actual models
and the representative interfaces. Second, the language must support execution of paral-
lel operations on the constructs initiated by the binary network. Especially, it must enable
parallel operations to be carried out without causing unnecessary computational over-
head. Finally, it must has a common interface to enable the agents to exchange messages
and make transaction with each other, and these tasks could be performed in a parallel
implementation made possible by development of mature and robust message-based
concurrent programming language such as Erlang [14].

Knowing how these constructs should be implemented and what performance would
be expected from such implementation would allow validation of the architecture pre-
sented here. What this paper hopes to accomplish is to present new conceptual elements
as core design artifacts of intelligence. Being a proposal of new ideas, the paper has not
addressed issues such as how credit assignments evolve and how the agents deal with
cognitive complexity during the composition search process over time. We believe that
the best avenue to seek answers for these questions is in actual implementation of the
architecture, and this our goal in the next endeavor.

3 Conclusion

This paper approached the study of intelligence from a network computation perspective
based on abstract structures that could be applied to different contexts rather than just
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specific tasks. These structures were constructed by observing emerging properties of
intelligence that essentially deals with cognitive redundancy and complexity. Using the
concept of agents, the study is also concerned with social aspect of intelligence. As a
result, agents would be expected to exhibit administrative behaviors sooner or later in
the evolution of its intelligence as they learn how to deal with cognitive redundancy and
complexity effectively. From a design perspective, the basis to support these behaviors
is a network architecture amenable to structural analysis based on network theories and
hypergraph categories. Key conceptual constructs of this architecture were developed
and discussed with the purpose of creating a sound basis for further investigations in
future studies.
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Abstract. The study of complex systems through the lens of category
theory consistently proves to be a powerful approach. We propose that
cognition deserves the same category-theoretic treatment. We show that
by considering a highly-compact cognitive system, there are fundamental
physical trade-offs resulting in a utility problem. We then examine how
to do this systematically, and propose some requirements for “cognitive
categories”, before investigating the phenomenona of topological defects
in gauge fields over conceptual spaces.

Keywords: Mathematics of cognition · Topological field theories ·
Applied category theory · Computational cognitive architecture ·
Computation in the Schwarzschild metric

1 Introduction

The study of thought has occupied academia for millennia, from philosophy, to
medicine, and everything in between. We demonstrate a promising approach to
take advantage of the powerful tools developed by other disciplines in our study
of cognition, by emphasising the role that category theory – a foundation of
mathematics – ought to play.

We first motivate our approach by considering the effects of general relativ-
ity on a highly compact cognitive agent, and noting the structural similarities
between metric field theories in physics, and the dynamics of mental content in
conceptual spaces. We feel that these similarities practically beg for the study of
field theories in conceptual spaces themselves, and consider the topological defects
that arise; interpreting them, as is done in physics, as particles of thought.

2 Background

We first recall some required background which we build upon.
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2.1 Cognitive Architecture and Conceptual Spaces

To model a dynamical system, we require specification of two things: How the
data is to be represented, and the system that operates on it. In our approach,
we use conceptual spaces and cognitive architectures, respectively.

Conceptual Spaces. Conceptual spaces [7,22] provide a convenient middle-
ground approach to knowledge representation, situated between the symbolic
and associationist approaches in terms of abstraction and sparseness. A con-
ceptual space is a tensor product of conceptual domains, which can be arbi-
trary topological spaces equipped with certain measures. They provide a low-
dimensional alternative to vector space embeddings, which often have no clear
interpretation of their topological properties [3]. Conceptual spaces represent
concepts as regions in a topological space. Because (meta-)properties of the con-
ceptual spaces depend on context, this suggests that a proper description involves
the notion of a (pre)sheaf. Conveniently, they also provide a well-motivated, nat-
ural construction for prior probabilities based on the specific symmetries of the
domain [5].

Cognitive Architecture. Cognitive architectures are an system-level integra-
tion of many different aspects of “intelligence”. It can be useful to think of
cognitive architectures as the cognitive analogue of a circuit diagram; specifying
the hardware/operating system (in the case of robotic agents) or the wetware (in
the case of biological agents) that the processes deliberate thought, intentions
and reasoned behaviour occur. They generally take a “mechanism, not policy”
approach: just like a mathematician has the same brain structure as a carpenter,
a given cognitive architecture can produce wide range of agents, depending on
what has been learned.

Cognitive architecture has been studied in the context of Artificial Intelli-
gence for at least fifty years, with several hundred architectures described in
the literature. Laird [12] describes the SOAR cognitive architecture, one of the
most well-established examples in the field. Several surveys have been presented,
such as Goertzel, Pennachin, and Geisweiller [8] and Kotseruba and Tsotsos
[11]. Huntsberger [9] describes one particular architecture designed for human-
machine interaction in space exploration.

Generalised Problem Space Conceptual Model. As a concrete example
of a cognitive architecture, we show a modified version of the Problem Space
Conceptual Model [12] in Fig. 1. It is reminiscent of a multi-head, multi-tape
Turing machine; but with transition rules stored in memory, too. The core idea
of the PSCM is that operators are selected on the basis of the contents of working
memory, which is essentially short-term memory. Production rules elaborate the
contents of working memory until quiescence; operators are essentially in-band
signals about which production rules should be fired. If progress can’t be made,
an impasse is generated; from here, we can enter a new problem space. This is
essentially a formalisation of a “point of view” to solve a problem.
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Unconscious
processing

Input OutputOther agents
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Fig. 1. A slight generalisation of the Problem Space Conceptual Model. Control lines
are drawn in orange, while data flow is depicted in blue. Rounded corners on a black
indicate that it while it has fixed functionality, it exposes control knobs to working
memory, just like Direct Memory Access in a computer. (Color figure online)

Realisation of Cognitive Architecture. Cognitive architectures are abstract
models, which need to be concretely realised. We almost always study cognition
through a realisation via neuroscience, which itself is realised via biology, then
chemistry, then physics. This is depicted in Fig. 2. Alternatively, we may realise
it in the form of robotics and software simulations; like with neuroscience, these
are also built upon a tower of realisations.
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Fig. 2. The abstract models of cognitive architectures are typically concretely realised
by way of neurobiology.
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2.2 Limits on Computation

Computation has its limits; most famously, the halting problem. We can find
limits of computation in at least two general classes: limits imposed by compu-
tation in-and-of-itself, and limits imposed by physics on the embodiment of a
computation.

Busy-Beaver Machines. Limits on maximum output of a Turing machine for
a given number of states, and number of transitions, BB(n). The Busy Beaver
game is to construct an n-state Turing machine which outputs the largest amount
of “1”s possible, then halts. A variation on this is to count the number of steps it
takes for the said Busy Beaver machine to halt. If you look at this as a function
in n, whether counting the size of the output or the transitions, you have an
extraordinarily fast-growing function, quickly outpacing Ackermann’s function.
You can use this to decide whether n-state Turing machines halt, simply by
waiting BB(n) steps. If it takes longer than that, then you know it will never
halt, by definition, because it would be the new BB(n). Of course, BB(n) itself
is uncomputable in general: We have no free lunch.

The Bekenstein Bound. The Bekenstein bound is a limit on information
density:

I ≤ 2πRE

�c ln 2
bit (1)

where R is the radius of the system, E is the energy of the system, � is the
reduced Planck’s constant, and c the speed of light [21]. If one assumes the laws
of thermodynamics, then all of general relativity is derivable from Eq. 1 [10]. If
you fixes the radius R, then as you try to fit more and more information in the
given volume, you must eventually start to increase the energy in that volume.
Eventually, the Schwarzchild radius of that energy equals R, and you have a
black hole. This occurs when Eq. 1 is an equality.

The Margolus-Levitin Bound. The Margolus-Levitin bound is a bound on
the processing rate of a system. A (classical) computation must take at least
h
4E . To decrease the minimum time to take a computational step, you must
increase the energy involved. If this energy is contained in a finite volume, then
you suffer the same problem arising from the Bekenstein bound; eventually the
Schwarzchild radius catches up to you. It’s important to note, however, that this
assumes no access to quantum memory.

2.3 Gauge Fields and Their Symmetries

A gauge field is an approach to formalising what we mean by a physical field. We
think of a gauge field as data “sitting above” the points in a space (a principle
bundle), as shown in Fig. 3, combined with a transformation rule (a connection)
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to ensure the data transforms sensibly with a change of test point.[2] Gauge
fields typically have a very useful property: We can reparameterise them to be
more convenient to work with. For example, we can change the electric and
magnetic potentials in an electromagnetic field by a consistent transformation
derived from arbitrary data, yet the exact same physical effects will occur. This
is called gauge fixing.

E � Σ × F

Σ

σ fb
pr1

Fig. 3. A gauge field F over a spacetime Σ.

2.4 Topological Defects

Topological defects are an important notion in a number of scientific and engi-
neering fields. Intuitively speaking, they are imperfections in what we call an
ordered medium; roughly, something which has a consistent rule for assigning
values to a point in space, like a gauge field [15]. Some familiar examples include:

– Grain boundaries in metals, consisting of disruptions in the regular lattice
placement of the constituent atoms,

– Singularities and vortices in vector fields, such as black holes and tornadoes,
respectively, and

– Gimbal lock is a topological defect in the Lie algebra bundle spin(3) → T 3 of
rotations over the Euler angles.

In general, defects arise when there are non-trivial homotopy groups in the
principle bundle of the gauge field; that is, when you can make a loop in the
bundle space, but you can’t shrink it down to a single point.

These are non-perturbative phenomena, arising due to the very nature of
these systems. These manifest themselves as (psuedo-)particles or higher branes,
such as membranes. However, due to the risk of confusion between the homonyms
“brain” and “brane”, we will call them all particles, regardless of their dimension.

Dynamics. What makes defects particularly interesting is that they can evolve
over time. Dynamical behaviour in the base space can lead to dynamical
behaviour of defects; for example, the movement of holes in a semiconductor, or
the orbit of a small black hole around a larger one.
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Temperature and Spontaneous Symmetry Breaking. Another common
phenomenon is that there is a temperature associated with the defect, which
controls both its dynamics and its very existence. The obvious example of a
temperature parameter is thermal temperature; if you melt a bar of iron, you
won’t have any more crystal structure to be defective. A more challenging one
is temperature in superconductors or superfluids; raise it too high and Cooper
pairing no longer works, so you lose superconductivity and superfluidity, respec-
tively. These drastic changes in behaviour are phase changes.

Consider the opposite situation: Freezing a liquid to a solid. If you lower
the temperature to a point where defects start appearing, then those defects
have to actually appear somewhere. The configuration of the defects will be
just one possible configuration out of a potentially astronomically large space
of possibilities (such as the precise atoms involved in a grain boundary), chosen
at random. This phenomena is called spontaneous symmetry breaking, and is
responsible for the masses of elementary particles, via the Higgs mechanism.

2.5 Category Theory and Its Slogans

Category theory is a foundation of mathematics, as an alternative to set theories
like ZFC. Instead of focusing on membership, category theory focuses on trans-
formation and compositionality. Its methodology for studying an object is to
look at how that object relates to other objects. There are many excellent intro-
ductions to category theory aimed at different audiences (such as [6,14,16,20]).
These introduce the basic notions and show the versatility of category theory in
a wide range of fields.

Categories and Functors. A category is a collection of objects, and a collec-
tion of morphisms between those objects. For example, the category of sets has
sets as objects, and functions as morphisms. Different classes of category allow
different constructions; for example, monoidal categories allow pairing of objects.
You can translate between categories with functors, which are themselves just
morphisms in the category of categories.

Adjunctions. A common situation in mathematics arises when you want to
translate back and forth between two types of structures via a pair of functors,
but the structures aren’t isomorphic. The best we can do is approximate an
isomorphism; this is called an adjunction [16].

Enrichment. Enriched categories are a generalisation of plain categories.
Whereas in standard category theory, the morphisms between objects are
described by their homset, a category enriched in a monoidal category V has
hom-objects from Ob(V) [6, pp. 56,139]. Ordinary categories are just categories
enriched over the category of sets [6, p. 87].
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An Approach to Science and Mathematics. Let us take a step back for a
moment, and consider how science should be done. Bill Lawvere offers this:

When the main contradictions of a thing have been found, the scientific
procedure is to summarize them in slogans which one then constantly uses
as an ideological weapon for the further development and transformation
of the thing [13].

Let us take this approach. What are some slogans for category theory?

– Better to have a nice category of objects than a category of nice objects [4]
– Dialectical contradictions are adjunctions [13]
– Find and characterise the principal adjunction of any problem

We shall now provide some motivation for our work.

3 Motivation

We motivate our approach by considering arbitrary cognitive systems in terms
of physics. First, we consider the consequences of a physically dense cognitive
agent; second, we consider the role self-parameterisation in conceptual spaces.

3.1 The High-Density Regime of Cognition and Its Consequences

Let us consider the high-density regime of cognition; that is, where the cognitive
agent’s radius is close to its Schwarzchild radius. We shall assume that the agent
can learn from its experiences. As the agent experiences the world, it may learn
new information,1 which requires storage in the agent’s memory. Consider this
increase in information in the context of Eq. 1: more and more energy will be
required to store it in a given volume. This, in turn, results in an increase in
the Schwarzchild radius. As we are already close to our Schwarzchild radius, and
we presumably don’t want to collapse into a black hole,2 we must increase our
containment radius; this results in both the information storage and processing
gadgets spreading out. This results in the average distance between two pieces
of information in the containment volume increasing, which in turn results in
increased average propagation delay to shunt information around. Thus, the
average serial processing rate will decrease—in other words, learning can make
you slower. This isn’t even taking into account gravitational time dilation, which
will only further enhance the slowdown relative to an outside observer, as well
as the energy required to interact with the external environment.

1 These experiences may allow generalisation of existing information and thus discard-
ing of the individual cases; but over time, there will be a point where generalisations
can’t be reasonably made.

2 It is ill-advised to become a black hole, if only to be able to affect the external
environment in a reasonable manner (but see [1]).



Taking Cognition Seriously a Generalised Physics of Cognition 237

Setting. We consider an agent comprised of an incompressible fluid which is
spherically symmetric and non-rotating, and electrically neutral, resulting in the
interior Schwarzschild metric [19]. In Schwarzschild coordinates, the line element
is given by

c2dτ2 =
1
4

(
3

√
1 − RS

Rg
−

√
1 − r2RS

R3
g

)2

c2dt2

−
(

1 − r2RS

R3
g

)−1

dr2 − r2
(
dθ2 + sin2 θ dϕ2

)
,

(2)

where

(t, r, θ, φ) = The spacetime coordinates in (+−−−) convention
RS = The Schwarzschild radius of the agent
Rg = The value of r at the boundary of the agent, measured from the interior.

Slowdown Due to Propagation Delay. If we consider an instantaneous path
through our agent – that is, one where dt = 0 – we can see from Eq. 2 that when
Rg is close to RS , the radial term blows up as the path approaches the surface;
indeed, we can see that the distance required to be travelled to travel to the
surface when Rg = RS is infinite.

Slowdown Due to Gravitational Time Dilation. The time dilation expe-
rienced by the agent compared to an observer at infinity increases with density.
The scaling compared to the outside observer is given by√

1 − RS

r
(3)

valid for r > RS .

Extra Energy Required to Interact with the External Environment.
Not only will the extreme gravitational field reduce rate of processing, it will also
increase the energy required to interact with the external environment. Consider
the case of our agent trying to communicate with a distant observer via some
protocol based on the exchange of radio signals. If there is any specification
of frequency of the carrier signal, then we must account for the gravitational
redshifting of our agent’s emissions. This redshifting results in longer wavelength
signals; equivalently, lower frequency signals. Because the energy of the photons
comprising the signal is directly proportional to its frequency, this can be stated
in terms of lower energy signals. Thus, in order to ensure outbound transmissions
meet the frequency specifications of the protocol, the photons must be emitted
with extra energy to overcome the extreme curvature of the gravitational field.

In the simplest case, assume the exterior Schwarzschild metric [18]. To signal
an outside observer at infinity with a photon of a given energy E emitted at a



238 S. A. Taylor et al.

radius RE , the photon will have to be emitted with an energy increased by a
factor of

RE√
RE(RE − RS)

− 1. (4)

Some Tasks Are Too Complex to Be Solved in a Given Volume. We
have thus seen that there is a fundamental physical trade-off between learning,
and the time it takes to solve an arbitrary task. This immediately implies a
number of things:

– There is a trade-off between the general capability of an agent, and its average
reactivity,

– Some complex tasks with a time requirement are simply too complicated for
any agent to solve the task in a given volume of space,

– As you increase the average capability of a group of agents, less of them will
be able to fit in a given volume.

Lattice of Cognitive Skills. We can use these limits to create various partial
orders:

– We can rank tasks by the minimum and maximum volume of agents capable
of solving it,

– We can rank agents by their capabilities with respect to physically-embodied
Busy-Beaver machines,

– We can rank space-time volumes by combinations of the above

3.2 Self-parameterisation of Behaviour

Let us consider our second motivational example: the self-parameterisation of
behaviour. The behaviour of an agent depends on its accumulated knowledge
up until that point, in particular, its procedural knowledge. Its knowledge, in
turn, depends on its past behaviour acquiring the knowledge. This self-referential
quality appears in physics, in the form of metric field theories. Consider, again,
general relativity: The metric tensor controls the dynamics of a system, and the
distribution of that system determines the metric tensor. The previous example
considered the effects of general relativity on a cognitive agent, but the agent
didn’t particularly play an active role in our considerations.

But, why consider only general relativity? Can we consider other metric field
theories? For that matter, do we even have to consider physical field theories?

4 Goal

Consider the position our motivational examples has put us in: Instead of consid-
ering cognition as an embodied agent comprised of wetware or hardware, we just
re-enacted the old “assume a spherical cow in a vacuum” joke. We didn’t bother



Taking Cognition Seriously a Generalised Physics of Cognition 239

trying to determine how a dense sphere of incompressible fluid could embody
a cognitive agent; it turned out we didn’t even need to! We just assumed that
the translation from an abstract model of cognition, to the concrete sphere of
cosmic horror, and then back again to an abstract model preserved the semantics
of cognition, whatever they may be.

4.1 Taking Advantage of Tools from Other Disciplines

Let us now state what we wish to do, in order to find a solution. We wish to use
the mathematical tools from other disciplines in order to study cognition. How
is this typically done?

The Physics of Cognition, by Way of Biology. As shown in Fig. 2, we
translate through a chain of “domains” of science before reaching physics. Each
translation introduces an extraordinary amount of complexities that exist solely
due to choosing a specific concrete realisation at each stage. While, of course,
neurology and biology are incredibly important subjects of study in humans – if
only for their phenomenological observations, not to mention the pathophysio-
logical importance – they are complicating factors in the study of the phenomena
of cognition in-and-of-itself.

We Only Need to Find Nicer Realisation Morphisms Which Preserve
Behaviour. Instead of considering the familiar realisation via neurobiology, the
realisation transformation only needs to preserve the structures and behaviours
of interest; that is, we only need to find toy models. To do this, we need to find
a nice class of “cognitive categories”, and adjunctions out of them, as shown in
Fig. 4. A slightly more category-theoretic diagram is shown in Fig. 5.
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Computation

Field theories

Black holes

Particles

Symmetry groups

Homology

Type theory

Thermodynamics

Proof theory
...

Mathematics and Physics

Neurobiology

Toy models

Cognitive models

Fig. 4. All we need to do is to preserve the behaviours, not any particular concrete
realisation strategy.
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Cognition Biology

Physics

Neurology

Cognitive modeling

Toy models

Fig. 5. Transformation expressed in a more traditional categorical diagram

4.2 Cognitive Categories

If we are going to use category theory to study cognition, then we ought to
specify what cognitive categories actually are. This is an open problem, but
some plausible requirements include:

– Subcategories of cognitive categories ought to include Turing categories, in
order to capture computational behaviour.

– There should be an opportunity for enrichment in a category of conceptual
spaces.

5 Example: Topological Defects in Conceptual Spaces

Let us consider the metric field analogy a little deeper. Since many conceptual
spaces of interest have a genuine geometric structure, and we can form fibre
bundles over them which allow parallel transport, then we can at least consider
gauge fields.

5.1 Cognitive Gauge Fields

There are a lot of potential options for cognitive gauge fields. Some are generic,
which might apply to any conceptual space; whereas some might only apply
to certain classes of conceptual space. We assume some mechanism for smooth
interpolation in cases of noisy discrete data.

Some example plausible generic gauge fields include:

– The activation value of a specific memory is related to its probability of being
recalled due to a query. The higher the activation value, the more it will be
recalled. These values can spread to adjacent memories. Many “forgetting”
mechanisms are based on forgetting memories with low activation value.

– We can consider the emotional state of an agent when storing the memory,
decomposed into a set of valuation and valence affect dimensions.

– We can also consider the subjective importance of a memory, which is separate
to its activation; an example in procedural memory is a rule saying to not
completely flood a room with water if there are people in it. It’s not very
likely to be subject to recall, but it’s certainly an important rule!
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Some plausible non-general gauge fields might be:

– Trustworthiness of data gathered socially.
– Difficulty of tasks and behaviours. This can evolve based on experience and

better understanding of the situation.

5.2 Defects and Their Dynamics: Particles of Thought

Some cognitive gauge fields will have non-trivial topology, resulting in topological
defects. As the underlying conceptual spaces evolve, whether contents or the
topology itself, we might observe dynamical evolution of these defects. Thus, we
might (not-so-metaphorically) call these “particles of thought”.

Leaving aside whether such a thing has a meaningful interpretation,3 we can
at least ask more about the nature of such things.

5.3 Production Rules as Potentials

Can we encode production rules as a something akin to a potential? If so, what
actually generates those potentials?

5.4 Transmission of Influence and Cognitive Gauge Bosons

How is the influence of a gauge field propagated? Is it wave-like, as in classi-
cal physics, or are there ‘force-carrying particles’, like gauge bosons in particle
physics?

5.5 Phase Changes

Are there phase changes? That is, is there some order parameter where the
particles are only manifest in a given range of parameter values? Does this relate
to switching problem spaces?

5.6 Cognitive Event Horizons

Are there “cognitive event horizons”, where there are boundaries from which the
effects of a particle can never escape, not just effects on its surrounding particles
or memories, but on behaviour too? If so, how do they form? How do they
evolve? Are there mechanisms to affect the underlying topological structure of a
conceptual space? Is there a “maximum resolution” to some conceptual spaces
as a result, analogous to the Schwarzschild radius in general relativity?

3 This almost certainly depends on the conceptual space and gauge field involved.
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6 Discussion

There is an important consideration to be made when talking about theoretical
modelling: we must stress when we are only talking about effective theories; that
is, theories which model the effects of cognition, but do not make any claims as
to whether there is any actual causal connection with the reality of cognition.
The ontological status of particles of thought certainly rests on the status of
conceptual spaces, and gauge fields over them. Further, assuming they are onto-
logically valid, whether they actually have any causal role requires considerable
further study.

6.1 Future Research

We have a number of interesting questions prompted by our approach:

– How might we study the flow of information throughout an agent’s lifetime?
Can this be linked to “particles of thought”?

– How can an agent perceive the Self? Does an agent who is aware of itself
encounter, for example, the Barber’s paradox? How can it reason about things
which are not true? What are the connections with paraconsistent logic?

– How can we more fruitfully take advantage of topological data analysis?
– How does analogy work in our approach? Does it rely on the homology struc-

ture of the relevant conceptual spaces having particular forms?
– What is a good model for various learning mechanisms; both of mental content

itself, and of new conceptual spaces?
– What group structures over different conceptual spaces can we find to yield

different field theories?
– Behaviour and cognition depends heavily on emotional state [17]. What is the

most appropriate conceptual space to represent this, and do they have any
psuedoparticles?
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Randomness in Human Behavior
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Abstract. In this paper is demonstrated that the morphology of infec-
tion’s curve is a consequence of the entropic behavior of macro-systems
that are entirely dependent on the nonlinearity of social dynamics. Thus
in the ongoing pandemic the so-called curve of cases would acquire an
exponential morphology as consequence of the human mobility and the
intensity of randomness that it exhibits still under social distancing and
other types of social protection adopted in most countries along the first
wave of spreading of Covid-19.

Keywords: Epidemiology · Global pandemic · Human behavior

1 Introduction

From the end of 2019, the so-called Corona virus strain [1] have spread along
the globe yielding more than 100 millions of infections and more than 3 millions
of fatalities. To date this paper is written it is fully unknown if more strains are
still to be expected despite of the fact that vaccine programs have been done in
most countries.

As noted in [2], it was an expectant view about the arrival of a strong pan-
demic with similar characteristics as the AH1N1 seen in the outbreak of 2009.
Certainly the ongoing situation of pandemic cannot be comparable to that sce-
nario at the past decade [3]. Clearly the ongoing scenario has surpassed expectant
models, fact that leads to establish that the corona virus is fully adaptable to
various conditions [4] such as for example climate and altitude. In this man-
ner, the virus has achieved to penetrate all geographical places in all different
physiological hosts. The biochemical adaptability of virus is seen in the highest
rates of infections in all continents. On the other hand one can wonder about the
role of humans to extend the infections in all places. Thus one can anticipate at
the human behavior and the nonlinear components. In this way emerges various
questions about the factors that are favorable to the propagation of strain and
the causes and the interralation among them that would be relevant to explain
the fast increasing of infections per unit of time [5].

In this paper, the human behavior characterized by being one of random char-
acter and also seen as a factor of infection, is mathematically modeled through
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the main assumption that macro systems whose time evolution is dictated by
the Shannon’s entropy [6–8] are subjected to exhibit nonlinearities. Under this
scheme it was associated the criterion of human mobility that to some extent it
appears to be purely quadratic, so that it allows us to build a sustainable model
that matches known statistical data of rate infections in most countries. Apart
from the statistical errors, the present approach reveals us that even in the sce-
narios of implementation of actions that force people stay apart from each other,
infections would be independent of it and it can be seen as a natural response
to the human behavior that is based in mobility and randomness originated by
their intrinsic behavior against other mammals and species.

The rest of paper is structured as follows: in second section the theoretical
basis of this study is done. In third section the implications of model is presented
having focused at the number of infections with respect to time. In fourth section
the applications of model to data from Brazil, France, Mexico and Philippines
is done, and finally the conclusion of paper is presented.

2 The Physics-Mathematics Machinery

Consider a finite number of local habitants defined by N and the N � the global
number of people with � an positive integer number. Thus one has the probability
that one of them has a well-defined behavior given by:

p =
1

N �
. (1)

Now consider that exists a finite number of habitants nQ belonging to a social
group with Q > 0 an integer number. Logically nQ ∈ N �. Thus, the probability
that one habitant of this social group has a behavior (that for example can be
matched to those of the N � is given by:

P =
1

nQ
. (2)

Therefore with Eq. (1) and Eq. (2) one can built a kind of universal expression
that assign a probability for each individual belonging to the

U = p ⊗ P =
1

nQN �
. (3)

Thus, it is argued that exist a Shannon’s entropy [9,10] in the sense that the
universal probability cannot be accurate so that instead it exhibits a well-defined
uncertainty, thus the application of the Logarithm reads

H = −LogU (4)

= −Log
(

1
nQN �

)
(5)

= Log
(
nQN �

)
. (6)
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Thus it is feasible to postulate that exists a concrete probability of any event
that affects directly the global number of habitants. As seen in Eq. (3) this
probability can be a finite number of probabilities. In this way one can write
down that the fraction of the affected global H is the outcome of single or chain
or events:

H =

⎡
⎣ J∏

j

pj

⎤
⎦N �. (7)

In this way one can see that the product of probabilities is actually the product
of events by the which affects the number N � due to a concrete fact that for
example can be a pandemic. Under this view one can postulate that in epochs of
pandemic might coexist various events that lead to establish a global pandemic.
Of course, the pandemic cannot be seen as a fully negative fact, since it is
proved that humans are beings capable to find the best ways to minimize the
consequences of it. Then, for instance one can propose below up to three different
events that might to constitute a close dynamics of pandemic:

– Mobility: Is fully inherent in all beings that carry out activities for surviv-
ing, such as bacteria that needs to carry out quorum previous to optimize
any actions of chemotaxis to guarantee their motility [11,12], humans would
require of mobility to accomplish their activities as well as to take decisions.
Thus the action of moving can be seen as a scenario of risk permanent to be
attacked by external organisms [13–15].

– Disease: The transportation of virus and bacterias to a group of humans and
the subsequent infection among them is commonly done only if the rate of
mobility is high enough to produce a fast infection in a global manner.1

– Alleviation: In a context of pandemic, once that humans have carry out quo-
rums to conclude in the best decisions that are favorable to them and against
virus spread, humans are able to implement rules that are strongly oriented to
mitigate the rate of infections and therefore to expect a notorious difference
between the before and after.

2.1 Probability of Mobility

Thought as the more wide and general action in humans might not to have
a very specific mathematical model. Therefore, to priori we attain an inverse
relationship at the sense that it is inverse to the time to the power �− s with s a
positive real number and � that is the power attained to the number of habitants
(see Eq. (7) N �). In this way we postulate the probability of human mobility as

p1 =
1

t�−s
. (8)

The why this probability falls with time is because humans is considered a specie
with limitations so in most case them are depending of artifacts to perform a
1 Here one can mention the aerial transportation as an important vector to increase

the infection in a intercontinental way.
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long distance mobility, such as planes or ships, for instance. Clearly, mobility
must require external resources (fuel for example) or self-efforts (pre-history
civilizations that shown the nomad characteristics in the first humans). Therefore
this probability should be decaying with time.

2.2 Probability of Disease

Once that humans are drawn strategies and concrete schemes to survive as well
as improve their quality of life, interactions with different families of mammals
or not mammals, might to pose them near to a latent risk of being randomly
infected due to micro agents such as virus or bacteria. Here, it should be noted
that interactions are rather related to physical variables such as space and time.
It was studied in [16] where intercontinental interactions are mainly done through
flights. Thus the principle of space-time propagator based on the Feynman theory
was used. In fact, while humans perform social interactions, the human-human
interactions would not take a large time be large, instead it in most cases these
interactions are instantaneous. In this manner it is feasible to define an universal
parameter a that for larger times of interaction the interaction can be broken due
to stochastic fluctuations. Subsequently, one can define below the probability of
infection as

p2 =
1

1 + a
t�

, (9)

thus for scenarios by which a → t� it is obvious that p2 the probability that would
determine the infection is 0.5 that exhibits not any outcome if some is infected
or not (as the one when the coin is thrown). In order to illustrate it numerically,
consider two people in two different interactions of 2 s and 5 s, with � a variable.
Below these cases have been displayed for a = 1000 and a = 100. The left-side
displays the exponential behavior of probability to be infected for large times
of interaction. The right-side however displays that for 2 s. The probability is
of order of 0.2 yielding a small value. Aside one can note the relevant role of
parameter a (Fig. 1).

Fig. 1. Plot of Eq. (9) for the cases of a = 1000 (left panel) and 100 (right panel).
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2.3 Probability of Mitigation

Since humans are autonomous and intelligent enough to alleviate the unexpected
apparition and fast spread of strain. Only when there is common agreement in
their communities or societies, unbreakable rules could be established as logic
reaction to the prospective and critic scenario of an unstoppable depletion of the
complete society. In this manner it is postulated that this probability would have
to be favorable to humans, so that one expects the existence of a second universal
parameter that would establish a high probability that guarantee the surviving
of specie. On the other side, although extinction is a remote scenario, not
any strong support is to date known that bacteria or virus have could deplete
an entire specie along the first epochs of live in the planet. Based of this one can
write down that the probability of mitigation can be written as:

p3 = 1 − b

t�
, (10)

that suggests that a high probability of mitigation is when t� >> b, that would
demand a large time in the sense for example: t = 106 and � = 2 then (t =
106)�=2 = 1012 although b gets the value of 1010 then p3 = 1−10−2 = 0.99
yielding a high probability of mitigation.

2.4 Formulation of Complete Probability

Having defined these three probabilities, then one can construct the complete
probability of event that would affect a number of habitants N � due to the
changes that its society might to experience due to any virus and its propagation.
Then one gets that the number of affected H is written as:

H =
3∏
j

pjN
� = p1(s, �)p2(a, t, �)p3(b, t, �)N � (11)

H =
(

1
t�−s

) (
1

1 + a
t�

) (
1 − b

t�

)
N � (12)

that establishes the probability that a fraction of total number of habitants
defined as H is the net number of affected under a scenario of risk along the
events of mobility, infection and alleviation (that is not a must but it is seen as
an option) to keep the specie and avoid its full depletion.

2.5 Phenomenological Determination of Integer �

One can wonder whether the presence of free parameters make it an instable
model. As seen previously Eq. (12) was derived inside a conjecture of entropy in
which the intrinsic events associated to humans would appear as consequence of
the interrelation among them. The free parameter � can be for example extracted
from the demography in large cities. For example of this is seen for instance at
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New York city with a population of approximately 103 around 1737 and reaching
106 for 1860. Another example constitutes Paris with 103 and 106 approximately
at the years of 1100 and 1840 respectively. In addition, the case of country Brazil
for example its population could have been of 9000 at the year of 1500 reaching
81M at year 2019. Therefore, one has that the value � = 2 can be a potential
candidate to establish a realistic scenario of global infection. The incorporation
of parameters is a mechanism that have been implemented in [17–20] where
it was done the incorporation of models based on Machine Learning, concepts
aimed to improve processes that need of a careful analysis previous to take a
critic decision. With the choice of � = 2 then Eq. (12) is rewritten as

H(t) = N2

(
1

t2−s

)(
1

1 + a
t2

) (
1 − b

t2

)
. (13)

3 Implications of the Complete Probability

H(t) can be still rewritten in a form more understandable such as

H(t) = N2ts
(

1
a + t2

)(
1 − b

t2

)
. (14)

As defined above, the last term of product of Eq. (14) is seen as a part of an
expansion in powers of the exponential function, that actually it would result
in a Gaussian function. This is opportune that this exponential encloses a kind
of regulation at time of the full probability H(t). Clearly under the assumption
that ( b

t2 )n ≈ 0 for n > 1 the term
(
1 − b

t2

)
becomes a well-defined Gaussian

function. This leads to rewrite again Eq. (14) in a compact probability:

H(t) =
(

ts

a + t2

)
Exp

(
− b

t2

)
N2. (15)

Below in Fig. 2 two illustrations of Eq. (15) are displayed. One can see that b the
parameter that drives the probability of mitigation appears to be relevant on the
morphology of H(t) seen as the fraction of a global population N2 that is affected
by a random agent (such as the unexpected arrival of a virus such as the Corona
virus 2019). Thus the mathematical structure of Eq. (15) in conjunction to curves
of Fig. 2 can be interpreted as follows: the component

(
N2ts

a+t2

)
is perceived as the

risk of population that performs mobility in an environment of risk, causing a
social emergence such as pandemic. On the other hand Exp

(− b
t2

)
denotes a kind

of resilience as to a fast intervention of recovery once the virus is propagating
inside the human group. In this way one goes to the position to define the rate
of infections per unit of time due to a virus or aggressive micro organisms with
a clear potential to damage systemic apparatus of a group of humans.
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Fig. 2. Plot of Eq. (15) for the cases of a = 0.085, b = 0.1 in left panel, and a = 1, b
= 1 in the right panel, here one can see the role of parameter b related to the human
intervention.

3.1 Infections as Changes of Human Behavior

From the global number of habitants, then it is plausible to define the net number
in risk as the derivative of H(t) with respect to N it is in the case that N is
variable and abandons its fixed value. Then one gets:

N(t) =
dH(t)
dN

=
(

2Nts

a + t2

)
Exp

(
− b

t2

)
. (16)

Below in Fig. 3 various distributions have been displayed under the assumption
that s is a variable that is attained to the mobility of humans for b = 10 that
denotes a high intervention. It results in the flatness of all curves from a well-
defined time. The flatness is an outcome of early intervention.

Fig. 3. A potential curve of cases by infection of virus as function of time from Eq.
(16) showing the flatness of curve in certain times.
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3.2 The Number of Infections

Again one can apply an additional derivative to Eq. (16) in the sense that this
change would give a net number of critically affected by the presence of an
external agent such as a virus causing a disease among the members of a human
group. In this manner, as opted at 2020 in the beginning of ongoing Corona virus
2020 pandemic, social distancing as well as curfew actions were implemented in
order to guarantee minimal human contact and therefore to expect that the curve
of infections would fall down minimal values in the shortest times [21]. Thus, one
expects serious changes on the infection curve in time after actions have been
taken to protect people. Under this scenario, the net number of infections n(t)
by external agent is written as:

n(t) =
d2H(t)
dtdN

=
2N

a + t2

[
sts−1 + 2bts−3 − 2ts+1

a + t2

]
Exp

(
− b

t2

)
. (17)

One can see now the apparition of up to three extra terms that are interpreted as
the components that drive the morphology of n(t) in time and that are strongly
related to the infection in particular on that terms that contain the parameter a.
Thus, while attenuation is done, this does not only has a concrete effect on the
mitigation of infections, it is claimed that mitigation on the social restrictions
can also be seen as a disadvantageous behavior that is also implemented in the
lifestyle of humans. Therefore, humans are also mitigating their selfcare due to
random mobility that would exhibit a clear risk to be infected by virus. Below in
Fig. 4 Eq. (17) denoting the number of infections versus time is displayed. One
can see that for large values of s also large values of � is needed. Thus imminently
implies that N � represents the total number of a country that commonly has
population at the order of various millions.

Fig. 4. Equation (17) for various values of s is displayed with s denoting the free
parameter of the probability of mobility.
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4 Applications and Conclusion

In Fig. 5 one can see the case of Brazil [22] whose morphology of curve of infec-
tions is to some extent similar to the case of s = 4. This form is seen also as a
weak attenuation to create a kind of flatness of the distribution. In other words,
from Eq. (17) the case of Brazil in an example where predominates the mobility
and infection together as the main variables to sustain a permanent increasing
number of infected people. It is supported by a small value of parameter b that
poses invisible any action to mitigate the fast increasing of infections at time.
Also, it is clear that from May 2020 to May 2021, the number of infections has
been permanent and appears to be a line with a constant tangent.

Fig. 5. Data of number of cases versus time from [22] showing the linearity as conse-
quence of a small value of b.

In Fig. 6 the case of France is shown as sen in the data of number of infections
respect to time taken from [22]. One can see that exists there up to three different
periods: the first between March 2020 to August 2020 (by which is associated s =
1), the second one between August 2020 and December 2020 (with a potential
assignation of s = 3), and a third one from December 2020 to February 2021
that adjusts well to the case s = 5. One can note that the last ones belong
to scenarios that are dictated by mobility fact that makes flexible the multiple
infection establishing the so-called second wave.

Fig. 6. The case of France fom [22] showing 3 different phases that are entirely corre-
lated due to the evident weight of the human mobility against others variables.
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Fig. 7. The 2020 data for Mexico showing fully linear behavior for all cities that in
according to Eq. (17) the present proposal indicates the high weight of mobility against
other human behaviors.

In Fig. 7 the case of Mexico is shown from [22]. The data belongs to 2020 and
it is given for various cities from April 2020 to September 2020, with emphasis
in Mexico city that shows a fast increasing at the number of cases by the which
one can adjudicate s = 5, denoting a little impact on the actions to mitigate the
infections for instance. Again, this can also be seen as a strong magnitude of the
combination of mobility and infection that is surpassing any kind of mitigation.
Thus, all cities are presenting linear behaviors with minimal morphology that
denotes any kind of alleviation. In Fig. 8 the case of Philippines is shown with
data ranging between February 2020 to May 2021. Interestingly the data exhibits
two well defined periods of infection. The first one that is dictated by s = 1 and
a high value of b denoting a strong alleviation that produce the fall of curve in
November 2020. However this alleviation appears to be weak along a period
of silent November 2020 until February 2021. From here one can see the sharp
morphology of curve that is again peaked in April 2021. One can claim that just
in all those periods of silent, randomness predominates posing the system in a
kind of unstable balance in the which mobility, infection and alleviation fight
each other to define the identity of curve. Clearly a deep analysis of this goes
beyond the scope of this paper.

Fig. 8. The case of Philippines from [22] that exhibits two well-defined periods from
the fact that the probability events might be under interference each other due to the
randomness of system that does not allows to define its main identity.
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4.1 Conclusion

In this paper it was investigated the contribution of the human mobility in the
events of infection by virus in times of global pandemic. In this manner it was
proposed a model that comes from a Shannon’s entropy by the which exists a
chain of probabilities that gives rise to the infection among humans. Thus the
curve of infection is actually (for the view of author) the second derivative of the
number of affected people by an external agent that has capabilities to deplete
the specie in time. In this manner is proposed the number of infections as function
of time that depends on free parameters in according to what predominates in
the system: mobility, infection and alleviation. The main result of this paper
Eq. (17) has been applied to the data of Brazil, France, Mexico and Philippines.
It was seen that mitigation is strongly surpassed by mobility fact that sustains
the infection despite of regulations such as social distance, quarantine, curfew,
etc. Therefore, one can claim that human mobility is a strong factor to spread
the virus in a random manner, fact that is justified by the open of terrestrial
and aerial transportation at the end of first wave. Thus, people has continued to
spread the virus and the different variants, fact that poses in risk the programs
of vaccine. Finally the author recommends that while there is evidence of a single
variant of virus, mobility would have to be blocked otherwise the apparition of
more sub-types of virus can be transported among all continents making invalid
the vaccines by producing again peaked distributions as seen in the case of
Philippines.
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and Probabilistic Events in Realistic

Scenarios of Outdoor Infections
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Abstract. The aim of this paper is the derivation of an robust formal-
ism that calculates the so-called social distancing as already determined
in the ongoing Corona Virus Disease 2019 (Covid-19 in short) being
established in various places in the world between 1.5 m and 2.5 m. This
would constitutes a critic space of separation among people in the which
aerosols might not be effective to infect healthy people. In addition to
wearing masks and face protection, the social distancing appears to be
critic to keep people far of infections and consequences produced from
it. In this way, the paper has opted by the incorporation of a full deter-
ministic model inside the equation of Weiss, by the which it fits well to
the action of outdoor infection when wind manages the direction and
displacement of aerosols in space. Thus, while a deterministic approach
targets to propose a risk’s probability, a probabilistic scenario estab-
lished by Weiss in conjunction to the deterministic events would yield
an approximated model of outdoor infection when there is a continuous
source of infected aerosols that are moving through air in according to
a wind velocity. The simulations have shown that the present approach
is valid to some extent in the sense that only the 1D case is considered.
The model can be extended with the implementation of physical vari-
ables that can attenuate the presence of disturbs and random noise that
minimizes the effectiveness of present proposal.

Keywords: Covid-19 · Weiss probabilistic equation · Outdoor
infection

1 Introduction

The ongoing pandemic Covid-19 has been firstly identified in Wuhan in China
the last of 2019 [1,2]. The virus has been randomly propagated overall continents
and phases of global infection were observed, some points that are noteworthy
constitutes the number of new infections as well as the continue increasing of
fatalities [3]. As well-known up to two well-defined waves have been observed: at
middle of 2020, end 2020 in conjunction to the beginning of 2021. Furthermore,
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a third wave might be happening nowadays as result of the mutation of strain.
In this manner, countries are adopting social policies to face and contain the
incoming worst scenarios [4]. In fact, curfew, quarantines and social restrictions
were firmly adopted. Before the vaccination seasons the so-called social distanc-
ing was imposed as a response to reduce the positive exponential increasing of
new cases that in most cases is consisting of vulnerable population [5] as well as
for a solid return of a harmonic social-economy scenario [6]. Even the vaccination
has been completed, one might to expect the arrival of new variants that would
trigger again a new wave of pandemics. To counteract this, one might to appeal
to distance-based policies that are demonstrated to be effective to some extent
[7,8]. Some of these restrictions as:

– Vaccination of up to two doses,
– Usage of mask and face protection,
– Social distancing,
– Permanent usage of alcohol and disinfectant,
– Lock-down if needed.

The rest of this paper is as follows: In second section the deterministic scenario
of outdoor infection is presented. Here is incorporated the wind velocity that
emerges in an inherent manner, important equations are derived. In third section
the equation of Weiss is presented and its importance as mathematical formula-
tion that engages the action of outdoor infection is presented. In fourth section,
the conjunction of deterministic and probabilistic formulations is presented in
order to postulate the equation of outdoor infection. Here computational simu-
lations are presented. The social distancing is estimated. Finally in last section
the conclusion of paper is done.

2 Theory of Outdoor Infection: Main Equations

In order to construct a theory of outdoor infection, a few requirements are needed
in order to derive deterministic equations. These are as follows:

– A finite number of healthy people and at least one infected,
– The infected one (or ones) are carrying out a loud speech,
– The infected one exhales a finite number of aerosols, being them that are

transporting the virus,
– There is wind velocity that might to be pointing the place where are people,
– Depending at climate conditions and aerodynamics aerosols can be negligible

a few meters after that were exhaled.

2.1 Derivation of Model

Consider the distribution of net number of aerosols per unit of time and distance
n(r, t) that can be defined as:

n(r, t) =
ΔN

ΔrΔt
(1)
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with ΔN the number of aerosols that were exhaled. Therefore, the instantaneous
number N(T,R) that are scattered along the space can be written as:

N(T,R) =
∫ T

0

∫ R

0

dtdrn(r, t). (2)

Because aerosols is a fluid that is propagating along air, then the diffusion equa-
tion can also be applied. Therefore for the unidimensional case (that of course is
a special case, a 3D modeling is beyond the scope of this paper), can be written
as:

dn(r, t)
dt

= D
d2n(r, t)

dr2
(3)

and from this a crude solution can be done as:

n(r, t) = D

∫
dt

d2n(r, t)
dr2

(4)

so that Eq. 2 might be more accurate in the form as given below:

N(R, T ) = D

∫ T

0

dt

∫ R

0

dr

∫ t

0

dτ
d2n(r, τ)

dr2
. (5)

The integration over dt turns out to be trivial, so that one has:

N(R, T ) = DT

∫ R

0

dr

∫ t

0

dτ
d2n(r, τ)

dr2
. (6)

Nevertheless, the left-side can still be simplified in the sense that

N(R, T ) = DT

∫ R

0

dr

∫ t

0

dτ
d

dr

dn(r, τ)
dr

= DT

∫ R

0

dr

∫ t

0

dτ
d

dr

dn(r, τ)
dr

(7)

Consider the human speech in the scenario of loud speak so that one can expect
that a substantial amount aerosols are being scattered. Without physical con-
siderations of dehydration and a certain direction of wind then one can attribute
a periodical distribution for example.

2.2 Incorporation of Wind Velocity

It is trivial that a velocity appears after a straightforward insertion of the chain
rule in Eq. 2:

N =
∫ T

0

dt

∫ R

0

dr
dn
dr

dr

dt
=

∫ T

0

dt

∫ R

0

drv(t)
dn
dr

=
∫ T

0

dt
dn
dr

v(t). (8)

In this manner from Eq. 6 one can generalize to a finite number of sources, so
that one gets:

N(r) =
∑

q

∫ T

0

dt
dnq(r, t)

dr
vq(t), (9)
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where q runs over the possible sources of aerosols [9] and that in praxis denote
all those people that were infected and contain the strain and actions of loud
speech would be an imminent manner to infect healthy people. One can wonder
about the change in time of N(r) that can be written as

dN(r)
dt

=
∑

q

dnq(r, t)
dr

vq(t), (10)

with v(t) the 1-dimension direction of wind. This leads to define a new relation
that involve a fraction of net number of aerosols that might to be under the
influence of wind:

dnq

dr
=

ηN
ñq

(11)

so that one can see that under the presence of wind, n is now a fraction of all
those sources exhaling aerosols with ñq, and η a random number. Thus Eq. 11
in Eq. 12 one arrives to:

dN(r, t)
dt

=
∑

q

ηN(r, t)
nq

vq(t) = ηN(r, t)
∑

q

vq(t)
nq

. (12)

This indicates that a change at N(r, t) is proportional to it times the wind
velocity vq(t). Therefore one can go through a trivial integration in both sides:

∫
dN(r, t)
N(r, t)

=
∫ t

0

η
∑

q

vq(t)
nq

dt, (13)

yielding the familiar exponential distribution:

N(r, t) = N0Exp

[
±η

Q

Q∑
q

∫ TDH

0

vq(t)
nq

dt

]
(14)

where the integer Q at the denominator indicates the average over all sources.
Here TDH denotes the time of dehydration for all aerosols.

In Fig. 1 the logarithm of Eq. 14 has been plotted under the assumption that
Q = 2, 3, 4 and 5. The velocity vq = 0.05(t + 2 ∗ q)2 Sin [q ∗ t] and nq = 1 + 20q

the number of aerosols. Also, ±η/Q = −1/2, N0 = 1/1.2. One can see that the
distribution exhibits a kind of minimum at 3.5 s.

One can attribute these minimum as the time by the which the dehydration
takes place. The why one can see the up of distribution from t = 4 s is because
the wind velocity vq that has been modeled through a sinusoidal function.

And it is actually encompassing the fact that in outdoor the wind direction
is a composition of various ones due to the complexity of terrain and obstacles.
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Fig. 1. Illustration of Eq. 14 showing a minimal at the normalized logarithm distri-
bution of number of aerosols for t = 3.5 s supposed to be caused by the dehydration
of aerosols in air. The up seen at the distributions can be explained in terms of wind
velocity. Plot and the next ones were done with Wolfram [11]

3 The Stochastic View of Weiss Equation

As it is well-known, outdoor infection can be done with a high effectiveness
in such scenarios as displayed in Fig. 2. In fact, while there is fix wind veloc-
ity, aerosols can be displaced some meters before their dehydration producing
massive infection.

3.1 The Weiss Equation

In circumstances as shown in Fig. 2, to talk about that outdoor infection is
done through deterministic laws might have a weak sustain so that, one can
complement to it a formulation created under probabilistic grounds. In fact,
the equation of Weiss considers the following action: Assume a finite number
of N objects are thrown to a finite number of Q cells. All cells exhibit same
morphology so that no any preference exists there. When this action is repeated
M times, then one arrives to the probability P that a cell is unoccupied1. This
can be written below as:

P =
QLogQ

NM
(15)

1 Obviously the probability of occupancy is done by 1−P.
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Fig. 2. Example of a potential scenario of random infection when at least one partici-
pant of chorus is spreading aerosols transporting virus. Taken from [10].

3.2 Intuitive Derivation

Consider the simplest case: the action that N objects are thrown to Q cells.
One can wonder how many tries can be done if one requires that all cells are
occupied. Clearly for this it is demanded a large number of M tries. Then the
probability that exists unoccupied ones is given by:

P =
Q

NM
. (16)

For example, consider Q = 10 cells and N = 1000 objects. Thus for the first
event one has that P = 10−2 = 0.01 the probability of having 10 unoccupied
cells. When Eq. 16 is written as:

∫
dP =

∫
dQ

NM
. (17)

Thus, both M and N are totally independent of Q, so that one can write below:

1
Q

dP
dQ

=
1

NM

1
Q

(18)

by the which both members were divided by Q. With this one has that:

dP
Q

=
1

NM

dQ

Q
(19)

whose integration in both members yields Eq. 15. On the other hand the prob-
ability there is Q occupied cells can be written as p+P = 1, so that from this
the one gets:

p = 1 − QLogQ

NM
. (20)
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Interestingly, from the following assumption:

(
QLogQ

NM

)�

≈ 0 (21)

∀� ≥ 2 that is true only if NM >> QLogQ. With this then one can arrive to a
new definition for the occupancy probability:

p = Exp
(

−QLogQ

NM

)
. (22)

In Fig. 3, the occupied, unoccupied and total probabilities are plotted. All of
them are function of number of cells. From it one can see that all have a coinci-
dence for Q = 118 cells with a common probability of 0.56. For this exercise NM
= 1000, equivalent to N = 200 objects and M = 5 times that were thrown the
objects to the available cells. It is easy to see that occupancy decreases with the
number of cells. At the other side, the unoccupancy increases with Q resulting
to be rather logic since for example, the probability of having 45 unoccupied of
100 total cells is 0.45 when have been thrown 200 objects 5 times. In the inverse
case one gets 65 occupies cells of 100 available ones2.

Fig. 3. The Weiss probabilities (i) Occupancy (green), (ii) Unoccupancy (magenta)
and (iii) Total (orange), for N = 200 thrown objects in up to 5 times (Color figure
online)

2 One can see that sum yields 110 cells, fact that can be understood in terms of errors
of model.
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4 The Stochastic and Deterministic Synergy

The Weiss equation Eq. 15 has a notable application3 in the field of Infection
Dynamics, a discipline that is nowadays in constant progress with the apparition
of Covid-19 pandemic. With the emergence of global pandemic, a series of policies
were imposed. Among them one can see that well-known social distancing that
has been established of being between 1.5 m to 2 m. Once known that virus is
mainly transmitted by aerial paths because the exhalation and the subsequent
emission of aerosols, then one clearly has two scenarios: (i) indoor: that has been
deeply studied, and (ii) outdoor: whose scenario is not well established since
in most studied the wind velocity and dehydration time were not taken into
account. In this manner one can associate the Weiss equation to the following
scenario: one or various infected people that are carrying out loud speech. This
action is generating the production of aerosols that do not only stay there but
also can be traveling along the wind direction if this is enough stable to produce
the displacement of virus enclosed in the aerosol. From Eq. 15 one can establish
that N objects are denoting the N aerosols, Q cells denote Q healthy people, M
denotes the times that aerosols is arriving to people, and finally P the probability
that people is not reached by infected aerosol.

4.1 The Frequency of Aerosols Arrival

It should be noted that in Eq. 15, the integer number M denoting the number
of times by the which the aerosols are falling into the healthy people can also be
seen as a frequency. In fact, because mathematically one does not find not any
contradiction neither inconsistency, then it is feasible to rewrite again Eq. 15 as
with Q → q:

P(ω) =
ωqLog(q)

N
(23)

that can be read as the probability P(ω) of q healthy people becomes infected
after of N aerosols have fallen on them. Here one can see that the probability is
now depending on the frequency in the which the aerosols are arriving to people.
Imminently while ω increases the probability does it. Taking into account all this,
one can adjudicate to ω the name of risk frequency. Because N the number
of aerosols has been proposed in Eq. 14, then it enters inside the denominator of
Eq. 23:

P(ω) =
ωqLog(q)

N0Exp
[

±η
Q

∑Q
q

∫ TDH

0
vq(t)
nq

dt
] . (24)

The sign ± is reverted when Eq. 24 acquires the following form:

P(ω) =
ωqLog(q)Exp

[
±η
Q

∑Q
q

∫ TDH

0
vq(t)
nq

dt
]

N0
. (25)

3 Among others not less relevant, such as nano particles and drug delivery carriers.
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The probability for all allowed frequencies after the integration over them can
be written as:

P =
∫

P(ω)dω =
∫ ωqLog(q)Exp

[
±η
Q

∑Q
q

∫ TDH

0
vq(t)
nq

dt
]

N0
dω

=
∫

P(ω)dω =
ω2qLog(q)Exp

[
∓η
K

∑K
k

∫ TDH

0
vk(t)
nk

dt
]

N0
. (26)

In this manner the probability can be written as:

P =
ω2qLog(q)

N0
Exp

[
(∓η)
K

K∑
k

∫ TDH

0

vk(t)
nk

dt

]
. (27)

In order ro test the model in a quantitative manner, only one source is considered,
thus one gets:

P =
ω2qLog(q)

N0
Exp

[
(∓η)

∫ TDH

0

v(t)
n

dt

]
. (28)

Here it is important to recall that the left-side admits a first time derivative so
that one gets:

d

dt
P =

d

dt

(
ω2qLog(q)

N0
Exp

[
(∓η)

∫ TDH

0

v(t)
n

dt

])
(29)

because P depends explicitly on r the one gets an extra velocity at the left-side
due to chain rule:

dP
dr

dr

dt
=

ω2qLog(q)
N0

d

dt

(
Exp

[
(∓η)

∫ TDH

0

v(t)
n

dt

])
. (30)

The velocity at the left-side can be recognized as the wind velocity:

dP
dr

V =
ω2qLog(q)

N0

(
∓η

v(t)
n

)(
Exp

[
(∓η)

∫ TDH

0

v(t)
n

dt

])
. (31)

With this, an universal hybrid formulation for the outdoor infection has been
obtained. One can write again Eq. 31 as:

dP
dr

= ∓η
ω2qLog(q)

N0n

(
v(t)
V

)(
Exp

[
(∓η)

∫ TDH

0

v(t)
n

dt

])
. (32)

One can note that now the derivative with respect to distance r is directly
proportional to the rate v/V with V the arriving velocity of aerosols. It is
actually the final velocity of how are arriving aerosols to people, therefore it is
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also denoting the velocity of all those aerosols once were exhaled.
Under some circumstances one can assume that:

(∓η)
∫ TDH

0

v(t)
n

dt = (∓η)
∫ TDH

0

dr

ndt
dt = (∓η)

∫ rDH

0

dr

n
=

∓ηrDH

n
. (33)

Inserting Eq. 33 into Eq. 32, one gets:

dP
dr

= ∓η
ω2qLog(q)

N0n

(
v(t)
V

)(
Exp

[∓ηrDH

n

])
. (34)

As done in Eq. 1 n has units of number of aerosols per units of time and dis-
tance. In this manner, one can wonder from Eq. 34 if dP

dr exhibits a particular
morphology when it is dependent on n. With Eq. 34 the full probability of risk
(with the potential of being infected in outdoor spaces) can be expressed as:

P =
∫ [

∓η
ω2qLog(q)

N0n

(
v(t)
V

)(
Exp

[∓ηrDH

n

])]
dr, (35)

in the which one arrives to the infection probability in the outdoor case:

PINF = 1 −
∫ [

∓η
ω2qLog(q)

N0n

(
v(t)
V

)(
Exp

[∓ηrDH

n

])]
dr. (36)

5 Simulations and Discussion

Equation 34 denotes the change of probability of q people are not being infected
due to n aerosols [12]. Thus, while is kept both as independent variables, in
Fig. 4 the contour plot is showing the distribution of the probabilities. Here, not
any particular direction of wind was assumed [13]. Therefore, one can see the
lowest probabilities along the blue color. Nevertheless the red color at the values
of n = 1 and q = 50 is telling us that dP/dr has a maximum so that a low
number of aerosols can be reaching all 50 people. It is the case when v(t)/V
exhibits same magnitude [14].

In Fig. 5 a density plot of Eq. 34 is displayed. Here have been considered as
independent variables both rDH and v(t) the dehydration distance and wind
velocity respectively. What one can learn from it is the existence of up to three
different phases categorized in three colors: blue, orange and red. Clearly a prob-
ability of 0.5 for the range between 1.5 m and 2.0 m is seen as a potential scenario.
In Fig. 6 same as previous but done as a contour plot. Here the apparition of var-
ious colors helps us to differentiate the sectors of high risk as for example let us
to case of a wind velocity of 1 m/s. For this then would correspond a dehydration
length of 1.5 m with a low probability of not being infected. It should be noted
that even for small wind velocities and short dehydration length there is high
probability of not being infected. These numerical results ar fully in according
with policies of the so-called social distancing the which establishes distances
of 1.5 m4.
4 However neither temperatures nor specifying indoor and outdoor were done.
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Fig. 4. The Weiss probabilities for N = 200 thrown objects in up to 5 times as function
of number of people under risk of infection and number of aerosol (in arbitrary units).
As seen the red color with a low number of aerosols, still the risk is high. (Color figure
online)

Fig. 5. The Weiss probabilities as function of wind velocity and dehydration length.
One can see that in the lowest wind velocities and short dehydration lengths the risk is
negligible (in full concordance to common sense and realistic cases) for wind velocities
greater than 1.4 m/s fact that would have influence on the dehydration time.
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Fig. 6. The Weiss probabilities for N = 200 thrown objects in up to 5 times, same as
Fig. 5 but done in contour plot showing the bands that belong to a concrete risk of
being infected. The blue area is perceived as (Color figure online)

6 Conclusion

In this paper, a study about the estimation of the so-called social distancing
was presented. In essence it consider the equation of Weiss as principal struc-
ture of this investigation. In fact, it was found that there is a firm correspon-
dence between the Weiss equation and the phenomenon of outdoor infection that
although suggested as a policy of protection against the human-human transmis-
sion of Covid-19, it is not clear if the established distances are considering the
wind velocity that in some scenarios that might be realistic in praxis, can boost
massive infections in open spaces. Thus, from the results of this paper is sug-
gested to implement well-designed policies in outdoor spaces in order to guaran-
tee that in crowded places the probability of infection is negligible in comparison
to the indoor scenario [4], even with the random presence of infected people, and
a strong wind velocity as well. In a future work the problem of outdoor infection
but in a 3D scenario shall be treated.
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