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Preface

Welcome to the proceedings of the 12th International Conference on Software Business
(ICSOB 2021). This edition of the conference was hosted by the School of Business at
the University of South-Eastern Norway (USN) and the Department of Informatics at
the University of Oslo (UiO), Norway. USN has 88 undergraduate programs, 44
master’s degree programs, and eight PhD programs. Measured in terms of the number
of students, USN is among the largest providers in higher education in Norway. UiO is
Norway’s oldest institution for research and higher education and celebrated its 200th
anniversary in 2011. UiO has 28,000 students and 7,000 employees and offers 40
master’s degree programs. In 2020, a total of 497 students completed their doctoral
degree. UiO has eight faculties, two museums, and numerous research centers
including 10 Norwegian Centres of Excellence. UiO is one of the world’s top 100
universities, according to the Shanghai Ranking. Five Nobel laureates have been
employed at the UiO.

The special theme of ICSOB 2021 was ‘Software Sustainability’. Sustainability is
derived from the concept of sustainable development and is defined by the World
Commission on Environment and Development as “a process of change in which the
exploitation of resources, the direction of investments, the orientation of technological
development, and institutional change are made consistent with future as well as
present needs”. Research about software sustainability addresses sustainability con-
cerns regarding aspects such as software products, software development processes,
strategy and policy, people, partnerships, ecosystems, and business models.

For ICSOB 2021, we received 39 submissions covering a wide range of research
topics. Each submission was reviewed by three to five independent expert reviewers.
After a round of discussion among reviewers and program chairs, the Program Com-
mittee accepted 13 full papers and five short papers. The papers were primarily selected
for the quality of the presented work and their relevance to the community. The
conference covered a range of topics including software sustainability, Agile devel-
opment, DevOps, software startups, prototyping, software ecosystems, crowdsourcing
platforms, technical debts, and risk management. The authors of the selected papers
came from Finland, Germany, Sweden, Denmark, Norway, Estonia, Brazil, the UK,
and Spain.

The conference offered two interesting keynotes: the first one titled “From Software
through Art to Sustainability”, given by Letizia Jaccheri from Norwegian University of
Science and Technology, and the second one titled “Software Sustainability: Wake-Up
Call for Taking Responsibility”, given by Jutta Eckstein.

As a part of the conference this year, the ICSOB community collaborated with the
Founder Institute to organize two events that connected researchers, practitioners, and
startup founders. The first one was “Lightning Talks on Sustainability in Software
Startups” bringing together researchers seeking to connect with software startups about
particular phenomena and software startups seeking to explain their business model and



traction. The second one was a workshop on “Bridging the Gap: Entrepreneurial
Theory and Practice in Software Businesses”. The events were hosted by Bruno Pešec
and Dimitris Polychronopoulos.

On the behalf of the organization team, we would like to thank the members of the
Program Committee and the additional reviewers for their efforts in evaluating the
submissions and ensuring the high quality of the conference. The efforts of the Steering
and Organizing Committees and all the chairs were of enormous value in building a
successful conference. We extend our gratitude to all the scholars who submitted
papers to the conference, all the authors who presented papers, the various audiences
who participated in very inspirational discussions during the conference, and the
practitioners who shared their experiences and thoughts during the workshops.

October 2021 Xiaofeng Wang
Antonio Martini

Anh Nguyen-Duc
Viktoria Stray

vi Preface
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Elements of Sustainability for Public
Sector Software – Mosaic Enterprise

Architecture, Macroservices,
and Low-Code

Manu Setälä1, Pekka Abrahamsson2, and Tommi Mikkonen2,3(B)

1 Solita, Tampere, Finland
manu.setala@solita.fi

2 University of Jyväskylä, Jyväskylä, Finland
{pekka.abrahamsson,tommi.j.mikkonen}@jyu.fi

3 University of Helsinki, Helsinki, Finland
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Abstract. Public sector is a large consumer for software. In countries
such as Finland, many of the systems are made to order by consultancy
companies that participate in public tenders. These tenders initiated
by the state, cities, and other public sector organizations. Furthermore,
as public sector tasks are often decomposed to various actors, each and
every one of them makes their purchase based on their own needs. In this
paper, we argue that to maintain software sustainability in this context,
there is a need for three key elements. Firstly, there is a need for an
enterprise architecture where independent services from various vendors
are can be easily deployed and integrated. Secondly, these services are
build in a such manner that they can interact via well-defined APIs, but
need no direct access to other services. Finally, techniques that support
systematic, rapid development and deployment are needed.

Keywords: Public sector software · Mosaic architecture ·
Macroservices · Software sustainability

1 Introduction

Public sector is a large consumer for software that public sector has multiple,
conflicting, and often intangible goals [2]. In countries such as Finland, many
of these systems are made to order by consultancy companies that participate
in public tenders, initiated by the state, cities, and other public sector orga-
nizations. Furthermore, as public sector tasks are often decomposed to various
actors, each and every one makes their purchase based on their own needs.

This approach has led to surplus of information systems. For instance, a
recent study on information systems at a city of Kerava, Finland, with 35.000
inhabitants found out that here were 93 information systems that interacted in

c© Springer Nature Switzerland AG 2021
X. Wang et al. (Eds.): ICSOB 2021, LNBIP 434, pp. 3–9, 2021.
https://doi.org/10.1007/978-3-030-91983-2_1
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4 M. Setälä et al.

one way or another [13]. Extrapolating from this, as there are over one hundred
cities in Finland, one can conclude that there are thousands of information sys-
tems, many of which made to order. Furthermore, while designing systems to
order based on a public tender arguably fosters competition, the model has also
been considered time consuming and error-prone [7].

While software is (almost) free to copy, there is no point in copying a piece
of software that is specifically crafted for single client, solving a single problem
that no-one else has. Since all software needs maintenance, this model leads to
overly expensive use of software, and replacing it is next to impossible, because
the replacement should be done following the same model – public tender and
bidding for contracts. In other words, vendor lock-in forces municipalities to use
a certain product or service, regardless of its quality, because switching away
from it can be challenging, and the switching costs may be substantial [14].

To understand the scale of the public sector software we are talking about, let
us consider software company Gofore1 as a representative consultancy company
operating with public sector based on public information2. It is pointed out that
year 2019, 70% of the revenues of the company, totalling 64Me, resulted from
public sector. In addition, it is pointed out that during years 2017–2019, public
sector has increased on average 45%, whereas private sector only reached 24%
at the same time. With several other companies similar to Gofore in the Finnish
ICT ecosystem, public sector software has huge potential for exports as well. In
total, the state of Finland only made a procurement worth over 1000Me [8] in
the field of ICT. Much of the associated software is made to order, and focuses
on problems of a single organization only.

In this paper, we argue that to maintain software sustainability in this con-
text, three core elements must be considered:

– mosaic-like enterprise architecture – Mosaic EA for short – for public sector
that allows integrating services from various vendors;

– ability to deploy subsystems in a fashion where they can liberally interact,
but need no direct access; and

– systematic, affordable way to build subsystems that meet stakeholders’
requirements.

The paper is based on observing public sector projects and related tenders as
well as on bidding for such projects. The three authors have jointly more than
75 years of experience in practice and in academia. The experiences are drawn
mostly from Finland. However, Finland is a good representative of a Northern
European highly digitalized welfare state inside the European Union. Impor-
tantly, we consider the export possibility as a mechanism to foster sustainability.

2 Background and Motivation

While in many businesses, IT forms the core of all operations, the public sector
often needs to outsource the whole solution. For instance, resources are often
1 https://gofore.com/en/.
2 https://gofore.com/vuosi-2020-julkisen-sektorin-kumppanina/.

https://gofore.com/en/
https://gofore.com/vuosi-2020-julkisen-sektorin-kumppanina/
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allocated such that the organization can run its operations but not design and
implement new solutions. To foster competition, public sector information sys-
tem projects are often based on public tenders. Typically, these are formal,
structured procedures for generating competing offers from different potential
suppliers or contractors, who seek to win a service contracts. The contract can
involve several phases of software development and operations. For instance,
specification phase can be a separate contract, separated from implementation.
Similarly, the contract can also include running daily operations [6].

Upon placing an open tender for the development, organisations often seek
to avoid vendor lock-in. However, this is not always successful. Since tender-
ing is only the beginning of the implementation process, chances are that it
takes a considerable amount of time before the new system is operational, and
during this time, the situation might change. Furthermore, those that loose in
the tendering process can slow this even more with claims of unfair tendering.
Hence, public sector actors by necessity must provide their services with various
systems, some of which are new and some of which may have a long history.
This, with the growing tendency to build systems that rely on other systems
– for instance using AWS for certain routines via a well-defined API – adds
complexity to managing public sector software.

Oftentimes, these tenders are based on a organization-centric view, simply
because the acquiring organization focuses the tendering process to its own
needs. For an end user citizen that needs such service, the result is that she
needs to access the particular information system, and the service cannot be
easily linked to other, related services. Hence, the end user needs to access the
different systems independently, and ensure that her data in the different systems
are in sync.

Based on the above, we argue that to manage its information systems a transi-
tion is needed from organization-centric to a citizen-centric model. To implement
such, public sector organizations need an enterprise architecture (EA) that fos-
ters open competition for tenders as well as supports multi-vendor operations.
Furthermore, this EA must be defined and under the control of the organiza-
tion in question, as otherwise it no longer can operate independently. We call
such model Mosaic EA, since each party can provide individual pieces to the
mosaic, whereas the public sector actor(s) fundamentally control and maintain
the system as a whole.

3 Proposed Architecture and Approach

Today, there is a common tendency to acquire information systems such that
one vendor delivers the whole solution. That way, the development is under the
control of the single vendor, who can decide on many of the technical details.
However, these systems do not constitute a coherent enterprise for public sector,
but each one of them is a separate entity, with minimal interaction with other
systems. To improve, we propose that systems are acquired in a fashion where
their interfaces enables interaction across the different systems. Based on our
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Fig. 1. Mosaic EA illustrated. Left: traditional software subcontracting model: each
domain has own solutions, and nothing is shared. Center: Situation in Finland today:
mix of shared and private databases, applications made to order. Right: true Mosaic
EA, where databases and services are shared, based on open APIs.

view, this calls for reconsidering the role of each vendor and the public stake-
holders, so that data and services can be shared across different applications.
This is illustrated in Fig. 1.

Mosaic Enterprise Architecture. Echoing the findings of [14], the development
of a unified enterprise architecture is critical to the success of public sector
software systems. The fashion we propose implementing this uses a mosaic as a
metaphor. In a true Mosaic EA, the system consists of independent services that
can originate from various vendors. A Mosaic EA defines common guidelines that
are needed for monitoring and updating the services. Furthermore, openness,
transparency and the ability to connect to other systems are at the core of
Mosaic EA. In addition, Mosaic EA is used to define APIs for different services.
These APIs are the only way to interact with other services, and each API can be
implemented by several vendors. Therefore, services can be replaced with new,
updated ones, given that the APIs remain unchanged.

Macro-service Decomposition. The services defined by Mosaic EA have been
inspired by micro-services and micro-service architecture [10], but they are of
coarser granularity. Hence we call them macro-services. While a micro-service
is something that a team of developers can single-handedly design and deploy,
macro-services are of size and complexity that can be easily covered by a single
public tender. Furthermore, a common requirement is that the macro-service API
remains well-defined and maintained, so that it can evolve over time, and they
can be replaced without major complications. Furthermore, with well-defined
and maintained API, also reusing testware is possible. Hence, macro-services
are a tool for the public sector when considering acquiring new information
systems. While not an advocated practice in general, real-life examples of such
systems are numerous, already when considering only Finland. These include
regulatory and legal principles – such as registry legislation or taxation and anti-
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corruption regulation, as well as national registries, digital health care services,
and digital authorization and mandates. In more detail, the Digital Fact Sheet
2019 Finland [3] lists the following services we characterise as macro-services: (i)
the eAuthorisations service verifies a person’s or organisation’s authorisation to
use digital services; (ii) a semantic interoperability workbench was implemented;
(iii) Two new important registers have been created, incomes register and register
of housing company shares. In general, the report presents a number of potential
macro-services that seem like ready-made components for Mosaic EA. Obviously,
these are just the tip of the iceberg, and there are several candidates when digging
deeper in the existing services.

Low-Code Development. The final piece in the proposal is relying on low-code
development model, where tools enable rapid development of new systems. The
model has been found helpful in automating processes in e.g. manufacturing
[12,16]. A recent Gartner report [15] proposes certain essential use cases for the
technology, where productivity gains are identified for professional and citizen
development. In addition, considerable benefits are also seen in as speed of deliv-
ery. At present, tools for low-code development are plentiful. Often, they support
rapid application development, one-step deployment and execution, and man-
agement using declarative, high-level programming abstractions. Model-driven
development and metadata often play an important role. In parallel, also new
development practices, such as opportunistic reuse [4], is opening doors to faster
development and deployment, although arguably with a higher risk rate [9]. Both
approaches offer faster development and deployment as ever before, to the extent
that the whole public sector is at a brink of a potential disruption. At the core of
this disruption is true openness at interface level, which combines macro-services
and low-code development in the proposed model.

4 Discussion

Our key assumption is that no organization is interested in purchasing and man-
aging small subsystems. Hence, to avoid large, vendor specific subsystems, a
supporting enterprise architecture is needed, which we call Mosaic EA. This
EA enables managing and operating the system, so that several vendors can
participate in the development. In addition, since the organization operating the
system needs assume its control, this liberates public organizations from vendors
that aim at taking control over the systems. However, the public sector players
have to have their own technical expertise to define and maintain the Mosaic
EA. Currently, they continue relying on vendor’s technical expertise [14], which
needs to be changed for the new approach to work.

With this approach, if and when the public sector wants to buy complete
systems, any vendor can be the lead in the process, as long as there is a healthy
ecosystem producing and operating subsystems for the MEA. This consists of
API economy based on clouds [11], reliance on open source [5], and strategic
decision for a public actor to avoid vendor lock-in. The main foreseen negative
consequence concerns large companies as this lowers the barrier of entry to the
field. Indeed, one does not need to be a Global giant to serve governments.
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The new model can also catalyst new income in terms of exports, which can
be based on the same model. So far, the most focused approach is EU’s Gaia-X
initiative [1]. At present, the initiative is not yet at the level of Mosaic EA, but
it is under active development, aiming to shape the whole EU software industry.
We expect that this will inspire new types of software ecosystems, where smaller
actors can participate in projects in a key role.

Supporting the proposed more generic approach requires a change in busi-
ness processes as well. Current business models favor the large vendors and
the large subsystems. Moreover, interoperability issues with completely closed,
single-vendor systems traditionally introduce problems related to reuse or replac-
ing the system, which the proposed model is trying to eliminate. Similarly, par-
allel use of several systems, which address the same issue but are designed by
different vendors, is often complicated.

Finally, from the technical perspective, it is important to notice that macro-
services represent a level of abstraction that can be conveniently specified at
a contractual level, not necessarily something that is convenient to implement
as such. Instead, macro-services’ practical implementation requires their decom-
position into smaller entities. Some of these can be new, but interfacing with
existing macro-services is also possible. Furthermore, many of the existing imple-
mentations rely on open source components, which can be implemented by some
other actors than the company that delivers the service to the public sector. In
addition, in certain cases relying on AI requires a related approach, where AI
related features are separated from the rest of the system, to avoid potential
problems related to confidentiality, for instance.

5 Conclusions

In conclusion, when public sector acquires software systems, the requirements
are often based on the intermediate needs at hand. This leads to an architec-
ture model, where each system is tailored for a particular actor, and offers little
opportunities for reuse. In this paper, we clam that this model is not sustainable
for public sector in the long run, but a more ecosystem centric view is needed.
As the technical solution that is inline with such ecosystems, we propose follow-
ing a mosaic-like approach called Mosaic EA as the starting point of both the
development and tendering process to initiate it.

With this framework in place, the development of functions can advance from
one tendering process at a time. However, tendering and development needs
to follow the ideology defined by the Mosaic EA, with guidelines how to deal
with open APIs in the technical sense and ecosystem formation guidelines and
operations in the process and organizational view. Moreover, since there are
several open source projects as well as new methodologies such as low-code
development, we expect that the new model will decrease IT costs, due to the
increased competition and the ability to select the services in smaller, more
understandable, upgradeable pieces, instead of acquiring a single system that
must also be upgraded as such.
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Achieving this, however, requires a new mindset, where public sector orga-
nizations assume responsibility over their information systems. This calls for
increased IT and EA competence in the public organizations.

References

1. Braud, A., Fromentoux, G., Radier, B., Le Grand, O.: The road to European digital
sovereignty with Gaia-X and IDSA. IEEE Netw. 35(2), 4–5 (2021)

2. Caudle, S.L., Gorr, W.L., Newcomer, K.E.: Key information systems management
issues for the public sector. MIS Q. 171–188 (1991)

3. European Commission: Digital Government Factsheet 2019: Finland (2019)
4. Hartmann, B., Doorley, S., Klemmer, S.R.: Hacking, mashing, gluing: understand-

ing opportunistic design. IEEE Pervasive Comput. 7(3), 46–54 (2008)
5. Jokonya, O.: Investigating open source software benefits in public sector. In: 2015

48th Hawaii International Conference on System Sciences, pp. 2242–2251. IEEE
(2015)

6. Koski, A., Mikkonen, T.: On the windy road to become a service provider: reflec-
tions from designing a mission critical information system provided as a service.
In: 2016 International Conference on Information Systems Engineering (ICISE),
pp. 51–56. IEEE (2016)

7. Koski, A., Mikkonen, T.: What we say we want and what we really need: expe-
riences on the barriers to communicate information system needs. In: Ramachan-
dran, M., Mahmood, Z. (eds.) Requirements Engineering for Service and Cloud
Computing, pp. 3–21. Springer, Cham (2017). https://doi.org/10.1007/978-3-319-
51310-2 1

8. Kähkönen, H.: Growth in government ICT procurement slowed - We list the
top 20 suppliers. TIVI, 12 March 2021 (2021). (in Finnish). https://www.tivi.
fi/uutiset/valtion-ict-hankintojen-kasvu-hidastui-listasimme-top-20-toimittajat/
0b7d7b29-6250-4c8d-aaa3-b21da75ff785
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Abstract. Companies are required to think of ways to address their
sustainability responsibilities and impacts. Although they commonly
present some of their activities and impacts at a high-level of abstrac-
tion in their sustainability strategies, the impacts of their products and
services may remain unclear in such reporting. This is partly due to the
lack of suitable tools to increase their awareness regarding the potential
effects of these products and services on different sustainability dimen-
sions. Using a case study, this paper shows how the Sustainability Aware-
ness Framework (SusAF) can be applied to identify such potential effects
of an IT company’s (software) product and how such identified effects
could be linked to the company focus.

Keywords: Software product · Sustainability effects · SusAF

1 Introduction

Evidence suggests that the planet’s average surface temperature has risen by
approximately 0.9 ◦C since the late 19th century as a result of increased carbon
dioxide and other human-made emissions in the Earth’s atmosphere. This rise
in temperature has led to a range of environmental issues including warming
oceans, shrinking ice sheets, etc. It is argued that climate change is inevitable,
and the consequences are potentially irreversible in the absence of major action
to reduce emissions by all stakeholders [12]. Complying with the requirements
set by both governments, as well as users, is a very high priority, especially in
the business community [14].

Corporate responsibility (CR) is concerned with the longevity of an organ-
isation and aims to ensure organisational activities have a positive impact on
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society, the environment, and the economy [8]. However, the environmental chal-
lenges facing planet Earth require a dramatic transformation in the way in which
companies of all sizes address their corporate responsibilities [1]. Low [11] argues
that corporate responsibility is not only about running a profitable business but
also about caring for the social and physical environment within which the com-
pany operates. A responsible and sustainable business is one that takes account
of the positive and negative environmental, social and economic effects it has on
society. As a result, responsible and sustainable activities need to be adopted as
an integral part of all business actions and decisions.

This paper presents a case study with one company in the IT field, providing
financial management services to other companies. Within this case study, we
have anticipated potential effects of one of the company’s products with the help
of the Sustainability Awareness Framework (SusAF) [6] and link these potential
effects to the sustainability goals (and actions) presented by the company. Our
research question for this study is “How can the existing products and services
of the company be studied to find possibly new sustainability effects and how
can these effects then be connected to the sustainability goals of the company?”.

2 Sustainability

Society’s high dependency on software systems has resulted in the emergence of
sustainability as a growing area of interest in the field of system science [15].
In the context of this paper, sustainability is defined as the capacity of a socio-
technical system to endure [2]. Two important and closely related concepts which
extend the basic definition of sustainability are sustainable use and sustainable
development. Sustainable use of a system S is defined with regard to a func-
tion F and a time horizon T, which in essence means to “use S in a way that
does not compromise its ability to fulfil F for a period of T” [10]. The impacts
of sustainability actions are typically mapped to different sustainability dimen-
sions, i.e. the three pillars of the Brundtland report [4] (economic, environmental
protection, and social) or more recently added technical [13] and individual [9]
dimensions. Consensus on what sustainability means in the field of software sys-
tems engineering is still emerging despite a number of attempts to formalise
a definition [15]. To address this, the Karlskrona Manifesto for Sustainability
Design [2] provides a focal point for establishing a common ground for the soft-
ware systems engineering community to engage with sustainability by advocating
a set of fundamental principles and commitments that underpin sustainability
design. The principles stress the importance of recognising that sustainability is
an explicit consideration, even if the primary focus of the system under design is
not sustainability. The concept of sustainability has been discussed extensively
in a number of publications and readers are directed to these for an in-depth
treatment of this topic [3,5].
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3 Sustainability Awareness Framework

The Sustainability Awareness Framework (SusAF) was proposed by the Sustain-
ability Alliance for Sustainability Design as an approach that provides companies
(or any other interested stakeholders) a process to think about and extend their
perception on possible sustainability-related effects of their technological-based
products and services. SusAF adopts the five above mentioned sustainability
dimensions (read more how they are considered in SusAF from [6]).

SusAF is based on the ideas presented by Becker et al. [3] and can be used
in different formats, such as a means to self-reflection, to guide conversations
with experts or in workshops with several stakeholders. The latter is its most
common application, which consists of a process that helps stakeholders to
discuss how an organisation’s products and services may affect the different sus-
tainability dimensions and produce, as an outcome, a broader perception of the
possible effects of products and services. The workshop has different phases.
The scoping phase helps to uncover the participants’ current understanding
of the product/services’ sustainability effects. The discussion phase uses a set
of guiding questions to reveal various potential effects on different sustainabil-
ity dimensions and timescales (orders of effects - direct, indirect and structural
[10]). The identified effects may be positive (e.g. benefits) or negative (e.g. trade-
offs or rebound effects) and may lead to other effects, thus forming chains of
effects. The analysis phase revise, classify and summarise effects and chains
of effects. It also attempts to identify the threats and opportunities that such
effects may bring to the organisation, as well as define possible actions to miti-
gate threats and exploit opportunities. Finally, the reporting phase produces a
short report with the main findings of the process. During the discussion, analy-
sis and reporting, chains of effects can be captured on a Sustainability Awareness
Diagram (SusAD), as shown in Fig. 1. This diagram aims to give an overview of
the possible effects (notes in figure) in relation (position in figure) to sustainabil-
ity dimensions and timescale of the effect (immediate, enabled and systemic),
and how effects can lead to each other (arrows between notes). Openly available
material for SusAF is accessible at Zenodo1.

4 Case Study: The IT Company

SusAF has been applied to different companies and their software products dur-
ing the past few years [6]. This study reports on the application of SusAF to
financial management software from a large international IT company. This soft-
ware automates financial management processes in real-time.

4.1 Workshop

The sustainability awareness activity with the IT company was arranged as a
half a day workshop with two product owners, three experts - in social, envi-
ronmental, and technical fields - and three researchers. The latter facilitated
1 https://zenodo.org/record/3676514#.XsTgKy-ZPGI.

https://zenodo.org/record/3676514#.XsTgKy-ZPGI
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Fig. 1. Illustration of a SusAD with a
set of effects and possible links between
effects.

Fig. 2. Visualisation of the main effects
of the case study on example category.

and recorded the workshop. The scoping and discussion phases were carried out
during the workshop. The scoping phase was used for getting a holistic view
of the IT product and its features. The product was shortly introduced and a
view of the preliminary company understanding of the sustainability effects on
that particular product was constructed. The discussion phase used the guiding
questions of SusAF to discuss the various features and the potential effects of
the product. All discussions were kept open in terms of following the discussion
topic to other areas and cross-related impacts. Facilitators guided the discussion
based on the SusAF questions, and the experts provided their viewpoints.

4.2 Analysis

The analysis of the workshop discussions was carried out by researchers after
the workshop. Raw data consisted of the notes on the main points of the guided
discussions carried out during the workshop. The analysis followed three steps:

Sustainability dimensions coding. Here is worth noting that the discussions
followed the questions, one dimension at a time. However, effects prompted
by the discussions can span across dimensions. In this first step, we coded the
notes according to the questions that prompted them, not considering the
dimension of the effects themselves.

Generalising and combining the effects. In the second step, effects in differ-
ent dimensions were combined if they meant the same. Links between different
effects were looked at.

Categorisation of the effects. In the end, the rather high number of possible
effects are categorised into a few very descriptive high-level categories to
summarise the outcomes.
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4.3 Results

At the beginning of the workshop, the IT company recognised only three sus-
tainability effects that its financial management software might have. Firstly,
managing finances digitally clearly reduces paper use (ecological impact) as all
invoices etc. are in a digital form. Secondly, the digitalised system saves time
(economic impact) as many operations are or can be automated. Thirdly, the use
of the financial service forms a community (social impact) or an ecosystem of
stakeholders. This perception is based on their experience of how their customers
link to each other and use the peer network to collaborate.

The discussions at the workshop revealed 28 direct (first-order) effects,
approximately 100 enabling (second-order) effects and 23 structural (third-order)
effects and several chains of effects. These effects were grouped into six high-
level categories at the end of the analysis: Automation and digitalisation, Data
and data security, Customer analytics, System improvement and training, Sys-
tem architecture, maintenance and interoperability and Future possibilities. For
each of these categories, a set of the main effects and their chains of effects were
visualised (as shown in Fig. 2 for Automation and digitalization).

5 Mapping Sustainability Focus of the Company
and SusAF Results

For this study the web pages of the company under study were studied for reveal-
ing the current sustainability emphasis, sustainability values and activities of the
company. This analysis revealed that according to their sustainability reporting,
the company contributes to the sustainable growth and prosperity of industry,
public organisations and the society in general. The company emphasises a) envi-
ronmental responsibility, b) economic growth and c) support for society. These
match well with the triple bottom line [7] and are used as high-level categories
for measuring the company impacts.

The environmental responsibility of the IT company can be divided into a)
minimising their footprint by using resources (energy, water, . . . ) efficiently and
reducing waste and pollution and b) providing efficient solutions (hand-print) for
their customers to reduce their footprints. The efficient solutions are fully digi-
talised and provide optimised workflows that reduce printing needs and provide
time savings. All these were clearly reported under the environmental section
of the sustainability reports, and the company seemed to have a clear vision of
their impacts. Economic growth is tackled by providing automated solutions for
companies to run their operations effectively. The solutions comply with the nec-
essary laws and consider ethical decisions in all actions. The support for society
includes actions on social welfare, health and education. Their passion for gender
equality and social diversity helps them to support the local communities.

After the analysis of the sustainability focus and activities of the company,
the results of the SusAF analysis were mapped to the high-level categories of the
company activities (Environmental responsibility, Economic growth and Support
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for society). The purpose of this mapping is to study if critical analysis of a single
product or service could help in finding new possible avenues for reinforcing
positive sustainability impacts of the company and mitigating negative ones.
Table 1 shows the results of this mapping. Table 1 presents the original company
perceptions (bolded), and adds some positive and negative contributions from
the SusAF work, that can point out possible new avenues for the company.

Digitised services like the product under study have a few clear, but not often
emphasised, environmental effects. The use of a centralised service will optimise
the infrastructure and its energy usage. However, it’s important to transpar-
ently provide data concerning the energy usage of the offered service as that
could provide a better vision of the footprint for the customer. Too often, we
neglect to count the effects outside our own environment, e.g. energy usage of the
data center used for the service. Although the original perception of the product
contained only three possible effects, the company, in general, already has an
understanding of its possible impacts. Digitalization and automatization of IT
services can have several effects of economic growth. Technically, digitalization
enables better scalability and optimisation of processes and, once audited, will
ensure the compliance to regulations. On the other hand, automatization can
have effects on the social and individual dimensions of sustainability. Digitaliza-
tion of services will evidently change the working habits and may even change
the worker roles. This may even lead to loss of certain types of roles (e.g. accoun-
tants), but at the same time may enable the more efficient use of these people
and their knowledge on other tasks. Due to automatization, there is a risk that
certain knowledge will vaporise over time. These kinds of structural changes

Table 1. Linking of SusAF sustainability effects to the company focus

Service effect category

based on SusAF

Environmental

responsibility

Economic growth Support for society (local

communities)

Automation and

digitalisation

Reduction in

paper use (+),

Optimized energy

consumption (+)

Time and money savings

(+), Less people needed

(+), Process knowledge in

the system (+)

Vapourization of knowledge

(−), Social inequality (−),

Less interaction (−), No

boring tasks (+), New

working habits (+), New

roles (+)

Data and data

security

Potential risk of data loss

(−), Accountability (+),

Trust (+), Transparency (+)

Trust (+), Transparency (+),

Compliance to regulations

(+)

Customer analytics Decreased need

for travels (+)

Informed decisions (+),

Uptodate knowledge (+)

Social exclusion (−), User

satisfaction (+), Agency (+),

Surveillance (−)

System improvement

and training

Community testing and

improvement (+), Loss of

opportunities (−)

Increased participation (+),

Peer support (+), Reduced

training cost (+), New skills

(+), Less face-to-face

conversation (−)

System architecture,

maintenance and

interoperability

Reduced

infrastructure (+),

Transparency on

energy usage (−)

Workforce and cost savings

(+), Maintenance costs (+)

Future possibilities Scalability (+),

Optimization (+)

Inclusiveness and equity (+),

Loss of roles (−)
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are hard to forecast but, if seen and understood early enough, mitigations to
anticipated negative effects could be engineered into the product or taken into
consideration in the surrounding processes and company strategies.

6 Conclusion

The workshop with an IT company on one specific product and analysis of
the gathered data revealed approximately 100 different potential sustainability
effects, considerable more than the three effects mentioned by the company in the
scoping phase. The analysis of the sustainability focus of the company revealed
(another) three quite clear impact areas. These were supported by examples
of different sustainability actions. When the outcome of the SusAF workshop
(possible effects) were mapped to the company focuses it became clear that
the company could utilize more of their product effects on their sustainability
reporting. Thus SusAF helps the companies to increase the awareness of possible
sustainability effects they have.
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Abstract. Sustainability is a major concern for our society today. Software acts
as a catalyst to support different business activities which have an impact on sus-
tainability. Research from software engineering and other academic disciplines
have proposed various software sustainability guidelines, tools, and methods to
support software sustainability design in industry. However, there are still chal-
lenges on how to design and engineer sustainability into software products by
software development practitioners in industry using those proposed sustainabil-
ity guidelines and tools. The goal of this research is to seek understanding on what
software sustainability means for software development practitioners and identify
how to properly support engineering of sustainability into software design and
development through academic research. Data were gathered and analyzed using
grounded theory from workshop with different software development practition-
ers to seek their understanding on what sustainability means in their software
systems. The results show economic and technical sustainability dimensions are
the most important to software development practitioners for software sustain-
ability. While the social sustainability dimension was not considered for software
sustainability. Thefindings from this study indicates contrast in academiawhere all
sustainability dimensions are treated as an important element to achieve software
sustainability. Therefore, there is need for better collaboration between industry
and academia to improve understanding of software sustainability and support
effective sustainability engineering in software systems.

Keywords: Sustainability · Software sustainability · Software engineering ·
Software development practitioners

1 Introduction

In a broad definition, software sustainability is the capacity of software systems to
endure [1]. Sustainability is now important worldwide, reinforced through the global
development goals (SDGs) with different initiatives worldwide to tackle the problem of
sustainability [2]. Sustainability is the founding principle of sustainable development,
which encompasses four interrelated areas ecology, economics, politics, and culture [3].
Sustainable development has been reported as one of the top three challenges for humans
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today and tomorrow. The world is faced with challenges in all dimensions of sustainable
development - economic, social, and environmental [4].

Sustainability is becoming an important factor in business today. As reported by
Bonini et al. [5] sustainability is a crucial element in the agenda of many companies but
their environmental, social and governance activities are disconnected from sustainabil-
ity in their core strategies. According to Nielsen’s global online study [6], the percentage
of consumers willing to pay extra for products and services from companies dedicated to
positive environmental and social impact increased from 55% in 2014 to 72% in 2015.
McKinsey [5] estimates that the clean-tech product market will reach $1.6 trillion by
2020, up from $670 billion in 2010. Bonini et al. [5] research finds that a handful of
companies are capturing significant value of sustainability by systematically pursuing
the opportunities sustainability offers. Most companies creating value through sustain-
ability look first to improving returns on capital, which often means reducing operating
costs through optimized natural-resource management (such as energy use and waste).

Onemajor catalyst at the core of Information and Communication Technology (ICT)
for companies in optimizing resources usage is a software system to support different
activitieswithin companies. Thismeans software is amajor driver of social and economic
activity [7] and the backbone for ICT. Studies have shown that the global environmental
impact of ICT itself is roughly 2%and ICTcan reduce the global footprint of other sectors
by up to 16% [8]. This shows the importance of software as a driving force. However,
Software development practitioners lack the knowledge, experience andmethodological
support that can enable discussion about sustainability effects in software design [9].
This research investigates the gap in understanding what software sustainability means
between academia and industry. The goal is to identify the differences that will facilitate
future research efforts on how to support engineering of sustainability into software
design and development between academia and industry. The remaining part of this
paper is structured as follows: background studies are detailed in Sect. 2. Section 3
covers the study design. Results and discussion are in Sect. 4 and Concluding remarks
is in Sect. 5.

2 Background

Sustainability as a concept was created from forestry meaning “never harvesting more
than what the forest yields in new growth [10]”. The word “Sustainability” was first used
in 1713by authorsGerman forester and scientistHansCarl vonCarlowitz in a book called
Sylvicultura Oeconomica [11, 12]. Sustainability from a broad perspective is a vision for
the world in which current and future humans are reasonably healthy; communities and
nations are secure, peaceful and thriving; there is economic opportunity for all; and the
integrity of the life-supporting biosphere is restored and sustained at a level necessary
to make these goals possible [13]. Sustainability is also a process that helps create a
vibrant economy and a high quality of life, while respecting the need to sustain natural
resources and protect the environment [14].
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2.1 Sustainability and Software Engineering

Relating sustainability to software, Giovannoni et al. [15], Rondeau et al. [16] and
Kuhlman et al. [12] classified sustainability for software into three pillars; Planet (envi-
ronmental sustainability), People (Social Sustainability) and Profit (Economic sustain-
ability). Sustainability in software engineering (SE) can be viewed from four perceptions
[17]:

• Sustainability in software development (Design): the processes that take place within
software design and development (software development life cycle).

• Software for sustainability (Usage): how software systems are used to support
sustainability (embedded software for energy efficiency in fridge).

• Green software systems (Focused impact): dedicated to software systems that consume
less energy resources and generate environmental awareness.

• Sustainability of software ecosystems (Net effect) addresses the overall impact of the
entire software ecosystem (systems of system).

In SE, software sustainability is now classified into five dimensions [18]:

• Technical sustainability covers the fundamental goal of long-time usage of sys-
tems and their suitable evolution along with changing user requirements and environ-
ments. For Software Engineering (SE), the question is ‘How can software/service be
designed and developed for easy evolution, maintainability, adaptability to changes
in the future’?

• Environmental sustainability refers to the use andmaintenance of natural resources,
such as water, land, air, minerals. For SE, the question is ‘How does software/service
impact and affect the environment during/after development and maintenance?’

• Social sustainability is about the relationship between individuals, groups and main-
taining social capital; the mutual trust structure in the societal communities. For SE,
the main question is, ‘What are the impacts of software systems and services on the
society?’ (Example: communication, sense of belonging, interaction, and equality).

• Individual sustainability refers to the maintenance of individual human capital,
health, education, equal access to services, ability to thrive, exercise their rights, and
develop freely. For SE, how does software/service support the individual endeavor
towards the goals of that person (end user)?” software should be created to support
adaptation and personalization (end user). For software developers this individual
sustainability may also mean their own satisfaction of their product.

• Economic sustainability is about maintaining financial capital, assets and added
value towards financial growth. For SE, the focus is on how to design and develop
software systems and services in a cost-effective manner.

Some researchers also suggested some specific definitions regarding sustainability
as it is understood and perceived in the software engineering community for software
systems. Among the most cited definitions are the following in Table 1:
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Table 1. Software sustainability definitions from academia

Software sustainability definition
from research

Interpretation Identified sustainability dimension

“Ability to modify a software
system based on customer needs
and deploy these modifications”
Seacord et al. [19]

Software sustainability based on
this definition means the ease at
which user requirements can be
implemented in a software which
corresponds to modifiability

Individual: Satisfying user
requirements
Technical: Implementing user
requirements in the software

“Software you use today that will
be available and continue to be
improved and supported in the
future” Software Sustainability
Institute [20]

Software sustainability requires
qualities such as availability,
extensibility, and maintainability

Technical: Degree to which a
software is available, extensible,
and can be maintained

“Long living system that should
last for more than 15 years and
can be cost efficiently maintained
and evolved over its entire life
cycle.” Heiko Koziolek [21]

This means how well a software
can exist while been economical
to maintain. The definition
suggests maintainability,
evolution and extensibility over
time (longevity). Also, this view
is supported in research by
Venters et al. [22] stating that
longevity and maintenance are
the two most important factors
for understanding software
sustainability

Technical: Maintainability,
extensibility
Economic: How cost efficient is
the maintenance of the software
over time

“Software whose direct and
indirect negative impacts on
economy, society, human beings,
and environment that result from
development, deployment, and
usage of the software are minimal
and/or which has a positive effect
on sustainable development.”
Naumann et al. [23]

This definition points at the need
for developers and organizations
to be aware of how to minimize
negative impacts of software
development and usage on
economy, society and people.
Also, the impacts from such
software development and usage
should positively support
sustainable development

Environment: Reduce impacts
such as pollution and resource
usage during software
development and usage
Individual: Reduce the negative
impacts software can have on user
Economic: Ensure software is
designed and developed in a way
that ensures economic values are
not wasted

“From the sustainable
development and climate change
point of view, good software
helps to reduce greenhouse gases,
waste, and resource requirements
while bad software increases
them. Sometimes software can be
downright ugly: badly written,
difficult to use, and resource
intensive. On the other hand, we
can have elegantly beautiful
software that not only reduces
resource use but also affects how
people see sustainable
development” [24]

The definition categorizes
software into good and bad from
a sustainable development lens.
The author perceives a good
software as software that aids in
decreasing greenhouse gases,
wastes, and resource
requirements. This means
software that is designed to aid in
reduction of harmful
environmental impacts promote
sustainable development

Environment: Reduce
environmental negative impacts
such as greenhouse gases and
wastes
Social: Impact how people
perceive sustainable development

(continued)
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Table 1. (continued)

Software sustainability definition
from research

Interpretation Identified sustainability dimension

“The term Sustainable Software
can be interpreted in two ways:
(1) the software code being
sustainable, agnostic of purpose,
or (2) the software purpose being
to support sustainability goals,
i.e., improving the sustainability
of humankind on our planet” [25]

The author interprets sustainable
software from two perspectives:
clean code that can be maintained
(sustainable) and software for
sustainability

Technical: Maintainable code
Environment: sustainability of
the planet
Social: sustainability of
humankind (people) on the planet;
helping the people to enhance
sustainability of the planet

2.2 Sustainability and Software Engineering Practice

Sustainability in software engineering is centred around building trustable, durable soft-
ware that fulfills users’ demands and decreases environmental effects at the same time
[26]. Therefore, it is important to integrate sustainability in software engineering tomake
software development processes and products sustainable. In 2014, the authors of the
Karlskrona Manifesto established a broad comprehension of sustainability in software
engineering. The signatories call for the establishment of a software engineering process
based on sustainability that will profoundly change the role of software engineers. Soft-
ware engineers are to share responsibility for the impacts of their products and services.
Software engineers usually refer to sustainability in only one dimension, namely the
environmental one. It ignores the fact that the concept of sustainability can be applied to
five other dimensions: social, individual, environmental, economic, and technical [27].
The impacts of software are to be located on three-time scales: immediate, enabling, and
structural effects. Sustainability Awareness Framework (SusAF) was created to support
evaluation of software system sustainability impacts on these three different time scale
covering the five software sustainability dimensions [7]. Furthermore, in an interview
study, Chitchyan et al. [28] conclude that software engineers cannot adequately address
sustainability. There is a lack of tools and techniques in practice as well as the necessary
knowledge in education on this topic. The 13 interviewees in this study conclude that
organizations should invest in vision building and training to benefit from sustainabil-
ity in software engineering. This requires standards that assign tasks, obligations, and
responsibilities to software developers. Lammert et al. [29] also published an interview
study which shows that the current state (practice in industry) does not correspond to the
target state (theory in education) when it comes to integrating sustainability aspects into
software development. The 13 interviewees (Software Engineers and Developers) are
insufficiently involved in all software design process instead largely fixated on technical
implementation assign to their role. As a result, there are communication difficulties with
teammates from other areas. The authors conclude that one of the main reasons prevent-
ing change is role separation. SEs are limited to individual topics such as data security
but fall short of a broader concept of sustainability. The link between sustainability and
software development is a growing field for which a variety of definitions and perspec-
tives exist. In addition, the understanding of software sustainability is always linked to
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the respective software product or service. Thus, both academia and industry are forced
to search for individually adapted solutions to meet the demand for sustainability in
software development.

3 Study Design

The meaning of sustainability can be quantified when associated to a particular context,
according to Tainter [30] to define sustainability in a specific context, the question should
be “to sustain what”, “for whom”, “how long”, and “at what cost”. This research work
frames sustainability from the context of software sustainability for software companies
to identify the current perceptions of software sustainability from software development
practitioners in industry. Grounded theory [31] was applied in this research to identify
gaps between academia and industry on software sustainability. Data were collected
through two days online interview in a workshop from software development practi-
tioners within Europe. The first workshop was with entry level to junior-level software
development practitioners (1–3 years of work experience) and the second day was for
mid-level to managerial (senior) level software development practitioners (4 years and
above of work experience). The workshop participants (software development practi-
tioners in industry) were asked the following questions to get demographics as detailed
in Table 2:

• What is your job title?
• What is your education level?
• How many years of experience do you have in software development and manage-
ment?

• Company size categorized based on EU definition for business enterprises Large
(>250 staff) Medium (<250 staff), Small (<50 staff), Macro (<10) [32]

• Which industry best describe your company activities? The classification of industry is
based on statistical classification of economic activities in the European Community
[33]: Information and Communication Technology, Finance and insurance, Public
administration, Real Estate, Transportation and Storage, Health and Social work,
Manufacturing.

This was followed by the main research question to the workshop participants:

What is Software Sustainability? The goal of this question is to find out the perception
and understanding of software sustainability from the workshop participants.

After collating the answers from the workshop participants, a presentation of soft-
ware sustainability definition and software sustainability dimensions (see Table 1) from
academia was done by the researchers (authors). After that, the workshop participants
were asked the main research question and one sub question:

What is Software Sustainability? The goal was to identify differences in theworkshop
participants responses from the first time they were asked the same question. This is
to check if their perspective changed after the presentation on software sustainability
definition from academia.
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Table 2. Background of workshop participants

No Job role Education Years of
experience

Company size Industry type

1 Chief technical
officer

Masters 14 Large Information and
Communication
Technology

2 Chief information
officer

Masters 12 Large Information and
Communication
Technology

3 UX lord Bachelors 10 Small Finance and
insurance

4 Senior programmer Bachelors 9 Large Information and
Communication
Technology

5 Project manager Bachelors 7 Medium Health and Social
work

6 Software developer Masters 5 Small Transportation
and Storage

7 Software architect Masters 5 Medium Information and
Communication
Technology

8 Software analyst Bachelors 4 Small Information and
Communication
Technology

9 Programmer Bachelors 3 Large Information and
Communication
Technology

10 Junior engineer Bachelors 3 Medium Manufacturing

11 Junior developer Bachelors 3 Micro Information and
Communication
Technology

12 Web developer Masters 2 Small Real Estate

13 Full Stack
developer

Bachelors 2 Small Finance and
insurance

14 DevOps developer Masters 2 Medium Information and
Communication
Technology

15 Junior programmer Bachelors 2 Micro Public
administration

16 UX engineer Masters 2 Small Health and Social
work
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• Which sustainability dimension/s are important to you for software sustainability
and why? This is to identify the most important sustainability dimensions to the
workshop participants for software sustainability. This kind of data will be useful to
align research on software sustainability to industry interests and priorities.

The data collected were coded and categorized into the Five sustainability dimension
(economic, environmental, individual, social, technical) by the first two authors and the
third and last authors cross validated the codes. Issues with code mismatched were
documented and resolved by all the authors.

4 Results and Discussion

This section presents the results from the workshop and discussion based on the research
questions and sub-research question.

1. Results Before Presenting Academic Definition of Software Sustainability: The
first results from the workshop for software sustainability definition from practitioners
in industry as shown in Table 3 and Fig. 1 indicates that 75% of software development
practitioners in the workshop between entry level to junior level in industry has no clue
as to the meaning of software sustainability. Only 25% of them provided some sort
of definition. In contrast, 75% of mid-level to managerial level software development
practitioners have a certain understanding of software sustainability definition.

Fig. 1. First workshop results on software sustainability definition
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Table 3. First workshop results of software sustainability definitions from software development
practitioners in industry

Job title What is Software sustainability

Chief technical officer Software that meets the demands of our clients continuously, so
they keep using our products for more revenue

Chief information officer Software sustainability refers to a good piece of software that
continue to evolve with business demands overtime. There is that
sustainable pace of development to ensure business interest are met
on time

UX lord User friendly software that makes user satisfied while using the
software. Software requirements will change from time to time
because of the demands of younger generation but it must always
meet their needs especially the user experience

Project manager Software that is created in a sustainable way in which overtime it
can continue to evolve to meet business demands

Software Developer Software that you can manage

Software architect Software with good technical structure that run efficiently using
less computational resources

Junior engineer Developing software in sustainable way, making it to meet the
requirements

Junior developer Green software, like software to help support Sustainable
Development Goals

Fig. 2. Coding results of software sustainability definition from workshop participants before
academic presentation of software sustainability definitions
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Analysis of the coding results in Fig. 2 indicates that only economic, individual, and
technical software sustainability dimensions are partially considered by software devel-
opment practitioners. Responses from top management level (Chief Technical Officer
and Chief InformationOfficer) as detailed in Table 3 shows that software sustainability is
mainly linked to business demand (economic dimensions). Results fromTable 3 supports
research findings that software profession lacks a common ground that articulates its role
in sustainability design [27] and also lack the knowledge, experience and methodolog-
ical support that can enable discussion about sustainability effects in software design
[9].

2. Results After Presenting Academic Definition of Software Sustainability
and Software Sustainability Dimensions: All workshop participants were able to pro-
vide their perception of software sustainability after presenting academic definitionswith
the different software sustainability dimensions. However, all the definitions from the
workshop participants as shown in Table 4 are strongly tied to their job role.

Table 4. Second workshop results of software sustainability from software development practi-
tioners in industry

No Job title Software sustainability definition
from software development
practitioners in industry

Explanation by software
development practitioners to clarify
definitions of software sustainability
with associated sustainability
dimension

1 Chief technical officer Software sustainability means a
software that can grow efficiently
and effectively with business and
user demands without affecting the
environment

Economic, Technical and
Environmental: It is important for
business to thrive, so software in
this sense must be designed to
continuously be profitable and at the
same time ensure users are happy
when using the software. It must
also help reduce the impacts on
environment through proper hosting
in the cloud to reduce emissions that
comes from using the software

2 Chief information officer A good piece of software that
meets business demands and
ensure the health of the
environment and people through
proper software development

Economic, Technical and
Environmental: Software that
meets the demand of your business
by using less human, hardware,
financial, and even software
resources. But there needs to be
balanced to ensure the continuous
usage of the software

(continued)
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Table 4. (continued)

No Job title Software sustainability definition
from software development
practitioners in industry

Explanation by software
development practitioners to clarify
definitions of software sustainability
with associated sustainability
dimension

3 UX lord Easy to use software developed
using less hardware resources and
operates in environmentally
friendly manner

Individual, Technical: Software
should have great user experience
that supports user to achieve their
task in quick and easy way, this will
reduce the amount of time it takes to
complete a particular task in the
software which means less hardware
and software resource usage

4 Senior programmer Software sustainability is creating
software with clean codes that are
easily maintained and provide
customers with their needs

Economic, Technical: Efficient
coding that supports cost effective
software development and ensure
customer satisfaction

5 Project manager Software that can continuously
evolve overtime as business
demands changes while ensuring
value for business gain and user
satisfaction

Economic, Technical: When a
software is continuously useful to
the business at different era, it is a
sustainable software

6 Software developer Software that continuously meet
our customers demand

Economic, Technical: Meeting
customers demand means user are
satisfied and the software
continuous to be useful

7 Software architect Software that removes technical
and social debt but still ensures
business demands are met

Technical, Economic: when
software demands changes in future,
can the changes be easily integrated
in the software based on the
software architecture and how does
it affect the development process

8 Software analyst Software that uses less
computational resources to achieve
user task

Economic, Technical: Today we
are in era of cloud and it is
important to create software in a
way that ensures less computational
resources are used so the company
can spend less for example in
hosting services and also running
the software

9 Programmer Sustainable software that can
easily be maintained without
overspending compared to the cost
of maintaining similar software

Economic, Technical: The
software should be cost effective to
meet the economic dimension and
also easily maintained

(continued)
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Table 4. (continued)

No Job title Software sustainability definition
from software development
practitioners in industry

Explanation by software
development practitioners to clarify
definitions of software sustainability
with associated sustainability
dimension

10 Junior engineer Software that satisfies users and
promotes better use of resources
during development

Technical: It is essential to create
software that user can use but also
ensure that the software usage don’t
lead to poor use of hardware
resources in the society

11 Junior developer Software for positive climate
change

Environmental, Technical:
Software that help reduce pollution,
protect the environment and help
people make choices that wont
affect the climate

12 Web developer Software application that can be
easily integrated with other
application

Economic, Technical: Many
software applications are part of
other big software system. It is
important for any software
application to be easily integrated
seamlessly for our users. This will
make us continue to be in the
business

13 Full stack developer A software that ensures customers
requirements are achieved and
many users are happy to buy it for
their home

Economic, Technical: User
satisfaction is important in order to
make profit from any software

14 DevOps developer It is a software that is developed in
a cost-effective manner that can
adapt to changes in future

Economic, Technical: The
economic gain from software of
software sustainability can only be
achieved through technical
implementation

15 Junior programmer Software which runs smoothly
without downtime and process
users request on time

Technical: Software sustainability
require good coding implementation

16 UX Engineer A Software design to guarantee
continuous good user experience
and support personalization for
user

Economic, Technical, Individual:
A good user experience will aid
user to continue their subscription
for any software
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Results shows importance of economic dimension to top management for software
sustainability. 95%of software development practitioners choose economic dimensionof
sustainability as a key factor for software sustainability. All the sixteen software develop-
ment practitioners consider technical sustainability dimension as an important factor for
software sustainability. Only three software development practitioners (Chief Technical
Officer, Chief Information Officer and Junior Developer) considered the environmental
dimension of sustainability in their definition. Interestingly, the results in Table 4 indi-
cates that software development practitioners consider judicious and efficient usage of
software and hardware resources as key elements for software sustainability but 90% of
them did not select environmental sustainability as an important dimension for software
sustainability. Also, the individual sustainability dimension was only selected by two
software development practitioners (UX Lord and UX Engineer), this might have been
influence by their job task of ensuring better user experience in software design and
development.

Fig. 3. Coding results of software sustainability perception from workshop participants after
academic presentation of software sustainability definitions

From academia, different research [34–36] recognize social sustainability as an
important element for achieving sustainability through software systems but social sus-
tainability dimension was not considered by any of the software development practition-
ers as shown in Fig. 3 and Table 4. This shows there is need for more collaborative efforts
between industry and academia for transfer of research to industry in a way that facilitate
an efficient feedback loop between both parties. For example, research in academia indi-
cates that sustainability perceptions by industry practitioners is centered around natural
resources availability and waste reduction (environmental dimensions) [37]. However,
the environmental dimension of sustainability was only considered important by 3 out
of the 16 software development practitioners. This is a contrast between industry and
academia because different research from academia have indicated the need to consider
environmental, technical, social, economic and individual dimension for software sus-
tainability [38, 39]. But the reality in industry (Table 4 and Fig. 3) shows economic and
technical sustainability dimensions are the most important sustainability dimensions
for software development practitioners. A report by IBM global chief executive office
and Microsoft showed increase in business model redesign by organizations based on
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sustainability [40–42]. Such reports by IBM and Microsoft creates the expectation that
industry practitioners are aware of sustainability. However, the results detailed in Table
3 and 4 shows only those from mid to top level management have that awareness about
sustainability especially in software. Furthermore, research attention within software
engineering has increased about sustainability [43]. Although, there is the challenge
of consensus as to what sustainability means in software [44]. Cross disciplinary col-
laboration between academia and industry can help establish better understanding of
software sustainability from theory (methodologies, processes, and tools) to practice in
industry. New knowledge will be created through such collaboration which will fos-
ter better adoption of sustainability in software design and development overtime. One
of such tool can be the sustainability awareness framework [9] for creating awareness
about effects of software systems on sustainability and the Karlskrona Manifesto [27]
to serve as guide for software sustainability design just like agile manifesto for software
practitioners. The following outline key points from this study:

• There is need for consolidation of academic research towards a body of knowledge
on software sustainability to help create a common consensus on software sustain-
ability and standard curriculum for educating software development practitioners and
students in universities.

• Cross disciplinary collaboration in academia and industry is required to exemplify
each of the sustainability dimensions in software development project which can
serve as practical guide to interested software development stakeholders in making
informed design and engineering decisions on software sustainability.

• Academia perception of software sustainability differs from the current state in indus-
try. Software development practitioners view sustainability from their job role and as
such economic and technical dimension are the most relevant dimensions to them.

• The absence of social sustainability dimension from result in the workshop is possibly
because software development practitioners currently see the direct effects of software
sustainability (like in the case of individual dimension) and not the indirect effects
which links to social sustainability dimension.

3. Threat to Validity
Construct Validity: Results from this research shows majority of software develop-
ment practitioners have no idea what software sustainability means and there is con-
trast in perception of software sustainability between industry and theory in education
(academia).

External Validity: The findings from this research were based on data in a workshop
with software development practitioners from different background (company size, edu-
cation, and specialization) to enable analytical generalization of data about the perception
of software sustainability in industry.

Reliability: Triangulation was applied by the authors to ensure reliability of findings.
The first two authors coded and analyzed data from this research with the other two
authors reviewing and cross validating the codes. It is important to note that findings from
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this study involved only sixteen software development practitionerswithin Europewhich
might affect the result compared to a study with larger number of software development
practitioners around the world.

5 Conclusion

Software plays a major role for achieving sustainability and it is important to ensure sus-
tainability is core part of software design. As highlighted in this paper, the meanings and
understanding of software sustainability differs between academia and software devel-
opment practitioners in industry. Therefore, it is important to bridge that gap for better
understanding of what sustainability means in software through proper collaboration
between academia and industry on tools, processes and methodologies that can create
consensus over timeon software sustainability. Thiswill aidmore awareness and increase
better avenues of engineering sustainability in software design and development.

We have identified through the workshop results that entry level to junior software
development practitioners have no clue as to the meaning of software sustainability.
This warrants more efforts towards sustainability in software design from academia
to students who will later move to industry. Because graduates from universities and
colleges are the future software development practitioners who will design and develop
software applications for the future. Therefore, it is important to educate and equip them
with all necessary knowledge of engineering sustainability into software. Furthermore,
there is need for more studies between industry and academia involving large number of
companies and organizations to gather enough information that can provide consensus
understanding of what software sustainability means for practitioners in industry and
enable researchers from academia identify avenues to consolidates existing research
towards efficient engineering of sustainability in software.
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Abstract. Context: Agile practices as well as UX methods are nowadays well-
known and often adopted to develop complex software and products more effi-
ciently and effectively. However, in the so calledVUCAenvironment, whichmany
companies are confronted with, the sole use of UX research is not sufficient to
find the best solutions for customers. The implementation of Design Thinking
can support this process. But many companies and their product owners don’t
know how much resources they should spend for conducting Design Thinking.
Objective: This paper aims at suggesting a supportive tool, the “Discovery Effort
Worthiness (DEW) Index”, for product owners and agile teams to determine a
suitable amount of effort that should be spent for Design Thinking activities.
Method: A case study was conducted for the development of the DEW index.
Design Thinking was introduced into the regular development cycle of an indus-
try Scrum team. With the support of UX and Design Thinking experts, a formula
was developed to determine the appropriate effort for Design Thinking. Results:
The developed “Discovery Effort Worthiness Index” provides an easy-to-use tool
for companies and their product owners to determine howmuch effort they should
spend on Design Thinkingmethods to discover and validate requirements. A com-
pany can map the corresponding Design Thinking methods to the results of the
DEW Index calculation, and product owners can select the appropriate measures
from this mapping. Therefore, they can optimize the effort spent for discovery and
validation.

Keywords: Design thinking · Scrum · Discovery · Requirements management ·
UX strategy · Product management

1 Introduction

Agile practices as well as UX methods are nowadays well-known and often adopted to
develop software and products more efficiently and effectively. One expected benefit
is that software and products which are developed iteratively can better meet customer
needs in the context of requirements management [1]. The tricky part when talking about

© Springer Nature Switzerland AG 2021
X. Wang et al. (Eds.): ICSOB 2021, LNBIP 434, pp. 37–49, 2021.
https://doi.org/10.1007/978-3-030-91983-2_4

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91983-2_4&domain=pdf
https://doi.org/10.1007/978-3-030-91983-2_4


38 D. Lang et al.

requirementsmanagement is that, especially in software development, new requirements
are continuously being submitted by the customer or through external influences. Often
it is also not clear what is actually to be developed, and this must first be discovered. This
significantly complicates the planning andmanagement of requirements and, in practice,
often leads to the need for continuous and comprehensive change management. This
includes optimizing changes and developments to best match the users’ needs. However,
in a so called VUCA environment, which many companies are confronted with, the sole
use of UX research is not sufficient to find the best solutions for customers. The acronym
VUCA is described byHorney et al. [2] as a business environment that is characterized by
1) volatility (the nature, pace, volumemagnitude and dynamic of change), 2) uncertainty
(the lack of predictability of issues and events), 3) complexity (the mixing of issues and
the mess that surround any organization) and 4) ambiguity (the fuzziness of reality and
the mixed meanings of conditions). One reaction of affected companies to the increased
need for research, analysis and discovery is the application of Design Thinking.

DesignThinking,whichwas named for the first time by the company Ideo in 1991 [3],
can support thismethodology for innovation and inventive thinking [4]. The implementa-
tion of Design Thinking can support the aforesaid process since it aims at understanding
the user’s problem first and provides an open space for discovering solutions [5, 6].
Many companies are already using Design Thinking. At Bosch Group, a large German
company, for example, it can be observed that Design Thinking has become an important
topic. A press release from January 2018 [7] on the opening of a new IoT campus in
Berlin alreadymentions the “widespread innovation method” Design Thinking, which is
used in particular in software development. In March 2019 [8], another area reports how
they live innovation using Design Thinking and have made this methodology central to
development. Furthermore, there are companies that have already integrated the Design
Thinking approach. The company Brainbirds GmbH [9], for example, offers seminars
on Design Thinking or agile methods. Besides Bosch, its close partnerships include
Audi, BMW, Adidas, Allianz, Deutsche Post DHL, and McDonald’s [9]. Applications
of Design Thinking can also be found in the energy sector. The KIC InnoEnergy has
founded a company “homeandsmart GmbH” [10] using Design Thinking and worked it
out in detail. It offers solutions for a connected home like Bosch Smart Home [10]. A
key insight that the company has gained through Design Thinking is, for example, that
smart home systems are not bought to save energy. They are mainly bought for comfort
or security [11]. In conclusion, there is a clear tendency to use Design Thinking in prac-
tice. But often when companies do adopt Design Thinking, they struggle to implement
it into their agile processes and iterations. A major constraint is the high effort for con-
ducting comprehensive Design Thinking methods to discover and validate features and
requirements. On the one hand resources are limited and therefore not all features can be
explored with methods of Design Thinking. On the other hand, it can easily happen that
the effort spent on Design Thinking exceeds the actual value delivered by the respective
feature. This leads to the issue that many companies and their product owners do not
know how much resources they should spend for conducting Design Thinking meth-
ods for the discovery, evaluation, and validation of certain requirements. This paper is
structured as follows: After the introduction, Sect. 2 gives an insight to related work and
similar approaches. Section 3 describes the research approach, while Sect. 4 explains
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the results, which are interpreted in Sect. 5. Section 6 discusses validity, followed by a
summary in Sect. 7.

2 Related Work

In the scientific literature, several authors have dealt with the topic of Design Thinking.
Alhazmi et al. [12] describes an approach, which is an integrated framework with Design
Thinking into Scrum in the context of requirements engineeringmanagement to increase
productivity. They are writing about verifying development progress with making sure
that the requirements and the needs of stakeholders are applied correctly. At this point the
question about the how remains open, because it is missing from this work. In contrast to
the previous work, the related work fromNudelman [13] considers a Lean UX approach,
which provides the answer for how to implement it in practice. But it focuses more on
a Design Framework for documentation and less on the amount of effort to be used
for Design Thinking integrated in Scrum. In contrast the related work of Cheng [14]
considers more the aspect of lean development and therefore the aspect of effort, which
was missing in the previous work. The author employs a lean development cycle in
the context of user acceptance testing, with the goal of not only creating a deliverable
product as known from the Scrumprocess, but also validating the features that a customer
is paying for. This means that the secondary objective is also to minimize the risk of
undesirable developments, and this is similar to theDEWindex. In addition to that,Cheng
[14] considers a developed framework called MobileAppUsability Inspection (MAUi)
that should be a reliable usability inspection method and can be used as a checklist for
fine-tuning the readiness of any minimal viable product. This heuristics checklist based
on a Likert scale is somehow like the DEW Index developed in this paper, because
it is based on a scale approach where users order themselves. Nevertheless, the work
focuses more on the aspect of usability and therefore it is only similar in a broader sense.
Another related work that is considered is the work of Liikkanen et al. [15], which
is in the context of user-centered agile development. It also deals with the problem of
decision-making patterns but focusesmore on their opportunities and challenges. It’s also
about implementation in practice, but more about implementing Lean UX and less about
answering the question of how much effort should be put into it. Overall, most of these
works do not provide an approach to how much effort should be spent on exploration in
the context of requirementsmanagement, e.g.,whenusingDesignThinking inScrum.An
exception is the approach of Gothelf and Seiden [16] in their book “Lean UX”. Gothelf
and Seiden describe a prioritization matrix for figuring out, based on assumptions, how
much risk there really is and howmuch we know about a topic. The higher the risk is and
the more unknown the topic is, the higher is the priority to validate these assumptions.
That means, the prioritization matrix focuses on the question what is more important
and therefore to be researched with UX and Design Thinking first. This is along the
same lines as the Discovery Effort Worthiness (DEW) Index approach but focuses on
a different aspect. The DEW Index focuses mainly on the level of effort and what that
effort should look like, rather than on priority. Nonetheless, both approaches determine
importance by evaluating unclarity and the risk-value relationship to reach conclusions.
So, the related work fromGothelf and Seiden [16] uses a similar approach than the DEW
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Index developed in this paper but aims at answering a different question. The company
ETAS GmbH, for example, uses Lean UX and this prioritization matrix by Gothelf
and Seiden [16] internally as part of “customer-centric risk management” [17] as an
assumption-driven approach. It has the goal of reducing project risks and costs. The two
dimensions that are used by ETAS GmbH are the business impact and the uncertainty to
figure out which candidates should be validated first to reduce the uncertainty and risk
[17]. In contrast to the presented DEW Index, it only considers the evaluation of priority
but not the question of how much effort should be spent.

3 Research Approach

This paper aims at suggesting a supportive tool for product owners and their teams to
determine a suitable amount of effort that should be spent for Design Thinking activities.
For this purpose, following research question was defined:

• RQ: How can a product owner or agile team decide how much effort is needed and
whichmethods are appropriate to apply Design Thinking to a particular backlog item?

Since the topic of developing the DEW Index is about complex content and differ-
ent sources are used for data collection, the research method of a case study according
to Yin [18] has been chosen. Yin describes a case study as an empirical investigation
that examines contemporary phenomena in a real-world context. This method is partic-
ularly suitable when the boundaries between phenomenon and context are not clearly
discernible. The investigation manages the technically distinct situation and draws on
multiple sources of evidence [19].According to Plag [20], the case study researchmethod
is suitable under the condition that the context of the complex phenomenon to be studied
is of particular interest. Furthermore, a case study is suitable if current approaches and
perspectives are to be broken open and new perspectives shall be defined. In addition, it
is advantageous if the state of research tends to be in an early phase. With regards to the
purpose of this paper, these conditions are met. This context is of particular interest for
practice and for science. Current approaches and perspectives are examined, and new
approaches are defined and optimized. Research in this context is still in an early phase.

In the case study, Design Thinking (according to the approach as proposed by IDEO
[21]) was introduced into the regular process of fulfilling the definition of ready of a
cross-functional Scrum team at Robert Bosch Smart Home GmbH. The Scrum team
consists of one product owner, one Scrum master and a development team consisting
of external and internal resources (IT architect, developers, marketing, logistics, sales).
In the case study, user stories were evaluated with Design Thinking in order to mark
them as ready and thus incorporate them into a sprint planning. To be able to develop
a metric that allows the team to identify which effort should be invested into Design
Thinking methods, first some kind of benchmark was needed. Therefore, the backlog
items of the case study team were analyzed in workshops with the support of two UX
and Design Thinking experts to assign corresponding Design Thinking methods that
promise the best input-output-ratio (see Table 2). In surveys and workshops with the
Scrum team, these assignments were reviewed and validated. While these assignments
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were set as the benchmark, the authors determined which dimensions were decisive to
identify the right Design Thinking methods by asking the team and the UX and Design
Thinking experts why they decided to pick a specific method and why they decided to
spend the effort involved. These interviews with experts and team members revealed the
major factors, called dimensions, that were used to come to the benchmark assignments.
After identifying the decision driving dimensions, the next step was to select a set of user
stories from the team’s benchmark and rate themwith regards to the identified dimensions
following the Scrumpoker principle of relative rating. Thatmeans one story forwhich the
definition of the right Design Thinking method and therefore the appropriate effort was
very clear, got rated and the following stories were rated in relation to it. The researchers
decided to use a scale from 1–10 for the rating, where 10 means high and 1 means low.
This was chosen because a scale of 10 offers enough variety but keeps the rating for the
team simple, so adopting the approach is perceived easy in the team. The zero does not
appear since ideas or user stories with a clarity of zero or a potential value of zero won’t
appear in practice and therefore won’t be handled by a product owner.

When looking at the results of the dimension rating and the recommended effort
by the UX and Design Thinking experts a correlation between the dimensions and the
effort worth spending was observed. Based on these results, a formula was developed
that enables the product owner to independently determine a score that allows agile
teams to identify how much effort should be spend with Design Thinking without the
need to continuously involve experts giving their recommendation. Depicting this on a
more abstract level, the approach is as follows (see Table 1):

User Story A is rated on dimension 1 and dimension 2. User Story B is now rated on
dimension 1 and 2 in comparison to User Story A. If User Story B seems too similar on
dimension 1 but at least twice as relevant on dimension 2, a possible rating on a scale of
1–10 would be like:

Table 1. An example of the correlation between the dimensions.

Dimension 1 Dimension 2

User Story A 5 3

User Story B 5 6

Since User Story A is well understood, there is a clear picture about which effort
would be appropriate to be invested into Design Thinking for User Story A. User Story B
can be rated in relation to User Story A but the rating itself will not reveal which research
effort would be appropriate. Since this appropriate effort depends on dimension 1 and
dimension 2, the relation between the dimensions and the effort must be determined to
then derive the appropriate effort for User Story B.

Consequently, the research approach for this paper followed several phases: 1) create
a benchmark by assigning research effort to a set of well-known user stories, 2) figure
out the decisive dimensions that affected the effort assignment, 3) rate the user stories
on the dimensions, 4) determine the relation between the dimensions, 5) calculate the
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DEW Index, 6) create a mapping table with the relation between effort and DEW Index,
and 7) select the appropriate effort for your team.

The relation between the dimensions that lead to the appropriate effort is the Dis-
covery Effort Worthiness Index presented in this paper. To determine this relation, a set
of more than 50 benchmark user stories, where the appropriate effort was known, was
rated on the dimensions and a formula that connects the dimensions was derived.

While it has already been described how the dimensions and ratingswere determined,
the creation of the mapping table that is required to find the appropriate effort based on
the DEW Index is not discussed yet. The creation of the mapping table can also be
referred to as the ‘calibration’ step. Based on the benchmark set in step 1), the assigned
Design Thinking methods (usually method bundles were assigned instead of single
measures) were sorted according to their DEW Index. The scale of the DEW Index is
based on a floating scale between one and ten and does not consider decimal places.
The product owner can select methods from the ranges once, several times or not at all,
depending on the user story and DEW Index. This abstraction and the relative scoring
enable transferability of the approach to other teams and other discoverymethods besides
Design Thinking.

4 Results

Development of DEW Index. Looking at the backlog and discussing the selected
Design Thinking methods that were assigned to the user stories by the team and the
UX and Design Thinking experts, the interviews made clear that the DEW Index must
be based on two dimensions that primarily affect the necessity for discovery and valida-
tion: 1) Clarity about the user’s need – how well understood is the actual demand of the
user? 2) Potential value – how much value does the feature deliver? It was observed that
the need and willingness to invest time and resources is growing the higher the expected
value and the lower the clarity about the customers’ need is. Hereby, the authors deter-
mined that the impact of clarity is slightly higher than the expected value and therefore
this dimension needs to be weighted higher. This was observed by looking at a set of
more than 50 user stories that were rated on both dimensions and their assigned Design
Thinking effort, as described in the research approach. To find the right weight for the
dimensions, this set of more than 50 user stories was compared regarding their assigned
Design Thinking effort. Knowing the relation of the selected efforts as well as the dimen-
sion ratings allowed the authors to determine the relation between the dimensions and
therefore the weights that support the expert assignments. The suggested weighting is
3:2 for clarity and potential value. The weighting is done because a low level of ambi-
guity and thus a high level of certainty about a user story particularly increases the need
for Design Thinking. Furthermore, it is expected that a high level of uncertainty directly
leads to a higher inaccuracy in the estimation and rating of the potential value, what
means that higher unclarity also might influence the rating of the second dimension and
therefore has more impact on the necessity of discovery and validation.

Taking this weighting into account, the approach to calculate the DEW Index is to
rate each feature request relative to each other against both dimensions on a scale from 1
to 10, where 10 represents high potential and high clarity respectively. The fact that the
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feature requests are rated relatively to each other allows easy adoption to various projects
and environments. To be able to do the calculation of the DEW Index, the clarity rating
must be inverted since the effort for discovery increases with high unclarity. Finally, due
to the different weights (3 for unclarity and 2 for potential value), the score must be
divided by 5 to get the index. Therefore, the formula to calculate the DEW Index looks
like (Fig. 1):

DEW Index = 3 ∗ (10 − clarity) + 2 ∗ (potential value)

5

Fig. 1. Dimensions of the DEW index.

Calibration of DEW Index. The fact that the rating of the dimensions is done with a
relative approach instead of absolute values leads to higher adoptability on the one hand
but to the need for calibration on the other hand. To do the calibration, a company can
proceed as follows: 1) assign corresponding Design Thinking methods to user stories
from the backlog together with experts or based on experience, 2) rate this set of user
stories from the backlog on the two dimensions, 3) calculate the DEW Index based
on the rating, 4) map the corresponding Design Thinking methods to the results of
the DEW Index calculation. That means that to enable product owners to easily select
the appropriate measures from a mapping table and therefore optimize the effort spent
for discovery and validation, a team must implement the DEW Index into their specific
circumstances, since the relative dimension rating from1 to 10 can vary between different
teams. This calibration is suggested to be done with the same approach as chosen in this
paper: 1) First, a set of user stories gets assigned to suitable Design Thinking methods
with the support of UX and Design Thinking experts or based on the team’s experience.
2) Then the stories are rated on the dimensions of clarity and potential value and 3) the
DEW Index gets calculated. Having done this, the team can 4) create a mapping table
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that shows which DEW Index values are suggesting which methods and method bundles
would be accurate. Here, the researchers observed that usually this mapping consists of
method bundles instead of single methods. Executing just one single Design Thinking
method is typically not sufficiently increasing clarity about the user demands or the
expected value, so a bundle with a combination of methods can be more adequate. For
example, such a bundlemay consist of first conducting a brain dump, using the results for
narrative interviews, and concluding the researchwith aDesign Thinkingworkshop. The
bundles that can be found in themapping table are to be understood as a recommendation
and orientation, not as a default. This is also why the methods and method bundles are
not assigned to an exact DEW Index value and why the table should not show decimals.
The DEW Index depicts the suitable effort for discovery and validation in a simplified
way on a range from 1 to 10, taking the relation of the items into account. That means
that also the methods and method bundles are sorted in relation to each other and to
the DEW Index in this table. The product owner can take the calculated DEW Index
of a user story, investigate the mapping table, and see which method range would be
appropriate and then individually pick the ones he sees most feasible or promising. An
example mapping can be seen in Table 2.

Application of DEW Index. In the first step, the product owner receives a new idea or
a requirement that he needs to evaluate regarding the right effort for Design Thinking.
Therefore, he (or the team) rates the idea on the dimensions of clarity and potential
value. At this point, the product owner is advised to do the rating in comparison to a
reference user story to ensure that the result fits into the team’s calibrated mapping.
Once the product owner has assessed its clarity and expected potential, the next step is
to calculate the “Discovery Effort Worthiness Index” (or DEW Index) with the formula
developed above. After the product owner has performed the calculation, he uses the
calculated DEW Index to select one of the recommended Design Thinking methods or
method bundles from the bundle mapping.

5 Interpretation of the Results

Through the DEW Index and Design Thinking, a continuous and user-centered way
of working can be applied in everyday agile working life, ensuring that UX-optimized
solutions are developed, customer requirements are correctly identified, anduncertainties
are reduced throughvalidationwith theDEWIndex. In addition touncertainty, theDesign
Thinking approach also prevents undesirable developments and significantly reduces the
risk of incorrect resource allocation. This becomes especially important when the effort
for correction is taken into consideration. The difficulty of changing a wrongly delivered
feature can vary significantly and the more difficult the correction is, the more important
it is to have high clarity about the users’ needs. In this initial version of the DEW Index,
this dimension is not explicitly used since the authors decided to keep the simplicity and
therefore usability high. The inclusion of the required change effort after implementation
in the DEW Index could be subject of further research. Nevertheless, every validation
through the DEW Index carried out provides the team with new insights and helps to
learn from the findings for future implementations. In this way, the team can discuss
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the learnings and necessary adjustments in retrospective and by doing so continuously
improve its performance.

Furthermore, the acceptance of the employees for Design Thinking has been
increased and ensured as a key to success, because through an iterative and closely
coordinated development with many feedback rounds, the team was involved in the
development at an early stage and the effort for discovery research was optimized. The
advantages of the approach were thus clearly recognized and understood by the team and
accepted and considered positive based on the user-centered working method through
the team’s own input. The possible skepticism of the team towards the presumed addi-
tional work through the implementation of an adapted Design Thinking approach with
the DEW Index was not confirmed. Nevertheless, implementing the DEW Index in the
everyday Scrum iterations requires some effort for calibration and the results vary based
on the quality of this calibration. Having said this, the authors strongly recommend dis-
cussing the results of the DEW Index usage and the correctness of the calibration in
the sprint retrospective to enable continuous improvement. The developed DEW Index
is depicting the suitable effort for discovery and validation in a simplified way. It is
not designed to master the high complexity of exactly determining the methods and
amount of resources that should be spend for discovery and validation, but to simplify
this process for product owners and their teams, by giving them orientation and avoiding
wasting resources.

6 Threats to Validity

Like other research methods, the case study must also be critically examined. Here,
requirements such as explanatory content, verifiability, lack of contradiction and proof
are examined. There are different criteria for evaluating a case study. The following
evaluation and examination of validity is carried out according to Yin’s catalogue of
criteria. It is based on classical evaluation criteria of empirical research. Accordingly,
the following quality criteria are relevant [18].

The quality criterion of construct validity guarantees the most objective and thus
verifiable case study results possible. However, it does not exclude subjective data col-
lection and interpretation by the researcher. In this case, a comprehensible explanation
must be recorded for third parties. To achieve a high construct validity, the collected data
should be closely related to the research question. Furthermore, the analysis and inter-
pretation of the results should be plausibly argued and a critical discussion of the results
with experts can lead to a higher construct validity [22]. The case study is construct-valid,
as data collection was carried out by means of interviews, surveys, and a workshop with
several observers. Several stakeholders were involved in the preparation of the study.
When formulating the questions for the interviews, surveys and workshops, care was
taken to ensure objectivity and openness to avoid influencing the results.

Internal validity describes the extent to which the internal logic of the data analysis
and the results is guaranteed. In this context, causal relationships are shownwhether they
were correctly derived, and all relevant explanatory approaches were considered. This
is ensured, for example, by pattern matching, by writing explanatory approaches and
critically questioning them, or by using logical models [22]. There is internal validity
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because the case study used both quantitative and qualitative methods. The results were
verified using quantitative methods such as interviews and surveys and the qualitative
method of the workshop, thus ensuring scalability.

External validity checks the results of the case study for their transferability to
other cases [22]. The external validity of the case study is limited despite transferability
being considered in the approach, as the results of the case study are only valid for the
present framework conditions. Therefore, the results are not fully transferable to other
research fields. It should be a team that already works successfully in an agile way and
develops user-centered products. Furthermore, it must be noted that the distribution of
the bundles on the scale was developed individually for a team in the calibration, that
strongly depends on the experts and experience and thus only represents an internal
validity. To apply the integration model in other teams, a new calibration is necessary.

Reliability is a quality criterion of the case study that describes the reliability, sta-
bility, and precision of the case study. It indicates the degree of reliability of a mea-
surement. The measurement of reliability should lead to the same result when the case
study is repeated [23, 24]. Reliability is present in this paper because the case study
conducted did not collect measurement data, but qualitative criteria and their frequency.
Therefore, unreliability or instability can only occur in the case of misunderstandings
or misstatements.

Objectivity verifies the independence of subjective influencing factors. It considers
the neutral attitude of the researcher regarding data collection, data analysis and data
interpretation [23, 24]. Theobjectivity of the case study is not complete, as the researchers
have their own opinion on the subject and may express it subconsciously. However, the
case study tried to develop a neutral attitude towards data collection, data analysis and
data interpretation.

7 Summary

The developed Discovery Effort Worthiness Index offers an easy-to-use tool for com-
panies and their product owners to determine how much effort they should spend on
Design Thinking methods to discover and validate features. It therefore simplifies the
complex relations and dependencies and suggests a comfortable way to get orientation
when trying to determine the suitable effort for discovery and validation based on the
two dimensions with the most influence. A similar approach that uses the same dimen-
sions is also applied by Gothelf and Seiden [16], with the difference that Gothelf and
Seiden [16] focus on answering the question which features should be researched first,
i.e. the priority of the backlog items. Gothelf and Seiden [16] make use of the research
importance of a feature to prioritize, while the DEW Index uses the research importance
to decide how much effort should be spent.

The approach of theDEWIndex is that the effort worth spending forDesignThinking
methods increases when high value can be expected but the clarity about the user’s needs
is low. The developed approach allows transferability to different teams and situations
since it does not use absolute ratings, nevertheless it requires calibration when being
used in a new environment. Besides that, the researchers recommend including a review
of the application of the DEW Index in the Scrum retrospective to improve or even re-
calibrate, if necessary, e.g., after circumstances have changed. This especially becomes
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true when there are no experts or if there is only low experience with Design Thinking
that could be used to create the benchmark that is needed for the calibration.

The mapping table can contain either single methods or method bundles that are
sorted in accordance with the DEW Index and a product owner can use his calculated
index value to identify and then pick the Design Thinking methods or method bundles
in the respective range.
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Abstract. Technical Debt (TD) has seen a growing interest from soft-
ware companies and researchers since the term was first established
almost 30 years ago. TD refers to concessions made for short-term advan-
tages or conveniences, which may result in long-term difficulties. Numer-
ous TD management strategies have been proposed to avoid the severe
consequences of leaving TD unchecked. However, these strategies often
suffer from being too abstract, making it difficult to initiate TD deliber-
ations. To investigate how software development companies can initiate
such deliberations, we conducted an Action Research study in collabora-
tion with a Danish software development department, SoftShelf. Through
two Action Research interventions at SoftShelf, we introduced strategies
and tools for TD management and reified them to their situation in order
to initiate deliberations on the matter. After reporting the interventions’
practical consequences in SoftShelf, we discuss the usefulness of deliber-
ation theory in TD management research and practice.

Keywords: Technical Debt · Deliberation theory · Action research

1 Introduction

The term Technical Debt (TD) generally reflects compromises made to gain
short-term benefits that may incur long-term difficulties [17]. Although laying
dormant for several years after its inception in 1992 [7], the term has recently
become an increasingly popular field of study due to its economic implications,
as well as the rise of agile software development, where the emphasis on rapid
delivery makes the practice especially prone to TD [4,21]. Fowler’s [12] TD
Quadrant categorises TD based on the intention (deliberate or inadvertent) and
awareness (reckless or prudent) of incurring the debt.

TD mainly affects the evolvability and maintainability of systems, making
these costly and difficult, or downright impossible [17]. However, TD can also
result in reduced productivity and system quality degradation, even requiring
complete reworks of a system, as well as costing market value or business rela-
tionships in some cases [4]. Even so, not all TD is inherently bad. Intentionally
c© Springer Nature Switzerland AG 2021
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https://doi.org/10.1007/978-3-030-91983-2_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91983-2_5&domain=pdf
https://doi.org/10.1007/978-3-030-91983-2_5


Deliberative Technical Debt Management: An Action Research Study 51

incurring TD to achieve short-term benefits can be advantageous if the debt is
managed properly [1,22]. Managing TD presents substantial challenges related
to the abstract nature of the term, such as quantifying, visualising, and even
agreeing on what TD is [36]. Still, little research has been done on how software
developers view TD, even though this perspective is vital to enable developers
to effectively manage TD [16,22]. Although the awareness of the term varies in
practice, once familiar with the term, the consensus is that TD is a significant
part of software development [9,16,22]. Nevertheless, it is difficult for software
developers to initiate TD deliberations.

Deliberation covers “mutual communication that involves weighing and
reflecting on preferences, values, and interests regarding matters of common con-
cern” [23]. To get a team of developers, who are unfamiliar with TD, to become
deliberate in managing it requires an initiating intervention. Action Research
(AR) allows this, but very few studies have taken this interventionary app-
roach [4]. One previous AR study [39] proposed processes for identification, doc-
umentation, and prioritisation of TD to increase its visibility and manageability,
but without taking active decision-making on incurring new TD into consider-
ation. Another AR study [28] implemented a TD management framework into
two companies using Scrum to provide empirical evidence for its usefulness, but,
as the other study, without an explicit focus on deliberation.

We report an AR study of introducing TD as a shared developer and man-
agement concern in an organisation. This AR study was conducted in collabora-
tion with a Danish software development department – SoftShelf, a pseudonym,
part of a large international intralogistics organisation. One of SoftShelf’s main
responsibilities is maintaining and evolving existing software solutions with cus-
tomers in their region, making TD a central part of their practice, despite them
not actively using the term. With this AR study, we pursue the dual purpose of
helping SoftShelf manage their TD, as well as contributing to TD management
research, through answering the research question: How can we initiate Technical
Debt deliberations at a software development company?

Using the AR methodology [26], we demonstrate how to initiate TD delib-
erations at SoftShelf; supply further empirical evidence of the usefulness of
Seaman and Guo’s [33] TD management framework when used in conjunction
with Rubin’s [30] TD visualisation approaches in a Scrum process, and; nuance
Fowler’s [12] TD Quadrant using deliberation theory.

2 Background

2.1 Technical Debt Management

Technical Debt (TD) was first coined in 1992 as a way of expressing the act of
writing immature code under deadline pressure by Cunningham [7]. Since then, a
wide range of definitions has been suggested by several authors, often expanding
the definition to a more widespread and general perspective on software devel-
opment costs, including architectural, testing, or documentation related TD. As
a consequence of the absence of a singular definition, researchers have argued
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that the metaphor may be losing some of its strength [18], as it exacerbates the
challenge of identifying and managing the debt adequately [36]. However, the
consensus on the term is that it describes trade-offs between some expedient
short-term decisions and the resulting long-term costs [21,22].

TD can be categorised into types based on the cause of the debt [18,22], which
may pertain to requirements, architecture, design, code, test, build, documenta-
tion, infrastructure, and versioning [21]. Notably, McConnell [25] categorises TD
into two basic types based on intention: intentional and unintentional. Fowler [12]
nuanced this categorisation by adding the consideration of awareness (prudent
or reckless) when incurring debt; introducing his TD Quadrant (Fig. 1). We
use Fowler’s [12] quadrant, but with McConnell’s [25] intention categorisation
(intentional or unintentional) instead of Fowler’s [12] (deliberate or inadvertent)
to avoid confusion between this categorisation and deliberation theory.

Fig. 1. Adapted Fowler’s [12] TD Quadrant

TD is considered intentional and prudent if the debt is incurred proactively
through a well-thought-through decision, e.g. a team choosing to forgo proper
documentation and testing to be able to ship quickly. In such a situation, TD
is not inherently negative. Inherent to this terminology is that prudent debt is
preferable to reckless debt, since unintentional TD is difficult to handle [16].
Taking on debt is inevitable, and the focus is therefore not on eliminating it,
but managing it [1]. However, managing TD can be strenuous, as measuring the
debt and assigning business value to it proves challenging in practice [19,21]. Fur-
thermore, many different stakeholders may induce TD beyond the control of the
development team [21]. When managing TD, there are different elements which
must be considered; these are TD items, principal, interest, interest probability,
impact, automated means, expert opinion, scenario analysis, time-to-market,
when to implement decisions, evolution, and visualisation [10].

TD management involves eight key activities; repayment, identification, mea-
suring, monitoring, prioritisation, communication, prevention, and representa-
tion/documentation [21]. However, most literature is focused on repayment, iden-
tification, and measurement. There exist a plethora of tools for managing TD,
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however, the majority of these tools pertain to only code debt with the fewest
tools pertaining to requirement and documentation debt [21,31]. Furthermore,
few TD management strategies have been validated through empirical evidence,
and as such, the field calls for further research refining TD management strate-
gies to ensure their real-world practicality [21].

TD management itself must not exceed the cost of simply leaving TD unat-
tended and should therefore be integrated into the existing project management
process [13]. Following this notion, [28] implemented Seaman and Guo’s [33] TD
management framework in two software projects using Scrum. This framework
includes listing TD as items using the template seen in Table 1.

Table 1. Seaman and Guo’s [33] TD items template

ID TD identification number

Date TD identification date

Responsible Person who identified TD

Type TD type

Location Description of where TD is

Description Justification of why item needs to be considered

Estimated Principal Work required to pay off item

Estimated Interest Amount Extra effort needed in the future if item not paid off

Estimated Interest Probability Probability of extra work needed if item not paid off

The Estimated Principal, Estimated Interest Amount and Estimated Interest
Probability in Table 1 may be simple approximate ratings of high, medium or
low. The framework proposes using the items to perform a Cost-Benefit anal-
ysis to assess whether, how much, and which TD to pay off. This use can be
supported by Rubin’s [30] visualisation approaches: (1) Logging TD like defects
into an existing defect-tracking system, (2) Creating product backlog items that
represent TD, and (3) Creating a special TD backlog. Nevertheless, while such
visualisation can help a software development organisation learn about its debt,
it does not in itself ensure deliberative TD management.

2.2 Deliberation

Deliberation is defined as “mutual communication that involves weighing and
reflecting on preferences, values and interests regarding matters of common con-
cern” [23]. Essential to this definition are three main principles of delibera-
tion. Firstly, deliberation is mutual communication – it requires communication
between two or more people. Secondly, deliberation is weighing and reflecting,
which captures the thoughtful consideration ordinarily associated with the term
deliberation. Finally, deliberation is regarding matters of common concern and
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does not include matters only relevant to the individual. This definition is rela-
tively neutral and does not consider the concepts of good and bad deliberations.
As such, standards for good deliberation must be defined separately.

Research in the field of deliberations has yielded a broad array of stan-
dards for good deliberations. At the forefront of these standards are building
a strong information base, considering a range of solutions and evaluating all
of these equally, mutual respect, and adequate opportunities to speak so that a
diversity of views may be heard [6]. Additional standards for good deliberation
include absence of power, rational and emotional considerations, aim at consen-
sus and clarifying interests, orientation to the common good, equal opportunity
of access to influence, the inclusion of all affected individuals, accountability to
constituents, publicity/transparency, sincerity, epistemic value, and substantive
balance [23]. However, many of these standards are contestable and may conflict
with one another, and should therefore be interpreted as regulative ideals.

There are four essential prerequisites for deliberation [6]. Firstly, deliberation
must be perceived to be an appropriate mode of discourse by participants. Sec-
ondly, participants must also perceive a potential for reaching a common ground,
as deliberation may seem futile otherwise. Thirdly, deliberation requires some
analytical and communicative competencies from its participants to thoughtfully
consider the wide range of perspectives of the deliberative process. Fourthly, par-
ticipants must be motivated to deliberate instead of simply forgoing the process.

Intuitively, improving deliberation would entail ensuring a selection of the
standards of good deliberation. However, improved deliberation can also be
achieved through good facilitation, with vital aspects of this being maintain-
ing a positive atmosphere and making progress [24]. From these definitions, it
can be proposed that what would be categorised as prudent and intentional TD
is incurred through what would be considered good deliberations.

3 Methodology

To understand how we can initiate TD deliberations, we performed an Action
Research (AR) study [26], which juxtaposes action and research to create new
knowledge, through seeking solutions to real-world practical problems [27]. In
this study, we follow an iterative process [26] for industry-research collabora-
tion [37] as exemplified in [2] with SoftShelf, a Danish software development
department, over the course of 10 months. SoftShelf was contacted as one of
several candidates for the collaboration of this study. Our primary contact from
SoftShelf, the UX and QA Manager, has previously worked as a researcher in
the fourth author’s research group.

3.1 The Company – SoftShelf

SoftShelf is a software development department of a large international organi-
sation making intralogistics solutions and products, whose main office is located
in Germany. While the organisation was founded in the 1930s, SoftShelf was not
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created until 2008 and was not the first software development department of the
organisation. This means that SoftShelf’s responsibilities include working with
legacy systems from other departments. SoftShelf operates from two different
locations, and the department is divided into two teams: Project and IT ser-
vice. However, employees are not necessarily strictly assigned to a single team
and thus sometimes work across both. The Project team develops new software
according to specifications from the organisation’s sales department, while the
IT service team is responsible for software maintenance, communicating directly
with the customers. As such, TD was a central part of SoftShelf’s practice, but
was not a term they used in their process.

SoftShelf had seen significant growth in recent years, with the number of
employees increasing from seven in 2017 to 25 at the time of our study, and still
increasing. Due to increased demand, the department had to work extremely fast
even with additionally hired consultants. As speed had taken precedence, the
development process and structure had fallen by the wayside. The department
decided that this situation was no longer sustainable and had begun restruc-
turing its development processes. To facilitate this restructuring, a task-force of
four employees with relevant expertise had been set: the UX and QA Manager,
a Developer, a Solution Architect, and a Project Manager. The task-force had
defined new feature driven development processes that fitted into SoftShelf’s
overall process. A feature is a reportable and testable ability of the system
that has value to the customer. While working on these features, the teams
used Scrum to iterate through the design and build phases. As SoftShelf were
undergoing this restructuring, they were highly interested in introducing TD
management into their process to optimise their restructuring even further. We
approached the problem situation first at the department level involving both
the IT Service and Project teams and next on a specific Project team. As a
pilot project, we aided a team’s TD management. This team included a projects
manager, lead logistics consultant, quality controller, product owner, external
consultant, lead developer, Scrum master, and three developers. As the team
roles covered a wide range of responsibilities, we were able to initiate delibera-
tions on TD across different stakeholder levels.

3.2 Research Activities

Our analytical approach to the problem situation at SoftShelf was abductively
driven by questions and breakdowns [5]. Unlike the data-driven analysis of induc-
tion and the theory-driven analysis of deduction, abduction is breakdown-driven
analysis – when something breaks with the normal understanding of a situa-
tion. Abduction is used for understanding and explaining, e.g., when exploring
Fowler’s [12] Quadrant, we wondered what it meant to be prudently intentional
(deliberate) in one’s TD decisions, which lead us to the vast field of deliberation
theory as a way of framing TD management.

We performed research activities over 10 months (Fig. 2). To investigate the
problem situation, we initially observed a virtual meeting concerning the
department’s restructuring and internal processes. Next, we conducted seven
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semi-structured interviews. These interviews followed the practical guidelines in
[29] to ensure quality and an interview guide with open-ended questions designed
to elicit the interviewees’ experiences with and opinions of TD. These questions
were based on research topics from our study of relevant TD literature, and
included TD types, TD assessments, actors and stakeholders, and valuation of
TD. The full table of research topics and the interview guide can be requested
from the authors.

Fig. 2. Action Research study timeline

These interviews were spread out between SoftShelf’s two teams, with two
developers from the IT service team and its team lead being interviewed, as well
as two developers and a solution architect from the Project team. We selectively
transcribed interviewee statements relevant to our research, discussing and not-
ing any breakdowns. In a follow-up interview with the UX and QA Manager,
she helped deepen our understanding of the software department’s roles, struc-
ture, and daily work routines. After these seven interviews, the answers were
evaluated and used to guide further research of relevant literature as we aim
to conceptualise and reify TD in the context of SoftShelf. This juxtaposition of
relevant literature and the in-depth inquiries into the problem area [27] links our
problem-solving activities to our research activities, with each activity helping
the other.

Our first intervention into the problem situation at SoftShelf was to organ-
ise a workshop with the restructuring task-force and relevant managers. The
findings from the interviews were presented and backed by relevant literature
on TD to conceptualise their current situation as a starting point for deliber-
ation. We then presented several methods and tools for managing the specific
TD problems identified in SoftShelf for them to conceptualise the future, and to
improve deliberation. Throughout the workshop, the participants were asked to
reflect on the findings presented. All reflections were noted to monitor and eval-
uate the effect of the interventions on both solving the problem and answering
our research question. Finally, we interviewed the UX and QA Manager again
to evaluate the effects of the workshop sessions on SoftShelf’s TD deliberations
after a longer incubation period. While the UX and QA Manager was pleased
with our intervention, they requested further practical support of initiating TD
deliberation on the project level, which led to our second intervention.

Our second intervention focused on implementing TD management strate-
gies [30,33] identified during our first intervention with a specific Project team
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in SoftShelf. We first conducted a meeting with the UX and QA Manager and
the Lead Developer of the pilot project team to understand the team’s spe-
cific process and how our research could be carried out with the best possible
outcome for both parties. After this meeting, we organised a workshop with the
team, to present the framework and tools we thought could aid them in their TD
deliberations. To best facilitate the implementation of the framework and tools,
we were present for all significant meetings, where there was a possibility that
TD deliberations could unfold. This summed up to 25 daily stand-up meetings,
two bi-weekly sprint plannings, and two sprint retrospectives. At these meetings
we were present to help facilitate TD deliberations if necessary and aided them
in conceptualising their debt, e.g., providing them with a list of TD types. We
also presented the concept of deliberation to improve their communication and
juxtapose our research with their problem solving in our collaboration. Finally,
to conclude this intervention, we conducted follow-up interviews and a group
session with the entire team to evaluate the intervention.

4 Findings

In this section, we present the problem situation at SoftShelf, as well as our two
interventions to improve their TD deliberation.

4.1 Problem Situation at SoftShelf – Lack of Deliberation

In SoftShelf there was no consensus on the concept of TD – some employees
coined TD as “duplicate code”, others as “missing documentation”, and some
were not familiar with the term at all. However, the legacy aspect of projects in
both the IT service and Project teams was a clear source of frustrations pertain-
ing to “much of the code is pre-made” leading to “a lot of time spent changing old
code”. Several developers expounded the issue of addressing TD when reworking
older systems. As the maintainability decreases with every new line of code, the
customer seemed to play a significant role in decisions regarding whether or not
to pay off debt. It was evidently “hard to communicate debt to the customer, as
it was something they cannot see”. Moreover, “the customer does not pay for our
documentation” seems to lay the grounds for no actual deliberation on whether
or not to address the issue. The customers and the sales department inducing
TD is broadly agreed upon between developers. However, when asked if they
ever discussed these issues amongst each other, no deliberation on managing it
was apparent.

TD was occasionally mentioned as an annoyance within teams but most
often dealt with on an individual rather than an organisational level. There was
little communication about what to do when TD was discovered or when the
possibility of incurring TD occurred. They had no standard procedure for, or
communication about, how to handle, for instance, loosely defined specifications.
Decisions like these, where a developer attempts to solve loosely defined spec-
ifications in isolation, are intentional [12], as the developer was unsure of how
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the specifications should be carried out and therefore purposely risked incur-
ring debt. Nevertheless, it is also reckless behaviour [12], since communicating
with the right stakeholders could have clarified the specifications and averted the
possibility of incurring debt altogether. However, some of our interviewees felt
that TD was indeed communicated within the organisation. A solution architect
stated that decisions concerning TD were communicated across different levels of
the organisation, and the leader of the IT service team mentioned that obstacles,
such as poorly written code, were discussed regularly:

“We talk about it – also poorly written code and how we can solve it. It
should not be taboo. It is not difficult, and people are nice about it.”

(IT service Team Lead)

We found this difference in perception of the level of TD communication at Soft-
Shelf interesting. Most TD decisions were made individually and in the moment,
with a few exceptions briefly being discussed with the closest colleagues. Further-
more, our interviewees expressed that these decisions were mostly made reck-
lessly [12], since the repercussions were rarely considered. Deliberation is based
on mutual communication and cannot be done in isolation by the individual [23].
In our first intervention to improve deliberation at SoftShelf, we introduce the
TD term and reify it to their specific present situation.

4.2 First Intervention – Organisational Deliberation

Our first intervention at SoftShelf consisted of a workshop with the relevant
managers and the restructuring task-force. All of our previous interviewees, not
already included, were also welcomed to join if they could find the time.

We initiated the workshop by briefly introducing the concept of TD to supply
them with a vocabulary for discussing their own issues regarding TD. Once we
had established this knowledge base, we presented the current issues related to
TD in SoftShelf based on our interviews. We took care to relate these issues to
relevant literature, reifying the term in their specific context. This included how
their current TD considerations placed in Fowler’s [12] TD Quadrant, where we
categorised most of their statements as reckless and intentional – e.g. “deadlines
gave us no time to review” and “it is “fire and forget”, not something we talk
about again” leaving little room for any thoughts on action. We also presented
how several types of debt were present in SoftShelf, including code debt, docu-
mentation debt, and design debt. The UX and QA Manager commented that she
was not surprised by the amount of TD we had identified within the company,
but she did not realise how many aspects TD covered outside of coding.

Next, we outlined different TD management strategies to provide a context
from which their own TD management could be understood. Here, we presented
three focus areas specific to the TD at SoftShelf: communicating about TD,
estimation of TD, and handling TD in legacy systems. An overview of these
strategies and tools and the specific challenges they target is presented in Table 2.
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Table 2. Strategies presented at workshop

Focus Area Strategy Tool

Communication Internal Discuss TD – e.g. put it on the agenda [36,39]

Document TD – e.g. create a TD list [35,39]

Agree on TD [39]

External Visualisation of TD [15]

Estimate TD – e.g. Cost-Benefit Analysis,
Portfolio Management [34]

Value Estimation Decisions Cost-Benefit Analysis, Portfolio Management [34]

Code Software analysis tool – SQALE [20]

Legacy Systems Decisions Decisional Framework for Legacy System
Management [8]

Code Eclipse plugin for Java – JDeodorant [11]

General Agility Extended Definition of Done [4]

Maturity CMMI with TD focus [38]

When asked to reflect upon the presented strategies, they were predomi-
nantly positive. One developer was particularly interested in the software tool
SQALE, calling it a “really good idea”, while others expressed interest in using
an extended Definition of Done to include requirements to minimise the risk of
incurring TD. A solution architect stated that he could see the tools possibly
having a direct effect on SoftShelf’s collaborations with customers:

“As we are implementing new standard solutions and trying to sell these
to the customers, we might be able to use these tools as an argument in
convincing customers to choose a more standardised solution.”

(Solution Architect)

We were pleased to hear that the employees could envision some of the tools
and strategies being used in their daily work to improve their processes. Their
willingness to change their methods showed that they want more deliberation
within the department. In a much later follow up meeting with the UX and
QA Manager, evaluating the intervention’s effect on the problem situation at
SoftShelf and their overall TD deliberation, we were also pleased to hear they
had begun talking about TD in their day-to-day work:

“It is something we think about now, something that we are aware of. It has
become easier for us to talk about it. We have to be aware of the meaning
of technical debt, and we have become better at articulating it.”

(UX and QA Manager)

Having gained a conceptualisation of TD, the employees at SoftShelf were now
able to discuss issues constructively through a new common vocabulary. Accord-
ing to the UX and QA Manager, SoftShelf’s older projects accumulated the most
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TD and for this reason, they had now decided to focus on setting time aside to
“patch things together properly” on these projects.

Overall, SoftShelf had begun analysing their current situation and deliberat-
ing on the occurrence and management of TD. When starting up new projects, a
common Definition of Done is now created for the project, including measures to
manage TD. Nevertheless, SoftShelf also wanted us to aid them in initiating TD
deliberation on a pilot project using some of our suggested frameworks and tools.
SoftShelf still needed further assistance reifying TD to their specific situation.
The department-wide awareness and information base from our first intervention
was not adequate to initiate SoftShelf’s TD deliberations on its own. Thus, we
turned our focus from the organisational perspective of our first intervention to
a project-centred perspective for our second intervention.

4.3 Second Intervention – Project Deliberation

For our second intervention at SoftShelf, we collaborated closely with a specific
Project team over a couple of months, helping them initiate TD deliberations.
To accomplish this, we introduced Seaman and Guo’s [33] TD management
framework (cf. Sect. 2.1) into their Scrum process, as it is flexible [13] and has
empirical evidence of its usefulness [28]. It fit well with the incremental nature of
Scrum, where their bi-weekly sprint planning would frequently allow the team to
repay urgent TD items. The daily stand-up events would allow them to discuss
any new-found TD items with the rest of the team within 24 h.

We presented the framework at our Meet & Greet with the team. Here, we
also detailed how to fill out the framework’s TD items and that these were then
to be used for a Cost-Benefit analysis at their upcoming sprint planning sessions,
as to prioritise what TD to pay off. The team was positively disposed towards the
framework. It seemed simple for them to implement and matched well with their
existing process. We also presented Rubin’s [30] three visualisation approaches
(cf. Sect. 2.1) and asked the team to choose the one they found best suited their
process, which they decided would be the third approach.

When attending our first sprint planning session, we began by contextualising
the meeting with what is considered good deliberation, such as mutual respect
and adequate opportunities to speak (cf. Sect. 2.2). To aid the team in prioritising
their debt, we proposed evaluating all identified items against the elements of
TD decisions [10], while also taking Seaman and Guo’s [33] framework’s Cost-
Benefit prioritisation into account. Next, the team presented and evaluated all
of their identified TD items, filled into Seaman and Guo’s [33] template. As
a testament to their positive disposition, the team had been very thorough in
the identification work, both documenting issues as they arose day-to-day and
reviewing older components. The team identified more than 20 TD items; one
such item can be seen in Table 3. Based on the ensuing discussions, each item was
evaluated and prioritised, with some being incorporated into the following sprint.
The team’s determining factors in these evaluations included the feasibility of
resolving the TD item, the benefit to be gained from resolving it, and if there
was adequate time left over in the sprint to resolve it.
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Table 3. Example of SoftShelf TD item

ID G3

Date 2021-04-16

Responsible <developer>

Type Design/Documentation

Location build.gradle, build-core.gradle,
build-deploy.gradle

Description The gradle tasks build all aspects of the project,
including the parts which are not in use. [...]

Estimated Principal 1 week

Estimated Interest Amount 1–2 days per new developer

Estimated Interest Probability Medium

Following the execution of the second sprint, for the sprint retrospective
session, the Lead Developer put forth that “getting technical debt prioritised
alongside regular tasks” had helped, but there were no other direct mentions of
TD. However, there was another point that we found interesting. A developer
wrote up “previous sprint planning circus / long discussions during meetings” as
an anchor holding them back. For this point, he elaborated that their discussions,
in general, would become excessively long-winded, as some members of the team
would dwell on discussing specific topics, which were not of immediate priority
to the rest of the team. We were excited to see this point brought up, as it
displays them trying to be deliberate in their communication.

For the final sprint planning session in our study, the team appreciated that
the list of new TD items was much shorter, as prioritising them became more
manageable. For the upcoming sprint, the team agreed to prioritise items with
a high Estimated Interest Probability and a low Estimated Principal as resolving
these items would yield the highest reward with the lowest effort. At our final
sprint retrospective session, there were only fleeting off-hand mentions of TD,
similar to the daily stand-up meetings we attended throughout the intervention.

To conclude and evaluate this second intervention, we conducted follow-up
interviews, both individually and as a group, to assess the effect using the TD
framework had on the team’s TD deliberations. From these we found that every-
one agreed that it had indeed had a positive effect, with a developer stating:

“It has been really really good – we’re lifting [TD] from being a secondary
task to being on equal footing with other tasks. It gives us an opportunity to
communicate about [TD]. [The TD] is not magically solved for that reason,
but it gives us a common language.”

(Developer)
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Another developer elaborated further on these positive effects, stating:

“It has taken this big ’black box’ of unorganised annoyance and broken it
down into simple and manageable little pieces, where we can actually do
something about some of it.”

(Developer)

The remainder of the team agreed with this notion, saying that the framework
had actually empowered them to be able to handle and manage their TD. While,
they found the framework to be rudimentary, the team agreed that using the
framework had helped them resolve some identified TD. Although the devel-
opers did not see any effect on SoftShelf’s organisational TD deliberations, the
Scrum Master and the Lead Developer stated it has helped them communicate
the team’s struggles upwards in SoftShelf’s hierarchy. The Lead Developer also
stated that the SoftShelf’s restructuring task-force would be bringing the frame-
work and other results from the intervention with them to future talks with
upper management. This statement was also echoed by the UX and QA Man-
ager, the team’s quality controller, and the Product Owner, who were both also
part of the restructuring task-force. The three also stated that they would def-
initely be incorporating TD awareness into their process restructuring, as they
had witnessed its usefulness first-hand through the pilot project.

5 Discussion

Understanding and managing Technical Debt (TD) has been a research inter-
est for the past three decades [7], with multiple studies explaining the TD
metaphor [12,17,18,36] and discussing the use of different TD management
strategies [1,4,38]. However, few studies have been conducted using the Action
Research (AR) approach [28,39], and none have to our knowledge taken the app-
roach of incorporating deliberation theory. On this basis, we expound that the
notion of communication within TD management can be extended using deliber-
ation theory [6,23,24]. Against this backdrop, this paper investigated: How can
we initiate TD deliberations at a software development company?

To do this, we collaborated with SoftShelf on initiating their TD manage-
ment, as it was something they struggled with daily but were not deliberate in
managing. We first had to ensure that the four prerequisites of appropriateness,
potentiality, competencies and motivation for deliberations were present [6]. All
SoftShelf’s participants were highly educated and all already had the common
ground of wanting the best for their company. Therefore, we only had to cre-
ate the motivation for, and perceived appropriateness of, deliberation. We did
this by building their TD information base, both about their present problem
situation and relevant TD literature through two AR interventions.

An important contribution of our AR study is a nuancing of Fowler’s [12] TD
Quadrant, using the theory of deliberation to evaluate whether an intentional
debt is reckless or prudent. The theory of deliberation (cf. Sect. 2.2) offers stan-
dards of what is considered good deliberation. TD incurred through poor delib-
eration, as was the case at SoftShelf, is decidedly reckless, while debt incurred
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based on good deliberation is distinctly prudent. Improving one’s deliberation
standards is a TD management strategy that depends on practical tools for
weighing and reflecting about TD, for which Seaman and Guo’s [33] Cost-Benefit
framework of identified TD items was found to be useful at SoftShelf. Parts of
such a framework have been implemented in prior research [28], but we pro-
pose to use it as part of the deliberation strategy. By facilitating good delibera-
tion with this framework, it is ensured that the debt is properly reflected upon
before any action is taken. Specifically, the TD items were useful in SoftShelf by
first demanding a proper information base about TD and next for serving as a
common ground for deliberation about the specific item itself. Our study also
corroborates the prior research on implementing the Cost-Benefit framework in
Scrum projects [28], in that Scrum suits the deliberation-focused TD manage-
ment strategy well, since both emphasise open communication and the absence
of a structural hierarchy [23,32].

The benefits of reducing debt are largely invisible, sometimes intangible, and
usually long term, while the costs of actually handling the debt are significant
and immediate [10]. The Cost-Benefit analysis [30,33] with its estimates of inter-
est, interest probability, and refactoring costs improved the stakeholder’s under-
standing of TD and their communication about it between levels of the company
hierarchy. SoftShelf’s management were interested in costs, and the developers
were now able to provide actual costs related to TD. Therefore, initiating delib-
eration on a project level also sparked further communication about TD on an
organisational level. As such, by giving SoftShelf a common vocabulary, we have
enabled the project team to communicate their TD with stakeholders at higher
levels of the department.

A limitation of our study concerns our methodology, AR, which has been
criticised for being little more than consultancy [3]. We were attentive to biases
and did not consider the AR interventions and their presence as contamination
but as an inevitable part of the social construction of scientific knowledge [2,14].
Our AR approach’s dual imperative of a problem solving interest cycle and
a research interest cycle [26] ensured simultaneous contributions to SoftShelf’s
problem solving and the research on TD management. While our study revolves
around a specific company with a specific problem, SoftShelf’s TD issues are
not unique. We see our practice of first using a theoretical foundation to identify
specific issues in a company, and then using deliberations as a TD management
strategy, as transferable to other contexts. In this study, the simple tactics used
to create deliberations clearly helped SoftShelf’s TD management. This simplic-
ity makes it achievable to recreate in other organisations and projects. However,
further research is needed to investigate this transferability on a larger scale.
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Abstract. The governance of blockchain systems is unique due to its decen-
tralized nature and automatically enforced rules and mechanisms. Moreover,
blockchain governance is crucial in achieving success and sustainability. With
this study, we aim to advance the theory of blockchain governance and support
practitioners by defining blockchain governance from a holistic viewpoint and
identifying its building blocks. As a result of a systematic literature review of 75
recent articles focusing on blockchain governance, we propose a dynamic model
that deepens the researchers’ and practitioners’ understanding of blockchain gov-
ernance. The conceptual model can serve as a reference framework and structured
foundation for analyzing, discussing, and developing the governance of blockchain
systems.

Keywords: Blockchain governance · Dynamic view · Systematic literature
review

1 Introduction

Blockchain and distributed ledger technologies may disrupt industries by providing
means for decentralization, enabling automation, reengineering business processes, and
improving the management of information systems [1–3]. Blockchain relies on cryp-
tography consisting of an interconnected and unmodifiable list of digital records shared
within a peer-to-peer network [4]. One of its advantages is its ability to enforce automatic
rules without intermediaries [5]. Smart contracts (i.e., code representing a self-executing
digital contract) and consensus mechanisms (i.e., fault-tolerant methods of authenticat-
ing and validating a value or transaction on a distributed ledger) enable agreement
assurance within the nodes of a network. These technological advances infer a deeper
investigation of blockchain governance [1].

Indeed, a key factor in developing sustainable blockchain systems is related to
their governance. Governance refers to the regulation of decision-making processes
among actors towards shared objectives that lead to the development, reinforcement,
or reproduction of social norms and institutions [6, 7]. The governance of blockchain
systems differs from existing governance structures, such as markets, hierarchies, plat-
forms, or organizations [8, 9]. First, due to its decentralized nature, blockchain gover-
nance needs to balance integrity and autonomy without a central authority [1]. Second,
blockchain enables embedding governance mechanisms into blockchain transactions,
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and this automating self-governing characteristic of the technology opens new oppor-
tunities and challenges that need further investigation [10]. Thus, while effective gov-
ernance is crucial in developing and operating blockchain systems, its differences to
already investigated governance structures claim further research [11].

Blockchain governance has been studied through the lens of several theories includ-
ing IT governance theory (e.g., [1, 9, 11]), platform governance (e.g., [12–14]), the
organizational and corporate governance literature (e.g., [15–17]), agency theory (e.g.,
[9]), internet governance (e.g., [17]), and open-source software governance (e.g., [11]).
While there is no consensus on one specific definition of blockchain governance, several
terms share a common understanding among researchers. First, blockchain governance
can be understood as both governance of the infrastructure (i.e., means and processes of
directing, controlling, and coordinating actors within a blockchain system) and gover-
nance by the infrastructure (i.e., using blockchain to govern actions and behavior) [18].
Second, there is a distinction between on-chain governance (i.e., direct encoding of rules
and decision-making processes into the blockchain infrastructure) and off-chain gover-
nance (i.e., non-technical rules and decision-making processes affecting the development
and operation of blockchain systems) [19]. Third, technology governance refers to gov-
erning the technical development of the blockchain system, while network governance
implies governance of the associated blockchain networks [20]. Fourth, studies drawing
on organizational and corporate governance literature distinguish between external and
internal governance [15, 16]. External governance refers to decisions made outside the
blockchain system (e.g., the media, general public) but impacting managerial decision-
making within the system [15]. Internal governance, in contrast, describes governance
practices inside the system [15].While distinguishing between these aspects is necessary
and useful, there is also a need for a general definition that provides a shared common
language for researchers and practitioners to understand and communicate this concept
similarly and avoid confusion.

Current literature has identified different components of blockchain governance. For
example, studies building on IT governance theory identify the dimensions of decision
rights, accountability, and incentives [9]. Researchers inspired by organizational and
corporate governance literature describe decision-making related to (i) owner control on
the blockchain level, (ii) formal voting on the protocol level, and (iii) centralized funding
at the organizational level [16]. Further, governance has been found to be concerned
with decisions related to (i) demand management, (ii) data authenticity, (iii) system
architecture development, (iv) membership, (v) ownership disputes, and (vi) transaction
reversal [8]. Moreover, studies based on the theory of platform governance identify the
following three key components of blockchain governance: (i) access, (ii) control, and
(iii) incentives (e.g., [12]).

Besides these essential works that focus on some aspects of blockchain governance,
there is a need to define blockchain governance from a holistic viewpoint and identify
its key components. There are several reasons for this. First, blockchain governance
models based on a single theory focus on particular aspects while neglecting many
others. For instance, on-chain governance rules are more efficient and predictable than
the off-chain counterpart. At the same time, on-chain governance is less adjustable to
the unknown or changing environment [44]. On the contrary, off-chain governance is
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ambiguous, but it can respond to unusual casesmore humanly andflexibly to the changing
circumstances [44]. Therefore, it is crucial to have an integrative view of blockchain
governance to balance the pros and cons of a singlemodel. Second, analyzing blockchain
systems from a holistic viewpoint and identifying the decision-making needs is essential,
especially in distributed settings. In these decentralized systems, there are contradictory
forces of autonomous actors with different incentives and goals, while there is a need
for collaboration to achieve the shared objectives. Thus, governance decisions cannot
be made to one aspect of the system without considering its possible consequences
to other parts. Third, in some of the distributed systems (e.g., self-sovereign identity
ecosystems), the governance framework (i.e., consisting of business, legal, and technical
rules and policies of a system) is an essential building block beside the technological
architecture [21, 22]. The development and management of a governance framework
require similar development work as building the technical architecture. Thus, it requires
a holistic understanding of different, interrelated parts of blockchain governance [21,
22]. Therefore, it is essential to identify the building blocks of blockchain governance
and their interrelations, and propose a systematic way to determine the decision needs
and understand, analyze, and communicate blockchain governance decisions throughout
the whole lifecycle of a blockchain system.

Despite the growing body of literature, existing research falls short in providing a
holistic understanding of the components of blockchain governance and their possible
interrelations. The onlywork providing an integrative blockchain governance framework
has been developed and proposed by van Pelt et al. [11]. The authors build on the defi-
nition of open-source software (OSS) governance and define blockchain governance as
“The means of achieving the direction, control and coordination of stakeholders within
the context of a given blockchain project to which they jointly contribute” [11, p. 7].
In this work, blockchain governance is a combination of six dimensions (formation and
context, roles, incentives, membership, communication, and decision making) and three
layers (off-chain community, off-chain development, and off-chain protocol). While this
work provides an excellent framework for studying blockchain governance, it does not
emphasize the dynamic, evolving nature of blockchain systems, it does not incorporate
the legal and regulatory aspects, and also, the business aspects get less attention. How-
ever, governance decisions cannot ignore the legal and business context that both sets
the constraints and provides opportunities for alternative governance structures. Further-
more, governance decisions need to consider the lifecycle stage of the blockchain system.
For example, governance is typically more centralized in the formation phase, with more
ad-hoc decisions made via traditional, social decision-making means. Still, it is contin-
uously evolving towards decentralized governance structures and more routinized and
automatized decisions in the operating phase.

Thus, while understanding blockchain governance from a holistic viewpoint is essen-
tial, there is a clear research gap in the literature in providing an integrative framework
and a definition of blockchain governance that integrates insights from various theories.
In our study, we aim to answer the research question “what is blockchain governance,
and what are its building blocks?” by carrying out a systematic literature review and inte-
grating the existing viewpoints to define blockchain governance holistically and identify
its components.
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The paper has several contributions to both theory and practice by proposing a
dynamic model of blockchain governance that offers a holistic viewpoint and a more
comprehensive understanding of blockchain systems and their governance. Researchers
and practitioners (e.g., users, organizations, regulators) can use the proposed model as a
reference framework in further studies and as a tool to systematically design, analyze and
communicate the different aspects of the governance of blockchain systems throughout
the various lifecycle stages.

2 Research Methodology

A systematic literature review is an appropriate approach to synthesizing the existing
studies to facilitate theory development and support policymakers and entrepreneurs for
better decisions [23]. This methodology has high reproducibility and objectivity due to
its transparency in data collection and synthesis [23]. Following the five-stage grounded
theory method of Wolfswinkel et al. [24] for conducting a systematic literature review,
we applied a review by defining, searching, selecting, analyzing, and presenting, which
we will describe in the following subsections.

2.1 Defining

A well-written and detailed protocol document is essential for ensuring consistency
throughout the whole review process by defining the criteria for inclusion, the fields
of research, the appropriate sources, and specific search terms. For our study, all arti-
cles focusing on or partially mentioning blockchain governance can provide valuable
insights into blockchain governance’s definition and components. Therefore, we defined
the inclusion criteria as follows: articles focused on studying blockchain governance or
presenting the occurrences of blockchain governance. Since research on blockchain
governance has just emerged in recent years, any relevant article might provide inter-
esting views for our research in different fields. Therefore, we did not limit the fields of
research, which may result in a multidisciplinary or holistic perspective for the studies
on blockchain governance.

In this study, we used three multidisciplinary, electronic databases for keyword
searching: the Web of Science, Proquest, and ScienceDirect. Those databases were con-
sidered appropriate sources since they cover a wide range of literature and are frequently
used by previous scholars (e.g., [25, 26]).

Blockchain governance can be mentioned and discussed using different terms. Thus,
we decided on the following string for searching in the three databases:

(blockchain OR ( ( distributed OR decentralized)

AND (ledger OR platform OR “autonomous organization”) ) )

AND (governance OR management OR ecosystem)

2.2 Searching and Selecting

In Fig. 1, the searching and selecting stages are presented. In the Searching phase, we
applied the defined search terms on the three online databases. We got the following
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results: 142 articles from the Web of Science, 323 articles from Proquest, and 473
articles from ScienceDirect.

Fig. 1. Searching and selecting stages of the systematic literature review process

In the selecting phase, we filtered the articles based on their titles and abstracts
using the defined inclusion criteria. This phase resulted in six relevant articles from
the Web of Science, eight relevant articles from Proquest, and 16 relevant articles from
ScienceDirect. In this step, we eliminated duplicates and identified 29 primary articles
based on title and abstract. Next, we filtered the articles based on their content against the
same inclusion criteria and received 11 articles. Later, we went backward and forward in
the references of the 11 articles to find additional relevant articles with the same inclusion
criteria.We found 607 articles by going backward through the references, and 35 articles
were relevant based on the titles and abstracts. Within forward references (i.e., from the
papers citing the referred articles), 16 out of 221 articles were found relevant based on
the titles and abstracts. Then, we went through the 51 articles and filtered them based on
their content against the same inclusion criteria and got 26 articles. Next, we did another
round of backward and forward reference searches at the 26 included articles and found
an additional 36 relevant articles. Therefore, the total number of final included articles
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was 75. During this stage, we made descriptive notes about each included article to offer
a general overview.

2.3 Analyzing

We performed the data analysis of the final articles in three phases, each phase in an
iterative manner. We used ATLAS.ti qualitative data analysis software [27] for open
coding and axial coding. First, we did open coding using the constant comparative
method [28] to identify the main characteristics of blockchain governance and gather
descriptive statistics of the articles (e.g., objective, theories, and the research method).
In this phase, we also used the code in vivo and automatic coding functionality of the
software. As a result, the coding was detailed, and in many cases, followed the wording
of the original articles [29, 30]. Example codes of this phase include “exit strategy”,
“benevolent dictator”, “platform developers”, and “economic rewards”.

In the axial coding phase, we reorganized these codes into larger, overlapping cat-
egories using the code group functionality of the Atlas.ti software. These categories
represented the different aspects of blockchain governance, such as “business aspects”
and “actors and roles”. Then, we reduced the number of codes by renaming and merg-
ing the codes that referred to similar issues. This task resulted in a hierarchical code
structure with a maximum of three levels (for example, “actor: developer”, “incentive:
nonpecuniary: networking” and “descriptive: method: design science”). This code struc-
ture represented the building blocks of blockchain governance and provided the base for
our conceptual framework.

In the theoretical coding phase, our objective was to formulate a definition and a
dynamicmodel of blockchain governance from a holistic perspective. To achieve this, we
integrated the theoretical insights from the articles and the building blocks of blockchain
governance resulting from the axial coding phase. Both the definition and themodel have
been informed by the various definitions and components of blockchain governance
and related concepts, such as, for example, governance, open-source software gover-
nance, platform governance, corporate governance, internal governance, endogenous
governance, collaborative governance, distributed governance, and IT governance.

All phases of the data analysis have been carried out as an ongoing, iterative, co-
creative process. First, the authors discussed the code structure several times andmodified
it according to the agreements. The code structure was considered final when all the
codes belonged to a category, and there were no more questions from any of the authors.
Second, several blockchain practitioners discussed the conceptual model during several
meetings. After the first meeting, the model was refined based on the feedback. Later on,
the attendees found the model easy to understand, and they used it as a tool to discuss
issues related to the governance of their blockchain system. As a final step, we reviewed
the quotations behind the codes and summarized the findings in this article.

3 Findings

3.1 Descriptive Statistics

In Fig. 2, the number of different article types are presented each year. As visible from
the figure, blockchain governance has gained increasing attention since 2018. More than
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half of the total included articles were published between 2018–2020. The included
articles are journal articles (36%), conference articles (23%), and others (such as book
chapters, theses, and university publications; 41%).

Fig. 2. Number of different article categories each year

Various research methods have been applied in the included papers. Case study was
themost frequently used approach, accounting formore than 50%of the included papers.
Most of these case studies offered discussions related to Bitcoin and/or Ethereum, while
some other studies analyzed EOS.IO [11], the Swarm City [9], Cardossier [8, 43], and
Tezos [17]. In addition to case studies, other research methods included design science
research approach [11, 31] and action research [20].

3.2 A Dynamic Model of Blockchain Governance

The diversity of theoretical lenses and viewpoints and the various dimensions of
blockchain governance mentioned in the included articles lead us to investigate
blockchain governance from a holistic perspective. Thus, as a result of our systematic
literature review, we define blockchain governance as follows:

Blockchain governance encompasses technical and social means to make decisions
on the different levels (e.g., individual, community, organizational, national, interna-
tional) related to actors, roles, rights, incentives, responsibilities, rules, and the busi-
ness, technological, legal, and regulatory aspects of a blockchain system during its whole
lifecycle.

Furthermore, we propose a dynamic model of blockchain governance that can be
seen in Fig. 3. In line with the definition, the model captures the dynamic nature of
blockchain governance where technology-based and social means impact the various
facets of blockchain governance. In the following subsections, we describe the different
aspects of the model of blockchain governance.
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Fig. 3. A dynamic model of blockchain governance

Technical and Social Means for Governance
This building block of our model encompasses both governance of and governance
by the infrastructure. Governance means refer to actions, systems, methods, and pro-
cesses designed for decision making. Blockchain technology allows on-chain gover-
nance (referred to also as automated self-governance); that is, automatizing governance
decisions by technical means, in the form of voting mechanisms, smart contracts, DApp
frameworks, and blockchain network protocols (e.g., [10, 44]). Embedding governance
into technology refers to managing and maintaining systems of legal agreements, voting
and property rights, and validating, maintaining, and enforcing social and functional
properties or contracts in the system [32]. Technical means enable the standardization of
interactions, embedding quality standards into the technical architecture, and providing
incentives [12]. Automatizing governance decisions entails embedding social trust and
determining the bargaining power of the actors [17, 18].

However, the technology cannot solely be held accountable for governance decisions.
Besides these technical means, there is a need for off-chain governance enabled by
traditional, social means for governance, such as communication, collaboration, and
coordination among actors [11]. Social interactions among the actors are needed in
different forms and channels [9, 11, 12, 18, 45]. Social governancemeans refers to formal
and informal communication and collaboration among the actors, such as discussions
via coordination systems, tracking systems, meetings, and working groups [11].

A key challenge in blockchain governance is to find the right balance between the
technical and social means of governance (i.e., what, how, and when to automatize).
A decision on embedding governance into technology should also be made based on
other aspects of the system (for example, the lifecycle stage [8]). In blockchain systems,
on-chain technical governance interacts with traditional governance mechanisms in both
substitutionary and complementary ways [33].
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Blockchain System
Actors and Their Roles
Governing a system requires identifying the actors (i.e., stakeholders, agents) that are
influenced by, or can affect the system [17]. Blockchain systems have a boundary prob-
lem: defining the actors of the system is challenging [17]. Some actors are not even
aware that they contribute to governance decisions [11]. Furthermore, some actors are
affected by the decisions, but they do not interact [17]. Moreover, a group of actors with
the same role may not be homogenous in their incentives and actions (e.g., token holders
[17]). Another problem comes from the different preferences of different actors towards
the chosen governance models [34].

Actors can be individually governed as a community or according to other affiliations
(cf. the subsection Governance levels). Actors can be categorized into passive (i.e., users
of blockchain, for example, to transfer money) or active users (i.e., users who contribute
and support the operations of the network) [18]. Actors might be public or private
[43]. Finally, they can be considered internal (i.e., users) or external (i.e., regulators or
standard-setting bodies) [8].

Based on our review, actors can be grouped based on their roles in the infrastruc-
ture development processes or their roles in the ecosystem. Roles can be defined as a
characteristic set of behaviors or activities undertaken by the actors [11]. Roles related
to infrastructure development are nodes, miners or validators, users, developers, archi-
tects, and so forth (e.g., [11, 18, 42]). Roles related to a system can be owners, founders,
leaders, providers, investors, contractors, complementors, standard-setting bodies, reg-
ulators, observers, operators, suppliers, and so on (e.g., [1, 12, 34, 46]). In some cases,
there is a hierarchy between the roles, and specifying this hierarchy plays an important
role in governance decisions [11].

Rights, Rules, and Responsibilities
One of the key factors for successful governance is the rights and responsibilities of the
roles/actors and the rules in the system [10]. Rights and rules have been mentioned in
various forms in the literature. First, access rights and rules have been referred to as
rights/rules for entry, membership, input control, and participation (e.g., [8, 11, 15]).
Second, decision rights and rules “concern the rights governing control over certain
assets” [9] (p. 1022). Third, rights and rules should be developed related to develop-
ment, software updates, data policies, and hard forks [15, 34, 35]. Fourth, rules and
rights are needed for voting, validation/verification, overrides, and ownership (intellec-
tual property) [8, 16, 17, 32, 34]. Rights and rules could be endogenous (i.e., developed
by the community for the community, as a form of self-governance) or exogenous (i.e.,
rules established by external actors that have the power of influence) [44].
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Governing a blockchain system implies designing the responsibilities and the
accountabilities assigned to the roles [9, 11, 34, 45]. The importance of responsibil-
ity management has been emphasized in both the open-source software governance and
the corporate governance literature [16, 36]. Accountability captures the level on which
actors are and can be held accountable for their actions and behavior [11]. Accountability
represents one of the key concepts in the theory of IT governance, platform governance,
digital infrastructure governance, corporate and organizational governance [1, 7, 9, 10,
37].

Incentives
Incentives refer to actors’ motivations for participation and actions [11]. Incentives play
a key role in governance decisions because they encourage desirable behavior in the sys-
tem [9]. Aligned incentives allow actors to choose their own behavior and actions that
coincidewith the shared objectives of the system [9]. Incentives can be pecuniary (mone-
tary) or nonpecuniary (non-monetary) (e.g., [11]). Besides financial benefits, blockchain
systems offer a wide range of value, such as privileges, reputation, and visibility [9, 42].
Some actors contribute to the system to gain experience, do research, carry out techni-
cal and market testing, simulate business processes, collaborate or build new strategic
alliances [20].

Technological Aspects
Blockchain systems cannot be governed without decisions related to technology. In
particular, these decisions are related to (i) the architecture, implementation, and data,
(ii) the development work environment, and (iii) the IT systems for social interactions,
knowledge, and memory management (e.g., [8, 9, 11, 34]). First, related to the architec-
ture, implementation, and data, decisions are to bemade related to the technical details of
consensus mechanisms and voting mechanism, technical choices for the software stack,
third-party software, technical requirements on connectivity and firewalls, the monitor-
ing and maintenance of key performance parameters, the sharing of node-IPs, online
or offline funding storage, transaction enforcement, validation and conflict resolution
mechanisms, data authenticity, activity tracking, identity management and interoper-
ability (e.g., [18, 20]). Second, decisions are needed related to software repository man-
agement, versioning, testing, and monitoring. Third, decisions related to coordination
systems are important for enabling traditional governance using social interactions.

Business Aspects
In blockchain systems, the actors co-create value together, and a key question is how
to ensure a fair share of value among them. A successful business model is beneficial
for all actors [38], and it is essential for a sustainable blockchain system. In this view, a
fit between value capture, value creation, and value context is key to achieve dynamic
stability [39]. According to this view, we grouped the governance decisions related to
the business aspects into three groups: decisions related to value context, value creation,
and value capture.

Thedecisions related to value context encompass identifying the purpose and context,
the business requirements, and the strategies and mission of the system (e.g., [8, 11,
45]). For this task, there is a need to understand where the value resides in the system,
considering all other aspects, such as the actors, their roles, their (possible) incentives, the
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opportunities enabled by the technology and its limitations, and the legal and regulatory
context.

The decisions related to value creation are primarily related to cost factors and
funding sources (e.g., [12, 20, 42]). Furthermore, decisions are needed related to core
activities and how to split the funding fairly among the actors to establish incentives and
facilitate innovative outputs.

Value capture entails not only the provision and negotiation but also the realization
of value [12]. The decisions related to value capture typically deal with revenue streams
and pricing models (e.g., [11, 12]). In blockchain systems, different actors might have
different revenue models that need to be considered in decision-making processes.

Legal and Regulatory Aspects
While there are considerable advances related to the legal and regulatory environment of
blockchain systems in different countries, uncertainty still exists related to the legal and
regulatory aspects of the technology and the ecosystems built around it [40]. Blockchain
governance encompasses decisions related to laws, regulations and industry policies,
standards, and agreements (e.g., [10, 35, 40]).

In an uncertain legal and regulatory environment, decisions are needed on the specific
regulations to complywith or in regard to lobbying for changes in the existing regulations
[40]. In particular industries (e.g., financial or data services), the choice of jurisdiction
or accountability over multiple jurisdictions is crucial [10].

Viable blockchain solutions need to have a standard industry policy strategy or an
alternative strategy when standards are not yet fully established. Choices could be, for
example, (i) creating a proprietary blockchain protocol, (ii) working with existing stan-
dards groups to adopt standards for blockchains, or (iii) joining an industry blockchain
consortium [40].

Besides the decisions related to laws, regulations, and standards, one of the key tasks
in developing blockchain systems is to create agreements among the actors that set out
the rules and policies of the system. Agreements can exist in different forms, such as
legal documents, shared understanding, or code (e.g., [8, 32, 45]).

Lifecycle Stages
Blockchain governance evolves over time [8, 10, 34]. Blockchain systems are orches-
trated in the formation/design phase (also called exploration/ bootstrapping), where the
key question is “How should the system work?” In the operation phase, the key gov-
ernance decisions have been made already, and the main question is “How should the
system operate?” In some cases, the system can enter into the crisis phase, when the
key question is “How should the system handle the conflicts?” Crisis situations can lead
systems to death or to forming a new blockchain system via hard forks, or the system
can go back to the operation phase via the self-renewal/soft fork.

While blockchain governance is typically considered decentralized, an evolution
pattern can be observed that a central authority makes the first design decisions, and
the system becomes more decentralized when maturing [34]. Furthermore, the level
of automatizing governance also evolves over time: while ad-hoc decisions cannot be
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automatized, the planned decisions can be implemented later using technical means [8].
Thus, blockchain governance needs a dynamic, evolutionary viewpoint.

Governance Levels
Understanding the scope of the decisions (i.e., the targets that the decisions have an
impact on) is crucial in governance because it helps to understand the possible con-
sequences of the decisions. We argue that decisions can be related to individuals or a
group/ community [11]. Furthermore, some decisions (such as business, legal or regula-
tory ones) are made at the organizational, inter-organizational, national, or international
levels [40].

4 Conclusions

Governance decisions in decentralized systems cannot be made solely by focusing on
the key components from one specific theory (e.g., decision rights, accountability, and
incentives from IT governance theory). Instead, making governance decisions needs a
comprehensive analysis of the system. In this work, we synthesize findings from a sys-
tematic literature review of 75 articles related to blockchain governance. By integrating
insights from recent work, we define blockchain governance from a holistic perspec-
tive. That is, blockchain governance encompasses technical and social means to make
decisions on the individual, community, organizational, inter-organizational, national,
international levels related to actors, roles, rights, incentives, responsibilities, rules, and
the business, technological, legal, and regulatory aspects of a blockchain system during
its whole lifecycle. This definition is novel due to its comprehensive characteristic. It
provides a systematic viewpoint on the governance decisions that need to bemade during
designing, operating, and managing blockchain systems during crises.

Blockchain governance is multifaceted and complex [34], and decisions related to
one aspect of the system affect other parts. In our model, we incorporated on-chain and
off-chain governance, governance of the infrastructure, and governance by the infras-
tructure in one model, facilitating the investigation of how the technical and social gov-
ernance means substitute for and complement each other [33]. This model emphasizes
the dynamic, evolving nature of blockchain governance [34]: decisions should consider
the lifecycle stage of the system. For example, governance might be more centralized in
the formation phase but evolving towards decentralized governance structures. Further-
more, the complexity and ad-hoc nature of governance decisions also differ in different
lifecycle stages. Our model also emphasizes the context-dependent nature of blockchain
governance: for example, decisions should consider the legal and regulatory context and
the value context of the system. While all components of blockchain governance have
been mentioned in recent literature, our model is the first one that incorporates all.

This research has several theoretical and empirical contributions. First, the work con-
tributes to IS research by providing a unique, holistic view of blockchain governance
and its multifaceted, complex, and dynamic nature. In particular, the holistic definition
of blockchain governance advances theory by integrating the different theoretical view-
points and can serve as a reference definition for further studies. Furthermore, researchers
can use the model as a reference framework in future work, such as empirical, compara-
tive case studies. This integrative framework is significant since it balances the benefits
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and drawbacks of a single blockchain governance model and intends to cover all rele-
vant components. Second, for practitioners, such as the actors of blockchain systems,
the definition, and the model provide a structured foundation and a shared language to
understand, analyze and communicate blockchain governance decisions. In particular,
similarly to BusinessModel Canvas [41] that has been commonly used in businessmodel
development, this model can serve as a tool for identifying the gaps and questions, and
provides a systematic way of documenting governance decisions throughout the whole
lifecycle of the system, such as formation/design, operations, and crisis.

The study has limitations that we aim to address in our future work. First, we will
describe our conceptual model more extensively and include some more insights from
the articles on which our conceptual model is based. Second, we will describe future
research avenues that we identified using our conceptual model. However, we believe
that the comprehensiveness of our proposed model advances theory and practice also in
this short form.
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Abstract. The development of software for modern products with lots of inter-
faces, layers and stakeholders has become very complex, increasing the risk of
inefficiency. Key Performance Indicators (KPIs) can be used to identify bottle-
necks and problems, but the challenge is how to create KPI models, processes and
dashboards that help improving the development processes and can be adopted by
all the stakeholders. We introduce the RelAA Framework - a bottom-up approach
for monitoring product-focused software development. The RelAA (Relevant,
Accessible and Adoptable) Framework is created in an industrial setup that cur-
rently includes around 350 persons in different phases of the software life cycle.
The RelAA Framework is formed by analyzing existing KPIs and tools, gath-
ering feedback from development teams, management, business representatives,
and other stakeholders, and creating intuitive ways to share information related to
KPIs. TheRelAAFramework itself does not define exact KPIs for the organization
to adopt, but it provides a process and model how to create, document and utilize
KPIs. The RelAA Framework ensures relevance, accessibility, and adoption of
KPIs across stakeholders and organization.

Keywords: KPI · KPI model · KPI framework ·Metrics · Software life cycle ·
Dashboard · Visualization · Agile

1 Introduction

Large organizations have increasingly adopted performance measurement programs to
aid decision-making and control quality. Key Performance Indicators (KPIs) are often
at the center of these programs, as they are the concrete measures used to quantitatively
assess performance of critical factors [1]. However, companies may struggle with cre-
ating pro-active measures and selecting the right set of KPIs for long-term analyses,
among other issues [2]. Increasing software complexity and development team sizes set
further limitations and new prerequisites for the KPIs. In most cases, both the KPIs and
goals have been defined and given “as is” by the management. This can lead to some
of the KPIs not having clear linkage to the daily work of the development teams and
can even be considered confusing or disturbing. In the worst case, the KPIs that are
designed to be used by only certain types of teams are used by other teams as well. This
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increases the risk of teams not committing or taking actions to improve their work, and
thus, KPIs not being optimally exploited in optimizing the overall operations. We thus
set the following research questions:

RQ1: Relevance - How to ensure that the used set of KPIs is relevant, up-to-date and
focuses on the right context to the stakeholders and teams?
RQ2: Accessibility and adoption - How to ensure KPIs are seamlessly accessible and
a natural part of the daily work?

Via an action research process to answer these questions, we propose the RelAA
(Relevant, Accessible and Adoptable) Framework which consists of RelAA Process,
RelAA Model and RelAA Dashboard. We suggest a process where the KPI model is
developed bottom-up and provide facilitation for the creation and management of the
model with web-based tooling. Instead of defining and offering a fixed KPI model, we
introduce a process to engage stakeholders to contribute to the model, which is also
expected to evolve according to the needs, relevance, and usefulness to each stakeholder
group. In addition, the framework provides methods to ensure that company business
model and targets are aligned with KPIs. Piloting the framework in our case company
has shown promising results on rising commitment to KPIs.

The rest of the paper is organized as following. Section 2 discusses the background
for this research. We first go through the related work on KPI models and processes,
and then introduce the industrial background. Section 3 describes the utilized action
research process, resulting in an introduction of the RelAA Framework within the case
study company. Section 4 introduces the RelAA Framework. Section 5 evaluates the
completeness of the RelAA Framework. Section 6 includes lessons learnt and lists pos-
sible threats and weaknesses. Section 7 concludes the paper and introduces ideas for the
future work.

2 Related Work and Background

2.1 Related Work

Performance measurement is a widely studied phenomenon in a variety of business
domains (see, e.g., [3–6]). Utilizing KPIs is an inherent part of performance measure-
ment. In this study, our scope is on KPIs targeted particularly for software development,
which is distinctly different from, e.g., manufacturing or construction. There is scarce
research on the processes for creating KPI models, utilizing KPIs and on the actual KPI
models targeted specifically for SW engineering processes. While SW metrics and mea-
sures are widely used and discussed, an indicator is more complex, being comprised of
several measures [7]. For example, Briand et al. [8] propose the GQM/MEDEA method
- a general process that can be used as a guideline to design sound measures particularly
in the field of SW engineering. However, more steps would be needed to further refine
such measures into KPIs.

There are some studies suggesting the processes to define KPI models in the context
of software development. Tsunoda et al. [9] present a general model for discussing SW
projects and their success with a variety of stakeholders, andKPIs or KeyGoal Indicators
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(KGIs) are an essential part of that model. In their paper, a mock example of a KPI/KGI
model is presented, based mainly on counting defects and program size. Their main
contribution is a set of requirements that need to be met when designing a model to
enable communication between stakeholders.

Staron et al. [10], in turn, present a KPI Quality model, defining 59 quality attributes
that awell-definedKPIneeds tomeet. The attributes are basedon three keydrivers: Trans-
parency, Actionability, and Traceability. Additionally, Staron and Meding [11] present
the MeSRAM method for assessing robustness of measurement programs particularly
in SW development. While MeSRAM considers measurement programs at large, KPIs
are an essential part of it.

There are some studies giving examples of KPI models in software engineering.
Antolic [12] presents a KPI model for SW development. While the KPIs are based on
data and experiences from Ericsson Software Development, the process of how the KPI
model was established and how it has evolved has not been enclosed.

Kazi et al. [13], in turn, use a balanced scorecard approach for monitoring perfor-
mance in SW projects, where KPIs make the scorecard. While the KPIs are based on
data stores used in the business process model, and the KPI model is carefully mapped
to serve existing process models, there is no report on how the KPI model would evolve,
and what kind of practical experiences there are in using the model.

Finally, a review shows [14] that there is little research on visualizations related to
SW processes, including visualizing KPIs alongside other process information, as most
SW visualization studies focus on visualizing programs.

According to our study, we find the gaps in existing research as listed in Table 1. We
will contribute to filling in these gaps. Proposed solutions are linked to the gaps in the
later parts of this paper.

Table 1. Gaps in the existing studies

ID Description Research question

GAP1 How are teams included in the process of defining KPIs? RQ1

GAP2 How to create a set of KPIs that are applicable for monitoring a
larger entity than just one SW project?

RQ1

GAP3 How to create a set of KPIs that are targeted for different
stakeholders?

RQ1, RQ2

GAP4 How to support evolution in KPIs? RQ1

2.2 Case Company Background

The research in this paper sparked from acute needs in a large multi-national company,
providing industrial products in all continents. The products include mechanics, elec-
tronics and both embedded and cloud scale software. Software is involved in controlling
mechanical devices, connecting millions of devices to cloud, executing cloud analytics
and delivery of user interfaces for different stakeholders.
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The number of persons working in the SW department from 2013 to 2021 has
increased from 75 to more than 300 and the development sites (USA, India, and Fin-
land) are now more geographically distributed than before. The growth requires both
new organizational structures and development processes.

The SW department includes three different programs which include tens of Scrum
teams. Scrum teams have two-week sprints starting with sprint planning, having daily
standups, and ending to sprint demo session. Programs and Scrum teams plan their
backlogs for the next three months in quarterly planning sessions together with the
business and other stakeholders such as maintenance. Quarterly planning is used to
align the backlogs and schedules according to the given business priorities and make
sure that possible dependencies to the HW development is aligned.

In the case company, the main purpose of KPIs is to ensure that all activities and
initiatives are providing additional customer value and that operations are carried out
effectively. KPIs can be either strategic or operational and both short-term and long-term
targets can be set. KPIs are used in different levels of the organization and for different
target audience and roles.

3 Research Process

Our research process follows the action research [15]methodwhich includes four phases:
plan, act, observe, and reflect. The design and development of the RelAA Framework
has been carried out in phases as depicted in Fig. 1.

Fig. 1. The action research phases and timeline in the RelAA Framework development

3.1 Planning Phase and Initial Observations

The planning phase included schedule setting, stakeholder identification, analysis of
the existing KPIs and processes, and goal setting. All the major stakeholders have been
involved in the process: SW teams, HW teams,management, business, qualitymanagers,
SW testing department, steering group, andHumanResources (HR). The planning phase
included an analysis of the characteristics of the existing KPIs, tools and processes, as
well as severalworkshops and face-to-face discussions to gather feedback. The following
questions were applied in the workshops and discussions:
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• Do you understand why we have KPIs?
• Are you able to find required documentation for each KPI?
• Have you been able to use the existing KPI tool?
• Which KPIs and metrics have been useful?
• What kind of things would you like to measure in your team?
• What would help your team to get more committed on KPIs?

Workshops, discussions, and interviews included persons from different parts of the
organization and different roles such as program managers, developers, test specialists,
product owners, agile coaches, quality managers, and test managers. Table 2 includes
a summary of the feedback gathered from the workshops and interviews grouped into
strengths, weaknesses, opportunities, and threats. For example, the interviews revealed
that only 10 out of the 20 persons interviewed considered the existing KPIs useful and
that KPIs had been guiding teams into better performance. Thus, there was a clear need
to improve the existing model and its adoption. The first draft of the framework was
offered for stakeholders’ evaluation and further evolution based on their contributions.

Table 2. SWOT analysis

Strengths

• Lots of existing KPIs for teams and programs

• Automatic system to gather data from existing systems (e.g. backlog management)

• Story point burnup charts are widely used by development teams and visible in info screens

• Lots of different kind of visualizations and chart types available in the existing tool

• KPIs are used for measuring the performance of development teams instead of individuals

Weaknesses

• Lack of documentation, only small set of KPIs have documentation available

• Ambiguity and obscurity of KPIs

• Disorganized and unintuitive user interface and no means to enter data points manually

• Missing linkage between the KPIs and objectives defined by the management

• Missing linkage between the KPIs and company processes

• No KPIs for measuring customer value and other levels than team and program

• Lack of SW testing related KPIs

• Goals are not understandable and justifiable by the development teams

• Only part of the KPIs have goals in place

Opportunities

• New KPIs for other levels than team and program

• Definition of KPIs and goals for each role (Product Owner, Scrum master etc.) separately

(continued)
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Table 2. (continued)

• Soft KPIs to measure motivation and feelings of the organization

• Appropriate balance between agility and stability to increase commitment

• Automatization of measurement of new KPIs

Threats

• Insufficient quality of data

• Incorrect and misleading goals and results

• Team adjusts daily routines to meet the goals without understanding the reasons

• Lack of common goals due to the diversity of teams

• Usage of KPIs as incentives arouses controversy in the organization

• Negative attitude towards KPIs

• Excessive amount of KPIs

• Excessive and complex documentation

3.2 Acting Phase

Acting phases include defining the process for continuous KPI development, setting
guidelines for the documentation of the KPIs and implementation of the facilitation
tool. Development of these entities is tied to a larger company-wide program, dedicated
for improving the SW life cycle processes in an industrial setting. The outcome of the
acting phase, RelAA Framework, is described in Sect. 4. One of the authors is working
in the program within the company. The program started in 2018 and completed at the
end of 2020. A dedicated info session for the teams involved in the SW development life
cycle was arranged in June 2019 to launch the RelAA Framework. The implementations
of an automatic data gathering system, a simple KPI tool and a set of KPIs for automated
testing and continuous SW integration was started by Oinonen [16].

3.3 Observe and Reflect

Development of theRelAAFrameworkwas followed in aweekly program statusmeeting
in which the program core team provided their observations and guidance. Development
of the RelAA Framework was coordinated, and observations were discussed in regular
sessions with the RelAA development team. Additions to the RelAA Framework were
reviewed and discussed in dedicated sessions with the program core team and selected
stakeholders. For example, new RelAA Dashboard views, changes to the RelAA Pro-
cess, and additions to the RelAAModel were demonstrated to the program core team and
stakeholders to collect feedback. In addition, feedback was gathered from the RelAA
Dashboard users by providing a built-in feedback form and having informal discussions
with many people.With methods above we gathered observations continuously through-
out the iterative development of the RelAA Framework. Observations were reflected to
adjust and improve the RelAA Framework iteratively.
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4 RelAA Framework

RelAA Framework consists of RelAA Process, RelAA Model and RelAA Dashboard
which are tightly integratedwith each other to provide seamless user experience. Figure 2
describes the characteristics of these components. RelAA Dashboard is a facilitation tool
that supports the creation, usage and analysis of the RelAA Model and RelAA Process.
RelAA Model defines guidelines and templates for documenting the KPIs for better
visibility and transparency. RelAA Process defines processes and methods to enable the
continuous development of the KPIs.

4.1 RelAA Process

KPIs require continuous development due to the changing development processes, orga-
nizational structures, and evolving architectures. Thus, it is important to have proper
methods in place to ensure that the KPI model remains in good shape. In this section
we introduce the RelAA Process, providing steps for 1) managing the KPI life cycle,
2) setting clear roles and responsibilities, 3) enabling the incremental development, 4)
validating the defined KPIs and 5) providing training for the end users.

Fig. 2. RelAA Framework

Life Cycle Management. The purpose of the RelAA Process is to allow teams and
stakeholders to be involved in the KPI specification from the beginning and thus increase
the adoptability and transparency of KPIs, as well as and commitment to them. Addi-
tionally, there was a need to identify KPIs that are not seen valuable by the users. This
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approach requires that each KPI has a predefined status as listed in Table 3. Each status
phase includes various tasks that need to be carried out before the next phase can be
reached. The KPI life cycle and roles and responsibilities are illustrated in Fig. 3.

Table 3. Status values

Status Description

Define Definition of KPI and its characteristics (like measurement criteria) is in progress.
Changes may occur during this phase

Baseline KPI and its characteristics have been defined. Data is being collected to set the
baseline and targets. Measurement results and measurement criteria are being
validated by relevant stakeholders, teams, and persons

Measure KPI and its characteristics have been defined and baseline and targets have been set.
KPI is being followed by the responsible person or team

Fig. 3. KPI life cycle

Roles and Responsibilities. One of the key targets was to set clear roles, responsi-
bilities, and accountabilities to ensure that KPIs are being developed and followed
continuously. We have defined following roles and responsibilities.
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• RelAA Development team is responsible for implementing data collection, dashboards,
and visualizations. Team consists of developers that implements and maintains the
system that is gathering data from different sources and components required in the
RelAA Dashboard. Development team owns the RelAA Dashboard.

• RelAA Process owner is responsible for creating roadmaps and schedules for imple-
mentation of new KPIs, collecting ideas and feedback, and participating to KPI
documentation reviews. Process owner interacts with the RelAA development team
actively. Process owner owns the RelAA Process and RelAA Model.

• Requestor is a person or team that proposes a new KPI to be taken into use or existing
KPI to be modified.

• Reviewer is a person that is responsible for following the measurement results, setting
targets, and checking that the measurement criteria and documentation is up to date.
Reviewer is assigned for each KPI separately.

• End user is a person or team that uses the RelAA Framework to follow the KPIs.

Incremental Development. Sometimes it is required to modify existing KPIs, intro-
duce a new KPI or completely stop using some KPI. To enable the required incremental
development process, we decided to include version numbers and histories to both the
KPI model and RelAA Dashboard. This should allow comparison of different versions
and provide visibility on how KPI model and RelAA Dashboard change and evolve.

Several reasons (triggers) can cause a new version of the KPI model to be released.
Table 4 includes triggers that we have identified to result in releasing a new version.
For each trigger, we have defined a set of actions to be executed. Predefined actions
are targeted to help ensuring that KPI model remains up to date in all circumstances. In
addition,we have defined an update interval for theKPImodel. The purpose of the update
interval is to provide information and visibility about the pace and scope of changes in
relation to the nature of changes. The KPI model can be updated weekly, monthly, or
yearly (Table 5).

Table 4. Triggers for new version of KPI model

Trigger Description Actions

Process change Many KPIs are usually related
to process milestones or phases

Review process views

Review documentation

Organizational change Changes in the organization
may cause changes in
responsibilities and teams

Assign reviewers

Review measurement levels

(continued)
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Table 4. (continued)

Trigger Description Actions

Architectural change KPIs may become obsolete or
invalid due to architectural
changes

Review measurement
criteria

Assign reviewers

Invalid goals Goals are not realistic or have
been achieved

Review Target and Stretch
goals

Invalid or insufficient results Poor quality of the measurement
results. KPI does not provide
any additional value in finding
problems or bottlenecks

Review measurement
criteria

Review data quality

Development tool set change New tool or new version of
existing tool is taken into use

Review data sources

Review measurement
criteria

KPI missing New KPI has been identified Add KPI into the KPI
model

Table 5. KPI model update interval

Interval Description of changes Examples

Weekly Minor changes that do not have long-term
impact or do not require any actions from
teams or stakeholders

Documentation improvements

Bug fixes

Monthly Medium changes that may require some
minor actions from teams or stakeholders

Changes to measurement criteria

Changes in reviewers

Adding of new KPIs

Yearly Major changes that must be communicated
to whole organization

Setting of goals used for incentives

Process view updates

Validation Measures. To ensure the validity of the KPIs through the whole KPI life
cycle, we have defined the following validation measures.

Validity of New KPI. RelAADevelopment team together with the reviewer and relevant
stakeholders validates themeasurement results and reviews the documentation of the new
KPI during the Baseline phase.

Validity of Existing KPIs. Each KPI is being reviewed (documentation and measure-
ment results) periodically at least once per year to ensure that the underlying data is in
good shape and reliable and documentation correspondswith the actualways ofworking.
Reviewer is responsible to execute the periodical review.
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Validity of Data and Visualizations. RelAA Development team creates the necessary
unit tests and other tests to ensure that the measurement results are being calculated and
visualized correctly. Tests are executed automatically always when changes occur.

Training Sessions and Teaching Material. During the development of the RelAA
Framework we discovered that even if the tools and processes would be intuitive and
documentation is available, separate training sessions and teaching material need to be
arranged. Developing the RelAA Framework we defined training sessions for different
target audiences and added a description of the RelAA Process and a dedicated help
view to the RelAA Dashboard.

Training sessions are tailored for each role (such as ProductOwner), but each training
session has a common frame including two parts (2 h). The first part focuses on basics
and theory and includes description of the RelAA Framework. Second part is a hands-on
session in which participants are getting familiar with the RelAA Framework by trying
it by themselves.

4.2 RelAA Model

In the RelAA Model, KPIs are organized hierarchically (parent-child) to increase the
accessibility and adoptability and to illustrate relationships. The value of the parent KPI
is calculated using the values of the child KPIs using pre-definedmeasurement criterium.
Figure 4 includes a small exemplary set of KPIs and their hierarchical relationships.

Fig. 4. Hierarchically organized KPIs

The RelAAModel includes eight documentation fields (free-form text) that are used
for documenting each KPI as listed in Table 6. The purpose of these is to elaborate the
background, provide practical examples and to increase the acceptance and commitment
in teams.

KPIs are divided into measurement levels based on the level in which a KPI is used.
Each KPI is mapped to one or more measurement levels. The measurement levels are
listed in Table 7.

Each KPI is mapped to one category and one or more SW life cycle phase based on
the characteristics. The categories are Speed, Efficiency, Customer centricity, and Moti-
vated & capable team. SW life cycle phases are Planning, Requirements, Development,
Testing, Maintenance. In addition, Each KPI is also tagged either Lagging or Leading.
Lagging KPI is for measuring and analyzing past performance and Leading KPI is for
measuring and predicting future performance.
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Table 6. Documentation fields

Documentation Description

Why is this needed? Description about the background and purpose of the KPI

Example: Cycle time indicates how fast team delivers new features.
Fast and consistent delivery of stories is an indicator of high
productivity

Measurement criteria Equation or other description on how KPI value is being measured

Example: Story cycle time is the time (days) each story spent in ‘In
Progress’ state before it is moved to ‘Done’ or ‘Accepted’ states

Target goal Target goal is defined only for KPIs that can have some meaningful
target. Goal is set only after baselining period is completed. Target
goal is set so that it is easier to achieve than stretch goal

Example: Story cycle time < 10 days

Stretch goal Stretch goal is defined only for KPIs that can have some meaningful
target. Goal is set only after baselining period is completed

Example: Story cycle time < 5 days

Reviewer Person in charge of reviewing the results. Ideally, only one person
should be nominated to avoid shared responsibilities

Examples: Product Owner, Program Manager, Quality Manager

Data source List of tools, applications and systems from which data is retrieved

Examples: Version control system, issue and task tracking system

Measurement frequency How often KPI is being measured

Examples: daily, weekly, monthly

Reporting frequency How often KPI is being reported

Examples: daily, weekly, monthly

Unit of measurement Unit of the KPI value

Examples: days, story points, number of defects

Table 7. Measurement levels

Measurement level Description

North Star Overall status in company and product level

R&D Overall status in R&D level

Solution KPIs for getting more detailed information about specific solutions

Release Detailed status and progress of each SW release

Program KPIs for each SW development program

Team Detailed status of the performance of each team

Component Detailed status of the development of each component



Framework for Creating Relevant 93

4.3 RelAA Dashboard

The development of the RelAA Model was tightly coupled to the RelAA Dashboard
which is a web portal user interface to the KPIs. We decided to build documentation
into the Dashboard as there must be a way to intuitively explore the concrete KPI model
(built according to the RelAA Model).

The RelAA Dashboard includes a dedicated Model view, which contains a built-in
tree-view to visualize the hierarchies, and a possibility to see all the documentation
related to the KPI by selecting any KPI.

Process view is used to map each KPI to the development process and the RelAADash-
board includes several process views. Available process views are North Star, Release,
Program, and Team, which have been defined as measurement levels. Colors (green,
yellow, red) indicate the status of the KPI in each process view. Status is defined accord-
ing to the Target and Stretch goals. The Trend is shown using arrows (up, right, left).
Process views are kept rather simple to easy understanding.

Scorecard view includes documentation (items listed in Sect. 4.2), charts, and values
related to the selected KPI. All this information is shown in a single view to increase the
accessibility of the documentation and adoption of KPIs. In addition, the Scorecard view
includes dedicated discussion panel that is intended for discussing about KPI results,
anomalies identified in the KPIs etc.

Feedback view includes a built-in form to give feedback about theKPImodel andRelAA
Framework. Feedback is made visible for all allowing users to browse given feedbacks
and check which feedback has been already processed and in which version it has been
taken into consideration.

5 Results

5.1 Observed Effect

As part of the action research process, the RelAA framework was actively piloted in the
case company while it was being created. Based on the feedback gathered during this
research and development of the framework, most of the team members feel positive
about the RelAA Framework and KPIs after they have been involved. They understand
the background, measurement criteria and linkage to the daily work. The RelAA Frame-
work has increased the accessibility and adoptability of the KPIs by providing intuitive,
approachable, and understandable means to explore the model itself and analyze the
performance of the organization.
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Since the framework was completed, many of the KPIs introduced using the RelAA
Framework have proven to be very useful. For example, Engagement & Satisfaction
KPI provides detailed insights about the motivation of the development teams, Team
Predictability KPI indicates whether it is realistic to expect the business commitments
to be fulfilled and Story Definition of Ready KPI depicts if teams are having enough
information available before starting stories. All the KPIs together help to ensure that
the teams are proceeding according to the business targets.

5.2 Fulfilling Requirements

Tsunoda et al. [9] have defined a set of requirements that need to be met when designing
a model to enable communication between stakeholders. These requirements are in line
with our research questions and objectives, and thus, provide a useful method to validate
the completeness of the current RelAA Framework. The requirements and comparison
to the RelAA Framework are listed in Table 8. Requirements and models introduced in
other studies were not seen comparable due to the differences in the applicability of the
models. Other models are more narrowly scoped for smaller SW projects whereas the
RelAA Framework is applicable for a larger entity.

Table 8. Evaluation of requirements set by Tsunoda et al. [9]

Requirement by Tsunoda et al. [9] RelAA Framework

(R1) Goals of each stakeholder separately, and a metric which directly
indicates whether the goal is achieved or not

Yes

(R2) Distinction between a metric indicating goal achievement and
metrics indicating progress toward the goal

Yes

(R3) How to collect metrics Yes

(R4) How to analyze metrics Yes

(R5) Timing of analyzing metrics with stakeholders Yes

(R6) Countermeasures to correct abnormal process or products
identified on check phase

Yes

5.3 Fulfilling Gaps

In Table 1 we introduced gaps that were found in the existing studies and in Sect. 4 we
have introduced solutions to fulfill these gaps. Table 9 includes summary about gaps and
our solutions.
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Table 9. Evaluation of gaps

ID Description Proposed solution

GAP1 How are teams included in the process of
defining KPIs?

RelAA Process: KPI Life cycle

RelAA Process: Incremental development

RelAA Process: Training sessions

RelAA Dashboard: Feedback database

GAP2 How to create a set of KPIs that are
applicable for monitoring a larger entity
than just one SW project?

RelAA Model: Measurement levels

RelAA Dashboard: Process view

GAP3 How to create a set of KPIs that are
targeted for different stakeholders?

RelAA Model: Measurement levels

RelAA Dashboard: Process view

GAP4 How to support evolution in KPIs? RelAA Process: KPI Life cycle

RelAA Process: Incremental development

RelAA Dashboard: Feedback

RelAA Dashboard: Discussion section

6 Discussion

6.1 Lessons Learnt

Developing the RelAA Framework gave an intense insight into how KPIs are utilized
within a large,multi-national company.Getting different stakeholders committed toKPIs
required continuous discussions, active inclusion, and many training sessions. When
taking the RelAA Framework to use, we particularly advice to take note of reserving a
great deal of time and resources to involve all the necessary stakeholders to have all the
aspects covered in the defined KPI model. It is also important to notice that something
that fits one team, might not be suitable for some other team. For this reason, it is not
reasonable to expect every team to follow the exact same set of KPIs and targets. Finally,
we will revisit the research questions.

RQ1: Relevance - How to ensure that the used set of KPIs is relevant, up-to-date and
focuses on the right context to the stakeholders and teams?

First, one should engage different stakeholders from the beginning of the KPI pro-
cess. There should be life cyclemanagement of theKPIswith distinct roles and respon-
sibilities, and the organization should further allow incremental development of KPIs.
The KPIs should also be validated, and training material provided for different users.
The proposed RelAA process captures these elements to ensure that KPIs are up-to-date
and that they are both designed to be relevant and understood as such by different stake-
holders. Relevance is further improved by comprehensive documentation, describing
the context and purpose of KPIs (as proposed by the RelAA Model).
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RQ2: Accessibility and adoption - How to ensure KPIs are seamlessly accessible and a
natural part of the daily work?

A key part in having accessible KPIs is to provide relevant information for a
variety of stakeholder with technical solutions that are easy to adopt. Our solution for
this is the constructed RelAADashboard.With the Dashboard different stakeholders can
view KPIs, suggest new ones, give feedback, andmonitor KPI values. Particularly, by
providing a number of visualizations for different purposes and stakeholders, we have
found that KPIs are more easily taken aboard in the organization. However, in order to
have the Dashboard taken in as part of daily work, a working process for introducing
it on an organizational level is required. The RelAA Process defines that stakeholders
must be engaged from early on in defining the KPIs.

6.2 Threats to Validity

Using the classification presented byWohlin et al. [17]we identified the following threats
to validity.

Construct Validity and Internal Validity. We recognize that our view on how KPIs
are being interpreted and understood is dependent on successfully selecting a varied set of
interviewees and accurately constructing the interview questions. To minimize this risk,
we have had discussions with several different types of teams to identify the distinction
between common issues and team specific issues. In addition, the RelAAFramework has
been reviewedwith selected stakeholders during the development phase. The complexity
of the development process increases the risk of not finding the causal relationships that
are required to ensure the quality of KPIs. This risk has been minimized by defining
several measurement levels and mapping the KPIs to process views.

External Validity. The RelAA Framework has been used only in one organization so
far, and thus, we do not have evidence of the RelAA Framework’s suitability in other
organizations. However, we consider this as a low risk since the organization is rather
large and includes a large variety of products, teams, and stakeholders. Therefore, the
RelAA Framework by nature supports diverse products and processes.

Conclusion Validity. Risk of low conclusion validity exists due to the lack of numerical
and statistical evaluation. This risk has been minimized by evaluating the requirements
set by Tsunoda et al. [9] and reviewing the results and conclusions with the stakeholders.

7 Conclusions

We set out to create a methodology for flexibly defining KPIs for monitoring product-
focused software development. Our aimwas to ensure relevance (RQ1) and accessibility
and adoption (RQ2) of KPIs across stakeholders and organization.

Following an action research-based process, we introduced the RelAA Framework
defined for monitoring SW life cycle in an industrial setup. The RelAA Framework has
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been taken into use in a large company including 350 persons in SW development and
in total of 56 KPIs have been documented and categorized using the methods introduced
in the RelAA Framework. The defined KPI model is being updated constantly using the
methods described in this paper. The RelAA Process, Model and Dashboard have been
designed to fulfill the gaps (GAP1-GAP4) described in Sect. 2.

We will 1) continue arranging surveys about the experiences, 2) raise the level of
commitment to SW process metrics by using regular workshops, info letters, and allow-
ing teams more control over KPIs, and 3) validate of the KPIs used in the presented
industrial setup using the KPI Quality Model [10] and MesRAM method [11].
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Abstract. Context: Software startups perform many high-risk activities regard-
ing both business and product development. Being aware of important risks and
effectively managing them is important for startups, particularly in an era of a
global pandemic such as this. Even though there are many studies about the fail-
ure and success factors of software companies, not much is understood about risk
management for startups. Aim: Our aim is to characterize how startups identify,
manage, and control different kinds of risks during their software product develop-
ment. We also intend to investigate whether there is a mismatch between startups’
risk exposure and their risk management approaches. Method: We designed an
online questionnaire with 72 questions and collected opinions from 89 software
startups in different stages. Results: we preliminarily revealed the relevant team
composition, methodology, and product risks in each stage of a startup. Our find-
ings suggest that perceived risk exposures are reduced as startups progress from
early to later stages. There was no observable difference in the ways risks are man-
aged among startups in different stages. Startups rely on team-based, informal, and
unstructured methods to identify, analyze, and control their risks. Contribution:
Our results have direct implications for startup founders and project managers to
become effective in managing software startup risks.

Keywords: Software startups · Project management · Risk management

1 Introduction

Turning ideas into a profitable business is a long and risky endeavor. 75% of startups fail
within three years of their operations for various reasons. We refer to startups as com-
panies with innovation focus, lack of resources, uncertain and time-pressured working
conditions, high reactivity, and rapid evolution [1]. Startups are heavily dependent on

© Springer Nature Switzerland AG 2021
X. Wang et al. (Eds.): ICSOB 2021, LNBIP 434, pp. 98–104, 2021.
https://doi.org/10.1007/978-3-030-91983-2_8

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91983-2_8&domain=pdf
https://doi.org/10.1007/978-3-030-91983-2_8


Risk Exposure and Management in Software Development 99

the concepts of minimum viable product and technical debt in their business models [2].
Previous research has shown that technical risks, including uncertainties associated with
products, engineering processes, and practices, are all threats to the startups’ businesses
[3]. For instance, technical debt, a common phenomenon in startups, can also be con-
sidered a software project risk with observable future consequences [4]. For software
startups, risk management might be unconventional, because startups might get involved
in more complex domains with more uncertainties than traditional businesses.

While methodological approaches dealing with technical debts [3] can be used to
deal with different kinds of risks during startups’ product development, we have limited
knowledge about how other types of technical risks are managed in startup contexts.
Besides, startups are sensitive to non-technical factors, like change funding situations or
new market demands. Particularly, they are more vulnerable than established software
companies to disruptive changes in the company’s environment, such as those imposed
by the coronavirus disease 2019 (COVID-19) pandemic. According to Startup Genome,
more than 70% of startups have been seriously impacted since the start of the pandemic
[5]. Similar to research about software engineering activities in software startups [6],
our knowledge about risk management, as a sub-area of project management, should be
revisited to contribute to research-driven processes and practices specifically applied to
the startup context.

Our aim is to characterize how startups identify, manage, and control different kinds
of risks during their software product development. We propose two research questions
(RQs) that guide the exploration of startup practices in two parts: (1) risk and (2) risk
management.

• RQ1: What is the relevance of the exposure of a team, methodology, and product to
risks across different stages of a software startup?

• RQ2: How do startups perform risk management activities across different stages of
a software startup?

To answer our RQs, we used Barki et al.’s theoretical framework [7] and the risk
management practices described by Schwalbe [8]. In particular, Barki et al. [7] proposed
a contingencymodel of software riskmanagement, arguing that successful organizations
establish a fit between risk and risk management practices. We conducted an extensive
survey with 72 questions answered by 89 startups. This paper presents a preliminary
result from this survey research.

The paper is organized as follows: section one outlines the introduction, section
two presents related work, and section three is the research methodology. Section four
presents our results and main observations while section five contains the discussion and
conclusion.

2 Related Work

Barki et al. [7] proposed a contingency model of software risk management, proposing
that successful organizations establish a fit between the risk exposure and risk man-
agement activities conducted. “Risk exposure” is defined as this probability multiplied



100 G. Kazemi et al.

by the loss potential of the unsatisfactory outcome. “Risk management practices” can
be decomposed and assessed by the types and extents of performed risk identification,
analysis, and control activities. According to the author, toomuch emphasis on the use of
formal risk management is thought to be inappropriate for high-risk exposure projects,
while employing formal approaches is seen as useful in low-risk exposure projects.For
startups in high-tech domains, known risk factors have been discussed, for example
staffing risk, technical risk, and market risk [9, 10]. Risk factors of startups are asso-
ciated with the complexity of the work environment and competence in dealing with
uncertainty. Todeschini et al. found that startups have different ways of understanding
the concept of risk management and suffer from a lack of familiarity with the concept
of risk management [9]. Previous research suggests that start-ups should minimize the
risk of failure by minimizing the expenses of learning [10].

3 Research Methodology

The survey design is based on Barki’s theoretical framework [7] and risk management
practices described by Schwalbe [8]. The survey questions were tested in the first round
with three researchers and in the second round with three project managers and two
startup founders. The “final” version of the survey consists of 72 questions in nine sec-
tions: (1) welcome message, (2) meta-information, (3) market risk, (4) finance risk,
(5) team risk, (6) business risk, (7) methodology risk, (8) product risk, and (9) evalua-
tion. We mostly used either closed questions with a five-point Likert scale or questions
with multiple-choice pre-given answer options. For each type of risk, we made queries
regarding used risk identification methods, relevant product-related risks, risk occur-
rence frequency, risk affection, used risk identification analysis methods, frequency of
rick management activities, and used risk control methods.

The target population of this survey is startup companies that develop software-
intensive products or services. The survey aims at collecting opinions from startup key
personnel (CEOs, CTOs, etc.) about their experience with risk exposure and risk man-
agement practices. Data collection was done in two rounds, lasting more than one year.
In the first round, the invitation was sent to potential participants in our network. In
the second round, we also shared the survey invitation to a crowd-sourced platform,
which gave us more responses than any other single channel. Participants were asked
to complete the survey online (using a Google form) and participation was voluntary
and anonymous. Respondents could withdraw their results from the survey at any time.
Researchers agreed to publish only a summary and aggregate information from the
survey.

Our unit of analysis is the company, and all our observations were made at the com-
pany level. Data were preprocessed by removing invalid responses. We recoded the raw
data into a common quantitative coding scheme. We also recoded the risk frequency and
risk severity. For most of the survey questions, descriptive statistics, such as minimum,
maximum, median, and mean values were calculated.



Risk Exposure and Management in Software Development 101

4 Results

Our sample included many startup companies from Europe, specifically in Norway.
Therewere also participants fromAmerica (USA,Canada,Mexico, etc.) andAsia (Japan,
India, Nepal, etc.). We did not have any startups from Australia and Africa.

Regarding company size, 34% (the majority) of the sample had less than 10 employ-
ees (as shown in Fig. 1). 8% of the sample were companies with more than 500
employees. We had 32 companies (36%) that did not provide this information. This
categorization helps to have a better view of the size of the participant companies.

Fig. 1. Distribution of companies by number of employees

Regarding the company stage, we had 29% of the sample at the early stage (26
companies), 47% at the startup stage (42 companies), and 24% at the later stage (21
companies). We used this category to compare the risk management practices between
startup companies and companies at the other stages.

4.1 RQ1: What is the Relevance of the Exposure of a Team, Methodology,
and Product to Risks Across Different Stages of a Software Startup?

In this section, we focus on answering RQ1. Overall, our sample does not find the com-
mon risk factors much relevant to their context. Interestingly, neither team nor method-
ology was relevant. Product is the area where most of the risks were relevant. Products
were concerned at the early-stage and startup-stage. The legal issue is the only product
risk item with a value larger than three in later-stage companies. In comparing the early-
stage and later stages, the perceived risk relevance tends to be higher at the startup stage.
There are also five risk items relevant at the startup stage: (1) lack of project management
methodology, (2) bad scheduling, (3) product user experience, (4) product quality, and
(5) product functionalities.

Risk exposure is calculated with the formula in Sect. 3.3, representing the perceived
risk level for the survey participants. Figure 2 presents nine boxplots for team risk,
methodology risk, and product risk of companies at the early-stage, startup stage, and
later stages.

Regarding risk types, the median values of risk exposures are the same for team,
methodology, and product risk (value of four). In general, product risks are of greater
exposure in comparison to team risk and methodology risk. On average, the risk expo-
sure level is highest at an early-stage startup, followed by startups and then later-stage
companies.
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Fig. 2. Risk exposure of team, methodology, and product risks across different companies’ stages

4.2 RQ2: How Do Startups Perform Risk Management Activities Across
Different Stages?

In this section, we focus on answering our RQ2. Figure 3, Fig. 4, and Fig. 5 Present
the frequency of risk management activities regarding team risk, methodology risk,
and product risk respectively. Overall, startups perform little risk management activities
(more than 50% of responses choose either “never” or “minor” responses). Our samples
show more risk management activities regarding product risks than they do regarding
team and methodology risks (which aligns with observations in Sect. 4.1).

Fig. 3. Frequency of team risk management activities

Regarding team risk, the number of companies regularly or continuously performing
risk management activities is larger at the later stage than at the startup or early stages.
Regarding methodology risk and product risk, the number of companies regularly or
continuously performing risk management activities is larger at the startup stage than at
the other two stages.

Common Risk Identification Approaches. Team brainstorming is the most common
risk identification method used across risk types (57% for team risk, 55% for methodol-
ogy risk, and 47% for product risk), followed by interviews/ talks with the experts (35%
for team risk, 36% for methodology risk, and 38% for product risk). Formal forms of
risk identification, for instance, root-cause analysis and Delphi technique, seem to be
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used little regarding team risk identification methods. Our sample is also not data-driven
regarding risk identification.

Fig. 4. Frequency of methodology risk management activities

Fig. 5. Frequency of product risk management activities

5 Discussion and Conclusions

In this study, we reported the results of our observations from one year of research about
risk management in software startups. We collected responses to 72 questions from 89
startup companies, many of which were from Norway and Europe. Our observation is
that product risks are relatively more concerning to startup project managers than team
and methodology risks. Software products, including functional and quality features,
are directly connected with startup outcomes and play a critical role in the access to
funding and success of a software startup. This is not a surprise, as literature in software
project management has acknowledged the relative importance of requirement risks in
comparison to user risks or organization risks [11]. Our observations also support the
argument that startups in earlier stages are exposed to more risks. At the early stages,
startups would probably face more uncertainty and consequently, more unforeseeable
risks, which could lead to secondary unforeseeable risks. The amount of uncertainty can
be reduced over time, or the experience of the startup project manager increases over
time, leading to the reduction of perceived risks in later stages.

There are many startups that do not perform risk management. It might be argued
that startups are risk-oriented activities by nature and staying with the risks might be a
natural thing to do for startup project managers. However, most of the survey participants
think that risk management is useful to them. We also observed that risk management
activities are positively correlated with product satisfaction. This might be the gap for
risk management research to address.

Our observations recommend that project managers should gain information regard-
ing the risks from their team members to conduct risk management, including risk iden-
tification, risk analysis, and risk control in an effective way and in the right context. This
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highly mitigates chance of failure. It can also be useful to explicitly consider the stage
of the startups to select the most suitable risk management approaches. According to the
contingency approach [7], startups that have more uncertainty can adopt more flexible
approaches, and later-stage companies that have less uncertainty can adopt structured
and formal approaches.
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Abstract. Entrepreneurial hackathons are generally perceived to foster the cre-
ation of new startups, support networking, and acquire entrepreneurial skills. Cur-
rent research work about entrepreneurial hackathons focuses on reporting the
perceived benefits of the participants. However, little is known about why startup
founders initially participate in hackathons, how they perceive the impact of par-
ticipating on their entrepreneurial journey, and how different hackathon settings
can affect their perception. To address this gap, we conducted an interview study
with startup founders who have participated in hackathons. Our findings indicate
that founders are mainly motivated to participate in hackathons in relation to their
startups to learn about the topic of their startup and train the prototyping skills
of their startup team. Moreover, we found that the initial intentions of startup
founders could change during the hackathon.

Keywords: Hackathon · Startup · Entrepreneurship

1 Introduction

Hackathons are time-bounded, themed events where participants gather in teams and
work on a project of their interest. They originated as weekend-long events in the
early 2000s as an agile approach for corporations to foster innovation [37]. Nowa-
days, they are organized by, among others, by universities [15, 18, 33] hosting academic
hackathons, and private corporations [14, 41] hosting corporate events. In addition,
there are also entrepreneurial hackathons that are often organized as a means to promote
entrepreneurial practices [6], such as networking [10, 18, 40], learning [7, 15], pro-
viding participants with early-stage entrepreneurship guidance [39], interdisciplinary
collaboration [25], funding [10], the formation of a team [27], and the creation of a
prototype or a minimum viable product (MVP) [10]. Such events are often perceived as
the starting point for startup creation [40], as they allow for designing an initial product
that can be validated by potential users, which is essential for startups [38]. Prior work
provides indications that hackathons can also be useful for startups in the later stages
of their development to find potential employees, acquire investment, and validate or
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promote their projects [31]. Most existing work has focused on the organizer perspec-
tive and the perception of participants during and after an event, instead, we focus on
how startup founders have experienced hackathons as their means for supporting their
startups, and if startup founders have indeed been motivated to attend entrepreneurial
hackathons to foster their startups. Thus, we propose our first research question (RQ1):
Why have startup founders attended hackathons? In addition to understanding the
goals of startup founders for attending hackathons, we also aim to study whether and
how they achieved them. Thus, we also propose our second research question (RQ2):
What are the perceived benefits of entrepreneurial hackathons to startup founders?
Finally, to understand how entrepreneurial hackathons have supported entrepreneurs, we
aim to study how the hackathon setting has supported or hindered startup founders to
achieve their goals. Thus, we propose as our third research question (RQ3): How did
participants perceive the hackathon setting to have influenced the achievement of
their goals? To answer these questions, we conducted an interview study with startup
founders about their motivations to attend hackathons, their perceived benefits, and how
the setting supported or hindered them. Our findings indicate that the startup founders
we studied attended hackathons in relation to their startups to receive feedback about
an idea related to their startup, learn technological skills, network with experts, develop
the prototype of their startup, and develop the skills of the startup team.

2 Background

We perceive entrepreneurial hackathons as events that focus on turning an idea into
a product, and later into a new, independent, and profitable startup [9]. Most of these
events offer prizes that may include tools and resources, mentorship, or tickets to startup
incubators [12, 32]. Priorwork has identified variousmotivations for individuals to attend
such events that include entrepreneurial goals, such as building a product, finding a
team to work with [5], networking [4], learning [5], and finding investors [26]. There
are also motivations unrelated to entrepreneurship though, such as free pizza [5], status
and reputation [21], having fun [26], and career concerns [9]. Our research expands this
line of research by focusing on the goals of startup founders and how these goals could
be related to the development of their existing startups.

Prior work has established that startup founders aremotivated to attend hackathons to
receive feedback about an idea, promote their idea to the general public, attract funding,
find suitable partners or employees, or construct an initial prototype [31]. We expand on
these findings by addressing why startup founders have participated in hackathons and
whether or not their expectations have been met.

Prior work in the context of start-ups discusses various stages of development. Some
include three stages [11, 42], while others include four [22, 36, 45] and more than
four stages [43]. We chose the model of four startup stages of development [22] as it
describes specific challenges inherent to each stage. These four startup stages consist
of inception, stabilization, growth, and maturity [22]. During the early stages, the main
challenges consist of forming a team with the right skills to create the first version of
the startup product, while in later stages, the focus is centered on business growth [2] in
the market share [22]. While prior research about hackathons focuses on stage one of
startup development, we aim to expand to other stages.
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The perceived benefits of hackathon participants that have been addressed by previ-
ous research include the validation of ideas [19], startups [4], exercising entrepreneurial
thinking, and learning entrepreneurial skills [3, 44]. The entrepreneurial skills partic-
ipants have learned at hackathons involve “leadership, negotiation, team working and
communications skills” [3], as well as “the basic processes of assumption validation,
stakeholder analysis, and root cause analyses” [39], and “a greater ability to come up
with a viable business idea” [44]. Team formation supports networking, as it presents
an opportunity “to make contacts and grow networks that would otherwise be difficult
to achieve outside of hackathons” [34]. Hackathons also allow participants to validate
their ideas into prototypes and have “proof of the potential market demonstrated with
the first viable product” [19]. Our research contributes to these findings by focusing on
the perceived benefits of startup founders.

Certain aspects that make up the hackathon setting have been found to influence the
achievement of the goals of the participants. These include the duration of the hackathon,
its theme, team formation, ideation, additional feedback, and competition [27], and they
have been found to be related to goal achievement. The presence of stakeholders at
hackathons has also been found to positively influence [16, 28, 35] the quality of the
final prototypes, as having stakeholders at hackathons allows participants to validate
their prototypes. Certain aspects of the setting, however, have been found to affect the
goals of participants negatively. Hackathons are often weekend-long events, and thus,
“too short of an event to generate lasting enthusiasm and progress” [39]. The short
duration of hackathons has also been found to hinder the quality of the final prototypes
[27]. In addition, more often than not, the ideas, projects, teams, and connections made
at the hackathon are not sustained after the hackathon ends [20].

3 Research Method

To answer the research questions, we conducted an interview study. We selected semi-
structured interviews as our main research method as they are appropriate for describing
the perspective of an individual of a situation or set of events [24]. Our aim is to study the
perception of startup founders (SF) attending hackathons. We thus excluded hackathon
participants who have not founded a startup because they would not be able to pro-
vide insight about their experiences at hackathons in relation to the development of
their startup. We identified suitable study participants by intersecting a database [31]
of hackathon events from 2010 to 2019 with a database about startup founders and
contacted individuals within that intersection. From the responses obtained we selected
six participants (SF1–SF6). Their startups had contrasting traits (see Table 1), such as
focusing on either software (“Soft”) or hardware (“Hard”) products. While most startup
founders are still working in their startups, two of the founders are no longer part of
their startup (SF3, SF5). In Table 1, “Y” (“Yes”) indicates startup founders that are still
part of their startups. At the time each founder attended the hackathons, their startups
were in various degrees of development. Some went to hackathons before founding their
startups (SF1, SF4, SF5), while others attended when the startups were at later stages
(SF2, SF3, SF6).

The hackathons our study participants attended had a similar setting.With the excep-
tion of SF1, who attended an entrepreneurial hackathon that focused on business model
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Table 1. Startup traits at the year 2020.

Startup traits SF1 SF2 SF3 SF4 SF5 SF6

Startups founded 2 1 1 1 2 1

Active startup Y/Y Y N Y N/Y Y

Founder in startup Y/Y Y N Y N/N Y

Team size 7 3 0 4 7 25

Product type Hard Soft Hard Soft Hard Soft/Hard

Startup stage 3 3 0 3 0/3 3

development, all founders attended hackathons that were organized by the same north-
eastern european institution that specializes in events related to entrepreneurship. They
were all weekend-long events that followed the common hackathon schedule [29] where
participants pitched their ideas for projects at the beginning and were free to join a team
based on the ideas that interested them. To ensure that participants would stay on track
the organizers provided access to mentors and held regular checkpoints. The hackathons
were focused on the completion of a prototype, but the teamswere also givenmentorship
about how to pitch their projectswith a business-focused format,which included address-
ing how to monetize their prototype.We created an interview guide1 before interviewing
the participants. The guide covered questions related to their motivations to attend the
hackathons (RQ1), their perceived benefits (RQ2), and their perception of how the set-
ting has helped them achieve their goals (RQ3). Some of the questions included “Tell
me about why you went to the hackathon” in reference to RQ1, and “At the hackathon,
what helped you to achieve (your aforementioned goals)?” in relation toRQ2 and RQ3.
We analyzed the interview findings by coding and clustering the interview answers into
themes. The clusters were based on the relationships between the hackathon settings
and outcomes [27]. There were first-level clusters, such as “hackathon outcomes” that
contained second-level clusters, such as “networking” and “learning”.

4 Experiences of Startup Founders at Hackathons

In this section, we present a detailed description of the hackathon experience of each
startup founder (Sects. 4.1, 4.2, 4.3, 4.4, 4.5 and 4.6) before comparing their findings
(Sect. 5).

4.1 SF1 – Meeting a Temporary Startup Team Member at a Hackathon
by Accident

The startup team of SF1 developed a hardware product and launched it in 2016. Since
then, they have been producing and selling the product to clients. At the time SF1
attended a hackathon in 2015, however, this startup had not been founded. SF1 thus did

1 The complete guide is accessible here: https://tinyurl.com/33krjvd9.

https://tinyurl.com/33krjvd9
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not participate in a hackathon with a motivation related to the startup but rather attended
a hackathon as a mentor: “I was actually asked [to participate] as a mentor” (SF1). But
soon after the hackathon started s/he talked to one of the teams, found their idea “really
interesting” (SF1), and joined that team. S/he mentioned that s/he could switch roles at
the hackathon because there were no restrictive participation guidelines: “If there’s [a]
very strict guideline as to what the mentor should do or should not do, then perhaps
this would not have happened” (SF1). During the hackathon, s/he worked together with
the team on a website for their project. They won the main prize of the hackathon: a
mentoring program and “a place in the top 100 [of a business accelerator competition]”
(SF1). The team took part in the competition, where SF1 made new contacts, but they
did not become part of the top 30 finalists and eventually stopped working on their
hackathon project. In addition, SF1 met one of the designers of their startup product at
the hackathon: “we got to know each other on this hackathon for the first time” (SF1).
SF1 also met the CEO of an enterprise and talked about a product which later got turned
into a product: “We had an initial agreement already on the hackathon […] and then
we went on to try to develop something” (SF1). To develop the product, SF1 created a
company: “I still have the company. And that one carried on quite long” (SF1). Overall,
networking and the creation of a company were the main benefits for SF1: “The main
positive effect for me was the networking. That I made longtime friends from that. And
also, yeah, just spinning a few startups” (SF1).

4.2 SF2 – Learning Through Networking at a Hackathon

The startup of SF2 focuses on entry access technologies. It was founded eight months
before the hackathon and consisted of a small team of people. The startup was at an
early stage, where the main challenges related to “how to finally make this prototype a
product that is sustainable” (SF2) and how to “find a business model that works…be-
cause development is costly” (SF2). But SF2 did not attend a hackathon to solve these
challenges. Instead, SF2 attended a hackathon to have fun, receive feedback about an
idea related to the field of her/his startup, and network and learn from people who are
experts in that field. To SF2, these goals were connected, and s/he achieved them by
pitching an idea that would allow her/him to meet and learn from experts in the field
of the startup: “That particular idea attracted the people we were interested in” (SF2).
Weeks before the hackathon took place, SF2 met with colleagues who would become
part of her/his hackathon team: “We had a meeting with our team members…[we] made
some preliminary plans” (SF2). S/he then sent the project idea and the pitching presen-
tation to the hackathon organizers. At the hackathon, the different ideas that participants
had sent were displayed on posters. Participants gathered around the posters with the
ideas they were interested in to form teams. SF2 recruited team members, but s/he also
took advantage of this setup to network. S/he stated that s/he approached the posters
about ideas of her/his interest and talked with people who were also interested in those
ideas: “these ideas attract people who are knowledgeable in that field. So, when I go
to meet this team… I can meet people who are really good at this” (SF2). On the sec-
ond day of the hackathon, s/he visited other teams to meet with people again and “to
see what they have done and just talk and hopefully it gives them good ideas… [and
to] contribute and also learn by experience” (SF2). Overall, SF2 was able to learn by
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meeting “people who were very knowledgeable about access control systems and we
got some ideas about how to develop our prototype” (SF2). In addition to learning from
participants from other teams, SF2 learned from the mentors and her/his team members,
who were knowledgeable in the field related to the hackathon project: “there were some
good mentors, and also my team members that are very good on this field” (SF2). S/he
also learned new skills by working on their prototype: “I learned also, from my own
experience, building this mesh network, I learned some new skills” (SF2).

4.3 SF3 – Participating in a Hackathon to Create a New Startup

The startup team of SF3 used to develop and sell hardware products to clients. However,
at the time of the hackathon that SF3 recounted, the startup was not generating enough
profit to become sustainable “the startup I was already with was not getting traction
fast enough” (SF3), which motivated SF3 to attend a hackathon to create a new startup.
In order to create a new startup at the hackathon, SF3 joined a team and worked on a
project with people s/he did not know beforehand, and they won the main award of the
hackathon: “we won the first prize” (SF3). The prize consisted of a team-building hike
with the hackathon team: “one of the prizeswas a hike” (SF3).After the hackathon ended,
some teammembers left the team, but SF3 and the remainingmembers continued looking
for funding, as “developing hardware…costs awfully” (SF3). They found financing with
a “public procurement thing” (SF3) but eventually ceasedworking on their project, as the
amount of funding they obtained was not enough to start production and keep the project
afloat. The hackathon was thus helpful for SF3 to find a new startup team, although they
did not continue working on their project afterwards. SF3 also recounted two other
hackathon experiences. SF3 stated that s/he first took part in a hackathon for the first
time because the hackathon “seemed interesting to me” (SF3). On another occasion, SF3
attended a hackathon to connect a topic of her/his interest with hackathons: “I wanted to
see what happens if I take [topic of interest] to a hackathon” (SF3). S/he pitched an idea
related to her/his job in a field of her/his interest, formed a team, and won a prize at that
hackathon: “for that, we won… 500 kg of processed steel” (SF3). However, this prize
has not been claimed yet: “this is still valid, if I would want to, like, make something out
of steel” (SF3).

4.4 SF4 – Learning and Networking at a Hackathon

The startup team of SF4 developed an educational app that is currently active. The
original prototype was developed at a hackathon. SF4 attended this hackathon in 2014
where s/he met the initial members of the startup team “[I] met the initial teammates
there. But basically, everybody has changed from that original team” (SF4). At the
hackathon, they developed and presented a prototype“wegot out a really ugly prototype”
(SF4). Albeit the team did not win any prizes at the hackathon, after the hackathon their
prototype was uploaded to an app store and was downloaded at least a thousand times
“we could use this prototype to prove that there was need and demand on the market. So
[the] prototype got 1000 downloads, which was nice” (SF4). This motivated the team to
continue working on their project: “it proved to us that at least somebody is looking for
it, and somebody wants to try this out” (SF4). Albeit the startup of SF4 originated at a



Supporting Entrepreneurship with Hackathons 113

hackathon, there seems to be no further connection between the startup and hackathons.
SF4 added that s/he would not attend a hackathon with her/his current startup because
of potential problems that could arise concerning the ownership of intellectual property:
“if I have [an] already established startup, then everybody – all the new people who
would join in another hackathon would have rights to the IP” (SF4). After founding the
startup, SF4 attended a hackathon that focused on a topic of her/his interest because s/he
is currently working as a volunteer in that field “I like [topic] and [topic] hackathons I’ve
always enjoyed because they’re really interesting” (SF4). At the hackathon, SF4 learned
by talking to experts in the field: “I have contacts now I can turn to” (SF4), including
mentors and organizers. S/he learned “some things about [topic] industry in [country],
what companies are there and how they work together” (SF4). SF4 also mentioned that
s/he won the second prize at the hackathon, which consisted of “hardware tools” (SF4).
But the prize did not contribute to the sustainability of the project, as the tools “wouldn’t
have helped” (SF4).

4.5 SF5 – Learning About Business Management at a Hackathon

SF5 has co-founded two startups. Less than six months after the foundation of a startup,
SF5 and the startup team went to a hackathon to develop their startup product. Before
the hackathon took place, SF5 organized a meeting with the team to discuss what they
would do at the hackathon and answer questions such as “Why are we going there?…
What do we want to do?” (SF5). S/he mentioned that the hackathon was “an excuse
to sit down with the team for two days and talk about stuff ” (SF5), and that s/he was
also motivated to attend because of the tools and facilities provided at the hackathon:
“free stuff, free food, free equipment” (SF5). Albeit SF5 took part in the hackathon
to develop the prototype of their startup product, those plans soon changed: “we built
nothing, because we understood that building was not the problem” (SF5). Soon after
the hackathon started, SF5 learned that business management was a relevant aspect that
could support the startup: “we could have, like, a shelf full of the best product in the
world, but we still wouldn’t have a company” (SF5). S/he learned this while preparing
for the final pitching session: “the thing that has taught me the most is preparing for the
final pitch” (SF5). In addition to learning from the feedback given by the mentors, SF5
also learned about business management from a document supplied by the organizers:
“in the end, you have to do a pitch. And it has to be it has to be structured. And there is a
document that helps you to write this thing well” (SF5). After the hackathon ended, SF5
stated that the startup team focused more on the business management of the startup:
“We… focused on another direction after that” (SF5). The startup team of SF5 continued
to share what they learned at the hackathon when they talked with “some investors or
potential clients” (SF5). However, SF5 would not like to pitch again at hackathons
because s/he perceived the feedback to be similar at different hackathons: “I have done
that pitch training a couple of times… and that gets repetitive” (SF5).

Currently, learning a new technology is one of the main reasons SF5 attends
hackathons: “when I go to hackathons now I go because I want something that is tech-
nically challenging, but new” (SF5). The second main reason SF5 currently attends
hackathons is “to network with everybody” (SF5). SF5 attended another hackathon that
a private company had funded. SF5 initially attended as a mentor but soon joined a
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hackathon team s/he was familiar with: “a couple of my friends were doing a radio
project [and] I helped them because I like radio stuff ” (SF5). The idea for the project
originated from a client of the startup company that sponsored the hackathon: “this idea
was given to the startup by a big client” (SF5). At the hackathon, s/hemet with one of the
project managers of the company with whom s/he had also worked beforehand: “I had
worked with her/him, like, for a couple of years” (SF5). They talked about a potential
job opportunity if their project obtained funding: “I said…I need a good-paying job”
(SF5). A few months after the hackathon ended, the project manager contacted SF5, and
s/he soon started working in his company: “My now[sic] boss called me… [and said]
we need somebody who can build this. Come and build this” (SF5).

4.6 SF6 – Hackathons as a Means to Develop the Skills of the Startup Team

The startup of SF6 creates prototypes for clients and helps other companies build their
hardware projects. Since the creation of the startup in 2013, SF6 and various members
of the startup team have attended at least four hackathons together for at least three
consecutive years. SF6 mentioned that s/he attended various hackathons with some
startup team members to improve their prototyping skills “we want… our team to grow
their skills and see, like, a little bit more projects” (SF4). SF6 also added that s/he was
motivated to take part in the hackathon with the startup team to “focus on working
together with these different, smaller teams to just build their relationships” (SF6). The
startup team developed their skills at the various hackathons by working on projects
“we really developed our own skillset” (SF6). They worked on any project that they
considered interesting because the project itself was not of core interest to them because
“the hackathon itself is not that serious” (SF6).

5 Comparison of the Hackathon Experiences of Startup Founders

In this section, we provide a comparison of the different experiences of startup founders
we interviewed. We address their motivations to attend (Sect. 5.1), whether they reached
their goals (Sect. 5.2), and the aspects of the hackathon setting that they perceived as
beneficial to the achievement of their goals (Sect. 5.3).

5.1 Motivations of Startup Founders to Attend Hackathons (RQ1)

We found that startup founders attended hackathons formotivations related and unrelated
to their startups (see Table 2). SF2 attended a hackathon to receive feedback about an idea
related to the startup, SF5 attended a hackathon to develop the initial startup product, and
SF6 attended to develop the skills of the startup team. This points towards hackathons
being perceived as beneficial to startup founders not only in terms of supporting product
development but mentoring and skills training as well.

Some startup founders, however, also attended hackathons based on personal inter-
ests unrelated to their startups: SF1 participated in a hackathon as a mentor, and SF3
participated in a hackathon to create a new startup in addition to an already existing
startup. Moreover, some of the motivations of startup founders to attend hackathons
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Table 2. Motivations of startup founders to attend hackathons.

SF1-6 Related to existing startup Unrelated to existing startup

SF1 No Participating as a mentor to provide
feedback to teams

SF2 Learning/Networking/Getting feedback
about an idea related to the startup

No

SF3 No Creating a new startup

SF4 No Developing a prototype/Learning about a
topic of personal interest

SF5 Developing the prototype of the startup
product

Participating as a mentor to provide
feedback to teams

SF6 Developing the skills of the startup team No

changed over time: SF4 developed the first prototype of their startup at a hackathon
but currently attends hackathons to learn about topics of her/his interest. Similarly, SF5
once attended a hackathon to develop a startup prototype but since then has attended
hackathons to network and meet new people. This may indicate that startup founders go
to hackathons but do not necessarily work on their startup, and that building a product
is only one of many motivations.

5.2 Perceived Benefits of Startup Founders (RQ2)

Most startup founders achieved their goals, both related and unrelated to their existing
startups at the time of the hackathon (see Table 3). SF2, who attended a hackathon to
receive feedback about an idea related to the startup and was able to do so by teaming
up with people who were knowledgeable in that field. In addition, SF6, who attended
hackathons to develop the skills of the startup team, was also able to create various
prototypes with them. This points towards hackathon participants being able to achieve
their goals related to entrepreneurship by taking their own initiative and using aspects of
the hackathon setting in accordancewith their own needs. However, not all the hackathon
goals of the startup founders were achieved, e.g., SF3 took part in a hackathon to create
a startup, but despite winning an award and obtaining funding, the team abandoned the
project. In this case, despite benefiting from various aspects of the setting, the startup did
not take off, as opposed to SF4, who continued developing a startup after the hackathon
ended. In this case, to support a startup after the hackathon has ended, market validation
appeared to be more valuable than awards.

Some of the perceived hackathon benefits were unexpected. SF1 did not attend a
hackathon to support her/his startup, as it had not been founded yet, but at the hackathon
s/he met a designer who would become a temporary startup team member. Similarly,
SF5 attended a hackathon as a mentor to give teams feedback, but unexpectedly met with
her/his future employer. On another occasion, SF5 attended a hackathon to develop the
initial startup product, but focused on learning about business management instead. This
points towards hackathons supporting networking by the presence of diverse participants
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Table 3. Perceived benefits of startup founders.

SF1-6 Related to existing startup Unrelated to existing startup

SF1 Meeting a temporary startup member Networking, Creation of company

SF2 Learning, Networking, Getting feedback
about an idea related to the startup

No

SF3 No Developing a prototype

SF4 No Startup prototype/ Learning about a topic
of personal interest

SF5 No Learning about product
development/Career development

SF6 Developing the skills of the startup team No

and team formation, as well as learning, that is supported by working on a project and
mentoring.

5.3 Beneficial Aspects of the Hackathon Setting (RQ3)

Various aspects of the hackathon setting were perceived as beneficial to the achievement
of the aforementioned goals of startup founders at hackathons (RQ3):

• Participant presentations. Pitching an idea related to the startup field allowed SF2 to
meet new people who were knowledgeable in that field and that gave her/him expert
advice.

• Developing a project (Hacking). SF2 also learned about a field related to the startup
by working with the hackathon team on a prototype. Similarly, SF4 and her/his team
practiced their prototyping skills by developing a prototype.

• Informationmaterial.SF5 received feedback from thementors about the pitch for the
final presentation. The organizers also gave participants a document that explained the
format of the pitch and the topics that needed to be addressed. This document allowed
SF5 to learn and explore various aspects of the startup that s/he had not thought of
before, such as potential ways to monetize the prototype, which were helpful when
discussing funding possibilities with potential investors.

• Mentors.Mentors helped startup founders to learn about topics related to the startup
(SF2, SF5) and a personal topic of interest (SF4).

• Changes of roles during the event. SF1 and SF5 changed from their roles as men-
tors to hackathon participants. Switching roles allowed them to work with other
participants in a team and win a prize (SF1) and obtain employment (SF5).

• Team formation. For SF1 and SF5, team formation allowed them to meet people
they would work with after the hackathon ended. For SF2, working with a team was
helpful for learning. Finally, for SF3, SF4, and SF6, team formation allowed them to
create a prototype with the help of their teammates.

• Awards. For SF1, winning an award at the hackathon was considered useful as s/he
networked with new people s/he met during the mentoring process after the hackathon
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ended. However, SF3 mentioned that the type of award the hackathon team received
did not offer the necessary support for the team to continue working on their project
after the hackathon ended, and the other hackathon award that SF3 won has not been
claimed yet. Similarly, SF4 won a hackathon award that s/he claimed was not useful
for developing the hackathon project further.

6 Discussion

Some of our findings of the hackathon goals of startup founders (RQ1) match the find-
ings from previous research (see Sect. 2). Learning as a hackathon motivation [5] was
mentioned in our study by SF2 and SF4, who attended hackathons to learn about top-
ics related (SF2) and unrelated to their startups (SF4). This points towards hackathons
allowing for a multitude of learning opportunities, such as learning from working on
a project [46] and learning from mentors [30]. Learning is also an essential factor for
startups [1] to improve their business and product development. Networking was also a
motivation to attend hackathons that wasmentioned in our study by SF2, SF4, and SF5. It
has also been addressed [5] as one of the most popular motivations to attend hackathons,
and as a helpful aspect for startups [8] as founders can learn from experts and peers
about how to solve startup problems. Building a prototype [26] was mentioned by
almost all startup founders as a motivation to attend hackathons. It is evident why these
findings match, as hackathons are events that focus essentially on the development of
projects. However, in community settings or collegiate settings, the main focus of the
participants and the organizers might differ [13]. Receiving feedback about an idea was
mentioned by SF2 (both as a hackathon goal and a perceived benefit) and has also been
addressed by previous research [31]. However, other motivations, such as promoting an
idea to the public, finding suitable employees, achieving status and reputation, attracting
investors, and winning prizes [21, 31], were not mentioned by startup founders in our
study. One of the reasons this occurred was explained by SF4, who mentioned that there
were issues concerning IP rights at hackathons that restrained her/him from sharing new
startup ideas, which has also been addressed by previous research work [23].

Regarding how the motivations of founders matched the current challenges of their
startups, we found that some of them attended hackathons in relation to those challenges.
The startup of SF5 was at the inception stage, and SF5 went with the startup team to
develop the first initial version of their product at a hackathon, which matches the main
challenges of a startup at an initial stage [22]. Moreover, SF6, whose startup was at the
growth stage, used the hackathon as a chance to improve the skills of the startup team.
However, most startup founders did not attend hackathons to solve startup challenges in
relation to their current stage (SF1, SF2, SF3, SF4).

We also found that the perceived benefits of entrepreneurial hackathons addressed in
literaturematched those addressed by the startup founders in our study (RQ2).Learning
as a hackathon benefit [17] was mentioned in our study by SF2, SF4, SF5, although the
latter had no learning expectations for the hackathon. Networking [28] was mentioned
by most startup founders (SF1, SF2, SF4, SF5). However, developing the skills of
the startup team was mentioned by SF4 in our study, but it has not been addressed
by previous research. Startup founders mentioned other perceived benefits, such as the
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recruitment of a temporary startup team member and finding employment. These were
unexpected hackathon benefits that might have been related to the startup founders (SF1,
SF5) switching roles during the hackathon from mentors to participants. Changing roles
during a hackathon and achieving unexpected benefits implies that organizers should,
to a certain extent, allow participants to change their initial goals and develop their own
strategies to achieve new goals. This unexpected behavior led to beneficial results for
the startup founders.

Regarding the aspects of the setting that supported or hindered the achievement of
the goals of participants (RQ3), we found that mentors, participant presentations, infor-
mation material, energizing activities, and allowing for role changes were beneficial for
startup founders. However, not all of these findings overlap with the connections found
in previous research [27]. It has been found that the presence of mentors at hackathons
is beneficial to the participants [30], but it is still unknown how allowing role changes
could affect participants under other circumstances. Moreover, even when some of the
hackathon teams won awards (SF1, SF3, SF4), the startup founders mentioned that it
was not enough to continue working on their projects. This matches with the findings
of previous research that points towards the lack of funding [39] being one of the major
reasons hackathon teams stop working on their projects after the hackathon, and that
awarding teams with more substantial prizes to ensure that they continue working on
their projects [40] could be a way to solve this issue. Some research gaps remain about
the experience of participants (including startup founders) at entrepreneurial hackathons.
The connection between the goals of participants and their intention of continuing work-
ing on their projects after the hackathon ends is still unknown, but we took a first step
towards covering this gap.

7 Implications

Based on our findings, we suggest that organizers of entrepreneurial hackathons consider
the differentmotivations of participants for attending hackathons and apply the aspects of
the setting the startup foundersmentioned to be beneficial for their hackathon experience.
Moreover, we suggest entrepreneurs who are thinking about attending a hackathon take
into account all the benefits of hackathons beyond team formation and developing a
prototype. One of those benefits is networking. Our findings indicated that networking
at hackathons allowed startup founders to meet new people who became valuable to the
development of their careers, and their startups.

8 Limitations

We involved a small sample of startup founders as only a few had been to a hackathon
and addressed their individual experiences as opposed to the experiences of the various
hackathon teams, which limits the generalizability of our findings regarding the con-
nection between the hackathon setting and the perceived benefits. Future research work
regarding the hackathon goals of startup founders featuring a larger sample size may
also obtain different findings. Moreover, our findings were based on the perceptions of
startup founders about hackathons that took place years ago in collocated spaces, thus,
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important nuances that could have changed the direction of our conclusions might have
been omitted.

9 Conclusion

This paper contributes to our understanding of how entrepreneurial hackathons can sup-
port startups by presenting an overview of the motivations of startup founders for taking
part in entrepreneurial hackathons, as well as their perceived benefits and how the setting
helped them achieve their goals. We found that startup founders take part in hackathons
motivated by reasons related to their startup. Those reasons can also change during the
hackathon and lead to unexpected outcomes. These benefits are supported by certain
aspects of the setting, such as team formation, participant presentations, and unrestric-
tive participation guidelines. These aspects can be applied to future hackathons that aim
to encourage entrepreneurial behavior, create startups, and support the development of
startups at various stages. We are currently in the progress of running a larger scale
survey study with the aim to support the creation of guidelines about how startups at
various stages can benefit from hackathons.

References

1. Afonso, P., Fernandes, J.M.: Determinants for the success of software startups: insights from
a regional cluster. In: Wnuk, K., Brinkkemper, S. (eds.) ICSOB 2018. LNBIP, vol. 336,
pp. 127–141. Springer, Cham (2018). https://doi.org/10.1007/978-3-030-04840-2_9

2. Assyne, N., Wiafe, I.: A dynamic software startup competency model. In: Hyrynsalmi, S.,
Suoranta, M., Nguyen-Duc, A., Tyrväinen, P., Abrahamsson, P. (eds.) ICSOB 2019. LNBIP,
vol. 370, pp. 419–422. Springer, Cham (2019). https://doi.org/10.1007/978-3-030-33742-
1_35

3. Avila-Merino, A.: Learning by doing in business education. Using hackathons to improve the
teaching and learning of entrepreneurial skills. J. Entrep. Educ. 22(1), 1–13 (2019)

4. Bazen, J.: Analysis of the effects of creative hackathons on participants, challenge providers
and the entrepreneurial ecosystem (2018)

5. Briscoe, G.: Digital innovation: the hackathon phenomenon. Creativeworks London 6, 1–13
(2014)

6. Bubbar, K., Shukla, D.S.: Promoting entrepreneurial practice by cramming a product
development project over a weekend. PCEEA (2019)

7. Byrne, J.R., et al.: An IoT and wearable technology hackathon for promoting careers in
computer science. IEEE Trans. Educ. 60(1), 50–58 (2017)

8. Cico, O., Souza, R., Jaccheri, L., Nguyen Duc, A., Machado, I.: Startups transitioning from
early to growth phase - a pilot study of technical debt perception. In: Klotins, E., Wnuk, K.
(eds.) ICSOB 2020. LNBIP, vol. 407, pp. 102–117. Springer, Cham (2021). https://doi.org/
10.1007/978-3-030-67292-8_8

9. Cobham,D., et al.: From appfest to entrepreneurs: using a hackathon event to seed a university
student-led enterprise. Presented at the International Technology, Education andDevelopment
Conference, Valencia, Spain, March 2017

10. Cobham, D., et al.: From hackathon to student enterprise: an evaluation of creating successful
and sustainable student entrepreneurial activity initiated by a university hackathon. Presented
at the International Conference on Education and New Learning Technologies, Barcelona,
Spain, March 2017

https://doi.org/10.1007/978-3-030-04840-2_9
https://doi.org/10.1007/978-3-030-33742-1_35
https://doi.org/10.1007/978-3-030-67292-8_8


120 M. A. Medina Angarita and A. Nolte

11. Crowne,M.:Why software product startups fail and what to do about it. Evolution of software
product development in startup companies. In: IEEE International Engineering Management
Conference, pp. 338–343. IEEE, Cambridge (2002)

12. DePasse, J.W., et al.: Less noise, more hacking: how to deploy principles fromMIT’S hacking
medicine to accelerate health care. Int. J. Technol. Assess. Health Care 30(3), 260–264 (2014)

13. Drouhard, M., et al.: A typology of hackathon events. Presented at the Conference on
Computer-Supported Cooperative Work and Social Media (2017)

14. Frey, F.J., Luks, M.: The innovation-driven hackathon: one means for accelerating innova-
tion. In: Proceedings of the 21st European Conference on Pattern Languages of Programs -
EuroPlop 2016, pp. 1–11. ACM Press, Kaufbeuren (2016)

15. Gama, K., et al.: Hackathons in the formal learning process. In: Proceedings of the 23rd
Annual ACM Conference on Innovation and Technology in Computer Science Education -
ITiCSE 2018, pp. 248–253. ACM Press, Larnaca (2018)

16. Gama, K., et al.: Mapathons and hackathons to crowdsource the generation and usage of
geographic data. In: Proceedings of the International Conference on Game Jams, Hackathons
and Game Creation Events 2019 - ICGJ 2019, pp. 1–5. ACM Press, San Francisco (2019)

17. Ghouila,A., et al.: Hackathons as ameans of accelerating scientific discoveries and knowledge
transfer. Genome Res. 28(5), 759–765 (2018)

18. Guerrero, C., et al.: Analysis of the results of a hackathon in the context of service-learning
involving students and professionals. In: 2016 International Symposium on Computers in
Education (SIIE), pp. 1–6. IEEE, Salamanca (2016)

19. Hecht, B.A., et al.: The KumbhThon technical hackathon for Nashik: a model for STEM edu-
cation and social entrepreneurship. In: 2014 IEEE Integrated STEM Education Conference,
pp. 1–5. IEEE, Princeton (2014)

20. Irani, L.: Hackathons and the making of entrepreneurial citizenship. Sci. Technol. Hum.
Values 40(5), 799–824 (2015)

21. Juell-Skielse, G., Hjalmarsson, A., Johannesson, P., Rudmark, D.: Is the public motivated to
engage in open data innovation? In: Janssen, M., Scholl, H.J., Wimmer, M.A., Bannister, F.
(eds.) EGOV 2014. LNCS, vol. 8653, pp. 277–288. Springer, Heidelberg (2014). https://doi.
org/10.1007/978-3-662-44426-9_23

22. Klotins, E., et al.: A progression model of software engineering goals, challenges, and
practices in start-ups. IEEE Trans. Softw. Eng. 47(3), 498–521 (2021)

23. Komssi, M., et al.: What are hackathons for? IEEE Softw. 32, 60–67 (2015). https://doi.org/
10.1109/MS.2014.78

24. Lazar, J., et al.: Research Methods in Human-Computer Interaction. Wiley Publishing,
Hoboken (2010)

25. Lyndon, M.P., et al.: Hacking hackathons: preparing the next generation for the multidisci-
plinary world of healthcare technology. Int. J. Med. Inform. 112, 1–5 (2018). https://doi.org/
10.1016/j.ijmedinf.2017.12.020

26. MedinaAngarita,M.A., Nolte, A.: Does it matter whywe hack? – exploring the impact of goal
alignment in hackathons. In: 17th European Conference on Computer-Supported Cooperative
Work, p. 16 (2019)

27. Medina Angarita, M.A., Nolte, A.: What do we know about hackathon outcomes and how
to support them? – a systematic literature review. In: Nolte, A., Alvarez, C., Hishiyama, R.,
Chounta, I.-A., Rodríguez-Triana, M.J., Inoue, T. (eds.) CollabTech 2020. LNCS, vol. 12324,
pp. 50–64. Springer, Cham (2020). https://doi.org/10.1007/978-3-030-58157-2_4

28. Nandi, A., Mandernach, M.: Hackathons as an informal learning platform. In: Proceedings
of the 47th ACM Technical Symposium on Computing Science Education - SIGCSE 2016,
pp. 346–351. ACM Press, Memphis (2016)

29. Nolte, A., et al.: How to organize a hackathon – a planning kit. arXiv:2008.08025 [cs] (2020)

https://doi.org/10.1007/978-3-662-44426-9_23
https://doi.org/10.1109/MS.2014.78
https://doi.org/10.1016/j.ijmedinf.2017.12.020
https://doi.org/10.1007/978-3-030-58157-2_4
http://arxiv.org/abs/2008.08025


Supporting Entrepreneurship with Hackathons 121

30. Nolte, A., et al.: How to support newcomers in scientific hackathons - an action research study
on expert mentoring. Proc. ACM Hum.-Comput. Interact. 4(CSCW1), 1–23 (2020)

31. Nolte, A.: Touched by the hackathon: a study on the connection between hackathon par-
ticipants and start-up founders. In: Proceedings of the 2nd ACM SIGSOFT International
Workshop on Software-Intensive Business: Start-ups, Platforms, and Ecosystems - IWSiB
2019, pp. 31–36. ACM Press, Tallinn (2019)

32. Olson, K.R., et al.: Health hackathons: theatre or substance?A survey assessment of outcomes
from healthcare-focused hackathons in three countries. BMJ Innov. 3(1), 37–44 (2017)

33. Page, F., et al.: The use of the “hackathon” in design education: an opportunistic exploration.
Presented at the Engineering and Product Design Education (2016)

34. Perng, S.-Y., et al.: Hackathons, entrepreneurial life and the making of smart cities. Geoforum
97, 189–197 (2018)

35. Pe-Than, E.P.P., et al.: Corporate hackathons, how and why? Amultiple case study of motiva-
tion, projects proposal and selection, goal setting, coordination, andoutcomes.Hum.–Comput.
Interact. 1–33 (2020)

36. Picken, J.C.: From startup to scalable enterprise: laying the foundation. Bus. Horiz. 60(5),
587–595 (2017)

37. de Toledo Piza, F.M., et al.: Assessing team effectiveness and affective learning in a datathon.
Int. J. Med. Inf. 112, 40–44 (2018)

38. Pompermaier, L., Chanin, R., Sales, A., Prikladnicki, R.: MVP development process for soft-
ware startups. In:Hyrynsalmi, S., Suoranta,M.,Nguyen-Duc,A., Tyrväinen, P.,Abrahamsson,
P. (eds.) ICSOB 2019. LNBIP, vol. 370, pp. 409–412. Springer, Cham (2019). https://doi.org/
10.1007/978-3-030-33742-1_33

39. Ramadi, K.B., et al.: Health diplomacy through health entrepreneurship: using hackathons to
address Palestinian-Israeli health concerns. BMJ Glob Health. 4(4), e001548 (2019)

40. Richter, N., Dragoeva, D.: Digital entrepreneurship and agile methods—a hackathon case
study. In: Soltanifar, M., Hughes, M., Göcke, L. (eds.) Digital Entrepreneurship. FBF, pp. 51–
68. Springer, Cham (2021). https://doi.org/10.1007/978-3-030-53914-6_3

41. Rosell, B., et al.: Unleashing innovation through internal hackathons. In: 2014 IEEE
Innovations in Technology Conference, pp. 1–8. IEEE, Warwick (2014)

42. Salamzadeh, A., Kawamorita Kesim, H.: Startup companies: life cycle and challenges. SSRN
J. (2015)

43. Salamzadeh, A., Kesim, H.K.: The enterprising communities and startup ecosystem in Iran.
JEC 11(4), 456–479 (2017)

44. Szymanska, I., et al.: The effects of hackathons on the entrepreneurial skillset and perceived
self-efficacy as factors shaping entrepreneurial intentions. Adm. Sci. 10(3), 73 (2020)

45. Wang, X., Edison, H., Bajwa, S.S., Giardino, C., Abrahamsson, P.: Key challenges in software
startups across life cycle stages. In: Sharp, H., Hall, T. (eds.) XP 2016. LNBIP, vol. 251,
pp. 169–182. Springer, Cham (2016). https://doi.org/10.1007/978-3-319-33515-5_14

46. Warner, J., Guo, P.J.: Hack.edu: examining how college hackathons are perceived by student
attendees and non-attendees. In: Proceedings of the 2017 ACM Conference on International
Computing Education Research - ICER 2017, pp. 254–262. ACM Press, Tacoma (2017)

https://doi.org/10.1007/978-3-030-33742-1_33
https://doi.org/10.1007/978-3-030-53914-6_3
https://doi.org/10.1007/978-3-319-33515-5_14


User Experience Practices in Early-Stage
Software Startups - An Exploratory Study

Guilherme Corredato Guerino1(B), Nayra Suellen Borges Cruz Dias2,
Rafael Chanin3, Rafael Prikladnicki3, Renato Balancieri2,

and Gislaine Camila Lapasini Leal1

1 State University of Maringá, Maringá, Brazil
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Abstract. Early-stage software startups have specific challenges that
need to be overcome to survive in the market, e.g., acquiring initial invest-
ment, managing multiple tasks, and delivering value to the customer.
Thus, User Experience (UX) practices can leverage the product value cre-
ation of these startups. Although UX practices are consolidated in the lit-
erature and the industry, it is necessary to verify how early-stage software
startups have applied these practices because of their challenges. There-
fore, the goal of this paper was to investigate how early-stage software star-
tups use UX practices. We interviewed five early-stage software startups,
represented by six employees divided between UX designers and develop-
ers. After qualitative analysis of the responses obtained, we identified that
the startups have some specific reasons for using the practices, such as sup-
port in building the minimum viable product and fostering mentoring pro-
grams. Besides, we observed that these software startups understand that
UX practices can generate value for the customer, the product, and poten-
tial investors. Furthermore, we identified several challenges these startups
face when using UX practices, linked to the small team, users participating
in the practices, methodology, time, and investment. Finally, we synthe-
size the main findings of our research into a set of five recommendations
for early-stage software startups when using UX practices, among them
the use of the results of UX practices to generate value for investors and
the development of strategies to identify and engage users.

Keywords: Software startups · Early-stage · User experience

1 Introduction

Software startups develop innovative products in a challenging context, operat-
ing with a small team, lack of resources, fast growth [11], besides have rapid
evolution, thin margins of error, and goals that are often misaligned with the
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stakeholders [9]. In the early stages of a software startup, the main goal is to meet
market demand by developing a business model for its products and services [2].
However, many startups fail in the early stages due to inconsistency between
what the startup understands about the market problem and what it is propos-
ing [4]. Thus, the literature addresses topics that can assist software startups in
their development and growth process, such as technical debt management, risk
management, and user experience (UX) [14].

According to ISO-9241 [8], UX is the “user’s perceptions and responses that
result from the use and/or anticipated use of a system, product or service.” For
the Nielsen Norman Group [10], UX “encompasses all aspects of the end-user’s
interaction with the company, its services, and its products.” Both definitions
show that UX, as the name implies, has a total focus on the user, and the
opinions of that user impact the decisions the company will make regarding the
product or service. Some scientific papers investigate the use of UX practices in
software startups which, although challenging, generates value and competitive
advantage [6,7,13].

However, early-stage software startups survive in an uncertain context and
have specific challenges that may impact the use of UX practices, such as acquir-
ing first paying customers, acquiring initial funding, managing multiple tasks,
targeting a niche market, among others [3]. Therefore, our paper aims to investi-
gate how early-stage software startups have applied UX practices in their devel-
opment process. In this way, we formulated two research questions (RQ):

– RQ1: How do early-stage software startups use UX practices?
– RQ2: What benefits and challenges are associated with applying UX practices

in startups?

To answer these two RQs, we conducted semi-structured interviews with five
early-stage software startups, represented by six employees, among UX designers
and developers. Our results show that startups have some reasons for using
the practices, motivated mainly by mentoring programs. However, the startups
reported some challenges when using UX practices, linked to the small team,
time, users participating in the practices, and practice methodologies. Moreover,
our results also show that, even though their use is challenging, startups in
the early stages can see the value that UX practices generate for the product,
investors, and users.

The results of the qualitative analysis were synthesized into five recommen-
dations for UX work in early-stage software startups. These recommendations
contribute to software startup professionals with insights on the use of UX prac-
tices from the moment of creation of the company. In this way, we intend to
motivate these professionals by showing the benefits of using these practices and
alerting them to the main challenges reported. Furthermore, UX researchers can
benefit from our results to conduct further studies for the creation, adaptation,
experimentation, or evolution of UX practices that benefit software startups in
the early stages.

The remainder of this paper is divided as follows: Sect. 2 presents related
work on UX and software startups. Section 3 shows the method used in this
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research. Section 4 presents the results found. Section 5 shows the discussion,
recommendations, and threats to validity. Finally, Sect. 6 presents the conclu-
sions and future work.

2 Related Work

Research involving UX practices at software startups is still scarce but has been
growing in recent years. Hokkanen and Väänänen-Vainio-Mattila [6] conducted
interviews with eight startups in Finland to understand the practices they used
and future needs regarding UX work. From the results, the authors highlight
some contributions for startups professionals, such as the need to be skilled at
collecting and analyzing information from users, apply quick methods of inter-
views, surveys, and tests, strive to find users, prepare for the feedback and data
they will receive, and create a UX strategy. The authors conclude the article
by stating that further investigations of startups from different markets and
locations are needed to generalize the results.

Hokkanen et al. [5] also interviewed eight startups from Finland to identify
a UX strategy for these companies. As a result, the authors identified skills and
practices that startups find helpful in creating UX for early product versions,
which are: graphic design skills, collecting feedback, producing a minimal imple-
mentation that brings value to users, user testing, usability theories or heuristics,
recognizing good interface solutions from other products and emulating them,
social skills, and iterative process.

Another study by Hokkanen et al. [7] investigated the factors that affect UX
work in startups through a survey with twenty participants. The strategy was one
of the identified factors, divided into strategic choices in resource allocation and
product quality. The quality of the team was also another factor, being divided
into UX expertise, domain expertise, and the team’s mindset. Also, the authors
identified that user feedback and involvement impact the UX work, being part
of the user interaction factor.

Silveira et al. [13] surveyed 88 startup professionals to identify how startups
deal with UX work and how relevant UX is for these professionals. As a result,
the authors suggest six challenges in UX work for startups: combine UX work
with agile practices, make practices leaner for UX work, adjust the pace of UX
work, align UX work with the business model and user needs, train and develop
skills to perform UX activities, and conduct real user research. The authors
conclude by highlighting the need to conduct further research in early-stage
software startups and other ecosystems.

The research papers cited above are relevant to the literature encompassing
UX in software startups. However, these works analyzed their data taking into
account software startups of different life stages. Thus, our work aims to con-
tribute to the literature by directing the analysis and results to software startups
in the early stages to enable, through UX practices, greater chances for these
companies to stabilize in the market and overcome the challenges they face.



UX Practices in Early-Stage Software Startups 125

3 Methodology

Our research method followed Runeson and Höst [12] guidelines for conducting
and reporting case studies in Software Engineering. The semi-structured inter-
view was developed seeking to answer the two RQs. First, how do early-stage
software startups use UX practices? Second, what benefits and challenges are
associated with applying UX practices in startups? In RQ1, we sought to identify
characteristics of how the practices are used in the daily life of software startups
in the early stages. In RQ2, we sought to verify the professionals’ opinions and
the vision that they (representing their startups) have about these practices.

Our target sample was composed of professionals from early-stage software
startups who are in the ideation or validation phase. The participating pro-
fessionals could be UX Designers, UX Researchers, developers, or professionals
connected to the UX work in the startup. All the startups in our study are part
of Omitted1, a science and technology park of a omitted university. As a data
collection method, we developed a semi-structured interview2, divided between
questions to answer demographic information, questions to answer RQ1, and
questions to answer RQ2.

Even though the interview was semi-structured, the division into three parts
helped in the conduction. The interviews with the professionals were done online
in June 2021 through Google Meet and lasted an average of 35 min each. Before
starting each interview, the responsible researcher explained the purpose and
asked for permission to start recording. All participants agreed to the recording.
To conduct the interviews, the first two authors attended the meetings.

To analyze the data, we used the thematic analysis approach [1] and the
Atlas.ti3 tool. This approach consists of identifying patterns and categories with
the data obtained through the interviews. In this step, the first two authors
performed the analysis, and the others reviewed the categories. The steps we
followed to perform the analysis were:

– Transcription of the interviews: we transcribed the recorded audio of the inter-
views into text format so that it was possible to do the qualitative analysis.
In this step, every care was taken to avoid possible errors. To assist in the
transcription, we used the Transcriber Bot4 tool in Telegram, which helped
transform the recorded audios of the interviews into text.

– Reading the transcripts: in this step, we read the transcripts to correct pos-
sible errors in words or phrases.

– Coding: the goal of this step was to define codes to represent phrases and
ideas that the interviewees provided.

– Creating the categories: after coding all the answers, we grouped the codes
that were related into larger categories.

1 omitted.
2 https://bit.ly/3zh2MGu.
3 https://atlasti.com/.
4 https://telegram.me/Transcriber Bot.

https://bit.ly/3zh2MGu
https://atlasti.com/
https://telegram.me/Transcriber_Bot
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– Report of findings: after identifying the categories, we organized them to
identify which category was related to responses for each of the RQs used in
the study.

4 Results

We interviewed six professionals representing five early-stage software startups.
All professionals have been at the startups since the moment of creation. Demo-
graphics about the startups and the UX practices used by each are shown in
Table 1 and those of the interviewees are in Table 2.

Table 1. Demographics of software startups. Legend: S: Startup, NE: Number of
Employees, P/S: Product/Service.

S NE Stage P/S Niche UX practices

A 4 Validation Mobile app Food Competitive analysis,
interviews, user flow and
high-fidelity prototype

B 5 Validation Mobile app Health Interview, survey, wireframe,
high-fidelity prototype, and
usability test

C 6 Validation Software House Not specified Paper prototyping,
interviews, survey, wireframe
and high-fidelity prototype

D 4 Validation Mobile app Health Interview, high-fidelity
prototype, survey, and
wireframe

E 5 Validation Software House Education Interview, benchmarking,
market analysis,
breadbording, wireframe, and
high-level prototype

Table 2. Demographics of the interviewees.

Startup Interviewees Formation course Role

A I1 Graphical Design UX Designer

B I2 Graphical Design UX Designer

I3 Multimedia Production UX Designer

C I4 Multimedia Production UX Designer

D I5 Biomedical Informatics Developer

E I6 Information Systems Developer
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The demographic data show that early-stage software startups already have
knowledge about some UX practices, mainly about high-fidelity prototyping and
interviews, used by all startups. Besides, we highlight that the interviewees who
work as UX Designers have degrees in graphical design or multimedia production,
which are not computing courses.

The remaining data obtained with the answers from the interviews were
analyzed, seeking to answer the two RQs proposed in this research. Therefore,
the categories identified with the qualitative analysis were organized to assist in
understanding each of the questions. For RQ1, the following categories were iden-
tified: reasons for using UX practices, working with the data obtained, and par-
ticipation of other employees. For RQ2, the following categories were identified:
value creation through UX practices and challenges faced. The main responses
for each of these categories will be explored in the following subsections.

4.1 RQ1 - How Do Early-Stage Software Startups Use UX
Practices?

The UX practices used by the startups interviewed are shown in Table 1. Despite
being startups in early stages, the interviewed companies use UX practices since
the moment of foundation. Thus, some reasons for using UX practices
(CAT1) were identified. In startup B, the interviewee mentioned the use of
a survey with the goal of first understanding the user profiles, the problem they
were going to explore, the purpose, and the priorities to build the minimum
viable product (quotation Q1 below). On the other hand, Startup A used com-
petitive analysis to understand the design and flow of a competing app to gain
insights for their solution (quotation Q2). In addition to these reasons, we noticed
that all startups were created within the Apple Developer Academy program, an
extension course that aims to foster innovation and teach programming. The
creation of the startups in this program caused the startups to invest time and
effort in understanding the needs of their potential users through UX practices.
According to the interviewees, the program organizers encourage the use of the
practices (quotation Q3 and Q4). Thus, it is possible to infer that the program
that fostered the creation of the startups interviewed directly influences in the
adoption of UX practices and understanding the needs of potential users. Thus,
the participation of early-stage software startups in programs that encourage
the use of these practices is a crucial factor for continuous UX work.

Q1: “We applied an online questionnaire to understand about pregnant women and
doctors. This was right at the beginning, in the phase of discovering our problem, our
need. From these conversations, we were able to direct what our problem was, what
the purpose was, what we needed to solve, and what the priorities were for defining an
MVP.” (I2)

Q2: “[...] I took screenshots (of the competitor app) to analyze the design, the layout,
and I made a flow video [...]. Then I documented, separated what was more and less
relevant, and started to build ours.” (I1)

Q3: “It was from the beginning (the use of the practices). As we were born in the
Apple Developer Academy program and there they already have the practice, we had a
UX teacher who encouraged and taught us this.” (I2)
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Q4: “This project (Apple Developer Academy) has the intention to develop
entrepreneurs within the Apple ecosystem, and they really appreciate this UX point.
We have a series of classes about programming about UX, and we learn a lot about
this. So from that root, we already had and valued these processes.” (I6)

Because they are companies with small teams, the interviewees reported a
participation of the other employees (CAT2) that are not associated with
the UX work in the use of the practices. In startup C, the interviewee reported
that the developers actively participate in the interface design process, mention-
ing which elements they can develop or not (quotation Q5). In startup A, the
interviewee mentioned that the entire team participated in the flow design of
the app (quotation Q6). In startup D, the interviewee reported that she con-
ducted the user interviews even though she is a developer because she has a
background in the area in which the product is inserted. After analyzing the
data, the interviewee synthesized and passed the results to the team (quotation
Q7). We observed that the work with UX practices in early-stage software star-
tups is decentralized, i.e., a large part of the employees, whether specialized in
UX or not, participate directly or indirectly in the processes. On the one hand,
this can be an advantage, since all employees share and discuss the same ideals,
making decisions together. On the other hand, the results may contain the bias
of people who are not experts in understanding the user or UX practices, and
the decisions may incorporate these biased results.

Q5: “We have our Discord group, so everybody joins in, and it is important that
the developers are together because they can see what can be done and what cannot.”
(I4)

Q6: “So we started to build our (application). [...] We designed the flow together;
the whole team designed it together.” (I1)

Q7: “In these interviews, actually, I did it myself. I worked more on this part because
I have a background in health. [...] So I processed this data to pass it on to the team,
so we could see what other functionalities and other improvements we were going to
make.” (I5)

Despite all the challenges that an early-stage software startup has, the work-
ing with the data obtained by UX practices (CAT3) is a step that the
interviewees reported to be very important. In startup A, the interviewee men-
tioned the need to present this data in a way that generates value to stakeholders
and investors (quotation Q8). In startup E, the interviewee mentioned that they
spend one to two months interviewing and understanding the end-user to pro-
duce results that generate value for their customer (quotation Q9). According
to the results obtained, we verified that startups also use the data obtained by
UX practices to generate value for investors and customers. It is interesting to
verify that the results of these practices go beyond the product experience itself
and are also used to add external value.

Q8: “If you can present this data in a way that is palatable and interesting, I think
it brings value. You have to turn it into something commercial to bring value because
investors and stakeholders see value in what gives them a return.” (I1)

Q9: “We have a process before we start writing any line of code, where we spend one
to two months just interviewing, talking to the target audience, and trying to understand
more deeply how to create an experience that makes sense. This is our proposition, and
when the clients accept this proposition, they usually accept to pay above market value
to have this experience.” (I6)
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4.2 RQ2 - What Benefits and Challenges Are Associated with
Applying UX Practices in Startups?

Our results indicate that early-stage software startups can visualize the value
creation of UX practices (CAT4). Furthermore, the thematic analysis
allowed us to classify this visualization into three groups: value creation for
the product, value creation for the user, and financial value creation.

Regarding the value creation for the product (CAT4.1), the interviewee rep-
resenting startup E mentioned that the UX practices make the developed appli-
cation increase the possibility of positively impacting the user (quotation Q10).
Moreover, even the practices are time-consuming to apply, the contact with the
user allows knowing if the product is going in the correct direction (quotation
Q11). Similarly, according to I1, the practices allow knowing if the startup will
continue developing that way (quotation Q12). Also, for I4, UX practices can
generate value to the product in processes that startups go through, such as
building the minimum viable product and pitch presentations to investors (quo-
tation Q13). Thus, we perceived that startups see UX practices as a “checkpoint”
for the product idea, verifying, from the results of these practices, if the product
is going in the right direction or if something needs to change. In addition, we
found that the results of UX practices can also be used to prove the need for
that product to investors, generating a value to the product that can help the
startup get an investment.

Q10: “We see that today technology has no boundaries. That feeling that at any
moment, you can make an application that will go viral, reach as many people as you
want. What returns this is the impact it generates on users. It’s when you make some-
thing so cool, a user experience so cool for a person that they feel motivated to share it
with other people. And the moment this happens tells us that we did our job well, we
applied the right practices.” (I6)

Q11: “It is essential to have contact with the user the whole time because even if it
takes a little more time, at least you know that you are going in the right direction and
not totally the other way around.” (I3)

Q12: “I think UX comes very strongly with the research part. The impact it produces
is to show if we are really going to keep making this product, if there is this pain, if
there is this need.” (I1)

Q13: “The benefit is that you can have a more precise MVP. You are not doing a
project in the dark. You will have more basis when you make a pitch, for example, you
will be able to base your decision making in a much more concrete and precise way.”
(I4)

In value creation for the user (CAT4.2), I5 mentioned that the practices
allow them to understand the user’s “pain” and propose a solution for this pain,
increasing the value for their user (quotation Q14). Furthermore, I2 mentioned
that the practices improve the user experience when using the product created
by the startup and consequently simplify people’s lives (quotation Q15). Also,
I5 mentioned that approaching their target audience and showing the solution
made users more engaged in helping the proposal (quotation Q16). Thus, we can
infer that the startups interviewed understand that this approach to the user
also generates a positive result for the user. Therefore, using UX practices from
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the initial moments directs the development towards a solution that makes more
sense to the user, facilitating their activities and generating value.

Q14: “You must understand what the users’ pain is, what they want, if it is a real
need, and from there, think of possible solutions and also validate them. It is a cyclical
process, and I think this will lead to your product having the value that the user expects.”
(I5)

Q15: “From the moment I improve the experiences, I simplify the person’s life in
some activity they do.” (I2)

Q16: “The solution that we made excited the pediatricians. So they were people who
were engaged in helping to improve the application.” (I5)

Regarding the financial value creation (CAT4.3), I1 mentioned that UX prac-
tices are tied to better costs since better experiences generate better results for
the company (quotation Q17). Furthermore, I6 reported that the startup sells
itself as a team focused on UX practices and that this has paid off financially
(quotation Q18). Also, I2 mentioned that a good user experience increases brand
value, citing companies that have invested in this approach (quotation Q19).
Thus, we can conclude that the interviewees understand that getting closer to
the user also has a financial value since the solution developed will make more
sense to the user, who, in turn, will be willing to pay for the services.

Q17: “You have to transform the results of the practices into something commercial,
into money. You have to understand your user because then he will buy your product.”
(I1)

Q18: “We sell ourselves as a team focused on user experience and seeking to bring
all these aspects to the technology that the person is developing. We can get an hourly
rate above the market average we work with, and we also notice our clients’ satisfaction
and their feedback is very positive. (I6)

Q19: “I think the brand value influences a lot. The better my experience, the more
my brand is worth. Apple is there to prove it. It is an extremely valuable brand, not
only for this reason, but it is one factor that makes it very well seen in the market.
Google is also a very practical example of this.” (I2)

Moreover, the thematic analysis also allowed us to identify several chal-
lenges faced (CAT5) by early-stage software startups when applying (or try-
ing to apply) UX practices. As a way of organization, we divided the challenges
into four subcategories: small team, users participating in the practices, method-
ological aspects, and time and finances.

Regarding the challenges faced by having a small team (CAT5.1), I1 men-
tioned that having few collaborators requires the same person to perform several
different functions (quotation Q20). Furthermore, I1 mentioned that she made
the decisions alone in the design process because she was the only one who had
design knowledge while the other collaborators were all developers (quotation
Q21). According to the results, we observed that the number of employees that
the startup has could impact the use of UX practices, even if it has a specialized
employee for the job. This impact is because employees, in general, can perform
more than one function besides their specialty. Moreover, working alone with
UX practices can overload the employee because (s)he will have to make all the
decisions alone. Therefore, the employees must remain united and support the
team/person responsible for applying the practices.



UX Practices in Early-Stage Software Startups 131

Q20: “My role in the startup is UX Designer, but since we don’t have enough
employees, I do a little bit of marketing and commercial. [...] We have to be commercial,
marketing, research, and it gets a little bit overwhelming.” (I1)

Q211: “But when it came time to make the screens, they (the developers) didn’t
decide with me, mostly I did. Because we kind of have a certain view that “the [Anony-
mous] knows design, let’s allow her to do it.” (I1)

Another challenge identified through the analysis involves engaging users who
participate in UX practices (CAT5.2). First, the startups reported that it is diffi-
cult to find and recruit potential users to participate in their research and testing
(quotations Q22 and Q23). Moreover, they have difficulty engaging and extract-
ing information from users (quotation Q24 and Q25). According to these results,
we can infer that these difficulties can hinder startups when using UX practices
since it is necessary to approach potential users for the results to be interest-
ing. Therefore, startups must have strategies, networks, or external influences to
attract these users. In addition, it is interesting that the employees responsible
for applying these practices become familiar with existing methodologies to per-
form suitable data extraction from users who are willing to participate in the
studies.

Q22: “We don’t have financial support to do the research; we don’t get contacts with
people to do research, sometimes we don’t get enough people to do an effective test.”
(I4)

Q23: “[...] another challenge is people. Because you are dealing with people, and
people are challenging to deal with, difficult to access. I think that within research, it is
very difficult to recruit whom I’m going to interview.” (I1)

Q24: “We could not engage the person in many interviews, and we did not get a
good result. Or, many times, we prepared questions that made the person inclined to a
type of answer that we wanted to receive.” (I6)

Q25: “I think the biggest challenge is to get engagement. From the moment I have
to do research, and I need to talk to people, be close to people, be engaged, and have
contact.” (I2)

Also concerning challenges, the results showed that startups have method-
ological challenges when applying UX practices (CAT5.3). For example, inter-
viewee I6 mentioned that it is challenging for employees to prepare and conduct
an interview without inducing or pressuring the user (quotation Q26). As for I1,
the methodology of UX practices is a challenge because the study of UX is not
inserted in the curriculum of the Graphical Design course (quotation Q27). In
addition, I5 mentioned that she has difficulties treating the results obtained by
the practices and focuses on understanding the main problem (quotation Q28).
Thus, we can conclude that although the interviewed startups were born into
a program that encourages UX practices, they still have methodological chal-
lenges when using these practices. As shown in Table 2, the interviewees working
as UX Designers are graduated in courses such as Graphical Design and Mul-
timedia Production, courses that generally focus on digital content production
and interface design. However, the employee who works with UX goes beyond
design and also uses research and validation methodologies. Thus, there is a gap
between what they learned in the courses and what they are applying in practice,
which justifies these methodological flaws.



132 G. C. Guerino et al.

Q26: “Because it is at that moment of the interview, the user wants to help, and
he gives an answer that many times is not what he would give in his real life. So this
is a very fine line that the person conducting the interview has to cross. And this is
something that we still don’t know how to deal with.” (I6)

Q27: “I think the methodology is a challenge because it is all very new, and things
are constantly changing. It is not content that is in my college curriculum. So, for those
who had the training that I had, we are not prepared for this.” (I1)

Q28: “Handling this information is a challenge because if you interview many peo-
ple, you have to know how to focus to understand what the main problem is, so you do
not get lost and want to solve everything.” (I5)

Also, early-stage software startups go through a very challenging context
that usually involves time and money (CAT5.4). According to the analysis, this
context also impacts the use of UX practices. For example, I1 mentioned that if
they had a larger investment, they could spend more time on UX practices (quo-
tation Q29). Also, we observed that because there is pressure to get the product
to market as soon as possible, startups accelerate the process of UX practices
(quotations 30 and 31). Thus, we can conclude that this pressure directly impacts
the UX practices’ processes. For example, research practices usually take a few
weeks or even months to design, execute, and analyze. However, startups need
to get their product in the market as soon as possible, either to have a financial
return or to meet the deadline of investors or the program to which they belong.
Thus, they accelerate some crucial stages of the practices, which could generate
significant results for the product.

Q29: “If we had outside investment, we would be able to put more time into our
lives, more dedication, and then we would have more UX practices.” (I1)

Q30: “We do wireframe if we have a little more time; otherwise, sometimes, we
start making interfaces, look for visual references and see what can fit the project.” (I4)

Q31: “We had very tight deadlines and had to accelerate. At first, we interviewed
only one person, but it worked out well because it was someone who has been in the
area for a long time and has also discussed this with other colleagues.” (I5)

5 Discussion

5.1 Recommendations for UX Work in Early-Stage Software
Startups

UX practices have the potential to leverage the product value of a software
startup. However, using these practices has been a challenge for these compa-
nies, and the literature attempts to map ways to assist practitioners in using
these practices, listing the difficulties and providing recommendations [5–7,13].
Nevertheless, the results covered in the literature to date do not direct their
guidelines to early-stage software startups, focusing on the processes of startups
as a whole. Through a thematic analysis of interviews conducted with early-stage
startups, we identify important characteristics related to how these startups have
used these practices and what the views of these startups are about these prac-
tices. Our results highlight characteristics that favor and characteristics that
challenge UX practices in early-stage software startups. Thus, we analyzed the



UX Practices in Early-Stage Software Startups 133

extracted categories and arrived at five key recommendations that can assist
practitioners at early-stage software startups in using UX practices. The cate-
gories that based each recommendation are in Table 3 and the recommendations
are detailed below.

Table 3. Recommendations for UX work in early-stage software startups derived from
the identified categories.

Categories Recommendations

CAT1 - Reasons to use UX practices 1 - Participate in mentoring programs that
encourage the use of UX practices

CAT4.1 - Product value creation 2 - Integrate all employees in the results
achieved by the practicesCAT2 - Participation of the other employees

CAT5.1 - Small team challenge

CAT3 - Working with the data obtained by
UX practices

3 - Use the results of UX practices to
generate value for investors

CAT5.4 - Time and money challenges

CAT4.3 - Financial value creation

CAT4.2 - User value creation 4 - Develop strategies to identify and
engage usersCAT5.2 - User engagement challenge

CAT5.2 - User engagement challenge 5 - Encourage technical training of the
team on UX practicesCAT5.3 - Methodological challenges

Recommendation 1 - Participate in Mentoring Programs that Encour-
age the Use of UX Practices. The reasons for using UX practices, category
presented in Sect. 4.1, shows that the interviewed startups, in their majority, use
UX practices because they were encouraged in the program in which they were
created. These programs aim at performing mentoring and directing the product
proposed by the startup, fostering innovation and entrepreneurship. Therefore,
if possible, being part of this type of program is a kick-start in UX practices for
early-stage software startups.

Recommendation 2 - Integrate all Employees in the Results Achieved
by the Practices. Early-stage software startups usually have few employees.
Through the categories “participation of other collaborators” and “small team
challenges,” our results showed that collaborators actively participate in the
process of UX practices while having several tasks. However, the mindset of these
employees may influence the use of UX practices, as many of them are generally
focused on product programming [7]. Thus, it is essential to take advantage of
this small-team characteristic to show all employees the results that the practices
generate since this is an outcome evidenced in the “value creation to the product”
category. Nevertheless, it is necessary to be careful that decisions about the use
and methodologies of UX practices are not influenced by people who do not
have expertise. In addition, it is necessary to pay attention to the overload of
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work and information provided to these employees, since they usually perform
multiple tasks [3]. Using this recommendation, we believe that the startup’s
mindset about using UX practices can benefit.

Recommendation 3 - Use the Results of UX Practices to Generate
Value for Investors. Acquiring initial funding is one of the main challenges
faced by early-stage software startups [3]. As shown in the “time and money chal-
lenges” category, lack of funding also impacts UX practices. Thus, we recommend
that early-stage software startups work with the data generated by UX practices
to make decisions about the product and sell the idea to potential investors, a
result evidenced from the “generating value to the financier” category. Thus, the
data must be analyzed and interpreted in a way that demonstrates to investors
the need to develop the idea (category “working with the data obtained by UX
practices”). We believe that by better selling the results and the user’s need, the
possibility of getting an investment is higher.

Recommendation 4 - Develop Strategies to Identify and Engage Users.
Conducting end-user research is a challenge faced by startups in general when
using UX practices [6,13]. Furthermore, through the “challenge to engage user”
category, our results evidenced a difficulty for early-stage software startups in
identifying and engaging users when conducting research. Therefore, the UX
team must develop strategies to meet this challenge. These strategies can be
developed in several ways, involving contact networks of employees, customers
(if the product developed is a customer’s idea), social networking, personal con-
tacts, participation in events, or partnerships with educational institutions. The
important thing here is that the team plans this strategy and puts the execution
to identify users to participate in the UX research and generate value to these
users (category “create value to users”).

Recommendation 5 - Encourage Technical Training of the Team on
UX Practices. Hokkanen et al. [7] show that UX expertise is one of the factors
that influence UX work in startups. Moreover, according to Silveira et al. [13],
startups do not have specialized professionals to perform UX work. According
to the categories “methodological challenges” and “challenges to engage users,”
our results corroborate these literature findings. Most of the interviews in our
study who work with UX have a specialty in graphical design. In addition, the
methodological difficulties that early-stage software startups have in using the
practices were evident. Thus, we recommend that CEOs or those responsible for
managing the startup encourage the specialization of these employees through
courses that teach the philosophy and methodology behind UX practices.

5.2 Threats to Validity

The threats to the validity of our study were categorized according to Runeson
and Höst [12] definitions:

– Construct validity: to mitigate threats that could influence construct validity,
we developed our questions based on related previously published work on the
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[6,7,13] research topics. In addition, we adopted the interview structure used
in [2], divided into demographic data, questions to answer RQ1, and questions
to answer RQ2. Therefore, we believe that threats to construct validity were
adequately controlled.

– Internal validity: this aspect is related to the analysis of the data and the way
it was analyzed. We tried to mitigate the threats of this aspect by using the
theme analysis guidelines proposed by [1], a qualitative analysis methodology
well known in the literature.

– External validity: this aspect is related to the generalizability of the results
achieved by the study. To mitigate this threat, we selected startups that
are at a specific stage, in early stages. However, we admit that our study is
initial, and further, more extensive studies are necessary for the results to
be generalized. We plan to conduct further interviews with more startups so
that the results can be augmented.

6 Conclusions and Future Work

Early-stage software startups have several challenges that need to be overcome
to stay in the market. In this way, the use of UX practices by these startups can
contribute to the product’s success and, consequently, of the company. In this
paper, we checked how early-stage software startups have used UX practices and
what is the view of these startups when using these practices. We interviewed
five early-stage software startups, represented by six employees.

From the qualitative analysis of the interviews conducted, we identified some
categories that characterize UX practices in early-stage startups, such as the
reasons, the generation of value, and the challenges faced. From this analysis,
we proposed five recommendations that can help professionals at early-stage
startups with UX practices. We hope that practitioners can benefit from these
recommendations. Furthermore, we hope that researchers in the field of UX and
software startups will use our results as a beginning to create new recommen-
dations, propositions, adaptations, or evolutions of UX practices that benefit
early-stage software startups.

As future work, we plan to collect more data about UX work in early-stage
software startups through interviews and surveys. We hope that the augmenta-
tion of the results of this paper with the results of future research will provide
a basis for proposing solid guidelines that will benefit the scientific community
and software startups.
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Abstract. The gender imbalance on the science, technology, engineering and
medical domains commonly referred as STEM fields is a problem in the high-tech
society. Furthermore, aswomen has been underrepresented in the field for decades,
most success stories are usually male-driven. To study the factors affecting the
women interest to-wards entrepreneurship and tech sector,we conducted a series of
surveys and interviews to understand the problems and the underlying phenomena
better. Based on our results, themost common factors limiting the interests towards
entrepreneurship such as financial risks or leadership skills might not be gender-
related, but there are also aspects such as social acceptance, inequality, and lack
of role models, which affect especially the women interested in the possibilities
on be-coming an entrepreneur in STEM fields. Even if the younger generations
seem to be more interested on becoming entrepreneurs, easy fixes such as adding
positive examples of success could have a meaningful impact of fixing the gender
imbalance on STEM field, and in technology entrepreneurship in general.

Keywords: Women in tech · Entrepreneurship · Affecting factors · Equality ·
Gender bias

1 Introduction

Building inclusive higher education system does not require equal, but equitable treat-
ment. This implies, that the differences between students should be acknowledged and
the barriers hindering participation should be identified and removed. There is evidence
[1] on the trend, that women do not choose entrepreneurship as their career path as
commonly as men do, and that entrepreneurship in general is considered a masculine [2]
line of work. There are also similar observations from the selection of science, technol-
ogy, engineering and medical (STEM) disciplines [3] as a higher education major, with
varying reasons such as lack of universal role models for women interested in STEM
field education.

In this paper, we aim to study and identify the factors and topics of interest, which
affect the decision for women to select the STEM fields, engineering in specific, as their
profession in the context of Finland and the Finnish higher education system. We also
study the decisions and reasons onwhat skillswomenperceive as important for a career as
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an entrepreneur, with an objective to define a set of areas for improvement to understand
thebarriers and enhance inclusiveness in the engineering andentrepreneurship education.
Overall, our objective was to identify and understand what factors influence the decision
for women to select tech sector as their profession, and further what factors influence
the women of tech sector on their decision to become entrepreneurs?

Our research group conducted several data collection rounds, consisting of two data
collection surveys via participation to a trade fair event focusing on women interested in
programming and computer science careers, and supplemented this with an open online
survey aimed towards women in, or interested in, the technology sector. In addition,
we conducted two rounds of interviews with women entrepreneurs to discuss the theme
of women entrepreneurship in technology sector in more detail. In total, we collected
104 survey submissions and 16 interviews describing the barriers and areas of interest
in technology sector and entrepreneurship. The collected submission represented dif-
ferent age groups, career stages and varied amount of people already working as an
entrepreneur, or potentially being interested in becoming one in a near future.

Based on the results, it is apparent that there are trends such as ability to innovate or
solve humanity’s problems with the scientific approach, which seem to be general areas
of interest for women in the tech sector. There also are some clear divisions between
the younger and older age groups of women, for example in the attractiveness of the
entrepreneurship as a career.More interestingly, there also seems to be significant gender-
based barriers for women to become entrepreneurs, even in Finland, a country which for
the last fourteen years have ranked to the World Top-5 countries on the European Insti-
tute for Gender Equality’s gender equality index [4]; only one third of the respondents
considered that there are no meaningful differences between men and women becoming
entrepreneurs. On the in-depth interviews, further observations were also made on the
feasibility or likelihood of becoming an entrepreneur, and driving factors behind this
decision. Some of these were universal, but some affecting especially women were also
identified.

2 Related Works and Motivation

The underpresentation of women in the science, technology, engineering and mathe-
matical fields is well-known phenomena. In fact, a study by Griffith [3] observe that
the gender differences in engagement of the STEM fields is not only global problem,
but a problem that seems persists from decade to another: the underrepresentation has
not changed much between the 1980’s and the turn of the century, with the gender gap
growing wider the higher the level of education was observed. Few possible offered
explanations could be the lack of role models and related to that, the general gender
composition of the faculty, or the mental investment towards the selected major during
the initial studies. Women are not less likely to switch away from the STEM topics dur-
ing their university studies than men, but significantly less likely to switch into STEM
topics from another major.

A study by Wang & Decol [5] proposes a model of expectancy-value perspective
model to explain the problems with the attractiveness towards STEM fields; in countries
with high overall equality the students are able to choose their education based on their
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own interests and steer their career towards topics they consider themselvesmost capable
for. In this sense, several other factors, such as lifestyle values and the perception of own
abilities play role in the selection of future career paths. Similarly, the Wang & Decol
[5] study points out that the nations with high overall gender equality tend to have also
lower personal economical risks factors due to social systems, enabling people to pursue
careers which cater more to their personal interests, not only the ones that offer them
better economical security.

On the selection process towards engineering, a study by Powell et al. [6] identifies
prior research and discusses their own observations on factors leading to the students
selecting an engineering discipline as their profession. One of the most influential fac-
tors identified were technology-oriented childhood hobbies; students who were doing
something ‘hands on’ with technology were more likely to select engineering as their
future career. Similarly, the effect of encouragement from the school teachers towards
pursuing a career in technology and engineering was considered a major influence. On
the gender differences, Powell et al. identify that stereotypical marketing of the different
opportunities related to engineering combined with a very limited knowledge related
to engineering disciplines drives a believe that there is a ‘certain type of women’ who
choose engineering and science as their profession, and that they ‘want to be different’
from the general population and expectations towards their career paths. In fact, some
of the interviewed women perceived equality as a negative aspect for their career, since
it would mean that capable women engineers would no longer have a novelty factor
associated with them.

Besides selecting a career path in engineering, science or technology, a career as an
entrepreneur is also factor which has been studied and is an area of interest for this study.
Similarly to engineering, entrepreneurship is also considered generally masculine career
path according to study by Stoet & Geary [5]. Their findings over the dataset covering
more than 400 000 student records discovered, that women are underrepresented in
the science and technology sector, even from the initial amount of applicants, and this
phenomena gets only worse if we take into account the startup companies, and the
general willingness to become an entrepreneur. This phenomena is also observed by
Poggesi et al. [8], adding that for the STEM fields specifically, the academic women
are not very keen to pursue a career of entrepreneurship in general, and non-academic
women tend to adopt the viewpoints of masculine culture to “fit in”. On differences
against male entrepreneurs, the Poggesi paper mentions as an example the trust between
the stakeholders, which tends to be emphasized in women-lead start up teams.

A study byCukier and Chavoushi [8] discusses the women from the STEMfields and
their general attitudes towards entrepreneurship in their case study concerningCanada. In
this study, they observe that the underrepresentation is not only a problem of the degree
programs at universities, it is also a larger issue of the society: business incubators,
accelerators and venture investors seem to also avoid women entrepreneurs, causing
fewer opportunities for success. In their study, the startup culture is considered “bro
culture of alpha males”, furthering the problem of women not becoming entrepreneurs,
or having to adopt the masculine viewpoints and culture mentioned by Poggesi et al. [7].
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3 Research Method

To study women entrepreneurship in the technology sector and the factors affecting the
interests andviews towards entrepreneurship,weorganized a set of data collection rounds
to study the phenomena in detail. The data collection consisted of four rounds; rounds
1 and 3 being implemented as quantitative surveys, and rounds 2 and 4 implemented
as qualitative interviews. The objective was to first gather general themes and areas of
interest from a larger audience, and discuss these observations with the more in-depth
interviews with women entrepreneurs in the technology sector, and then conduct the
same study to assess the accuracy of our results.

The first and third round were organized as quantitative online surveys, with the
general guidelines on structuring the data collection instruments designed by following
the principles set by Fink [9]. The design of both questionnaires was to collect feelings,
considerations and ideas from our target audience; in the first round the focus was on
the areas of interest in technology and entrepreneurship, whereas in the second round
the focus was on the obstacles, hindrances and topics identified in the first survey, and
the 1st interview round. In general, we wanted to keep our data collection tools and the
questions exploratory [10] in nature, to be able to dig deeper into the phenomena in the
interview rounds, which followed the surveys (Table 1).

Table 1. Data collection rounds related to this study

Data collection round Description Amount of participants

1; 1st Survey First survey data collected from a general
population participating a trade fair on
computer science and information
technology

55

2; 1st Interview round First interview round with women CEO’s or
company founders, discussing the different
aspects of women entrepreneurship in
technology

10

3; 2nd Survey Second survey conducted online with
women interested in the technology sector,
or already working in the technology sector

49

4; 2nd Interview round Follow-up interviews with women CEO’s
and company founders on topics of interest

6
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The data collection rounds two and four where conducted as qualitative interviews,
with the data analysis step using the open and axial coding principle common for example
from Straussian Grounded Theory approach [11]. Straussian approach was used, since
it promotes active data collection over passive observation, and due to restrictions of
access to our interviewees, we needed to organize the interview sessions over online
connections. Overall, the interviews provided about ten hours of recordings, and 33
observed factors in seven categories.

The interview population was collected from suitable volunteers identified during
the data collection round 1, and later supplemented with assistance from our partnering
organizations. The population criteria was that the interviewed person was either the
current CEO, founder or one of the founders, or a partner in a new or recent startup that
operated on the technology, science, engineering or medicine (STEM) business. In total
we carried out 16 interview sessions, 10 for the first interview round, and 6 for the second.
All of the interviews were collected by the same interviewer with the intent to keep the
context between the interviews similar, and ensure that all interviewees understood
the questions similarly. During the first interview, the themes were focused on topics
such as personal values, personal background, business practices, management style
and known problems, with the theme on the second interview round switching towards
more confirmatory topics such as support networks, risk management and tolerance, and
stereotypes associated to women entrepreneurship.

4 Results

In this chapter we discuss the observations, starting with the quantitative survey data,
and comparing our findings against the interviews with women who are entrepreneurs
in the technology sector.

4.1 Results from the 1st Survey

The initial survey was conducted with a general public, consisting of women of all ages
collected from a trade fair aiming to attract women towards information technology
sector, and supplemented with an online survey distributed via social networks and
interest groups for women in the technology sector. On the online survey, also a number
of men answered to the survey, but the amount was statistically insignificant so they
were removed from the dataset since they could not be used as a point of comparison.
Overall, we got 55 answers, with 56% coming from women from the age group 36 or
older, 38% from 25 to 35 year olds, and 6% from 18 to 24. For statistical purposes,
we combined the groups 18–24 and 25–35 to one group, when comparing age groups
against each other.
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Fig. 1. “Do you think that for women it is more difficult to take an entrepreneurial path”, answers
in percentages (N = 55)

The first survey questions were about was about entrepreneurship. Overall, 22%
(12) of the respondents were entrepreneurs, with additional 18% (10) being already
an entrepreneur in technology sector. 40% (22) of respondents had an interest towards
becoming one in the future and the rest, 20% (11) of the respondents did not have interest
towards being entrepreneurs, at least right now. In addition, the division of the answers
were also divided in the age groups: 8 out of the 10 technology entrepreneurs were
women in the group 36+, while majority of the interest in becoming an entrepreneur
were in the 18–35 group.

The second figure on the entrepreneurial question set was about difficulty of becom-
ing an entrepreneur (Fig. 1). A majority of the responses identified that they feel that it is
more difficult forwomen to become an entrepreneur thanmen,with the social acceptance
and other social aspects being the most common consideration. On age differences, the
younger respondent groups emphasize the attitudes toward women (71.4% from 18–35),
with 36+ emphasizing “other reasons” such as “lack of networks and connections”, “old
women are not respected” and “lower risk tolerance” being named separately on the
open options. With the “No” -option there as no clear differences between age groups.
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Fig. 2. Characteristics expected from an entrepreneur (pick max 3, no order, N = 55)

Finally, the last item on entrepreneurship was about expected characteristics required
to become an entrepreneur. As illustrated in Fig. 2, the most common characteristics
were Risk-tolerance (62%) and Insider knowledge (58%). Overall, “Soft” skills were
very much emphasized in the answers; “Hard” skills such as technical knowledge or
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practical experience both got less than 10% of votes. Comparing age groups, the main
differences are that 18–35 promoted leadership, while the 36+ group selected financial
knowledge more commonly than the others.

Table 2. Areas of interest in technology codified (Total 129 codes, individual codes might be
classified to more than 1 category)

Areas of interest in technology 1st priority 2nd prioritory 3rd prioritory Total

Future/innovation 10 7 5 22

Specific tech/domain 9 7 5 21

Education/pedagogy/research 7 4 5 16

Help people/Solve problems 9 3 2 14

Creativity 7 3 4 14

Programming work /SE 5 5 3 13

Games/UX 3 3 3 9

Machine learning/AI 5 0 1 6

Equal/Fairness 3 2 1 6

Sustainable 2 2 1 5

The final item of the survey was a question regarding the most interesting areas of
technology. The respondents were asked to name three most interesting technologies or
areas of interest they find appealing in the order of their personal preference. For the
analysis these submissions were abstracted and combined to larger categories to assess
the topics that interest women in the technology sector. The three most interesting areas
were future and new innovative technologies, some specific technology, or educational
technology and research. Accounting only 1st priority answers, also “technology that
helps people or solved real-world problems” was also considered one of the areas of
high interest. On more concrete topics, games and user interface design, and machine
learning and AI were ranked the most interesting singular areas of technology. The full
list of identified areas of interest if available in Table 2.

4.2 Results from the 2nd Survey

The second surveywas conducted fully online, and it collected responses from49women
from the tech industry, or studying towards degree in technology or science. 61.2% of the
respondents had a or were studying for a degree in information technology-related field,
12.2% on other science or engineering discipline, and 26.5% were from other areas.

In the second survey, we focused on the aspects of becoming an entrepreneur. As
observable fromFig. 3Aand 3B, the respondent opinions divided almost equally between
those who are considering building their own business and are not interested in it, with
only 4% of respondents certain that they would not be interested in an entrepreneurial
career. Interestingly, even if 73% of the respondents were graduates or students, in
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a STEM field, only 41% of the respondents were interested in entrepreneurship in a
technology sector.

14%

35%
16%

31%

4%
I am, or consider career as an entrepreneur

Strongly agree

Somewhat agree

Neither agree nor disagree

Somewhat disagree

Strongly disagree

15%

26%

32%

23%

4%
I am, or consider creating a technology-oriented company

Strongly agree

Somewhat agree

Neither agree nor disagree

Somewhat disagree

Strongly disagree

Fig. 3. A – (up) Intention to be an entrepreneur, 3B(bottom) – if agree to A, Intention of founding
a technology-oriented startup

Based on our earlier observations on the aversion of risk-taking and other areas
that inhibit women entrepreneurship, in this survey we studied these reason in more
detail. First of all, as illustrated in Fig. 4, majority (74%) of the respondents considered
working as an employee would be preferred to working as an entrepreneur. Interestingly,
no respondent selected “Strongly disagree” on this question, and only 12% found out
life as an entrepreneur preferable to salaried position as an employee.

19%

55%

14%

12%

I prefer, or would prefer to work as an employee, as I do not 
want to take on high risks.

Strongly agree

Somewhat agree

Neither agree nor disagree

Somewhat disagree

Fig. 4. Risk-based work preferences.
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43%

27%

14%

14%

2% I believe that my social network and environment will support 
me if I decide to become an entrepreneur

Strongly agree

Somewhat agree

Neither agree nor disagree

Somewhat disagree

Strongly disagree

Fig. 5. Environment support

The next question involved social networks, connections and in general the perceived
equality of women entrepreneurs. Unlike the first survey, where 32% of respondents
mentioned social networks and pressure to be a roadblock for the women to become
entrepreneurs, in this survey only 14% believed that their social networks or working
environments would not support them. As illustrated in the Fig. 5, in this item not a
single responded selected the “Strongly disagree”. For a more detailed analysis of the
relationship between the various factors, statistical coefficients were also considered
by using Webropol analysis tool. The correlation coefficient shows the presence of a
relationship between two factors with its value equal to 0.3 and higher. There was a
correlation (correlation coefficient equal to 0.3) between the respondents’ responses
regarding the support of the environment and their desire to build their business from
the Fig. 3A. This indicates that there is a connection between the support and approval
from the social environment in building business activities or becoming an women
entrepreneur.

The second survey also included further questions regarding the background and
equality of the respondents in their earlier life. As illustrated in Fig. 6, there were some
unequal opportunities reported by women, as 37% of respondents reported that they had
been treated in selection of educational programs unfairly because of gender, and 20%
reported that they have had at least some pressure on their future career expectations
because they are women. Almost half, 43% reported that they were not allowed, or were
pressured to select certain hobbies because of their gender.

As a follow up-question on the observations from the first survey and interviews, the
second survey also included a question regarding enabling factors for women to become
entrepreneurs. The respondents chose the “coming from the families of entrepreneurs”
as the most significant factor increasing the likelihood of a woman to choose an
entrepreneurial career, while the second most important factor women chose was “rich
and varying work experience”. These both factors were also present in the interviews,
and mentioned several times as enabling factors. From the list of items identified, the
least important aspect that was considered is state support. Although the interviewees
confirmed the importance of government involvement, it does not have that large impact
in practice. The rest of the items can be seen in Fig. 7.
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My future career expectations

I have encountered unequal treatment related to gender while 
growing up

Strongly agree Somewhat agree

Neither agree nor disagree Somewhat disagree

Strongly disagree

Fig. 6. Unequal treatment in different areas of life

The last survey questions focused on actually becoming an entrepreneur. From the
survey respondents, 73% reported that there is a lack of women role models in the
business world. As a follow-up, 60% reported that they would be willing to consider
entrepreneurship as an option, if they hadwomen rolemodels who to follow, or examples
on how women have been successful in the technology sector. Interestingly there was
also a correlation between thewomenwho had been allowed to choose their own hobbies,
and women who strongly agreed that the technology sector needs more women as an
example to others.

As the last item in the survey, the respondents answered whether they considered
entrepreneurial activity more advantageous or not. A large number of respondents (39%)
answered that business is at least somewhat attractive direction, but similar group did
not have a strong preference or opinion if the entrepreneurship is better or worse than
working for hire as an employee. The correlation analysis also shows the relationship
between this question and the consideration of an entrepreneurial career (the coefficient
is 0.44) and the desire to work for hire (the coefficient is 0.55). These correlations
indicate that the reluctance to be an entrepreneur is not only gender issue as such, but
the lack of resources to withstand potential failure in a business venture, or reliance on
the guaranteed monthly income are most likely also important factors beyond equality
and gender.
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Obtaining formal business education
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Intention to change the world

Hitting glass ceiling, or other
dissatisfaction with the workplace

Government support

How much do you think these concepts affect the likelihood of 
women becoming entrepreneurs?

Very unlikely Unlikely Has no effect Likely Very likely

Fig. 7. Concepts that affect the likelihood of women becoming entrepreneurs

4.3 Interview Observations on Entrepreneurship

As a part of the study, 16 women CEOs or company founders were interviewed on their
considerations over the topic of entrepreneurship. Over the analysis of the interviews,
we came up with a categorized codification of all the observed problems and concepts
mentioned by the interviewees, these categorizations are presented in the Table 3.

On topics related to entrepreneurship, we came up with four major observations,
which either explain or confirm our observations from the survey, or provide further
insight into the results:

1. Support from the environment is more important than indicated. All intervie-
wees mentioned that they received some form of support from their environment,
government, social connections or family. Especially family supportwas emphasized
as a critical success factor along with support programs or funding opportunities for
business start-ups.

2. Success stories do matter.Most interviewees agreed that there really are no women
success stories, or that basically all well-known ones are from male-driven star-
tups. This is emphasized by the observation that most interviewees came from a
family of entrepreneurs, where their parents also served as their role model for
entrepreneurship.

3. Internal motivations attracted all interviewees towards entrepreneurship; develop-
ment of a new technology, attract to the possibility to make the world a better place,
or possibility to decide freely your next projects werementioned regularly. Several of
the interviewees also ranked the desire to constantly learn new things as an affecting
factor, although in these interviews all participants had degree from higher education
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Table 3. Categorized observations and discussed items from the interviews

Codes Main category

Innovation High values

Intention to make the world a better place

Social impact

Building a team

Making changes

Impact thinking

Feeling the need Business idea

Dream

Constant search for ideas

Idea

Inability to influence something Leadership potential

Lack of freedom

Need of bigger challenges

Intention to build a legacy

Self-affirmation

Decision-making

Network Solid background

The natural course of things

Higher (master+) education

Rich field experience

Male assertiveness Networking problems

Difficulties in getting support

Disrespect

Biased attitude to appearance

Customer bias

Stereotypes

Quotas Quotas

Media interest

Perfectionism Perfectionism

Pressure of expectations

Imposed self-doubt
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institute. No-one from the interviews became an entrepreneur “because they had to”,
nor considered such scenario a viable way of becoming one.

4. Self-doubt is a limit. On the hindering factors, several interviewees also mentioned
that tendency to self-doubt and drive to perfectionism were usually considered their
most limiting factors on their personal success. The general opinion was that espe-
cially technology sector needs experience and deeper knowledge on the domain,
which is something that other more traditional business sectors do not necessarily
require and which might seem daunting since there are only so few success stories.

5 Discussion and Implications

The initial findings from all the collected data indicates, that our observations are in
line with prior studies, for example Griffith [3] and Poggesi et al. [7]. There are only
limited amount of success stories and well-known examples, and almost all of them are
male-dominated. The interviews with women CEOs and business founders emphasized
several times that while the women do not necessarily need to become “one of the guys”,
it seems to make things sometimes easier. In general, the main problems of becoming an
entrepreneur are social connections or the lack of them, ability to mitigate economical
risks, and having an insider knowledge on how and where to find customers and contacts
to run the business operations. Interestingly, even though the surveys and interviews
were aimed towards women working on the technology sector, the need of having very
high technological skills was not considered very meaningful aspect on becoming and
tech entrepreneur. Similarly interesting was the fact that even though the surveys were
aimed towards women interested in the tech sector, only 41% of those expressing any
interested in becoming entrepreneurs were interested in founding a startup company at
the technology sector.

Both the surveys and interviews mention risk-tolerance, financial security from the
day job and social connections as leading aspects on why women choose not to become
entrepreneurs, with leadership skills also mentioned in the survey. While these are not
strictly gender issues, the results also emphasize the social acceptance and support of
being an entrepreneur as a social aspect, which is considered important problem espe-
cially with the women entrepreneurs. On the required skills, the survey results offer
an interesting insight; younger women emphasize leadership skills, while older women
emphasize practical aspects of running a business. Regardless, the interest towards new
technology and possibility to lead the change, and larger creative freedom were consid-
ered the lead motivators towards entrepreneurship, both on the surveys, and based on
the interviews.

On the terms of inequal treatment, the “traditional” problems such as glass sealings
or other unfair treatment leading to dissatisfaction over working as an employee, wasn’t
considered a strong driving force; in fact becoming an entrepreneur without strong inter-
nal drive to become one was considered unfeasible and unrealistic. This phenomenon
was also earlier observed by Wang & Decol [5]; countries with high equality and good
social support systems such as Finland people are free to seek employment from things
that interest them, so the need to become an entrepreneur out of practicality, or increased
income, is not necessary. However, it should be acknowledged that even in Finland,
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more than 40% of survey respondents answered that they had been at some point of their
life treated unequally because of their gender, most usually on their selection of hobbies
and interests as a child, and more than one third said that their choices in education
were also affected. Overall, the results implicate that the best actions points would be to
kindle the entrepreneurial spirits with examples and success stories from women in the
tech industry, which would drive those interested to reject their self-doubts, and take the
“leap of faith” towards entrepreneurship.

There are threats that should be acknowledged when addressing the validity of our
findings and the overall results [12]. For example, validity or data reliability in qualitative
research are not the same as in quantitative research such as surveys, so the results
we presented in this paper should be explained in more detail to put the results and
observations presented in the study into a context. For example, Onwuegbuzie and Leech
list several threats in qualitative studies and approaches to qualitative data analysis that
can affect the results [13]. According to their study, the most common and severe threat
is personal bias meaning that the researchers apply their personal opinions, knowledge,
and believes in the data analysis, disregarding the patterns and observations which do
not fit or support their own theories. Obviously, this can affect the data collection and
analysis, and in worst case scenario make the study unreliable [13]. In this study these
risks have been taken into account when planning and implementing the study with
several actions. First of all, the surveys are exploratory in nature, with no intention to
seek only strong correlations from the dataset, and the data collection and analysis was
done by several researchers. In addition, as alwayswith the qualitative data, the interview
observations should be only regarded as recommendations arising from that particular
set of interviews. Outside this ecosystem, they might not be generalizable, but could be
used as a guideline for further research considerations. For example in our interviews, we
acknowledge the fact that all of the interviewees were academically educated women,
so the interview observations and identified factors may not be relevant on business
domains outside tech sector, of the most common problems faced by the non-academic
entrepreneurs, as suggested by Poggesi et al. [7] or Cukier and Chavoushi [9]. In this
area, further investigation is needed.

6 Conclusions

In this study we focus on the aspect of entrepreneurship from the viewpoint of women in
the technology sector.We conducted two online surveys and interviewswith the intention
of understanding the factors of two things; what are the main motivations for women in
technology sector to seek entrepreneurship, and what are the most common hindrances
or reasons why women are less reluctant than men to seek self-employment.

The most common motivators for women to become interested in the tech sector and
to become entrepreneurs were both related to be able to make something new, innovate,
and gain creative freedom to do whatever you wanted. In addition, the most common
reasons why according to survey women chose not to try entrepreneurship was related
to financial risks, social networks, support from social environment and lack of suitable
examples and success stories. Other interesting observation was that even women in
the tech sector do not consider the tech skills to be very important for tech startup, and
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that only 41% of women who considered founding a new business, were interested in
tech startup. Reflecting on the results collected from the survey and interviews, it seems
that the best practical action to promote interest towards entrepreneurship amongst the
women in tech sector would be to offer examples, success stories and support from the
environment; all of the interviewed women CEOs mentioned the practical support from
their family, friends and the support networks from the government. Similarly, almost all
interviewees were from a family of entrepreneurs, where their parents or close relatives
acted as their role models. While not a silver bullet, this would promote the interest
amongst those who have the drive and personal interests towards entrepreneurship.

As for the future research, we identified that all our interviewees ended up being
women with an academic background. To assess the hindrances and factors affecting
the decision-making process of becoming an entrepreneur in more general terms, we are
planning to extend this survey to the general population, and possibly do comparisons
against the different cultural regions, or countries, in our future projects.
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Abstract. With the increasing availability of software usage and the influence of
the Lean Startup mindset, more and more companies choose to innovate through
internal software startups. Such startups aim at developing new business models
while at the same time relying on the resources from the companies where they
emerged. The evidence from both researchers and practitioners indicates that driv-
ing internal software startups is challenging. This paper seeks to address this prob-
lem by asking the research question: how tomake internal software startups work?
We examined a unique case of a venture builder – a company primarily focusing
on building internal software startups and launching them as independent compa-
nies. Applying a Grounded Theory approach, we analyzed data on four internal
software startups at the case company. The results suggest that four strategies drive
the examined startups: cultural, financial, personnel, and venture arrangement.
We interpret our results by drawing on earlier literature on intrapreneurship and
internal ventures and suggest four recommendations to succeed with internal soft-
ware startups: 1) establish shared arenas for the employees; 2) provide necessary
resources for experimentation in the initial phase and increase them incrementally;
3) build up in-house product management competence through coaching, and 4)
harness employees’ own motivation to develop their own ideas.

Keywords: Intrapreneurship · Internal venture · Internal software startup ·
Internal startup · Lean startup · Innovation strategy · Venture builder

1 Introduction

Innovation is seen as the most critical company capability for company performance[1],
which is clearly seen in startups that evenwith limited resources and capabilities are often
able to outperform established organizations. Anthony et al. [2] demonstrated that the
average lifespan of a large company is continuously decreasing (based on the S&P500
index of the 500 largest companies). The short lifespan makes innovation not only
essential but vital for many companies. At the same time, innovation through traditional
R&D units that are primarily used to improve and modify the existing products is not
always a solution for innovation because R&Ds have not been sufficiently productive
in the last two decades [3]. Creating space, allocating resources, and systematically
fostering an innovation culture have thus been solutions for many companies. Giving
a set percentage of time for employees to work on projects of their choosing has been
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implemented by companies such as Google, 3M, Atlassian [4, 5]. Another strategy is to
allocate dedicated days (hackathons) where developers work together to develop new
products and services [4, 6]. Lastly, an internal startup is yet another approach that
utilizes the startup concept to foster innovation. For example, Lean startup is a popular
way for established companies to create innovative software products [7, 8]. Given that
software, data, and AI are becoming increasingly common instruments to innovate, it
makes sense to differentiate internal software startup as a concept on its own, as we do
in this study.

Implementing theLean startup approach in an established company ismore challeng-
ing than in a stand-alone startup. This is because internal startups, including internal
software startups, are bound to the current business strategy of the parent company,
which is often supported by rigid bureaucratic structures [9]. Bureaucracy and authori-
tarian aspects of the parent company constrain the internal startups and deprive them of
autonomy, which is their fundamental need. When the startup depends too much on the
parent company regarding decisions and resources, the startup’s speed and flexibility are
reduced [10, 11]. Therefore, many internal startups fail or transition outside the parent
companies, as in Lokki, an internal software startup in F-secure [12].

Nevertheless, internal software startups remain a tempting approach for numerous
companies who seek practical advice on succeeding. The goal of this study is thus
twofold: 1) to provide insight into how to best operate internal software startups and
2) to acquire knowledge and vocabulary to better understand internal software startups.
Therefore, we in this study ask the research question:

What makes internal software startups work?

To answer this research question, we analyze practical experience from a company
specializing in creating and developing internal software startups. This is an extension of
the earlier preliminary results [10] that builds on additional data and more rigorous data
analysis. We believe this unique case can provide valuable insight for companies that
need to grow, nurture, and coordinate several internal software startups; and researchers
studying internal startups. The paper is structured in the following way. The next chapter
gives an overview of the literature that sheds light on internal software startups. Section 3
outlines our research approach and the case context. We present the findings of the study
in Sect. 4 and discuss the research question in Sect. 5.

2 Related Work

Internal software startup as we understand it in this paper is built upon the concepts of a
standalone software startup and extrapolated to the context of entrepreneurshipwithin an
established company (internal startups). We will now elaborate on this view by drawing
on earlier literature. Startups are generally seen as temporary organizations with little or
no operative history that intend to develop scalable and repeatable business models [13].
According to Eric Reis, a startup is a human institution designed to create new products
and services under extreme uncertainty [14]. Since software with an increased focus on
data and AI are key innovative differentiators [15], it is important to distinguish software
startup as a concept on its own. Software startups are risk-taking and proactive initiatives
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that develop software products under highly uncertain conditions by constantly searching
for repeatable and scalable business models [16, 17]. Such startups utilize software-
enabled technologies to rapidly grow and disrupt markets relying on continuous and
agile processes. While having the edge over established companies in agility and speed,
software startups also suffer from challenges in their own right. For example, in the early
stages, the startups may struggle to develop the features that interest customers, build
the entrepreneurial team, and find financial resources [18].

Although the notion of an internal startup is relatively new in software engineering,
the issue of entrepreneurship within existing companies has been scrutinized by man-
agement literature for decades. In her comprehensive literature review Lengnick-Hall
[19] outlined four different routes to corporate entrepreneurship:

• Formal research and development – units consisting of specialists who focus on
innovation and the creation of knowledge as their primary objective;

• Intrapreneurship and internal venture – individual employees/teams of employees
working beyond their normal responsibilities to develop a specific product or process;

• External joint ventures – two or more firms pooling their resources to achieve
innovation;

• Acquisition – innovation through the purchase or stock merger of existing firms.

There are several important distinctions between R&D and internal venture, accord-
ing to Bart [20]. First, an internal venture is dedicated to the outcome of the venture (e.g.
a product) and not to innovation in general. Further, participants in the internal venture
are responsible for all phases of the innovation process while at the same time continuing
to fulfill their other responsibilities in the company. Gradually, such employees can be
fully reassigned to the ventures.

By combining the concepts of software startups
and internal ventures/intrapreneurship, one can define internal software startups. These
are initiatives that are developed inside of parent companies to achieve software product
innovation [11]. Within software development, it is crucial to reduce the uncertainty
related to developing a new software product, which gave rise to the concept of Lean
startup. Lean startup [21] was suggested as an approach to iteratively develop both
the customer problem and its solution through the build-measure-learn loop. A startup
should build a product, measure how the customers respond, and learn whether to pivot
or continue, which all together allows to better formulate and solve the customer prob-
lem. Internal startups do not have to remain in the company, for example, a spin-off
is an internal startup developed by an employee and with technology from the parent
company and later launched as an independent firm [22].

Building upon the summarized above, we suggest the following definition of an
internal software startup:

• a temporary organization with short or no operative history
• that searches for scalable and repeatable business model
• and develops new software products or services under extreme uncertainty
• while relying on technology developed by individual employees/teams of employees
working beyond their normal responsibilities in the parent firm.
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Some companies specialize in building up internal software startups and are thus
known as venture builders (aka venture factories, company builders, or venture studios)
[23, 24]. Venture builders provide support to their startups, such as identifying business
ideas, building teams, finding capital, and governing [24]. In return, they receive equity
and certain control over the stakes in the emerging startups [23]. Unlike incubators
and accelerators, venture builders operate as permanent organizations and are deeply
involved with their startups up until they exit [24]. These traits make venture builders a
valuable source of knowledge on how to best initiate and operate internal software star-
tups. However, research on intrapreneurship/internal ventures in the context of internal
software startups driven by venture-building companies seems scarce. Our study seeks
to address this gap of knowledge.

3 Research Approach

To answer the research question, we collected data from four internal software startups
at Iterate, which can be described as a venture builder [23]. This section describes our
case context and our research approach.

3.1 Case Context

Iterate is a technology and investment company in digital product development. The
80 employees are software engineers, designers, product managers business developers.
Iterate’s approach to development and innovation is continuous experimentation. For
the past ten years, the company has been named Norway’s top three best workplaces
(Great Place to Work), and in 2020 Iterate was listed among the 100 best workplaces for
innovators in the world [25].

Iterate has three business areas: 1). Investments: incubation of employees’ own
ideas or helping external startups build their product, where Iterate enters as an investor
and technologist/design partner. 2). Consulting: System development and design on
behalf of others (combinations of Java, JavaScript, Clojure, and Scala with DevOps
and Continuous Deployment), including corporate ventures. 3). Software as a Service:
Software tools for innovators, built on insights gained in the other business areas. Iter-
ate builds what they call an ecosystem for innovation, where employees can alternate
between working in client assignments and developing their own ideas. In such a way
the company acts as an investment fund, technology partner, and employer. Many of
the internal startups (ventures) have an environmental profile and cover many domains,
such as artificial intelligence for maritime surveillance (Vake), locally produced clothing
(Woolit), sustainable food production (Dagens,) and rehabilitation in healthcare (Flow
Technologies). Table 1 shows an overview of the startups that we examined. All of these
startups completely relied on software for their value creation, which allows them to
categorize them as software ubiquity [26].

3.2 Data Collection and Data Analysis

Iterate was familiar to us, as we had studied them for five years concerning other inno-
vation topics and found them interesting and suitable for this study. Iterate was part of a
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Table 1. Profiles of the internal startups

Startup 1 Startup 2 Startup 3 Startup 4

Current/maximum
team size

5 (executive
team)

5 4 5

Composition CTO, CEO,
CFO, developer,
DPO, excl. a
sales team

Developers and
designers

Founder,
developers,
designer

CEOs and
developers

Product type Application for
rehabilitation of
people with
chronic diseases

Online
calculation tool

Application for
household
management

Artificial
intelligence for
maritime
surveillance

Timeframe 2017 - nowadays 2020 - nowadays 2020–2021 2018 -
nowadays

research project on software development and innovation in turbulent contexts. The data
collection on the internal software startups (the embedded units of analysis) was per-
formed between October 2020 and August 2021. We conducted 7 interviews with a total
of 9 participants (see Table 2), and collected documents and notes from several meet-
ings with the company’s representatives (e.g. kick-off meetings on the research project,
feedback sessions on the emerging results). For the semi-structured interviews, we used
interview guides that slightly differed for the startup founders and the executives. We
asked the startup founders questions like Please, tell us the story of your startup, what
was important for succeeding? Which support do you receive from Iterate? What are
the plans for the startup now? We asked the executives about their view on the case
startups (How are the startups supported by Iterate, what is important for the startups
to succeed? What are the obstacles that you encounter?).

In this paper, we present results from the data analysis that was based on the pro-
cedures suggested by Hoda [27] in her Socio-Technical Grounded Theory (STGT) for
Software Engineering. These procedures are recommended for the studies applying the
Grounded Theory approach but are also described as suitable for other types of studies,
e.g. case studies as the current one [27]. The purpose of STGT is to set a methodologi-
cal ground for studying both social and technological aspects of software engineering.
This was crucial for our study because understanding internal software startups implies
both understanding the technology under development and the social aspects (such as
interaction within the startup teams or with the parent company). Literature review,
Open coding, constant comparison, basic memoing, and axial coding with the use of a
pre-defined theoretical template, are the procedures that we applied, as we proceed to
describe. Literature review should be performed both early in the study (lean literature
review) and periodically as the results mature (targeted literature review) [27]. We per-
formed a lean literature review prior to the data analysis to identify the research gaps.
The targeted review was conducted during the preparation of this manuscript to position
the results within the existing research on internal startups and intrapreneurship. Open
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Table 2. Data sources

Startup Source ID Source(s)
description

Participant ID Source type Length of the
interview (min)

1 I1 Startup founder S1P1 Semi-structured
interview

60

2 I2 Startup founder S2P1 Semi-structured
group interview

85

N/A Senior
Executive

E1

3 I3 Senior Designer
in a startup team

S3P1 Semi-structured
interview

75

I4 External
program
manager

S3P2 Informal
interview

40

I5 External
program
manager

S3P3 Informal
interview

30

4 I6 Startup founder S4P1 Semi-structured
interview

55

N/A I7 Senior
Executive

E1 Semi-structured
group interview
with the
executives

85

Senior
Executive

E2

N/A M1 Kick-off of the
research project

E1 Meeting notes 120

N/A M2 Presentation of
the preliminary
results from the
data analysis

E1, E2 Meeting notes 30

N/A M3 Presentation of
the first paper
draft

E1, E2 Transcript of the
video recording

67

Documents: Status emails, pitching slides, and webpages related to the startups

coding is a process of representing textual raw data into a condensed format and where
all the data is covered [27]. To perform open coding, we inserted all the interview tran-
scripts into the analytical tool NVivo 12 and coded all instances in relation to our research
question (see Table 3). The codes represented a phrase, and each phrase summarized an
abstract or several sentences. Following the constant comparison technique, the codes
were continuously compared within and across the data sources, to identify meaningful
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patterns [27]. Concepts are patterns of codes at a lower level of abstraction, whereas
sub-categories and categories – at higher levels of abstraction [28]. To reflect on the
emerging data structure, the first author applied basic memoing, which is a technique
to document the researcher’s thoughts on the emerging concepts and categories [27].
Small texts (memos) were written down and updated throughout the analysis process to
describe the concepts and why they include the particular codes. The data collection was
carried out in parallel with the data analysis, which allowed for iterative data analysis
when the emerging concepts and categories informed the latest data collection.

A pre-defined theoretical template fromMasood et al. [28] was applied as an analyt-
ical tool to map the relationships between the emerging concepts and categories. Such
templates are recommended by STGT to guide the theory development when the exam-
ined phenomena are relatively narrow (as in our case “How does a venture builder make
internal startups work?”) [27]. The template is one way to systematically relate cate-
gories and sub-categories, which is the essence of axial coding [28]. The application of
the template allowed us to map the emerging concepts and categories to the pre-defined
fields, e.g. strategies, intervening conditions, facilitating conditions, consequences, etc.
This paper reports mainly from the category identified as strategies and partly from the
category consequences that together reflect how the case company makes its internal
startups work. In doing so we followed the recommendations by Hoda [27] to report
parts of an emerging grounded theory (e.g. individual categories) throughout the process
of the theory development. The purpose of this is to acquire feedback from practitioners
and the research community to guide further theory development.

Table 3. Examples of applying the STGT analytical procedures

Interview transcript Open coding Concepts Category

“We have what we call
Iterate Time. We can use a
certain number of hours
per month to learn
something new or to do
something one is really
excited about. So we
decided to use this time to
work until the next sprint”
- S1P1

Using Iterate Time to
finance work in the
startup teams

Iterate Time, Startup
teams

Strategies;
sub-category: financial

“We are a highly
autonomous team […], we
take responsibility for the
tasks that we choose and
never must ask each other
“Now you should
remember to do this”.
This culture has
everything to do with the
culture at Iterate” – S1P1

Culture in the startup
team has everything to
do with the culture in
the parent company

Shared culture,
Autonomy, Startup teams

Consequences;
sub-category: startup
teams

(continued)
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Table 3. (continued)

Interview transcript Open coding Concepts Category

“The fact that the
employees own the
company as a whole,
makes us all wanting to
help each other” – E2

All employees have a
share in the parent
company to motivate
everyone to help each
other

Employees and investors
and shareholders

Strategies; sub-category:
financial

4 Results

We will now present the seven identified strategies that appeared crucial for the internal
software startups to work (identified consequences) at Iterate (Table 4). The strate-
gies were grouped into four sub-categories (cultural, financial, personnel, and venture
arrangement).

Table 4. Overview of the strategies

Strategy type Description Identified consequences

Cultural S1: Exposing employees to
each other

Motivation to formulate new ideas,
source of feedback for the initial
startup ideas, networking among the
employees, a lower threshold to ask
for help
Employees become capable of
starting up their own businesses

S2: Creating implicit norms of
taking initiative

Autonomy and responsibility in the
startup team

Financial S3: Incremental funding Employees have time to explore
their ideas, the possibility to recruit
others to the startup teams, time
squeeze

S4: Shared incentives Willingness to collaborate,
committed startup teams over time

Personnel S5: Highly selective recruitment Employees’ readiness for
entrepreneurship

S6: Executives as coaches Startups receive support, executives
make informed decisions on further
investment

Venture arrangement S7: Postponing distribution of
shares

Extended experimentation period,
the equity is shared among the most
committed team members
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4.1 Cultural Strategies

The two identified cultural strategies reflect how Iterate promotes a climate meant to
create favorable conditions for internal startups.

S1: Exposing Employees to Each Other. The idea behind Iterate is to create new ven-
tures based on the ideas of the employees. Therefore, it is essential to promote an envi-
ronment where ideas emerge and grow. Iterate has established arenas where employees
pitch ideas, give and receive feedback on ideas and collaborate on developing new ideas.
The company does it by promoting social events that expose employees to each other
and stimulate networking. The executives emphasized that they strive to lighten up the
company through several common events that happen on a regular basis (see Table 5).
One of them said: “We make sure that these events are the beating heart of the company.
We offer a diversity of meeting places where people can get together, learn from each
other, and get inspired […] We do not manage the content in this, but we make sure
that this happens” - E2, executive. The employees described these arenas as engaging,
motivating, and a useful source of feedback on their ideas. It appeared that the events
led the employees to be well-acquainted with each other, which lowered the threshold
for asking for help, as one startup founder described: “Due to all the social stuff that
we have at Iterate, we have met everyone that works at Iterate, so we know whom to
ask if we wonder about something, and they help because they know us” - S4P1, Startup
founder.

S2: Creating Implicit Norms of Taking Initiative. Being initially an IT consultancy
company, the transition to becoming a venture builder required a cultural shift for people
from solving technical problems to being entrepreneurs. To promote this shift, Iterate
trains people at making independent decisions and taking initiative, which people also
call “actionocracy”. One of the executives explained that if employees ask to purchase
new furniture or other things for the office, he encourages them to do it themselves.
He said: “If you cannot buy new furniture for the office, then you cannot build a new
company, either” – E1, executive. The norms have an implicit nature, because they
stem from people’s behaviors and unspoken assumptions, not from written guidelines.
Different participants referred to these norms as “invisible principles” (S2P1), “Iterate
DNA” (S1P1), and “Iterate culture” that all point out to this implicit nature.

The norms are promoted by numerous means. Even before the actual employment,
the norms are shared through student meetings, summer internships, and even through
informal networks of the current employees. The norms are reinforced through the social
events (see S1) and supported by the close interaction with the executives (S7) who
themselves serve as good examples of taking initiative. Arrangements such as Ship-It
Day (Table 5) and Iterate Time (S3) also nudge the employees towards initiating and
completing the tasks that they themselves findmeaningful. Ultimately, the norms support
employees in becoming startup founders. In addition, they promote a high level of both
autonomy and responsibility in the startup teams, as indicated by this quote: “We are a
highly autonomous team […], we take responsibility for the tasks that we choose and
never must ask each other “Now you should remember to do this”. This culture has
everything to do with the culture at Iterate” – S1P1, startup founder.
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Table 5. Overview of the main events

Event Description Purpose Frequency

Ship-it day Hackathon where people
have 24 h to work with
totally new ideas or solve a
complicated problem. The
result should be a finalized
prototype or a solution

Take a break from the
routine, develop a somewhat
finalized product

Annually

Breakfast meetings An informal 30-min
presentation around a
breakfast table (before the
pandemic) or digitally
(during the pandemic). The
presenter is randomly chosen
at the beginning of the
meeting

People get insight into what
others are working with,
training in spontaneous
presentation, an arena for
new startup teams to emerge

Flexible

Pitch night Everyone is encouraged to
pitch all kinds of ideas, no
matter how good or bad

Lower the threshold for how
good a new idea can be, have
fun, share inspiration and
ideas, an arena for new
startup teams to emerge

Monthly

While-we-wait A mini-conference where
people with product
management experience
share it with the others

Increase people’s
competence in product
management

Weekly

4.2 Financial Strategies

The two financial strategies create conditions for financing the startups in the initial
phase and attracting investors for the future.

S3: Incremental Funding. The IT consultancy is a crucial source of revenue for Iterate,
but it is also important to allow people to explore their own ideas. To balance these two,
Iterate has established flexible mechanisms for funding to increase incrementally as
ideas mature. The initial funding is enabled through about 10–20% work time that the
employees are free to use for everything they find interesting, important, andmeaningful.
At Iterate it is known as “Iterate Time” and can in principle be used for absolutely
anything. Many startup founders (such as S1P1, S2P1) used Iterate Time to work on
ideation and initial user testing of their startup ideas. When 10–20%work time becomes
insufficient for running a startup, the founders may request additional funding in form of
hours paid for amonth ofwork for the startup team or renting other resources from Iterate
(e.g. UX-designer, additional developers). An executive, who is involved in decisions
on the funding, commented: “These are very easy and minor decisions for me because
I don’t fund the whole course, but just the time that costs much less. And we do this all
the way”, - E2, executive.
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Incremental funding allows the startup teams to finance their members’ work up until
(and if) theymanage to acquire external funding at later stages. Iterate Time increased the
number of startup ideas because many employees had resources to initiate their startups.
It also created opportunities for other employees to contribute to the emerging ideas as
they could “donate” their Iterate Time by working in other startup teams. On the other
hand, some founders struggled in the initial phase because Iterate Time was not always
sufficient to perform all the work that the startup founders would like to do, which made
some of them squeezed between the startup and the consultant tasks, as shown in this
excerpt: “I would like to have an extra day to do all the things that I prioritize [in the
startup] and rather go down 20% in salary to make up for it […] but I would also like
to continue in my daily consultant work” - S2P1, startup founder.

S4: Shared Incentives. The business model of creating new ventures is directly depen-
dent on the employees’ willingness to become venture builders. Tomotivate them, Iterate
promotes shared incentives for employees to avoid the competition created by individ-
ual bonuses. Being an employee-owned organization Iterate encourages its employees to
also be its shareholders so that if Iterate’s market value increases, everyone will benefit.
According to the executives, this creates incentives for mutual collaboration, as indi-
cated in this quote: “The fact that the employees own the company as a whole, makes
us all wanting to help each other. No individual bonuses at any level, because this cre-
ates conflicts” – E2, executive. Apart from being shareholders of the parent company,
the employees can also invest money in individual startups. This is mutually beneficial,
because the startups acquire additional funding, whereas the internal investors acquire
potential financial benefits. When people invest in the startups of others, they may also
be motivated to help “their” startup team succeed.

Further, the startup founders own themajority of shares in their own startups,whereas
Iterate holds the rest of the shares. This secures the commitment and responsibility of
the startup team over time. One of the executives expressed: “Owning shares gives the
feeling of responsibility for caring about the startup over time, and this should belong
to the team. Therefore, Iterate owns only 30%, and the team owns 70%» - F2, executive.
Since the startup teams own most of the startup many team members are willing to put
extra work into the startups. Many startup founders were committed and worked in their
spare time, as illustrated in this quote: “I do not see the startup job as a job. I mean, there
is some work in your spare time because it is fun to be able to build your own future” -
S2P1, startup founder.

4.3 Strategies Related to Personnel

The following two strategies reflect how the company recruits people and how people
are supported in being entrepreneurs.

S5: Highly Selective Recruitment. People employed at Iterate should collectively pos-
sess skills that make them capable of developing new products internally. However,
having technical skills, such as programming or designing, is not sufficient. Therefore,
Iterate invests a lot in the recruitment process to find people who are both technically
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strong, as well as open to becoming entrepreneurs. A lot of today’s recruitment happens
among the students through a Summer internship. The highly competitive process (only
9 candidates of 200 receive the internship offer) takes up to 2 years until the candidate
receives a permanent job offer. According to the executives, it is extremely important to
find people that have an open mindset (e.g., among newly-graduated) and are robust in
the face of uncertainty and effort of the entrepreneurship. One of them said: “The type
of people who aspire to be entrepreneurs but also understand how much effort it takes.
These are the perfect candidates for us” - E2, executive.

S6: Executives as Coaches and Co-founders. The majority of employees lack expe-
rience in establishing a new business/startup. Therefore, the executives offer coaching
to those who work with new ideas. The coaching addresses issues as finding matching
venture capitalists (S2P1, E1), distribution of shares between the members of the startup
team (E2), and general product management (E2). A lot of coaching and feedback is
informal since the executives often are also board members in the emerging startups,
which allows them to participate in the decision-making process together with the startup
teams. The startup founders themselves decide whether and when to ask for the coach-
ing. One of the executives pointed out: “If people feel that they need to validate things
with us before they start, it will go too slowly. But when things are starting to become
interesting, we are happy to be in the dialog” – E1, executive.

The coaching is beneficial for both the startup founders who receive guidance and
support and the executives who are thus continuously updated on the startups’ progress
and challenges. Working closely with the startups helps the executives to calibrate the
startup’s funding if necessary (see S3: Incremental funding). Further, the level of personal
engagement in the startups is a good indicator of future success; one executive said: “The
more we coach them, the more we know them, whether they are passionate and whether
they learn. And these are passion and learning we look for when we take bigger decisions
on investment” – E1, executive. The startup founders regarded the coaches as important,
available, andmotivating.One of themdescribed: “Ourmanager is very adept at showing
how he can help. He’s a busy man but always seems to have time for us […] He is also
a great motivator” – S4P1, startup founder.

4.4 Strategies Related to Venture Arrangement

In this category, we describe one strategy that explains how Iterate deals with internal
startups during the transition to a spin-off phase.

S7: Postponing Distribution of Shares. Since the team members work on the startup
as long as they find it meaningful, they can leave at any time, whereas other members
can come in. Besides, different team members contribute to the startups differently. To
account for this, Iterate advises the startup teams to postpone the official registration of
the new companies until the team has been stable for about 1–3 years. One executive
noted: “Those who want to start up together must date each other so long that they
feel like getting married. […] Also, it is very important to continuously discuss how
the shares should be distributed, it is very important” – E2, executive. Postponing the
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distribution of shares enables the startup teams to extend the prototyping phase while at
the same time having flexibility in the team composition. A startup founder explained:
“When we missed people from the team, we still had not distributed the shares. Since
we had not registered the company by then, we did not have to do emissions, to buy and
sell again. We had only oral agreements until a certain point, it was an advantage for
us” - S1P1, startup founder.

5 Discussion and Practical Implications

We will now discuss our findings to answer the study’s research question ‘What
makes internal startups work’? The overall contribution of our study is an insight into
intrapreneurship/internal venture [19] in the context of internal software startups in a
venture building company.

Earlier research has demonstrated that intrapreneurship culture predicts the market
performance of IT-enabled firms [29]. Our findings also show that intrapreneurship
culture is a key for establishing internal software startups. We also found which exactly
cultural strategies were beneficial for the startups in a venture builder environment. For
example, by exposing employees to each other (S1), the case company strengthened
networks among the employees, eventually enabling mutual collaboration, trust, and a
shared spirit of entrepreneurship. Our findings indicate that when employees know each
other well, they are likely to reach out for help thus acquiring access to the in-house
expertise and resources. Moreover, informal networks facilitate the self-organization of
the employees in the startup teams. Earlier research has indicated that access to the
existing networks of experts internally in the company has a positive effect on internal
startups [7]. Networking is also crucial for stand-alone software startups because it gives
the founders access to people with different expertise and resources [18]. Therefore,
establishing arenas for sharing ideas in an informal way (such as the Pitch Night) can
be recommended to enable internal software startups.

From before, we know that internal venture and intrapreneurship activities are often
financially constrained [19], which is why it is necessary to provide internal startups with
sufficient funding. As appears from our results, financial strategies such as incremental
funding (S3), is a goodway to solve theproblemof fundingwhile at the same timekeeping
the startups’ autonomy. The startup founders that used Iterate Time could dedicate some
hours to work with the idea without any control from the executives. Moreover, the
founders could convince others to join their team by “donating” their Iterate Time, which
gave autonomy in designing the team. However, merely providing employees with extra
hours to experiment does not have to result in internal software startups. Therefore,
the startup teams at Iterate received incremental funding (S3), which conveyed their
responsibility over time and created continuity and commitment. Strategies similar to
Iterate Time are used under different names also in other companies (e.g. “15% Time”
in Atlassian [4] and M3 [5]) and have two main benefits: 1) contribute to capturing,
developing, and testing novel ideas 2) reduce the risks for the parent companies to invest
in ideas that may not work. Our findings suggest that x% time strategies should be
combined with incremental funding to extract the most potential out of internal software
startups.
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Further, earlier research suggests that intrapreneurs can be less assertive than a typical
top manager, which might create problems as the products grow [19]. Our data also
indicated that startups founders might need support from someone more experienced in
business, particularly, the executives who functioned as coaches (S6). Apart from being
businessmentoring, coaching also functioned as amotivational incentive and continuous
informal monitoring and feedback. This strategy also helped the executives make case-
by-case decisions on how the startups should be funded, in collaboration with the startup
teams. Earlier research has indicated that top management support, such as that of the
Iterate executives/coaches, speeds up the developments process of the internal startups
[7]. We, therefore, recommend the coaching of the startup teams to be performed by
experienced entrepreneurs with authority at the top level of the company.

Finally, increased personal commitment and emotional investment are commonwith
intrapreneurship and internal ventures [19]. In line with this, we discovered that har-
nessing peoples’ own motivation to develop their ideas, was crucial to make the internal
software startups work. Our results demonstrate that several strategies at the case com-
pany aimed at increasing the employees’ personal stake in the outcome of the startup.
Through highly selective recruitment (S5), Iterate was selecting people that were moti-
vated to develop their own business. By creating shared incentives (S4) of their startups
and of Iterate, the company built up peoples’ financial interest in the outcome of the
startups while at the same time fostering collaboration. Since the employees through
incremental funding (S3) had room to work with what they were really dedicated to,
they were gradually becoming emotionally engaged in their own projects to the extent
that they were willing to work without being paid. Postponing distribution of shares
(S7) ensured that the equity was distributed among those startup team members that had
shown the most commitment over time. Earlier findings indicate that personal stake in
the outcome strengthens the motivation of the internal software startup teams [7]. It is
further proposed that equity offers both financial and emotional motivation to the startup
team members [18]. Our results support these propositions also for internal software
startups, indicating that personal stake in the outcome (e.g. making your own business
succeed) is the main motivation of the startup founders and team members. Therefore,
we recommend parent companies identify the people motivated for entrepreneurship and
support their motivation by various means (e.g. financial incentives, work hours, recog-
nition of effort) while at the same time promoting collaboration. The desire to make
one’s own idea work should be recognized as the main driver behind internal software
startups.

6 Limitations, Conclusions, and Further Work

This study provides several insights into how the internal software startups are enabled at
a venture building company Iterate, which is a particular type of company. The findings
should therefore not be generalized to other contexts without precautions. What works
in a relatively small venture-building company like Iterate does not necessarily work in
a large-scale environment.

Taking the limitations into account, we conclude that the strategies that companies
might apply to make internal software startups work, contribute to 1) more autonomous
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and collaborative organizational culture, 2) continuous financial resources for the star-
tups 3) in-house competence in product management, and 4) flexible ownership of the
emerging startups. Based on the findings, we recommend that organizations who wish
to succeed with internal software startups 1) establish arenas where employees can
share ideas and build informal networks, 2) provide incremental funding to experiment
and establish self-managing startup teams, 3) arrange the startup teams to be coached
by experienced entrepreneurs with authority in the company, and 4) identify people
motivated for entrepreneurship and harness their motivation.

Further research should address the question of which innovation strategies
are/should be used in contexts other than those of venture builders (e.g. in large-scale
companies). We also aim to develop a more refined grounded theory that explains how
the strategies for promoting internal software startups vary depending on their context
and level of maturity. Finally, there is a need for a more theoretically grounded approach
to understanding internal software startups.
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Abstract. The discovery and dissemination of crowdsourcing have led
to the emergence of platforms that offer the infrastructure for implement-
ing crowdsourcing projects on a commercial basis. In this study, we inves-
tigate the economic structures of such paid crowdsourcing platforms. We
develop an integrated Crowdsourcing Platform Economic Design frame-
work based on existing studies on crowdsourcing and platform design.
The framework incorporates a wide range of mechanisms available for the
economic structure of paid crowdsourcing platforms grouped into three
areas: Search and Matching, Pricing and Rewarding, and Control and
Assembling. We further use the resulting framework to systematically
compare and classify the economic structures of 45 paid crowdsourcing
platforms. As a result, we provide a taxonomy of paid crowdsourcing
platforms based on the economic mechanisms and their usage dependen-
cies. The presented study of paid crowdsourcing platforms complements
and extends the existing literature on crowdsourcing and platform econ-
omy; it also creates an appropriate basis for further research in these
directions.

Keywords: Platforms · Crowdsourcing · Business model · Pricing

1 Introduction

Information and communication technologies (ICT) are transforming the busi-
ness and societal landscape at an ever-increasing rate. One of the most noticeable
effects is the fast growth of digital platforms and marketplaces that facilitate the
provision of services and the exchange of goods. This growth is primarily deter-
mined by the increasing usage of the Internet and new frontiers in software
development that allow the efficient and effective online collaboration of mar-
ket participants. Another prominent example of ICT-enabled innovation is the
emergence and expansion of crowdsourcing as a problem-solving approach.

Immediately after first crowdsourcing projects were introduced, they received
attention from both academia and industry [12,23]. Scholars and practitioners
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investigated and evaluated crowdsourcing as a phenomenon with far-reaching
developmental prospects. Despite all the benefits of crowdsourcing, few compa-
nies can, by themselves, build the infrastructure required to implement crowd-
sourcing projects and attract the necessary number of crowdworkers in a rea-
sonable timeframe and within budget constraints. This led to the emergence of
a particular category of digital platform, called paid crowdsourcing platforms,
designed to implement commercial crowdsourcing projects. The very first and a
well-studied example of paid crowdsourcing platforms is Amazon MTurk [9,13].
However, the growing demand for such paid crowdsourcing services has inten-
sified the competition as more and more platforms are challenging Amazon’s
incumbent position in the market. These new platforms experiment with differ-
ent business models and employ different economic structures to cope with the
competition and capture market share.

Multiple studies in information technologies, economics, and sociology inves-
tigate and evaluate the momentum of the crowdsourcing phenomenon [11,14].
However, crowdsourcing platforms, by themselves, have not received much atten-
tion in academic literature. To the best of our knowledge, there has been no
comprehensive study of the economic mechanisms used by paid crowdsourcing
platforms, and existing studies do not provide convincing grounds for managing
paid crowdsourcing platforms. Using both quantitative and qualitative research
approaches, this study addresses the issues of designing the internal economic
structure of paid crowdsourcing platforms.

The research presented in this paper is two-fold. First, we reveal the analytical
Crowdsourcing Platform Economic Design (CPED) framework for the analysis
of the economic structure of these platforms. This framework is grounded in a
literature review and a survey of paid crowdsourcing platforms. Second, within
the proposed framework, we compare and classify the set of 45 platforms. The
patterns of mechanisms employed allowed us to draw conclusions on the inter-
dependencies across various dimensions and mechanisms used and to derive a
taxonomy of the generic economic structures of paid crowdsourcing platforms.

2 Background

The term “crowdsourcing”, first coined in 2006 by Howe in a magazine article
“The Rise of Crowdsourcing”, is defined as “the act of a company or institution
taking a function once performed by employees and outsourcing it to an unde-
fined (and generally large) network of people in the form of an open call” [17].
For Howe, crowdsourcing is mainly a problem-solving approach for organizations
with the roots in the concept of outsourcing: “[crowdsourcing] assumes splitting
a problem into a large number of small tasks and involves a large and diverse
number of participants usually outside the initiated organization” [17].

Crowdsourcing assumes the involvement of a large number of participants—
the crowd—wishing to contribute to an extensive and complex project or initia-
tive. ICT provides the infrastructure for effective and efficient communication,
task allocation, and the assembly of completed parts into a ready-made solu-
tion. While participants of notable social, political, and ecological crowdsourcing
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projects contribute voluntarily, commercial projects initiated by organizations
(contractors) provide monetary compensation for participants (crowdworkers).
Such commercial projects involve routine data collection and verification tasks
from open sources, sampling and data categorization for machine learning mod-
els, the classification of textual and graphical objects, and updating information
in web-mapping services.

The first crowdsourcing projects confirm that engaging and effectively coor-
dinating the collaborative work of participants was among the prime challenges
of this approach to solving business problems. This led to the emergence of com-
panies that have taken on the work of creating the necessary technological and
social infrastructure in a form of a platform for the interaction between contrac-
tors and crowdworkers. However, the value provided by crowdsourcing platforms
goes further than providing access to infrastructure. First, platform managers
can help contractors effectively break down the tasks into Human intelligent
tasks (HITs) and ensure the crowdworkers can deliver acceptable results. HITs
are the minor parts of the task and can be defined more formally as: “small, sim-
ple tasks that are difficult for computers but relatively easy for humans” [14].
Secondly, through managing a community of crowdworkers, the platform ensures
that each task gets sufficient involvement of crowdworkers and the required num-
ber of HITs will be performed. Thirdly, the platform can enforce quality and
fraud control systems to fight against dishonest behavior and cheating.

The following four pillars of crowdsourcing are usually identified: the con-
tractor, the crowdworkers, the task, and the platform [15]. The contractor is the
entity that has a set of tasks to crowdsource. The task is the activity to be done
by the crowdworkers, who are willing to participate with or without financial
incentive. The crowdsourcing platform is the system used by contractors to pub-
lish tasks and by crowdworkers to complete them. The design of the workflow
for paid crowdsourcing platforms usually follows a standard path. A contractor
can run a few projects—campaigns—at once. Each campaign might include mul-
tiple tasks depending on its goal. One task consists of multiple HITs. All such
HITs are easy to perform and can be done by almost anyone. The platform is
responsible for dividing projects into a large number of HITs, assigning them to
the crowdworkers, and assembling completed HITs into a ready-made solution
provided to the contractor.

The economic design of paid crowdsourcing platforms has never been sys-
tematically analyzed in the academic literature. Still, a couple of studies tried
to overview principles and practices of designing platforms regarding economic
mechanisms. The idea of finding a balance between different mechanisms while
designing a self-sustainable or viable platform is a central idea of the typology
proposed in [4]. The authors suggest distinguishing between three core areas
that define the platform business models: (1) Matching, (2) Assembling, and (3)
Knowledge management. This initial triangle was further augmented with six
dimensions: (1) Bundling of Coordination Services Provision, (2) Intermediation
Market Structure, (3) Marketing Method, (4) Range of Packages, (5) Informa-
tion Extraction & Use, and (6) Knowledge Distribution. Another attempt to
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provide a taxonomy of platform governance mechanisms across several dimen-
sions was proposed in [25]. The authors identified six dimensions: (1) Governance
structure, (2) Resources and documentation, (3) Accessibility and control, (4)
Trust and perceived risk, (5) Pricing, and (6) External Relationship. An exam-
ple of another approach used to analyze the pricing structures of products and
services was proposed in [18]. The authors present the SBIFT framework with
the following dimensions: (1) Scope, (2) Base, (3) Influence, (4) Formula, and (5)
Temporal rights. This framework was further modified into a seven-dimensional
one to assess pricing structures of cloud services [21].

The frameworks proposed in [4,25] reveal the complexity of the economic
structure of platforms and classify economic mechanisms. However, they lack
the necessary detail in the mechanisms used, which does not allow them to be
employed for a systematic comparative analysis of the economic structures of
platforms. Extending the SBIFT framework [18], taking into account the iden-
tified functional zones of the platforms, seems to be a suitable way to develop a
framework that allows a comparison of the economic structures of paid crowd-
sourcing platforms.

3 Methodology

The study assesses the economic structure of paid crowdsourcing platforms and
explores the essence and usage of the various economic mechanisms employed.
More formally, to achieve this aim, we set the following two goals:

– to identify the economic mechanisms employed by paid crowdsourcing plat-
forms and systemize them in the form of a framework,

– to study their interdependencies to determine the typical configuration and
usage patterns of the mechanisms and provide a typology of the economic
structures crowdsourcing platforms employ.

The exploratory nature of the research explains the methodology used, which
was performed in two steps. First, we performed a literature review to reveal the
characteristics of the economic structure of paid crowdsourcing platforms and
the mechanisms available while designing this structure. These findings were
used to develop the framework that will incorporate these mechanisms. The
review of the literature is done following the guidelines from [2,20,24]. The search
engines Google Scholar and Scopus were used to find publications that discuss
characteristics of crowdsourcing and crowdsourcing platforms or platform design
structures and principles in general. The literature identifies many mechanisms
employed in platform operations. The relevant economic mechanisms available
were further classified and structured in the CPED framework. The typologies
mentioned above of mechanisms classified across several areas follow the exam-
ples of [4,18,21,25].

Secondly, we performed a comparative analysis of existing paid crowdsourcing
platforms using the derived framework. We used the search engine Google, the
Q&A forum Quora, and academic publications to find active paid crowdsourcing
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platforms. We used the following criteria for including a platform or service:
(1) Provide paid services to contractors, (2) Crowdworkers receive payment for
their involvement, (3) The unit of transaction is a HIT. In total, we found 45
paid crowdsourcing platforms eligible for further analysis and comparison. While
the total number is not large, the sample coincides with the whole population.
These platforms were analyzed using the following three quantitative research
approaches: (1) Frequency analysis, (2) Comparison analysis, and (3) Clustering
analysis. Hierarchical clustering was used to explore the natural division of the
data set. The main reason for using it was that it supports categorical variables.
We counted the frequencies for all variables, described below, to explore the
distribution of platforms. It allowed us to distinguish patterns in the CPED
framework. Essentially, differences in the patterns or “traces” capture differences
between platforms for our purposes.

4 The Crowdsourcing Platform Economic Design
Framework

The development of the CPED framework was based on an extensive literature
review of publications on crowdsourcing and platform economic design. This
classification summarises platform characteristics and mechanisms across the
following three areas: Search and Matching, Pricing and Rewarding, and Control
and Assembling. This classification is depicted as a triangle of platform economic
design trade-offs in Fig. 1.

All the identified mechanisms were divided into groups, depending on
whether they can be assessed by reviewing the platforms without surveying
platform managers and whether they are essential in the economic structures
of paid crowdsourcing platforms. As a result, we settled upon the framework
that summarises all mechanisms into 12 dimensions within the three identified
trade-off areas (see Fig. 21).

4.1 Search and Matching

To fulfill the role of a mediator, the platform should have a transparent matching
system, which will successfully match crowdworkers (supply) and the tasks given
by contractors (demand). Search and Matching covers a vast area of methods
and techniques employed to ensure the consistency of matching and its “quality”
defined as the probability of completing a HIT correctly.

Complexity of Tasks. This scale measures to what extent contractors can
influence HIT configuration (e.g., design, level of complexity, difficulty). At
one extreme, contractors have no access to HIT design settings, at the other
extreme, settings are fully customizable, or a contractor can provide their own
specification.
1 The framework is shown already with traces and mechanisms usage frequencies dis-

cussed in Sect. 5.
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Fig. 1. Platform economic design trade-offs with corresponding mechanisms

Matching Automation. This variable describes the complexity of the matching
process by the number of iterations both sides need to go through to find a
match: from no automation when a party is presented with a listing of potential
matches to complete automation when the system matches the parties using
specific algorithms.

Reputation Management. To differentiate crowdworkers based on the quality
of their work, platforms often employ reputation measurements. This can be
done either on a purely algorithmic and automated basis, or platform managers
can perform the ratings. For example, a platform can rank all crowdworkers
according to the number of completed HITs, or employ more advanced criteria.

Online Community Support. The organization of an online community can pro-
vide positive effects to platforms. We measure whether these are used by platform
management, by comparing the numbers of platforms with and without such a
community. However, it also matters how much support is provided: whether
there is an open forum or whether rules and behaviour guidelines are imposed
on participants. Therefore, the scale measures the degree of complexity of com-
munity support which increases to the right.

4.2 Pricing and Rewarding

Pricing and Rewarding mainly refers to designing the reward structure for HIT
completion and does not deal with the price contractors are charged. Therefore,
there is a minor connection with platform revenue, insofar as it can get a higher
share of cash flows from contractors to crowdworkers. This area accounts for
different techniques of reward change or tailoring (e.g., dynamic pricing). Other
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Fig. 2. CPED framework with traces for clusters of corresponding color. (Color figure
online)
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mechanisms also refer to various reward setting techniques, which, in theory, can
be applied and related to ensuring fair compensation for crowdworkers.

Flexibility of Payments. HIT rewarding is an essential instrument. Therefore,
functionality that allows the contractor to set up the reward structure and
amount is crucial to success. Placing the “right” reward can incentivize crowd-
workers to accept certain HITs and, thus, lead to a more successful campaign.
Platforms on the right end of the axis provide this functionality, while left-end
platforms employ a fixed reward structure.

Flexibility of Terms and Conditions. This dimension categorizes platforms in
terms of the flexibility structure of “wage” bills. How much the contractor can
tailor the reward to their own needs. For instance, the platform can set the
reward for all HITs, or the contractor can issue premiums or change rewards
within some borders. In the extreme case, the reward is set by the contractor
freely.

Payment Structure. The payment to crowdworkers can consist of two parts: a
basic reward for work completion and a bonus for quality, for example. Another
example is an experience premium. The platform can promote incentives for a
higher level of effort or spending more time on the platform.

Moving Force. While most of the platforms tend to look for growth opportuni-
ties, there is a high degree of diversity in this development. While some platforms
choose not to emphasise any crucial elements, others display the sources of their
development. For instance, a platform’s management can suppose that they need
to increase the number of crowdworkers. Another natural source of growth is the
number of contractors.

4.3 Control and Assembling

Control and Assembling covers mechanisms available for platforms to ensure bet-
ter control over crowdworkers and task performance. The inability of contractors
to present tasks accurately makes the platform operate with unified versions of
the contractors’ requirements. At the same time, platforms have to ensure the
required level of quality for the contractors. As a result, platforms need to bal-
ance the level of openness and certainty they can provide for crowdworkers and
contractors.

Barriers. To manage and control crowdworkers, various measures can be
employed. The relative complexity of the barrier increases to the right of the
axis with the difficulty of checking a candidate’s eligibility. For instance, a min-
imal amount for withdrawal does not need one at all, and the location can be
tested via the Internet. Confirmation of education, however, can require sending
a query to the awarding institution.
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Quality Control. Essential issue with crowdsourcing is controlling the quality
of the results produced by crowdworkers. Some platforms choose to deny any
related liability, but others employ relatively advanced computer and human-
based methods. The scale goes from the absence of quality control to a combi-
nation of computers and humans, assuming that machine verification is cheaper
than using humans.

Qualification Assurance. Another problem related to control is the crowd-
worker’s initial qualification or “quality”, which can be relatively crucial for
crowdsourcing. Therefore, platforms can require some form of skill confirmation.
As in previous cases, the right side corresponds to more complex measures. The
platform can provide online tests or conduct interviews with potential crowd-
workers.

Managerial Inclusion. This variable measures the extent to which platform man-
agement is included in platform operations in cooperation with crowdworkers
and contractors. An important issue is whether managers provide only initial
support or come whenever a problem is encountered. They can provide support
to either side or directly intervene if a problem appears. Another case is to have
managers leading projects from the beginning to the end, and which requires
more attention and resources from the platform.

5 An Analysis of Paid Crowdsourcing Platforms

5.1 Classification Parameters and Descriptive Statistics

We evaluated the 45 platforms across different dimensions grouped into the three
CPED areas: Search and Matching, Pricing and Rewarding, Control and Assem-
bling. This section gives an overview of the descriptive statistics (see Fig. 3) and
discusses the peculiarities of platform positioning.

Search and Matching. Most platforms use pre-defined, simple, and mechanical
(33%) or contractor-defined tasks of any complexity (31%). The same pattern
with the two most popular options also holds for Matching automation: 38% of
the platforms opt for the absence of automation and 38% for full automation
on the contractor’s side. Reputation management is distributed more equally:
the minimum number (13%) of the platforms use contractor’s feedback, and the
maximal number (24%) do not employ this mechanism or use a combination of
the two. Regarding community support, most of the platforms do not provide
any support at all (80%), the second most popular option is providing only
technical support, which is an expected result given the technical specialization
of the platforms.
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Pricing and Rewarding. Flexibility of payments is characterized by nearly the
same number of results across all potential options within the variable. The
maximal number is on the first level—fixed, unchangeable payments—33%. All
other levels have from 13 to 20% of platforms. However, not all options we
operationalized the dimension into were observed. Additionally, the number of
platforms decreases constantly with the increasing complexity of “tariffs”: 67%
of platforms reward per unit of work without a premium and only 11% add a
premium for reputation. The same applies to Flexibility in terms and conditions:
not all levels present in the CPED framework were used by the platforms. How-
ever, the number of the platforms is nearly the same for all levels: from 29% to
38%. The most frequent is the provision of options for flexibility. It should be
noted that most of the platforms (49%) see contractors as a crucial side of the
market. This might indicate that the platforms encounter a shortage of contrac-
tors relatively more often than crowdworkers. Hence, platform management is
focused on finding new contractors. Only 16% perceive crowdworkers as their
moving force. This provides additional evidence in favor of the importance of
contractors.

Control and Assembling. We did not identify any platforms that use more than
one type of barrier. The two most popular options are the total absence of bar-
riers (33%) and barriers related to educational level (38%). Only 28% of the
platforms use technical barriers such as the minimal amount for withdrawal and
location. 38% of the platforms take no responsibility for the quality of the per-
formed tasks, and it is up to the contractors to solve any issues which might arise
in this regard. However, 60% of platforms employ quality control, with 24% offer-
ing more than one mechanism for this purpose. Regarding the Quality assurance
dimension, most of the platforms do not use any of the mechanisms. However, for
those who do credential checks, the most popular form is verification of crowd-
workers’ skills. The majority of the platforms provide managerial support by
default with all projects (31%), or this is the contractor’s choice (36%). Only
around 7% choose to implement on-demand help. This can mean that such a
dynamic system would be complex or impractical. Thus, the platforms move to
either of the extremes.

5.2 Hierarchical Clustering

Our data set consists of 45 platforms. The hierarchical clustering method was
applied to identify a “natural” division of the data set into the following clusters
(see Fig. 4):

– Blue cluster (23 platforms) consists of traditional paid micro-task crowdsourc-
ing platforms.

– Red cluster (13 platforms), conversely, corresponds to the macro-task plat-
forms.

– Green cluster (9 platforms) is made up of intermediary platforms, which tend
to have characteristics of blue and red clusters.
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Fig. 4. Three clusters of platforms: macro-task, transitional, micro-task

One of the possible explanations for this might be that the units differ signif-
icantly in terms of the mechanisms used, as proposed earlier. It can, therefore,
be assumed that different types (or clusters) of platforms have different base-
lines, or most frequently, mechanism choice trajectories. This provides additional
reasoning behind our aim to analyze these traces.

The cluster analysis proves our assumption that paid crowdsourcing plat-
forms exhibit different but steady patterns regarding strategic business choices
and thus can be analyzed in strategic groups. Moreover, the highlighted division
is essential as it follows the nature of crowdsourcing. While there are platforms
of pure crowdsourcing (micro-task crowdsourcing), there are platforms that try
to apply the approach to more complex tasks (macro-task crowdsourcing). Such
platforms have much in common with freelance platforms. Thus, they are driven
by the reasoning of classical crowdsourcing theory as more focus is put on the
crowdworker. The heterogeneity of the data is the primary motivation for explor-
ing multiple traces in the CPED framework.

5.3 Dependencies in the CPED Framework

We tested the variables for independence for each pair of the variables using χ2

test statistics. The tests reveal how “orthogonal” the CPED framework is. If the
system shows no dependencies within the area, each variable characterizes a plat-
form from that perspective. However, if there are dependencies within any area,
the number of variables should be reviewed. Independence tests show that the
“inner” independence does not hold in all areas. However, this might be evidence
of the existence of a trajectory, which is typical for the platforms. This trajec-
tory connects all variables and, thus, leads to the presence of interdependencies
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within the area. It is considered evidence in favor of the existence of traces in
the CPED framework.

The trajectories for macro- and micro-task crowdsourcing platforms differ
significantly. The trace contains the most frequently observed options in each
cluster. The platforms dealing with more complicated tasks tend to employ rel-
atively more advanced mechanisms. While, in some cases, they use the same
instruments, the differences can be explained as paid micro-task crowdsourcing
platforms offer simple tasks but operate in high volumes. Therefore, they need to
provide a high level of automation and do not necessarily require discriminating
between crowdworkers. Such platforms provide little or no flexibility regarding
payments and terms but still employ robust quality control mechanisms. The
explanation might be as follows: simple and small tasks do not demand much
effort from crowdworkers, which gives incentives to sacrifice quality for quan-
tity. Macro-task platforms choose an alternative trajectory, possibly due to the
complexity of their tasks. They cannot find a perfect match automatically and
assess the result thoroughly. However, it allows and forces them to provide a bet-
ter ranking of crowdworkers. This is also the reason behind the greater degree
of freedom given to contractors in defining their terms.

To sum up, the difference we observe among the platforms lies in the mecha-
nisms they employ to run their operations. The measurement of such mechanisms
allows a comparison of the platforms and the identification of different types of
platforms. Paid micro- and macro-task crowdsourcing have different approaches
to their activities. A possible explanation for these results may be the differ-
ence in the tasks offered on these platforms. While anyone can do micro-tasks,
macro-tasks often require specific skills and knowledge. This allows a traditional
micro-task crowdsourcing platform to simplify matching and rewarding aspects
but enforces a higher level of quality control.

6 Conclusion

The extended use of the Internet and ICT resulted in the fast growth of digital
platforms and marketplaces that facilitate the exchange of goods, services, and
labor resources. Combining the concept of crowdsourcing with platform thinking
led to the emergence of a particular category of digital platforms—paid crowd-
sourcing platforms—designed to implement commercial crowdsourcing projects.
We developed an economic framework of paid crowdsourcing and determined
whether the employed mechanisms highlight and partially explain the differences
in platforms. The findings reported here shed new light on the organization of
crowdsourcing platforms and provide a new classification. Patterns of the most
frequently used options were highlighted based on the data set of 45 platforms
further divided into three clusters. Clustering shows that there is a “natural”
division of paid crowdsourcing platforms. A business analysis of their choice of
mechanism explains this differentiation. From our point of view, the main rea-
son lies in the types of tasks they crowdsource. However, the study gives no
grounds to build causal relations between mechanisms and does not evaluate
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performance or any other characteristics of the mechanisms identified. Our task
was to provide grounds for questions and descriptions of the current situation
rather than answers. Being, to the best of our knowledge, the first study of this
kind, it contributes to the field in the following ways:

– the creation of theoretical grounds for future research on paid crowdsourcing
platforms via the introduction of the CPED framework that can be used as
a typology construction approach,

– the provision of guidelines on the basis for the decision-making of platform
managers. The creation of guidelines from the identified “baseline” solution
as a basis for decision-making.

The importance of the first contribution comes from the fact that paid crowd-
sourcing still lacks systematization—there is no common typology, at least known
to us. Therefore, to increase the understanding of these entities, we decided to
find elements allowing the categorization and highlighting of differences between
platforms. The proposed framework fills this theoretical gap. The second con-
tribution is relevant in the business area, as the categorization can also assist
companies in designing and managing crowdsourcing platforms. It improves the
perception of platform operations and highlights essential elements. Crowdsourc-
ing is a relatively recent business model, so there are still no established business
approaches in terms of the patterns of strategic choices. We provide some insights
into the rationale behind such choices. This new understanding should help to
improve the predictions and decision-making process of platform management.
The reason for that is the provision of baseline solutions, which are the high-
lighted traces. Thus, managers can find a starting point and tailor the solution
to their specific needs and desires.

This study also has limitations. The most important of them lies in the fact
that we collected data by hand and, thus, the dataset is relatively subjective.
Hence, another research opportunity lies in acquiring a more extensive and objec-
tive data set, which can shed light on other features and issues. It should be noted
that there was no intent here to evaluate the mechanisms as good or bad. We do
not analyze the engineering and economic mechanisms themselves. The study
is also limited to a comparative analysis of website characteristics rather than
exploring the economic or engineering mechanisms behind the website’s crowd-
sourcing service. It effectively prevents considering all possible mechanisms due
to their infeasibility: websites do not provide information about all employed
mechanisms.

The limitations reveal several possibilities to extend the research. First, a
larger, more representative sample of the platforms can be analyzed, resulting in
more accurate and refined findings. An extended and modified CPED framework
can be applied to the analysis of other platform types as many characteristics are
not specific to paid crowdsourcing. The framework could be of even greater value
for a more heterogeneous set of platforms. Second, the CPED framework can be
extended and modified to incorporate mechanisms not included due to data
collection limitations. A series of in-depth interviews with platform managers
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should provide a better understanding of the platforms’ economic structures and
evaluate mechanisms that cannot be assessed by exploring platform websites.
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Abstract. Context: Relationships within open-source software ecosys-
tems (OSSECO) emerge from the collaboration within the ecosys-
tem. Power relations are present in this context whenever an entity
has the power of making other entities act as it wants them to act.
Therefore, these power relations could affect collaboration within an
OSSECO. Objective: This research aims at investigating power relations,
their benefits and challenges, and providing an understanding of them
within OSSECO. The goal is to provide power relations forms descrip-
tion together with the power relations dynamics associated with them.
Method: A systematic mapping study was conducted to extract informa-
tion about power relations (forms, dynamics, benefits, and challenges)
from previous studies. At the end, 10 studies reporting power relations
within OSSECO were selected. Next, the data extracted from those was
analyzed to understand what power relations affect the OSSECO and
how this happens. Based on the results, the power relation forms and
dynamics within OSSECO are defined. Results: The systematic mapping
study show that power relations are present and affect relationships and
interactions within an OSSECO. Moreover, 5 power relations forms and 7
power relations dynamics within OSSECO are presented. Implications:
Identifying power relations that might be present within an OSSECO
would enable those who study or are members of the ecosystem’s com-
munity to enhance power relations that support collaboration and to
avoid those who can lead developers to leave the OSSECO.

Keywords: Open source software · Software ecosystem · Power
relations · Systematic mapping study

1 Introduction

In open-source software (OSS), a group of developers gets together in a project to
solve common problems or because they share common needs [1]. When several
OSS projects share their developers, artifacts and build relationships, creating a
knowledge and collaboration network between them over a common technolog-
ical platform (e.g., a programming language), we have an open-source software
c© Springer Nature Switzerland AG 2021
X. Wang et al. (Eds.): ICSOB 2021, LNBIP 434, pp. 187–193, 2021.
https://doi.org/10.1007/978-3-030-91983-2_14

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91983-2_14&domain=pdf
http://orcid.org/0000-0002-9145-4774
http://orcid.org/0000-0001-9943-5570
http://orcid.org/0000-0003-4749-2551
https://doi.org/10.1007/978-3-030-91983-2_14


188 V. Farias et al.

ecosystem (OSSECO) [2]. In the OSS development, power is usually referred to
as decentralized and spread within the OSS community. This is highly related
to the early years of OSS when the contribution was mostly voluntary [1]. The
motivations to contribute with OSS have been changing recently, focusing more
on learning, career, and payment motivations [3].

Power relations would be defined as asymmetric relations between an indi-
vidual who has something to offer and some other individual who desires this
something [4]. This concept has been deeply investigated in some areas of inter-
est, such as Economics [5] and Sociology [6]. In Computer Science, other studies
investigated different ecosystems’ contexts and discussed benefits such as goals
achievement [8] and collaboration support [9], through power relations manage-
ment [10]. However, in the OSSECO context, the power relations have not been
investigated yet.

This research aims to investigate power relations within an OSSECO and
provide an understanding of how such relations affect developers, artifacts, and
relationships within the ecosystem. This understanding must rely on how the
power relations happen within the OSSECO. It must also clarify what benefits
and challenges power relations can bring into the OSSECO. The research ques-
tion that guides this work is “What are the power relations and their dynamics
within the OSSECO context and how they affect the ecosystem?”. To answer this
question, a systematic mapping study was conducted.

2 Systematic Mapping Study

This work investigates what power relations are present within an OSSECO and
how their dynamics can affect the ecosystem, its actors and artifacts. Considering
that power relations within an OSSECO have not been deeply investigated so
far, the best option to gather information from the literature is performing a
systematic mapping study (SMS) [11].

2.1 Planning

One inclusion criterion (IC) and four exclusion criteria (EC) were defined. The
study selection process was divided into six steps (Fig. 1) and comprised from
the search execution until the filtering of the returned studies. Next, a manual
insertion of studies previously known as compliant to the IC and that did not
present any problems regarding EC was executed. After the fifth step, the data
extraction process was conducted aiming at answering the research questions. A
search string was created combining terms that would relate to the studied topic.
Since power relations could affect the interactions within an OSSECO, the term
“interaction” was added to the string. The search string defined was: ((“open
source software ecosystem” OR “software ecosystem”) AND (“power relation*”
OR “relation*” OR “interaction*”)).
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2.2 Execution

The execution was intended to retrieve as many studies as possible reporting
power relations within an OSSECO. The search engines used for the research
were ACM, IEEE Xplore, ScienceDirect, Scopus, and SpringerLink. In the first
step, 1,068 studies were found. At the end of the fifth step, 8 studies were selected.
The manual insertion added 2 new studies to the list of selected studies. There-
fore, at the beginning of the data extraction phase, 10 studies were enabled to be
used to retrieve information about power relations within an OSSECO (Fig. 1).

Fig. 1. Studies selection steps.

2.3 Results

The studies that were selected during this SMS were published from 2007 to
2021. From the 10 studies that were selected, none of them cited “power rela-
tions within OSSECO” directly. Were found studies that described situations
in which it was possible to identify the occurrence of power relations within an
OSSECO. Therefore, adding “interaction” as one of the search string’s terms
was determinant to retrieve those studies.

Data extraction was manually performed while reading the full text. It was
important to consider the power relations implicitly reported by the studies.
Those power relations were identified mostly because situations - called power
relations dynamics - were described in those studies along with the actors or
artifacts that would have the power and those that would be affected by the
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power. To help in the identification of the forms of power relations found in
the SMS, Leonidou et al.’s [7] power form classification was adapted to the
OSSECO context, as seen in Table 1. The benefits that can be brought into
the OSSECO rely on the possibility that the power relations can motivate the
actors to keep contributing to the OSSECO and to maintain the OSSECO’s
health (S04 [12], S05 [13], and S08 [14]). However, the power relations could
bring some challenges, especially for those who are newcomers and might have
to transpose some barriers to have their contribution accepted and could decide
to abandon the OSSECO. The power relations, their dynamics and the source
studies in which they were found can be seen in Table 2.

Table 1. Power relations forms [7] and the adaption to the OSSECO context.

Power relation form Leonidou et al. [7] definition Definition within OSSECO context

Referent power Source of power based on the
identification of one firm with
another firm, or the former’s
wish for being closely associated
with the latter

The belief that one actor - due to
his/her identification with another
actor - would be more likely to
collaborate and act according to
another actor’s desires

Expert power Source of power based on the
belief that one firm has specific
knowledge needed by another
firm

The belief that an actor has
knowledge about something related
to an OSSECO (e.g., he/she has
skills that very few actors have) and
that it might share this knowledge
and help other actors if they act as
the first one’s desires

Legalistic power Source of power based on the
belief that one firm retains a
legitimate right based on formal
processes to influence another

The belief that an actor - due to legal
processes and contracts - has the
ability of making another actor acts
as the first one’s desires

Reward power Source of power based on a
firm’s belief that another firm
has the ability to mediate
rewards and it will actually
bring these rewards if the
former complies

The belief that one actor has the
ability of rewarding another actor
(e.g., with money, higher privileges)
if the second one acts according to
the first one’s desire

Coercive power Source of power based on a
firm’s belief that another firm
has the ability to punish the
former if it fails to cooperate

The ability of an actor being able to
punish another actor (e.g., by
blocking him/her on the project) if
the second one does something the
first one disapproves
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Table 2. Power relations dynamics extracted from SMS.

Dynamic Power relations form Source studies

Learning reference Referent S09 [3]

Technical leadership Expert S10 [15]

Control over development platform Legalistic S07 [16]

Role migration within the OSSECO Reward S02 [17], S10 [15]

Employment relation Reward S01 [18], S09 [3]

Conforming to stakeholders’ requirements Coercive S06 [19]

Newcomers’ contribution rejection Coercive S02 [17], S03 [20]

3 Discussion

The power forms and dynamics identified help to understand who are the ones
that hold power within an OSSECO in different situations and how this power
affects the relation between actors and artifacts. Therefore, it would be possible
for OSSECO community members to make decisions according to their objective
within the ecosystem depending on their goals and needs. It would also make it
possible to understand why previous decisions or movements happened within
an OSSECO based on the relations that led to them.

The referent power relations form appeared in the “Learning reference” power
relations dynamic. In this dynamic, a project, an actor or the experience of con-
tributing to an OSSECO itself would make an actor to play according to rules,
desires or expected behaviors to be able to remain in touch with the knowledge
and, therefore, learn [3]. The dynamic “Technical leadership” was identified and
linked to the expert power relation form. In this dynamic, an actor, known by hav-
ing a large technical skill in a specific technology, is seen by others as a reference.
Therefore, other actors will play as the expert desires, so they can count on his/her
assistance in their projects or in their problems [15]. The legalistic power relations
form takes place through the “Control over development platform” dynamic. In
this dynamic, an organization owns a specific platform and can decide how things
are done within this platform because of such ownership [16].

The reward power relations form was identified in two power dynamics. “Role
migration within the OSSECO”, the actors would play as other actors who have
the power to give them higher privileges within an OSSECO, and consequently,
more power. This happens because having more privileges within an OSSECO
means that the actor has the possibility of helping to make decisions about
the ecosystem’s evolution and because his/her contributions are more likely to
be accepted [15,17]. “Employment relation”, happens since the motivations for
contributing with OSSECO have been changing and there are actors that con-
tribute because of their work [3]. In this case, an organization employs an actor
and he/she acts as the organization desires to keep his/her employment and to
receive his/her payment.

When analyzing the coercive power relations form, two dynamics were found.
“Conforming to stakeholders’ requirements”, usually happens when a project
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tends to guide their development within the OSSECO according to some specific
stakeholders’ requirements. This happens because there are some stakeholders
whose requirements are considered as a priority in relation to others. Therefore,
actors that control the projects would be afraid of, if not conforming to their
stakeholders’ requirements, being replaced by others who would [19]. “Newcom-
ers’ contributions rejection”, happens when a newcomer tries to contribute to a
new project and he/she has his/her contribution rejected because the project’s
owner do not know him/her yet. This occurs because the nearly hierarchical
structures that tend to appear within an OSSECO [17] acts as a barrier, where
the ones that guide the projects’ decisions and development decide if a new-
comer’s contribution is accepted or not [20].

This work has some limitations as follows: (i) as power relations have not
been deeply explored yet, it was necessary to add more terms related to interac-
tions into the search string to minimize the risk of some information not being
gathered; (ii) the power relations dynamics were identified by a researcher and
evaluated by two experts, both with experience of more than 10 years conducting
SMS (one of them is an OSS expert and the other one is a software ecosystem
expert); and (iii) other power relations dynamics might not have been identified
from the selected studies.

4 Final Remarks

In an OSSECO, interactions are fundamental for maintaining an ecosystem [12].
In this paper, we reported on a SMS that aimed at exploring the power relations
within OSSECO and how they can affect the OSSECO development. In the
end, 10 studies were selected and 7 power relation dynamics were found and
categorized into 5 power relations forms. Moreover benefits and challenges of
power relations within OSSECO context were summarized.

As a contribution to the research and the practice communities, power rela-
tion forms were adapted to the OSSECO context and power relations dynamics
within an OSSECO were identified. They can be used to enhance contribution or
to prevent OSSECO abandonment. As future work, an ongoing study is focused
on interviewing OSSECO community members to try to extract more informa-
tion about power relations within an OSSECO.
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Abstract. Several popular contemporary online multiplayer games and
franchises are developed and managed with the aid of multiple data
sources. Despite the control and insight that the utilization of data
brings to game design and business decisions, video game developers
occasionally receive backlash from their player communities. Examples
include the announcement of Diablo Immortal at BlizzCon 2018, and
the #HearUsNiantic campaign among Pokémon GO players in August
2021. In this article we analyze these two examples and demonstrate the
importance of understanding player behavior more broadly than what
can be derived from quantitative in-game data. In both the analyzed
cases, players’ offline culture played a paramount role in the backlash.
We argue that the primary reason for the observed backlash is that the
players’ lives have become intertwined with digital products, and hence,
changing these products alters the players’ lives as well.

Keywords: Game design · Game development · Video games · Game
industry · Player culture · Player communities

1 Introduction

Video games are complex forms of art that combine elements of story-telling [13],
visuals, audio, game mechanics and sometimes also pervasive elements [11] into
digital artifacts. The variance in video games is enormous in terms of all the
above mentioned aspects. The complexity of video games makes it difficult to pre-
dict player behavior, how well the games sell and how long players stay engaged
with them [14]. Even with multiple data sources and analytics at their disposal,
popular franchises still occasionally make decisions which make customers revolt
and turn against the creator [6]. These situations are always unique, but can be
mitigated by better understanding the customers [6].

Recently, player behavior modelling through data-driven approaches has
gained significant traction [4]. This approach relies on automatically collecting
logged data of player behavior and using statistical or machine learning meth-
ods to profile players and predict their future behavior as well as what they
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enjoy [4,14]. Besides player profiling, data-driven approaches can be used for,
for example, procedural content creation [5], automatically tweaking game set-
tings such as difficulty [15] and understanding player retention across multiple
situations [14]. In the case of trying to predict player retention, the data can con-
sist of, for example, players’ monthly playtime, playtime of individual sessions,
data on the situations where players quit individual play sessions and data on
the situations leading to quitting playing more permanently [14].

The recent upswing in data-driven game development has also raised con-
cerns, in particular pertaining to ethics and fairness [12]. Algorithmic design
decisions may marginalize certain player subgroups and the use of inscrutable
machine learning models to analyze player data introduces trust issues [12]. A
recent study showed that there are tensions in implementing ethical game design,
for example, it may sometimes compete with functionality [1]. In addition, there
are several other potential blind spots in data-driven development. In this study
we focus on the player communities surrounding online games and franchises.
These communities can have various game-related activities and culture that,
while function outside the game, are still connected to it [2,9]. For example,
players may engage in conversations about specific game mechanics or gather
together to play a game in a specific way that only makes sense in the commu-
nity context [9]. As video games are constantly developed and updated, player
communities are hence in constant danger of losing the ability to practise an
activity they enjoy. This leads to situations where players may be prepared to
vigorously contact developers and ask them to revert changes, or change the
course of their business, in order to save the community surrounding the game
or the franchise.

In this short paper, we look at situations where player communities have
openly revolted against the developer and demanded that they change the course
of their game development. We focus on two famous real-world examples where
game design has been disrupted by the player community. Based on these exam-
ples, we argue that while data-driven development is effective in increasing player
retention and boosting income, it is crucial to also account for the player com-
munities that exist around video games and franchises.

2 Two Examples: Diablo Immortal Announcement
and HearUsNiantic

2.1 Materials and Methods

We wanted to investigate cases where the playing community has revolted against
game developers regarding their design decisions, with the consequence that the
developer has shifted plans in response. To this end, we selected two recent and
highly public cases from world renown franchises: Diablo and Pokémon. As our
first example, we look at the announcement of Diablo Immortal in November
2018 and its aftermath, and as our second example we focus on the #HearUs-
Niantic hashtag in August 2021. Basic information about these cases is given
in Table 1. Both these examples are from developers who are well-known from
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utilizing in-game data collection and business intelligence in their game devel-
opment and design decisions.

Table 1. General information regarding the two cases discussed in this work

Case Date Developer Game

Diablo Immortal
announcement

November 2018 Blizzard
entertainment

Diablo Immortal

HearUsNiantic August 2021 Niantic Pokémon GO

Methodologically this work follows the netnography research approach [7],
meaning we conducted ethnographic observations online to get acquainted with
the player communities, their sentiment, the actions of the developer, the retalia-
tion by the community and the underlying reasons and critique given by the play-
ers for their actions. When going through the two examples, we used the develop-
ers’ official sources1,2 as the main source of evidence. Additionally, we observed
posts and comments on the Blizzard official forums, and 3rd party online discus-
sion forums including Reddit, Twitter, Discord and YouTube. These included, for
example, videos of independent content creators (e.g. Quinn69, Rhykker, Mys-
tic7) and posts on popular subreddits (e.g. r/pokemongo, and r/thesilphroad).
The authors were both participants in the observed communities, and hence,
conducted their observations first without collecting any notes or data. Upon
writing this article we revisited the original data sources and made notes to
support our analysis. Subsequently, from the community response, we derived
recommendations for the developers on what caused the situation and how it
could be avoided.

2.2 Announcement of Diablo Immortal

Description of Events. During a video game convention BlizzCon, Blizzard
Entertainment hyped up and announced a new mobile game in the fan-favorite
Diablo franchise for a hard core PC gamer audience. The event sparked con-
troversy due to fans being heavily disappointed in the announcement, and the
company seemingly not caring about the PC-focused audience. The announce-
ment led to the production of multiple memes and heavy downvoting of all
Diablo Immortal content across social media. For example, the announcement
trailer on YouTube received hundreds of thousands dislikes during the first few
days [10] which can still be seen in the video today as shown in Fig. 1. A line from

1 For Diablo Immortal, https://news.blizzard.com/en-us/blizzcon/22653697/diablo-
immortal-unveiled-at-blizzcon.

2 For Pokémon GO, https://pokemongolive.com/post/sep-taskforce-updateaccessed
September2021
.

https://news.blizzard.com/en-us/blizzcon/22653697/diablo-immortal-unveiled-at-blizzcon
https://news.blizzard.com/en-us/blizzcon/22653697/diablo-immortal-unveiled-at-blizzcon
https://pokemongolive.com/post/sep-taskforce-updateaccessedSeptember2021.
https://pokemongolive.com/post/sep-taskforce-updateaccessedSeptember2021.
https://pokemongolive.com/post/sep-taskforce-updateaccessedSeptember2021.
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the Blizzard representative: “Don’t you guys have phones?” was interpreted on
social media as condescending and even arrogant, while a line from one of the
BlizzCon convention attendees: “Is this an out-of-season April fools’ joke?” was
treated as a symbolic representation of the gamer audience.

Fig. 1. Screenshot of the Diablo Immortal Announcement trailer on YouTube in
September 2021. The downvotes following the announcement in 2018 can still be seen
in the video at https://www.youtube.com/watch?v=RtSmAwpVHsA.

Following the announcement of Diablo Immortal in November 2018, Blizzard
quickly delivered a statement that they were developing multiple Diablo franchise
games and that Diablo Immortal was but one of many games in development,
with the apparent aim of calming down the angered fans [10]. The next year
at the same event, BlizzCon, Blizzard released a trailer for Diablo 4, a new PC
game in the franchise, that was warmly welcomed by the audience.

Implications for Franchise Management. Diablo Immortal appears to be a
part of the Activision-Blizzard business strategy to expand towards the mobile
gaming market. Interestingly, recent academic literature suggests PC gamers
have low intentions to switch to mobile gaming [3]. This data may have deterred
Blizzard from announcing a mobile Diablo game to a primarily PC gamer audi-
ence. The community backlash forced Blizzard to consider new data points and
shift their communication strategy.

The lessons learned from the announcement of Diablo Immortal pertain to
the needs and desires of an existing playerbase. Also in the social media dis-
cussion, Diablo Immortal was treated as an example of what happens when a
company forgets their existing audience. Despite being criticised for being sub-
jective [7], netnographic participant-observation approaches offer a way forward
for understanding and better catering the existing player communities.

https://www.youtube.com/watch?v=RtSmAwpVHsA
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2.3 #HearUsNiantic

Case Description. The Pokémon GO player community has repeatedly crit-
icized the game developer Niantic about not listening to the community’s con-
cerns. This type of behavior is typically observed in situations where the players’
social lives and daily activities are closely tied to the game [6]. Maybe the most
notable example of Pokémon GO players revolting against the developer was
the #HearUsNiantic campaign, which was the community’s reaction to Niantic
decreasing the PokéStop interaction distance from 80 m to 40 m. Originally, the
interaction radius was increased to 80 m as a result of the COVID-19 pandemic.
However, it was apparent to the community the change had many positive effects
in addition to the social distancing. For instance, crossing dangerous roads or
trespassing properties was often no longer necessary and disabled players could
have an easier access to pokéstops.

In the wake of the commotion in social media, Niantic eventually reverted the
pokéstop interaction radius back to 80 m. Moreover, Niantic set up a “task force”
consisting of players and community representatives in order to continue the
dialogue with players and better take into account any concerns about Pokémon
GO. This response from Niantic indicates they acknowledge the importance of
the opinions of the player communities that exist outside, but connected to, their
game.

Implications for Game Development. In addition to the “Niantic task
force”, other ways to gain insight into player communities include player sur-
veys and interviews, ethnographic observations and data, social media data,
theoretical knowledge and history-based understanding of the game franchise.
Understanding player communities can make a huge difference business wise, as
it can open new opportunities to design for more engaging features and support
player profiling in boosting player retention [14]. In the case of Pokémon GO,
the fusion between the game and the real world has contributed to the players’
lives being integrated to the game [9], meaning that changes to the game world
influence the players’ real world behavior and interactions [2,8].

In summary, as the data-based monetization approaches continue to evolve,
they can affect game design in ways that can lead to strong criticism from players.
For example, in Pokémon GO, players have to pay real money to obtain access
to certain shiny pokémon, and at times, better events and prices are promised
as a reward of active playing and using money. Sparrow et al. [1] discovered that
video game developers are in fact often facing tensions between monetization
approaches and ethics. While developers would want and be prepared to scaf-
fold healthy player communities and behavior, business needs may get in way.
Following the categorization of ethical considerations in data-driven game devel-
opment by El-Nasr and Kleinman, video game developers may have to implement
“monetization techniques that encourage irresponsible spending” [12].
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3 Discussion

3.1 Recommendations for Practitioners

In both observed examples, the developers ultimately readjusted their course due
to relentless community feedback. Blindly trusting modelled player behavior or
business intelligence can backfire unless, for example in this case, the cultures and
innate desires of the player community are acknowledged. Hence, quantitative
data should not be the sole basis of decision making, and it is paramount to
acknowledge the real world players communities and how players interact with
the games in the real world. This can be particularly true in location-based games
such as Pokémon GO that purposefully intertwine the game with the physical
world [2,8,9], but also relevant in the Diablo franchise whose fanbase connect
with one another beyond individual games through online communication as well
as offline events.

Players can revolt for several reasons and sometimes developers are forced
to make decisions that go against the wishes of players [6]. In these situations
understanding the player communities can still help mitigate the damage. Hence,
developers and franchise managers are encouraged to maintain active participa-
tion among player communities. This was in fact implemented by Niantic when
establishing “the Niantic Task force”. Quick reaction to community feedback is
also important. This was shown by the positive responses of the player commu-
nities in both cases.

While developers have the capability to rapidly adjust to community
responses, constantly staying alert and reacting can be consuming. Thus, it is
important to use of a wide range of tools to understand players and their needs.
This includes quantitative player profiling [4,14] and understanding the commu-
nities and cultures of various player demographics [7]. In addition, developers
should carefully consider how they communicate their actions to the players [6].

3.2 Limitations and Future Work

In this work, we looked at a limited number of data sources. Hence, the analysis
contains the risk of only acknowledging the mainstream opinions [12]. Further-
more, the authors conducted the majority of their observations as members of
the player communities. This may have left us with blind spots. This study is
also limited in scope, since we only looked at two examples. A more holistic
study could reveal with greater certainty which game cultural factors are crucial
in video game development and franchise management.

Future research agenda in this field should seek to identify the data and
approaches needed to ensure video game developers stay on course with the
wishes and desires of their players while simultaneously making financially prof-
itable decisions. Yet, in the world of imperfect information, blindly trusting any
singular data sources will ultimately always end in unintended consequences.
The only way to mitigate the risks is to leverage multimodal data and be quick
to react if things start to go wrong.
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3.3 Conclusion

In this work, we revealed adverse consequences of focusing too much on quan-
titative data and ignoring online and offline player cultures. We looked at two
examples where the players revolted against their developer: (1) the launch of
Diablo immortal at Blizzcon 2018; and (2) the #hearUsNiantic social media
campaign in 2021. In both cases the player communities by large were unhappy
with the direction where the developers were taking the franchises, not because
of the digital artifacts themselves, but because their social lives were tied to
them.
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Abstract. One of the most critical aspects of developing successful
products is the early feedback of potential customers. Here, customers
can provide feedback iteratively on prototypes before the actual devel-
opment of the product to save development resources on dissatisfying
features. This feedback, in turn, could be collected using crowdsourcing.
To gain knowledge about the design of software to support the itera-
tive prototype development based on crowd feedback, this paper devel-
ops design principles for a crowd-based prototype validation platform.
On this platform, developers can present their software prototypes in
different forms and receive iterative feedback from a selected crowd of
potential customers. The feedback is presented to the developer in an
aggregated form to support his decision-making in further development.
We conduct a design science study that builds the design principles based
on an analysis of literature and software tools. We instantiate the design
principles as a platform and evaluate them within an expert workshop.
Our results show that the identified design principles support developing
such software support for crowd-based prototype validation.

Keywords: Prototype validation platform · Design principles ·
Crowdsourcing · Lean development · UI prototyping

1 Introduction

The development of new software products is a cost- and resource-intensive task
for a company [34]. In addition, the development is challenged by the fact that
users want more and more solutions for their needs instead of just products [37].
Together with the rising number of available new products in the market, the
chances of building products that the users do not use are tremendously increas-
ing. Therefore, for sustainable software development, companies have to validate
those uncertain user needs and proposed solutions before the actual development
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of the product [19]. This is especially important in highly competitive markets
like mobile ecosystems with millions of already developed apps.

To build products that fulfill the user needs, lean development [34] has been
proposed as an essential technique. During the development, the company builds
a Minimum Viable Product (MVP), tests it with potential users, and uses their
feedback for iterative improvements. This, in turn, is similar to product discovery
that aims to “quickly separate the good ideas from the bad to answer the question
which products, features or services should be developed to fulfill the needs of
the customer” [26]. UI prototypes based on images or clickable prototypes are
often used to give users insights and feelings about the proposed product. For
this, prototyping tools like Figma1 or Adobe XD2 can be used. However, one
key challenge of those approaches is the access to users for validations [26].

The access to users can be solved by involving crowd workers in product
development [38]. Here, crowdsourcing describes the outsourcing of value-creating
activities from a company to a large undefined set of users by using an open call
[18]. Based on this technique, different subcategories like crowd testing, crowd
funding, crowd ideation, crowd logistic, crowd production, crowd promotion, and
crowd support have been established in research [8]. Moreover, different plat-
forms like KickStarter3 for crowd funding or Amazon Mechanical Turk4 for crowd
working have been launched in practice. However, to the best of our knowledge,
there is a gap in how to design platforms that support the prototype development
based on the iterative feedback from a crowd of potential customers and, there-
fore, reduce uncertainties in product development. Consequently, this paper aims
to gain abstracted design knowledge about such platform by answering the follow-
ing research question (RQ): How to design software for platforms that integrates
crowdsourcing techniques in the iterative validation of prototypes?

To answer the research question, we conducted a design science research
(DSR) study [17] to develop a Crowd-based Prototype Validation (CBPV) Plat-
form. For that, we have analyzed literature and tools in the areas of lean develop-
ment, UI prototyping, and crowdsourcing to develop design principles (DPs) [13]
for the platform. DPs, in turn, are used to represent abstracted design knowl-
edge in a cross-domain transferable way. On this platform, developers can present
their prototypes and receive iterative feedback from a selected crowd of poten-
tial users. The feedback is presented to the developer in an aggregated form to
support his decision-making in further development. We have implemented the
whole approach as a platform and evaluated it within an expert workshop. While
we focus on mobile applications as one of the biggest areas for prototypes in this
paper, the design principles bind the abstracted knowledge about the platform
design so that the concept can be easily transferred to other areas.

The rest of the paper is structured as follows: Sect. 2 provides our research
background in terms of lean development and design principles. Section 3 cov-

1 Figma Tool: https://www.figma.com/.
2 Adobe XD Tool: https://www.adobe.com/products/xd.html.
3 Kickstarter Platform: https://www.kickstarter.com/.
4 Amazon Mechanical Turk Platform: https://www.mturk.com/.

https://www.figma.com/
https://www.adobe.com/products/xd.html
https://www.kickstarter.com/
https://www.mturk.com/
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ers our research approach based on the DSR. Section 4 shows the derivation of
the design requirements and their mapping to the design principles. Section 5
develops the platform by extracting concrete design features from the design
requirements and their instantiation as a platform prototype. Section 6 shows
our evaluation by explaining the evaluation setting and the received results.
Finally, Sect. 7 concludes the paper and shows up the next design cycle.

2 Research Background

2.1 Lean Development and Co-creation of Software Products

Lean development is used to develop products that the customers want [34].
Using an iterative build-measure-learn cycle, the developer builds a minimum
but viable product, measures the effect of the customer, and learns from their
feedback. Here, it is important to prioritize the features with the most important
assumptions [19]. While this technique can be used for every product, there are
also approaches specific to software products. HYPEX [29] develops an iterative
approach to evaluate new features by analyzing the gap between the expected
and actual behavior. RIGHT [10] is similar to HYPEX but incorporates more
of the business model into the development cycle. While both approaches focus
on quantitive measurement, QCD [30] combines qualitative customer feedback
with quantitative customer observations. For that, they propose the conduction
of different experiments in addition to the implementation of the feature. While
all approaches provide an iterative validation of products, none of the approaches
focuses on prototype validation with the support of a crowd.

Co-creation of software products can be seen as the active participation of
different stakeholders in software development [5]. One concept is crowdsourcing,
where the opinion of crowd users that are unknown to the developer in advance
are considered during the development [18]. Here, especially the directions of
crowd testing and crowd ideation can be used by the developer [8]. While crowd
testing tests software applications and websites, crowd ideation generates ideas
for new strategies, products, services, processes, and activities. For these direc-
tions, there are also different approaches proposed in the literature. CrowdStudy
[28] is a framework to let web developers test the usability of their web inter-
faces with the crowd workers of Amazon Mechanical Turk. CrowdCrit [21] is a
system for supporting designers in the validation of posters by allowing them
to upload specific images and test them with the crowd of Amazon Mechanical
Turk. ERICA [32] is a tool to use expert knowledge in the validation process of
diverse crowd answers. Here, none of the approaches has a focus on prototypes.

2.2 Design Principles for Information Systems

Design science research aims to solve a class of problems by developing a solu-
tion to a specific problem and then generalize the gained knowledge [12]. One
concept here is the usage of formulating the solution through design principles
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(DPs). DPs, in turn, codify and capture design knowledge in a generalized way so
that they can be transferred through the problem class [13]. There are two ways
to derive DPs [25]. First, they can be created supportive by identifying knowl-
edge sources, electing design requirements, and deriving design principles (used
by us). Second, they can be created reflective by defining a problem, design-
ing an IT artifact, and deriving the design principles. In both cases, the design
principles need to be evaluated regarding DSR. In recent years, design princi-
ples for different software tools have been proposed. The Crowd-based Business
Model Validation Systems [7] is a group of software that reduces uncertainties
in the business model development using crowdsourcing. In [36], the DPs for
an intrapreneurial platform to generate ideas are constructed. Moreover, in [33]
generic DPs for crowd collaboration based on different incentives are derived.
Here, none of those approaches focuses on the specialties of software prototypes.

3 Research Method

The CBPV platform is part of a larger research project supporting service
providers in software ecosystems to build successful services both in terms of
business model and product features. To develop the corresponding design prin-
ciples, we use design science research (DSR) [15] to design an IT artifact that
supports service providers in this challenge. For this, we follow the DSR method-
ology by Kuechler & Vashnavi [17] as shown in Fig. 1.

Fig. 1. Research method adopted from [17]

We base our DSR on the opportunity creation theory (OCT) [1] as kernel
theory to stick in line with similar approaches like business model validation
[7] or venture ideation [39] from digital entrepreneurship [27]. Concerning the
concept of OCT, we conduct a non-systematic literature review and tool anal-
ysis on the topics of lean development, UI prototyping, and crowdsourcing to
get an Awareness of [the] Problem. We analyze the literature with support of
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Framework Analysis [35]. Here, we are getting familiar with the literature and
tools (i.e., Familiarization), identifying important aspects for our platform (i.e.,
Identifying a Thematic Framework), indexing the content of the literature and
tools according to the aspects (i.e., Indexing), building a storyline around those
content (i.e., Charting), and, finally, deriving the design requirements (i.e., Map-
ping and Interpretation). In Suggestion, we conceptualize our design principles
based on a mapping to the theoretical and empirical derived design requirements.
After that, in Development, we form concrete design features out of the abstract
design requirements and initiate them as an IT artifact in the form of a web-
based platform prototype. As Evaluation, we provide a qualitative evaluation
in the form of an expert workshop and subsequent questionnaire. In the online
workshop with six experts from academics, we present the concept of the plat-
form and the IT artifact to start a guided discussion about the problem we aim
to solve, their opinions on the presented solution, and future improvements. In
the subsequent questionnaire, we ask the experts to rate the effectiveness of the
design principles and give them the chance to provide additional feedback missed
in the workshop. By taking their input into account, we make a Conclusion in
the form of abstracted design knowledge.

4 Design for CBPV Platform

This section shows our derived design requirements together with a mapping to
the conceptualized design principles and the presentation of the overall design.

4.1 Derivation of Design Requirements

In the beginning, we need to derive the actual design requirements for our pro-
posed solution based on the literature review and tool analysis.

Developers in the early stage of product development have high uncertain-
ties regarding their product idea that can be reduced by testing the underlying
assumptions directly with the market [2]. A large crowd of heterogeneous users
can provide feedback on the assumptions by incorporating all perspectives of the
products [22]. This, in turn, reduces the biases of the developer on the assump-
tions behind his idea [4]. Therefore, DR1 Access to Heterogeneous Users:
The platform should enable developers to access a large number of heterogeneous
potential users to validate their prototypes.

In order to reduce the uncertainties, the developer can create Minimum
Viable Products (MVPs) of their ideas, bring them to the market and learn
from the feedback [34]. These MVPs can contain possible product features [34]
and business model aspects [24], and the crowd can be used to test those ideas
[8]. Here, the rapidness of the feedback is a critical factor for the developer [2].
Therefore, DR2 Provision of Rapid Feedback: The platform should enable
a feedback mechanism to allow developers to rapidly receive feedback and capture
user needs on their prototypes directly from the users.
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By developing a MVP, the developer could have different expectations of
what should be evaluated by the user. Therefore, the provision of information
is essential for the user to let them focus on specific parts [6]. This, in, turn
also saves the scalability of the approach due to a reduced amount of inquiries
and a higher quality of feedback [8]. This assistance is also implemented in
Innocentive5 to solve problems and Amazon Mechanical Turk to accomplish
tasks. Therefore, DR3 Assistance in Test Completion: The platform should
help users perform the tests by enabling developers to provide them with the
essential information.

Due to uncertain and changing user needs, more and more developers use
iterative development approaches to adjust their products based on users’ feed-
back [34]. This is not just for the product features but also for the business
model that needs to be validated and adjusted to the market [24]. Here, both
the feedback for the product features and the business model can be refined
over time [30]. Therefore, DR4 Iterative Conduction of Experiments: The
platform should enable an iterative refinement mechanism to enable developers
to develop and adapt their prototype.

Depending on the product’s development stage, the prototype can have vari-
ous forms like textual descriptions, images, or clickable mockups [20]. This diver-
sity can also be used for different tasks of Amazon Mechanical Turk or represen-
tations of Figma. Moreover, those diversity leads also to different types of tests
like questionnaires or split-tests [30]. This is also covered by the feedback mech-
anism of the prototyping tool UIGiants6. Therefore, DR5 Diversity of Tasks:
The platform should facilitate different validation tests and types of feedback to
help developers validate different assumptions related to the prototype.

To ensure the quality of the feedback, the tasks must be just conducted by
users of a relevant target group of the developer [23]. Conversely, users should see
only tasks in which they are interested [16]. Amazon Mechanical Turk also uses
two-sided filtering. Therefore, DR6 Filtration between Tests and Users:
The platform should provide different filters for both developers and users.

Depending on the number of individual user feedback, it can be a time-
consuming and challenging activity to process them. Here, the feedback should
be provided to the developer in an aggregated form for fast processing [11].
Moreover, appropriate visualizations should support the developers in interpret-
ing the feedback [40]. Therefore, DR7 Visualisation and Aggregation of
Feedback: The platform should aggregate and visualize the feedback results to
help developers learn and make appropriate decisions.

Developers usually have limited financial capacities for developing new prod-
ucts [34]. Especially startups have just limited financial but also development
resources [3]. Here, the validation needs to be cheap enough so that the devel-
oper can use it in a regular manner. Therefore, DR8 Cost-efficiency of Test
Completion: The platform should enable a cost-efficient validation to develop-
ers so that developers can validate their prototypes cheaply.

5 Innocentive Platform: https://www.innocentive.com/.
6 UIGiants Platform: https://www.uigiants.com/.

https://www.innocentive.com/
https://www.uigiants.com/


Design Principles for a Crowd-Based Prototype Validation Platform 211

Giving valuable feedback is a time-consuming activity, which should ideally
be done regularly. Therefore, users should be offered extrinsic incentives like
money or intrinsic incentives like fame [14]. While money is used as an extrin-
sic incentive by Amazon Mechanical Turk, intrinsic incentives like ratings and
views are used by social media platforms like YouTube7. Therefore, DR9 Incen-
tivization of Users: The platform should provide incentives to crowd-workers
to encourage their active participation.

Providing valuable interactions between the developers and the users is the
key task for the platform to stay successful. Good governance of those interac-
tions will let the users stick much longer on the platform [9]. Here, governance in
terms of policies, regulations, and accountability should be provided by the plat-
form [31]. Therefore, DR10 Governance of Platform: The platform should
enable appropriate governance to ensure accountability and regulations.

4.2 Conceptualizing of Design Principles

Out of the derived design requirements, we conceptualize our design principles
for the CBPV platform. We analyze the design requirements and derive the
extracted design principles as shown in Fig. 2.

Fig. 2. Mapping from design requirements to design principles

The feedback of individual users is often biased by their past as well as
their own experiences. By accessing the feedback of a heterogeneous crowd, this
bias can be reduced, and the objectivity increases. This raises the chance to

7 YouTube Platform: https://www.youtube.com/.

https://www.youtube.com/
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develop features that are used by the majority of the users. Therefore, DP1
Heterogeneous Crowd Worker: The CBPV platform should have access to
a heterogeneous crowd so that developers can validate their prototypes.

Prototypes can be created at various stages of the product development and
can be continuously adapted to new requirements and feedback. Therefore, it
is important that prototypes are presented iteratively over time, and appropri-
ate feedback is collected. Therefore, DP2 Multiple Feedback Rounds: The
CBPV platform should provide efficient and rapid multiple rounds of feedback
mechanism to allow developers to refine their prototype iteratively.

Based on the previously mentioned development phases, developers may have
different requirements for the task to be performed. The users should be informed
about those requirements in advance and be assisted in the execution. Therefore,
DP3 Task Guidance: The CBPV platform should enable developers to provide
necessary information to guide users in performing their tasks.

The prototypes can be in different forms based on the tasks, such as textual
descriptions, simple images, or clickable mockups. The same applies to feedback
that is expected, for example, star ratings, field selections, or free text. Different
types of prototypes and feedback should be supported. Therefore, DP4 Task
Diversity: The CBPV platform should have support for (external) prototyping
tools and allow the conduction of different tests.

Based on the tasks, developers may have specific requirements for users, such
as special skills and a certain age or gender. At the same time, users may also be
interested in evaluating only prototypes in their area of interest, such as games or
social media apps. Here, corresponding tasks should be filterable on both sides.
Therefore, DP5 Filter Mechanism: The CBPV platform should provide two-
sided filtration, so developers can shortlist crowd-workers and crowd-workers can
shortlist tasks based upon their specific criteria.

Developers can test a variety of prototypes with a potentially large number
of users. To make it easier to keep track of the corresponding feedback, it should
be provided in an aggregated form and supported by visualizations. Therefore,
DP6 Feedback Aggregation: The CBPV platform should combine the users’
feedback in aggregated form and visualize these results to help developers in deci-
sion making and learning.

Crowd-working allows developers to access a large user base with correspond-
ing feedback opportunities cost-effectively. To attract users to the platform in
the long term and reward them for performing tasks, extrinsic incentives like
money and intrinsic incentives like fame should be used. Therefore, DP7 Crowd
Worker Incentivization: The CBPV platform should enable a cheap feedback
mechanism for developers to afford the validation process and should also allow
incentives for crowd workers whose feedback is selected by developers.

Users often discard inadequately managed platforms because of their lower
value creation. The creation of value can be improved through governance mech-
anisms such as reporting. For this reason, the platform owner should take care of
the appropriate behavior of both the developers and the crowd workers. There-
fore, DP8 Governance Mechanism: The CBPV platform should allow plat-
form owners to take necessary action against users who misuse the platform.
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Fig. 3. Overall design of the platform

Out of those design principles, we develop an overall design for the Crowd-
based Prototype Validation Platform, as shown in Fig. 3. It consists of the three
roles of Developer, Crowd-Worker, and Platform Owner together with the four
components of (1) Task Creation, (2) Task Conduction, (3) Task Evaluation, and
(4) Task Incentivisation. First, the Developer starts the (1) Task Creation by
creating the prototype, preparing the questionnaire, and specifying the crowd-
filter. Next, the Crowd-Worker starts the (2) Task Conduction by specifying
the task-filter, executing the prototype, and responding to the questionnaire.
After enough feedback is collected, the (3) Task Evaluation aggregates those
feedback. Here, the Developer can use the feedback for a new iteration or provides
incentives through the (4) Task Incentivisation. Finally, the Platform Owner
governs the whole platform by analyzing user reports and their tasks.

5 Development of the CBPV Platform

This section shows the development of our platform based on a formation of
design features and their instantiation as an IT artifact.

5.1 Formation of Design Features

Our conceptualized design principles provide just abstracted design knowledge
of how a CBPV platform should be developed for different areas. Therefore,
before the implementation, we need to bind them to an application area and
form concrete design features for the instantiation. In our case, we do that for
the validation for mobile apps for mobile developers by potential early adopters.

For the DP1 of Heterogenous Crowd Worker, we developed user manage-
ment with the feature to switch between the role of a developer and crowd
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worker (DF1). Moreover, we used crowd worker profiles to define basic informa-
tion, existing skills, and personal interests (DF2). Lastly, we developed a message
system that allows lightweight communication between both groups (DF3). For
the DP2 of Multiple Feedback Rounds, we provided the creation of tasks with the
most fundamental information for the developer (DF4). Moreover, we allowed
crowd-workers to give feedback on those tasks (DF5). Lastly, we provided the
instantiation of a new iteration based on an existing task (DF6). For the DP3 of
Task Guidance, we provided the crowd workers with detailed instructions of the
expected feedback based on the defined prototype and questions of the devel-
oper (DF7). For the DP4 of Task Diversity, we allow the developers to upload
different screenshots of the app (DF8) or integrate the linkage to an external
prototyping tool using iframes (DF9). Moreover, we provided the evaluation of
a single prototype version or direct comparison of two versions with a split-test
(DF10). Finally, with stars rating, field selections, and free text fields, we allow
different types of feedback (DF11).

For the DP5 of Filter Mechanism, we provided corresponding selection crite-
ria of crowd workers for every task based on their profiles (DF12). Moreover, we
implemented a filter so that crowd workers can find tasks that they are interested
in (DF13). For the DF6 of Feedback Aggregation, we combined the information of
all aggregatable questions like stars ratings and selection fields in data visualiza-
tion charts (DF14). Nevertheless, we also allowed the investigation of individual
feedback details to analyze the relationships between the crowd worker answers
(DF15). Lastly, we allowed crowd-workers the option to provide additional feed-
back for revealing unconsidered questions (DF16). For the DP7 of Crowd Worker
Incentivization, we allowed the developer to provide crowd workers money for
conducting the tasks (DF17). Moreover, we implemented a feature to publicly
display a developer or crowd worker’s trustworthiness (DF18). For the DP8 of
Governance Mechanism, we provided an admin control panel with functionali-
ties to manage users and tasks (DF19). Moreover, developers can report crowd
workers or block them for their own tasks (DF20).

5.2 Instantiation of Platform Prototype

We initiated the CBPV platform as an artifact and implemented the formulated
design features to evaluate our solution and the underlying design principles.
Here, we initiated our platform based on state-of-the-art web technologies to
allow a remote evaluation setting. For that, we used the Angular framework as
frontend, ASP.NET core as backend, and PostgreSQL for the database. More-
over, we realized the connection between both with a REST API to allow a
simple extension of functionality and transfer to other systems.

Two screens of our implemented platform are shown in Fig. 4. Here, we have
the Task Creation with the features of defining a feedback questionnaire (DF11)
and choosing the crowd worker selection criteria (DF12). Moreover, we have the
Task Evaluation with the features of aggregated feedback visualization (DF14),
individual answer analysis (DF15), reviewing additional comments (DF16), and
rating crowd workers (DF18).
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Fig. 4. Screenshots with mapped DFs of the platform

6 Evaluation of the CBPV Platform

This section shows the evaluation of our platform. For that, we explain our eval-
uation setting together with the gained results. Moreover, we discuss the threats
to validity and implications together with pointing out future improvements.

6.1 Setting

Due to the ongoing pandemic, we decided on an online setting to evaluate
our design principles and the overall concept together with pointing out future
improvements. For that, we invited six experts with an academic background
and multi-year experience in one of the areas of lean Development, UI prototyp-
ing, or crowdsourcing to an online workshop. Moreover, after the workshop, we
sent them a follow-up questionnaire to collect additional feedback.

For the workshop, we scheduled a two-hour meeting using Microsoft Teams
and recorded the whole session for later analysis. Inside the meeting, we con-
ducted the following three steps: First, we gave a small presentation about the
aim of the platform on the application scenario of mobile app developers and
presented our design principles. Second, we gave a live demonstration of the
platform prototype. Third, we managed a guided discussion through the experts
based on the topic of the overall idea, the proposed solution, and future improve-
ments, together with the ability to provide additional feedback. For the ques-
tionnaire, we provided the experts the given presentation slides and access to
the platform prototype. Moreover, we created a questionnaire on Google Forms
where experts could rate the design principles on a scale and give suggestions
for further improvements. Moreover, we provided again the option for feedback
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on the overall idea, the proposed solution, and future improvements to receive
additional thoughts from the experts after the meeting.

6.2 Results

Out of the workshop and the questionnaire, we received feedback for the plat-
form. We divided those feedback into results for the overall idea and the design
principles. We grouped the results for future research in a separate subsection.

For the overall idea, the experts gave their feedback mainly on the platform
prototype. To summarize, the experts liked the overall idea and its benefits for
saving development resources. Here, some of them liked the generalizability for
different stages of product development (e.g., using screenshots from an existing
app) and also related fields (e.g., validate revenue streams of a business model).
Last, the platform prototype provides easy usability for creating and conducting
tasks. Nevertheless, there is also some drawback on the current prototype. The
majority of the experts said that building up a community is a challenging task,
and it is currently not completely clear which groups can be developers and crowd
workers on the platform. Moreover, some of them saw challenges in the manual
matching of crowd workers and tasks, missing social network functionalities like
trending prototypes, and intellectual property (IP) violations.

For the design principles, we based the results mainly on the answers to
the questionnaires. Here, we directly ask the experts for the effectiveness of
the design principles on a scale from 1 to 5. The rating of all design principles
can be seen in Table 1. Here, the majority of the design principles (D2, DP4,
DP5, DP6, DP8) have a mean of at least four and can be seen as effective
in terms of the evaluation. Nevertheless, some design principles (DP1, DP3,
DP7) have lower means and that is why they should be further investigated.
DP1 of Heterogeneous Crowd can be explained with comments of challenges of
community building and that it might make sense to consider a mix of experts
and non-experts for better feedback. DP3 of Task Guidance can be connected
to comments that too much guidance can hinder the occurrence of unexpected
feedback. DP7 of Crowd Worker Incentivisation can be explained by comments

Table 1. Results for the effectiveness of the design principles (Scale: 1 to 5)

DP1 DP2 DP3 DP4 DP5 DP6 DP7 DP8

Participant 1 4 4 4 4 4 3 3 4

Participant 2 2 5 5 4 4 3 4 4

Participant 3 3 5 5 4 5 5 3 4

Participant 4 5 4 2 5 5 4 4 5

Participant 5 3 4 1 4 3 5 3 5

Participant 6 4 4 3 3 4 4 4 3

Mean 3.5 4.3 3.3 4 4.2 4 3.5 4.2
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on the contradictions between incentivization using money and receiving cheap
feedback.

6.3 Discussion and Implications

Out of the evaluation, we got some results that we want to discuss and draw
our implications on. We divided those into the Overall Idea and the Design
Principles. For the Overall Idea, we saw the interest of the experts both in the
concept and the prototype of the platform. Here, the experts’ feedback got mostly
in the direction of challenges that can be solved by providing new and replacing
old features. Therefore, one implication is to modularize the architecture of our
prototype so that it can be extended more simply in upcoming design cycles.
For the Design Principles, we received concrete feedback from the expert on
what problems they have with them and what could be improved. For DP1 of
Heterogenous Crowd, experts and external crowd workers could be added to the
principle. DP3 of Task Guidance could be reframed with the level of guidance
that should be given and the aspect that guidance should also be used during the
task creation. DP4 of Task Diversity could be split into prototype diversity and
feedback diversity to improve the support of different development stages and
related fields. DP7 of Crowd Worker Incentivisation could be extended with a
design principle on task affordability. Finally, new design principles for machine
learning integration and IP theft dealing could be added. Here, the change of
those design principles also implies additional evaluation through design cycles.

6.4 Threats to Validity

We discuss our threats to validity according to Yin [41], who divides between
Constructs Validity, Internal Validity, External Validity, and Reliability. In order
to Construct Validity, we clarify the goal and purpose to the experts and provide
an additional questionnaire with a renewed clarification. Nevertheless, there can
be misunderstandings on that purpose. A threat to Internal Validity is the non-
systematic literature review. While we cover different areas and use a technique
like snowballing to reduce that threat, we can not completely ensure to missed
relevant literature. A threat of External Validity is the limited number of experts
that all have an academic background. Here, we cover experts with different
knowledge backgrounds but can not ensure that the results are the same in a
different setting. For Reliability, we record the whole expert workshop for further
analysis. While this increases our results out of the workshop, it could harm the
experts from giving negative feedback.

6.5 Future Improvements

From the expert workshop and the follow-up questionnaire, we derived future
improvements for the overall solutions and their abstraction into design prin-
ciples. We divided them into the topic of Task Diversity, Machine Learning
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Integration, External Platform Integration, and IP Theft Dealing. For the Task
Diversity, we currently allow just screen uploads or the usage of external tools
for the prototypes and fives star rating, field selections, and free texts for the
feedback. In the future, additional diversity of prototypes (e.g., textual ideas,
internal prototyping tool) and feedback (e.g., ordered lists, image markers) could
be implemented. Moreover, deeper integration of prototypes and feedback (e.g.,
different questions for different images, click analysis) could be provided. For
the Machine Learning Integration, we currently support just manual matching
and static suggestions. In the future, machine learning could provide additional
support like an automatic matching of task and crowd workers, the suggestions
of fitting questions, and the recognition of patterns in given feedback. For the
External Platform Integration, the crowd workers currently need to register on
the platform manually. In the future, integration of external platforms could be
used for the authentication of the crowd workers or the conduction of the tasks.
For the IP Theft Dealing, the worker can currently see all tasks that fit their
profile. In the future, we could let sign those crowd-workers an NDA from the
developers, or they could allow just preselected crowd workers.

7 Conclusion and Future Work

To develop successful products, early feedback from users is essential for the
developers. This feedback, in turn, could be provided by crowd workers, but
there is currently a lack of knowledge on how to handle those feedback. There-
fore, we analyzed existing literature and tools to develop design principles for a
Crowd-based Prototype Validation (CBPV) platform. We instantiated the design
principles as a platform and evaluated them using an expert workshop. The eval-
uation shows the applicability of the design principles, which, therefore, can be
used to design new and extends existing platforms.

Our future work is twofold and deals with the modularization of the architec-
ture and the conduction of additional design cycles. First, we want to modularize
our platform architecture so that existing features could be simply replaced and
new features could be easily added. This should allow a flexible extension of
the platform. Second, we want to improve our design principles by conducting
additional design cycles. Based on the modularized architecture, we add future
functionalities like task diversity, machine learning integration, external platform
integration, or IP theft dealing as proposed as future improvements.
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Abstract. DevOps is a software development and operation practice,
and a recent addition to a large family of different kinds of software
process models. The model was born as it was observed that informa-
tion systems operations and information system developments are closely
integrated activities for the success of any organization. Thus, DevOps
methods are an addition for the companies to improve overall perfor-
mance in their software development process and operations. DevOps
fills the gap between the development and operations teams and main-
tains the collaboration among information technology professionals for
delivering the software applications. Due to its recent emergence, there
are relatively little research done, at least when compared to the other
software process models, on DevOps and its successful usage. Previously,
some empirical research studies have been conducted on the success fac-
tors of DevOps, but a synthesis of these findings is needed. This paper
aims to find out various critical success factors of DevOps projects that
have been discussed in prior research by following a systematic litera-
ture review. Based on our extensive keyword search and after applying
inclusion/exclusion criteria, we have included 30 research articles in this
paper. The identified critical success factors were categorized into techni-
cal, organizational and social and cultural dimensions. Finally, this study
offers a comprehensive framework depicting how the critical success fac-
tors impact or drive DevOps success.

Keywords: DevOps · Development and operation · Success factors ·
Barriers · Literature review

1 Introduction

To compete in a highly-volatile market, it is necessary for an organization to
release a software that is both effective and has the capability to sustain in the
competition [19]. For customers, it is important to have new features with an
efficient software delivery [13]. As the software business has matured over the
years, also the requirements for speed and efficiency have changed [23]. As a
response to the changing business environment, also the software development
life-cycles and the development processes have been evolving.
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In software development, Agile Software Development Methods are a set of
practices that helps to improve the effectiveness of the software development
of the organizations, teams, and professionals. The purpose of agile practices is
to discover the user requirements and develop solutions through collaboration
with cross functional teams and end users [29]. Agile practices have some lim-
itations and create complexity while scaling agile development framework [36].
In contrast, DevOps is the combined process of ‘development’ and ‘operations’,
which is used for the software development to speed up the delivery process with
efficiency [41].

DevOps is a widely used development strategy that helps to minimize soft-
ware development costs through implementation and adoption. The aim of Dev-
Ops is to provide continuous development and continuous delivery for the soft-
ware development process [39]. DevOps allows to make collaboration with devel-
opment and operations teams within the organization and provide an effective
delivery process for software development.

Critical success factors is a management literature concept, which dates back
to the beginning of the 1960s [17]. While there is a vast literature on the crit-
ical factors and their role, they can be briefly defined as “the few key areas of
activity in which favorable results are absolutely necessary for a particular man-
ager to reach his goals” [8, p. 4]. There are various critical success factors for
DevOps projects, which have been discussed in prior empirical studies. In recent
years, literature review articles were published which described DevOps con-
cept, DevOps adoption, DevOps Implementation, DevOPs specific use, DevOps
implementation with agile, and DevOps challenges, benefits and success fac-
tors [3,20,22,26,33,46]. However, we did not find any literature review that
proposed a synthesized framework which could provide a clear, comprehensive
idea about the critical success factors of DevOps projects. This is the potential
research gap that will be addressed in this paper.

Therefore, we aim to provide a better understanding of the critical suc-
cess factors of DevOps projects by identifying how those success factors impact
DevOps implementation and its success. We will use the extant academic liter-
ature as a starting point for this inquiry. We will focus on identifying various
success factors of DevOps and categorize them in this paper. That is, this study
aims to answer the following research question:

RQ What are the critical success factors, as reported on the extant research
literature, of DevOps projects?

For this study, we limit the scope only to the research literature—that is,
we exclude gray literature—and put emphasis on studies reporting empirically
acquired results. The rationale of this is to focus on verified and peer-reviewed
information in this study.

The remainder of this paper is structured as follows. Section 2 presents the
research process utilized in this study as well as the systematic literature review
method used to gather the primary studies. It is followed by the results in Sect. 3
and discussion in Sect. 4. Finally, Sect. 5 concludes the study.
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Fig. 1. The SLR process used in this study to collect the primary studies for analysis.

2 Research Process

For answering the presented research question, a systematic literature review
(SLR) approach was followed to collect the primary studies done in the topic.
SLR has a specific purpose to address a focused theme and detailed research
presentation. SLR has predefined steps which differentiate it from unstructured
literature reviews [27].

We have followed the methodology by Kitchenham and Charters [27] for
searching the research articles. To perform the search properly, we identified
suitable keywords. After the search, we got the initial list of articles. Various
criteria and parameters were then applied to filter out irrelevant articles. After
that, we finalized the final list of articles which guided us to answer the research
question adequately. The overall SLR process has been shown in Fig. 1.

2.1 Search Terms and Strategy

The most important step for an SLR is to define and select the search protocol.
After setting the research question of this study, it was decided to utilize search
terms and queries into publication databases in order to guarantee the largest
number of relevant studies published in the theme. Utilizing a manual search
strategy for selected publication venues could have biased the study heavily
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towards issues discussed in those venues. After this decision, a set of relevant
keywords to be used in the searches were analyzed. We tested several different
alternatives and found that the keywords of DevOps, Development and Opera-
tion, Success factors, Failures, Drivers, and Barriers bring the largest, yet still
relevant set of hits in different databases. We used the logical connections ’AND’
and ’OR’ to create a usable search string.

In the phase of defining the search protocol, different publication databases
were considered. Finally, we decided to use only the Scopus database as it already
indexes most of the venues used by the computing discipline scholars. Using some
other databases, such as IEEE Xplore1, did not bring a significant number of
new hits to be included.

Finally, we retrieved the primary studies from Scopus database to identify
the articles using the following search string:

TITLE-ABS-KEY ( ( devops OR "development and operation" ) AND
( "success factors" OR failure OR barriers OR drivers ) )

2.2 Exclusion and Inclusion Criteria

The first part of conducting the review is to define inclusion and exclusion cri-
teria [27]. The following exclusion and inclusion criteria were applied to extract
the final list of articles.

The inclusion criteria are:

1. Studies discussing DevOps success or failure factors.
2. Studies are empirical.
3. Studies which are written in English.

The exclusion criteria are

1. Theoretical or literature review based studies are excluded.
2. Full texts were not possible to acquire by using any media.
3. Studies that are not written in English

2.3 Selection of the Final List of Articles and Analysis

Initially, we have found 340 articles in the Scopus database with the search
terms. The searches were done at the beginning of August 2021. At first, we
looked at the title of each article and excluded the articles which were clearly
not relevant for answering our research question. After excluding the articles
based on title, we were left with 151 articles. Then we looked at the abstract of
these 151 articles and we found 57 articles were relevant for our study. Among
1 As of October 2021, IEEE Xplore return 65 articles with the mentioned search term.

Out of those, 50 were present in the set of search results returned from Scopus. The
remaining 15 documents contained, e.g., a keynote address, editorial commentaries,
notes from a plenary talk and a tutorial summary. By using the exclusion and inclu-
sion criteria discussed in Subsect. 2.2, none of these 15 documents would have been
included into the further steps of this study.
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these 57 articles, 9 articles were not possible to acquire when this study was
carried out. Therefore, we downloaded 48 articles. Among these 48 articles, 28
articles were excluded after reading the full text. Then we used citation chaining
(also known as snowballing) and found 10 more relevant articles. Finally, we
could consider including 30 relevant papers for this study.

After the final list of the relevant primary studies found for this research
was created, a researcher read through all articles. We used an unstructured
model for extracting the data from the primary studies; that is, the researchers
listed all success factors listed in the article without pre-existing codes or cate-
gories. In addition, general details regarding the study were recorded. Examples
of extracted data from these included studies are shown in Appendix (Table 3).
A second researcher agreed and verified the created coding. After all studies were
went through, the researchers started categorizing the first-level codes into larger
hierarchies. Finally, a three-tiered model was created, wherein the first level are
the factors as they were given in the primary studies. The second level combines
the factors into commonly understood logical groups. The third level categorizes
the second level codes into large, remarkably differentiating perspectives. Both
researchers agreed with the end result.

3 Results

Altogether 30 relevant primary studies were found and nearly a hundred differ-
ent factors were identified. The selected articles are referred together with the
identified factors in Table 1. The selected articles are given in Table 2. DevOps
critical success factors were classified into ten groups which form three major
categories. The major categories are Technical, Organizational, and Social and
cultural. All categories are discussed below.

Table 1. Categorization of factors. In parenthesis, following a critical success factor,
there are examples of individual success and failure factors (i.e., first-level codes in our
coding) belonging into this category as well as the primary studies proposing them.

Categories Critical success factor (success and failure factors)

Technical Performance Engineering (Performance engineering complexity [7], Performance mea-

surement [45], Performance regressions effects [11], Lightweight approaches for per-

formance engineering [7],Software release [9] Seamless upgrades [12])

Integration (Smooth integration with existing tools [7], Integrated solution for the

combined system [24],Limited mechanism for quality feedback [10], AISD and a closer

integration of ISD with IS should be maximized [21], Integrate the challenges of oper-

ations and support, Continuous integration process [12], Continuous integration and

deployment [3],Continuous integration [25] Continuous integration [40] Implement

continuous integration [15])

Build and Test automation (Test automation improvement [38], Drive change manage-

ment [1], Verification (soundness) [6], Specific tools to automate building [30], Auto-

matic testing techniques [3],Development and test automation [9],Automation [40],

Process automation [49] Automation [48], Lack of process automation [16])

Infrastructure (Deployment and infrastructure provisioning [30], Infrastructure [12],

Design a common infrastructure [3], Accommodate legacy systems [3])

DevOps as a Service and its associated challenges [44]

(continued)
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Table 1. (continued)

Categories Critical success factor (success and failure factors)

Organizational Intra-organizational collaboration or communication (Collaboration between dev and

ops [16], Misalignment among departments [15], Inflexibility of communication pro-

cesses [15], Communication structures [42], Miscommunication between development

and operations [15], Help from cross-organizational team [15])

Organizational Hierarchy (Willingness to accept requests from superiors [42], Absence

of a lead person [5], Attempt matrix organization and transparency [3], Seeking imme-

diate manager’s approval for team task in defense to local superiors [42], Collabora-

tion between departments that boosts communication and employee welfare [38]).

Strategic Planning (Continuous delivery [15,35,48], Keep to the sequencing of the

DevOps approach [3], Internal DevOps event [3], Demonstrating Lean leadership

behavior [3], Plan next improvement [3], Clearer goal [50], Deployment risk by

Identified tooling obstacle [34], Company pressure, Reluctant to warn about

non-feasible deadlines [42], Reluctance to discuss failure [42], Dissimilar

development [38], Production environments [38], System Quality and

development [35], Use system orchestration [3], Real-time feedback [3], Limited

mechanism for quality feedback [10], DevOps security pipeline [3], Reduce the time

to market [15], Emphasizing the silos [16], Clear role setting [50])

Social and Cultural Team Dynamics (Team and process efficiency [16], Reluctant to reveal a lack of under-

standing [42], Reluctant to expose problems [42], Reluctance to voice criticism or

propose alternatives to perceived directives from superiors [42], Mutuality, Reci-

procity, Trust, commitment among teams [45],Fear of changes [47], Blaming team

mates [47] Efficient collaboration [48], Understanding and respect for each other and

their respective organizations [28], Shared responsibilities [34], Improved collabora-

tion [34], Common ways of working [34], Team roles [12], Team coordination [12],team

collaboration [32], cross functional team integration [49] Team experience Source code

control [12])

Cultural shift (Emphasize Culture than tools [3], Cross-functional team [3],

Established skilled DevOps teams [3], Change in organizational

culture [31],Isolation in teams [47] Getting quick response time to business

demands [15], Organization and employees culture [15], Cultural norms, values

mutual respect, understanding, trust among teams [28], Cultural impacts [34],

Collaboration culture,diversity and knowledge absorption [50])

3.1 Organizational Success Factors

Organizational success factors are an important category for DevOps success.
After reviewing the studies, we have found three subcategories for organizational
success factors. These include intra-organizational collaboration or communica-
tion, organizational hierarchy and strategic planning.

Intra-organizational Collaboration or Communication. According to Diaz et
al. [15,16], the collaboration between Dev and Ops teams, misalignment among
departments and inflexibility of communication processes are the factors that
might impact the success of DevOps practices. Riungu et al. [38] claim that
collaboration between departments boosts communication and employee wel-
fare. They also state that the production environment has a role in intra-
organizational communication. According to Akbar et al. [3], real-time feedback
is crucial for the successful implementation of DevOps practices. According to
Chen [10], mechanisms for quality feedback is essential for DevOps use and can
impact collaboration.

Organizational Hierarchy. Another subcategory of organizational success fac-
tors is the organizational hierarchy. In [42], the authors found that willingness
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Table 2. The publications included into this systematic review.

& Authors Year Title

1 Abdelkebir et al. [1] (2017) “An agile framework for ITS management In organizations:

A case study based on DevOps”

2 Akbar et al. [3] (2020) “Identification and prioritization of DevOps success factors

using fuzzy-AHP approach”

3 Alnamlah et al. [5] (2021) “The necessity of a lead person to monitor development stages

of the DevOps pipeline”

4 Ben Mesmia et al. [6] (2021) “DevOps workflow verification and duration prediction using

non-Markovian stochastic Petri nets”

5 Bezemer et al. [7] (2019) “How is performance addressed in DevOps?”

6 Callanan et al. [9] (2016) “DevOps: making it easy to do the right thing”

7 Chen [10] (2019) “Improving the software logging practices in DevOps”

8 Chen [11] (2020) “Performance regression detection in DevOps”

9 Claps et al. [12] (2015) “On the journey to continuous deployment: Technical and

social challenges along the way”

10 Dıaz et al. [14] (2018) “DevOps in practice: an exploratory case study”

11 Dıaz et al. [15] (2019) “Devops in practice-a preliminary analysis of two multinational

companies”

12 Dıaz et al. [16] (2021) “Why are many businesses instilling a DevOps culture into

their organization?”

13 Hüttermann et al. [21] (2019) “Devops: Walking the shadowy bridge from development

success to information systems success”

14 Júnior et al. [24] (2021) “From a Scrum Reference Ontology to the Integration of

Applications for Data-Driven Software Development”

15 Karamitsos et al. [25] (2020) “Applying DevOps practices of continuous automation for

machine learning”

16 Kolfschoten et al. [28] (2010) “Collaboration ‘engineerability”’

17 Luz et al. [30] (2018) “Building a collaborative culture: a grounded theory of well

succeeded devops adoption in practice”

18 Marnewick et al. [31] (2020) “DevOps and organisational performance: the fallacy of chasing

maturity”

19 Mohan et al. [32] (2016) “Secdevops: Is it a marketing buzzword?-mapping research on

security in devops”

20 Nybom et al. [34] (2016) “On the impact of mixing responsibilities between devs and

ops”

21 Olszewska et al. [35] (2015) “DevOps meets formal modelling in high-criticality complex

systems”

22 Riungu-Kalliosaari et al. [38] (2016) “DevOps adoption benefits and challenges in practice: a case

study”

23 Salameh [40] (2019) “The Impact of DevOps Automation, Controls, and Visibility

Practices on Software Continuous Deployment and Delivery”

24 Šmite et al. [42] (2021) “Overcoming cultural barriers to being agile in distributed

teams”

25 Trihinas et al. [44] (2018) “Devops as a service: Pushing the boundaries of microservice

adoption”

26 Tsanos et al. [45] (2014) “Developing a conceptual model for examining the supply

chain relationships between behavioural antecedents of

collaboration, integration and performance”

27 Wahaballa et al. [47] (2015) “Toward unified DevOps model”

28 Wettinger et al. [48] (2014) “Devopslang-bridging the gap between development and

operations”

29 Wiedemann et al. [49] (2020) “Understanding how DevOps aligns development and

operations: a tripartite model of intra-IT alignment”

30 Yoon et al. [50] (2017) “Typology and success factors of collaboration for sustainable

growth in the IT service industry”
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to accept requests from superiors is a key organizational success factor. They
also found that seeking immediate manager’s approval for team tasks and com-
munication plays a vital role in team progress. Alnamla et al. [5] state that when
there is an absence of a lead person in the team then the efficiency of the team
decreases. According to Diaz et al. [16], emphasizing the silos is also an essential
factor that determines success.

Strategic Planning. Strategic planning is an integral part of a successful system.
It is very important that there should be an initiative, resources, budget, inte-
gration with strategic IT and business plans that align with the company objec-
tives [1]. According to several studies [9,15,18,25,35,47,48], continuous delivery
and continuous development have become important practices for software devel-
opment, therefore these should be taken into account for strategic planning. They
also found that DevOps practices for continuous delivery and continuous devel-
opment promote fast and frequent delivery of changing features and ensures the
quality of the product. Akbar et al. [3] stated that there should be a continuous
sequencing of DevOps approaches. They have also found that internal DevOps
events are necessary to introduce DevOps to the employees and empower prac-
titioners to share their work, problems and collaboration with peers. This helps
the employees to accomplish clear goals that help to plan for future improve-
ment with lean leadership. According to both Šmite et al. [42] and Riungu et
al. [38], issues such as company pressure, reluctance to non-feasible deadlines,
and reluctance to discuss failures and dissimilar development must be consid-
ered during strategic planning. Furthermore, system orchestration [3], change
management [3], reduce the time to market [1,42] are also important to consider
while doing strategic planning for the organization.

3.2 Social and Cultural Success Factors

Social and cultural factors are among the most important factors for DevOps
critical success. Under these social and cultural categories, we have found two
subcategories named ‘team dynamics’ and ‘cultural shift’. We will explain these
factors below.

Team Dynamics. From the results of our literature review, we have found
that team dynamics play a vital role in DevOps success. According to Diaz
et al. [16,32] team and process efficiency have some patterns that impacts on
the organizational and cultural perspective for DevOps usage. Šmite et al. [42]
suggested that reluctance to reveal a lack of understanding in asking questions
impacts team efficiency. They also claimed that offshore teams (Sweden and
India) with DevOps practices might be reluctant to voice criticism or propose
alternatives to perceived directives from superiors. Akbar et al. [3] found some
factors that influence the DevOps practices in software organizations. Cross-
functional teams and established skilled DevOps teams impact the DevOps suc-
cess. Tsanos et al. [45] and Kolfschoten et al. [28] explained that mutuality,
trust, commitment and mutual respect among teams impact the team efficiency



What Are Critical Success Factors of DevOps Projects? 229

for DevOps. Yoon et al. [50] conducted a survey on Korean IT organizations and
found that clear role setting, methods for solving common issues in teams are
critical for team dynamics. Wettinger et al. [48] state that efficient collaboration
in teams has a positive impact on team dynamics. Kolfschoten et al. [28] found
that understanding and respect for each other and their respective organizations
speed up teams efficiency. Nybom et al. [34] conducted a survey on 14 engineers of
an organization and found that several benefits such as improved collaboration,
trust, smoother workflow, shared responsibilities, and common ways of work the
team’s efficiency. According to Claps et al. [12], team roles, teams coordination,
team experience, source code control impacts on the success of DevOps.

Cultural Shift. After reviewing the literature, we have identified that cultural
shift is another important component for DevOps critical success factors. Accord-
ing to Riungu et al. [38], cultural shift impacts on DevOps adoption which is
bigger than the technical or processes issues. A lead architect was interviewed
by the authors and found that the company should work towards a common
goal to achieve the overall objectives of the project. Akbar et al. [3] stated that
companies should emphasize culture rather than tools that will help the task exe-
cution [6]. Diaz et al. [15] conducted an interview of Stakeholders of 11 (multina-
tional) software-intensive companies and found that organization and employees
culture impacts the success of an organization. Finally, cultural norms [28] and
understanding of culture [34] are important factors.

3.3 Technical Success Factors

Technical success factors are another important factor category. Under these fac-
tors, we have found five subcategories named ‘Performance engineering’, ‘Inte-
gration’, ‘Build and test automation’, ‘Infrastructure’, and ‘DevOps as a service’.
These are discussed below.

Performance Engineering. Bezemer et al. [7] described how performance can
be addressed in industrial DevOps projects. According to them the complexity
of performance engineering approaches is one major barrier to DevOps success.
Therefore, they suggested that performance engineering approaches need to be
lightweight. They also suggested integrating performance engineering approaches
with the tools of the DevOps pipeline. In the context of DevOps, the adoption of
performance engineering practices is low. This is because the performance engi-
neering approaches are not designed for DevOps contexts. The existing tools
and approaches which are used for DevOps settings do not integrate properly
with existing performance engineering processes. Thus, performance engineer-
ing researchers could ensure that their tools integrate properly with the exist-
ing DevOps pipelines. According to Bezmer et al. [7], integrated solutions may
help to improve estimations, allocate teams and manage team productivity and
project performance. According to Chen [11], performance regression often slips
to operation while using DevOps. Thus, techniques are needed to detect perfor-
mance regression at the source code level.
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Integration. According to Junior et al. [24], integrated solutions for the com-
bined process of DevOps help for DevOps success. In [21], the authors state that
AISD (Agile information system development) and a closer integration of ISD
with IS should be maximized for success. According to Claps et al. [12], contin-
uous integration process and challenges of operations and support may impact
DevOps success.

Build and Test Automation. According to Riungu et al. [38], test automation,
automatic testing technique improvement can affect the success of DevOps. Fur-
thermore, verification of soundness [6], specific tools for automation [6], automa-
tion techniques [48], building and process automation [16] may impact DevOps
success.

Infrastructure. According to Claps et al. [12], infrastructure is vital for software
process integration. Infrastructure helps in continuous development and solves
problems regarding hardware and software issues. The infrastructure allows soft-
ware products to be deployed when it is needed. According to Luz et al. [30],
development and infrastructure provisioning are needed for better execution of
DevOps practices.

DevOps as a Service. Microservices are an integral part of DevOps culture. The
DevOps team works together and manages the life cycle of the application and
goes through continuous releases. DevOps as a service platform thus facilitates
software teams in respect of microservices [44].

4 Discussion

4.1 Key Findings and Observations

This study sets forth a research question to identify the critical success factors
presented in the extant research literature for a successful DevOps project. After
reviewing 30 primary studies and analyzing them, we identified 10 critical success
factors. The factors were divided into three main categories.

In addition, we summarize our key observations into the following three
points:

Firstly, the identified ten factors are logically categorized into technical, orga-
nizational as well as social and cultural groups. When compared to simi-
lar studies done with agile or plan-driven methods (c.f. [2,4,43]), the role
of technically-oriented factors is overemphasized. Yet, this might indicate a
major characterizing difference of technologies between DevOps and more
traditional software development process models.

Secondly, while DevOps is a relatively young software process model, there
is already remarkable research literature built on it. Whereas it is clearly
smaller than the extant literature addressing e.g., Agile methods, it is emerg-
ing swiftly. Furthermore, the extant literature is already suggesting critical
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Fig. 2. The synthesized framework of critical success factors

success factors and drives to identify them (cf. [3]), there is a clear lack
of a comprehensive model addressing all factors and their relationships. In
addition, the critical success factors literature on DevOps is fragmented on
addressing the phenomenon through narrowly defined lenses. There are only
a few studies using a broader view of the phenomenon.

Thirdly, some of the critical success factors often seen in other areas such as
the personal competencies, training, and top management support were not
present among the primary studies addressed. There are several possible
explanations for their absence ranging from their mitigated role (e.g., top
management support might not be important at all after the prerequisites
for DevOps have been set as was found in the project cost estimates [37]) to
the extant research being too heavily focused on DevOps specific character-
istics. Further research is needed to address this.

4.2 A Synthesized Critical Success Factor Model

To address the lack of a comprehensive model of the critical success factors
of DevOps, we have developed a synthesized model from our findings. The first
version of the model is shown in Fig. 2. The model is built on top of the identified
factors and categories.
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In this model, we suggest that technical factors and organizational factors
(intra-organizational collaboration, organization hierarchy, and strategic plan-
ning) would directly impact DevOps success. The social and cultural factors
(team dynamics and cultural shift) would moderate the effects of organizational
factors on DevOps success. In addition, social and cultural factors might also
impact DevOps success directly.

However, we note that the actual relationships can be explored in future
research by collecting empirical data from organizations that use DevOps. Fur-
thermore, as discussed previously, might be that not all important critical success
factors have been already identified and the model might need to be updated
after the field has matured more.

4.3 Future Research Avenues

From our literature review, we have identified several fruitful avenues for future
work in this domain. First, our synthesized framework can be used as the guiding
framework to investigate the important critical success factors in the future. For
example, our framework could help build research models to answer possible
research questions such as “What are the most important technical factors?”,
“What are the most important organizational factors?”, and “What are the
most important social and cultural factors?”. Empirical data can be collected to
investigate the factors and structural equation modeling techniques can be used
to test the research models to answer the described research questions.

Second, we observed that prior research lack using theoretical frameworks
when investigating DevOps success. The organizational and social factors can
be tied together with theories from organizational behavior and communication.
Therefore, future research can focus on theory-guided approach to investigate
DevOps success. Third, opportunities exist in developing scales for measuring
DevOps success as well as many of the factors identified in our literature review.
Fourth, this systematic literature study provides only an academic view on the
phenomenon. A gray literature review would provide an alternative, a more
practitioner-focused view on the topic subject.

4.4 Limitations

Naturally, there are certain limitations related to this research which worth not-
ing. First, several papers found in the search used the term ‘DevOps’ in their
keywords (either manually defined by the authors or automatically by the pub-
lication database) but the paper actually does not touch the issue at all. There-
fore, the initial search returned a large number of false positives which were later
excluded in different phases. While we followed a strict protocol in removing a
study, still some relevant studies might not have been included in the final list.

Second, for selection of primary articles researcher bias might have an impact
on the selection process. The inclusion criteria might have been interpreted
falsely. To mitigate this risk of false inclusion criteria, the authors performed
the abstract filtering independently. For the full-text filtering stage, the authors
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Table 3. Examples of the selected primary studies and extracted data

Authors Method Context Theory Critical success factors

Bezemer et al. [7] Survey method Participants

industry sectors

No theory Performance engineering

complexity, Lightweight

approaches for performance

engineering, Smooth

integration with existing

tools of Devops

Alnamla et al. [5] Survey Not available No theory Absence of a lead person

(failure factor)

Diaz et al. [16] Semi-structured

interviews,

survey,

Observation,

Workshops

Stakeholders of

30 multinational

software-

intensive

companies

Constructivism

model

Cultural and organizational

perspective, Emphasizing the

silos, Lack of collaboration

between dev & ops, Team

and process efficiency, Lack

of process automation

Diaz et al. [15] Case study,

interviews

Study on +20

software-

intensive

companies who

use DevOps.

No theory Misalignment among

departments, Inflexibility of

communication processes

Šmite et al. [42] Group

interviews,

workshops

Devops offshore

teams between

India and

Sweden

No theory Reluctance to warn about

non-feasible deadlines,

Willingness to accept

requests from superiors,

Seeking immediate

manager’s approval for team

task in defense to local

superiors, Reluctant to

reveal a lack of

understanding in asking

questions, Reluctant to

expose problems at earliest

convenience, Reluctance to

discuss failure, Reluctance to

voice criticism or propose

alternatives to perceived

directives from superiors

Huttermann et al. [21] Multi-staged

Qualitative

research,

multiple-case

study

Two major

IT-related

enterprises

Information

system success

model

AISD and a closer

integration of ISD with IS

should be maximized

went through the texts carefully and made decisions regarding unclear articles.
After considering the inclusion and exclusion criteria the articles were included.

Third, we have listed many success factors in this paper, but we did not do
prioritization among those factors. Therefore, in future studies we will prioritize
these success factors.

Fourth, we used only the Scopus database for searching the articles. This was
justified decisions as during the search term testing, the other databases did not
bring a remarkable number, if any, of new studies when compared to using only
Scopus. However, some relevant studies might have been excluded due to this
selection.
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5 Conclusions

We conducted a systematic literature review on critical success factors, reported
on the extant literature of the DevOps project. We have listed down the success
factors which may influence the success of DevOps operations and classified
them. We proposed a view of DevOps success factors by synthesizing the findings
based on extracted data from the literature. We have categorized the factors
into the technical, organizationak, and social & cultural factors. The proposed
framework provides a comprehensive view of critical success factors and how
they impact the success of DevOps practices in organizations.
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Abstract. Federated Learning, as a distributed learning technique, has
emerged with the improvement of the performance of IoT and edge
devices. The emergence of this learning method alters the situation in
which data must be centrally uploaded to the cloud for processing and
maximizes the utilization of edge devices’ computing and storage capabil-
ities. The learning approach eliminates the need to upload large amounts
of local data and reduces data transfer latency with local data process-
ing. Since the Federated Learning technique does not require centralized
data for model training, it is better suited to edge learning scenarios
in which nodes have limited data. However, despite the fact that Fed-
erated Learning has significant benefits, we discovered that companies
struggle with integrating Federated Learning components into their sys-
tems. In this paper, we present case study research that describes reasons
why companies anticipate Federated Learning as an applicable technique.
Secondly, we summarize the services that a complete Federated Learn-
ing system needs to support in industrial scenarios and then identify the
key challenges for industries to adopt and transition to Federated Learn-
ing. Finally, based on our empirical findings, we suggest five criteria for
companies implementing reliable Federated Learning systems.

Keywords: Federated learning · Machine learning · Case study

1 Introduction

Machine learning has steadily altered the way we live, learn, and work, with
significant advances in speech, image, and text recognition, as well as language
translation [1]. Large corporations like Google, Facebook, and Apple collect mas-
sive amounts of training data from users in order to build large-scale deep learn-
ing networks. However, while the utility of deep learning is clear, the training
data it employs can have major privacy implications: images and videos of mil-
lions of people are collected centrally and stored indefinitely by major organiza-
tions, and individuals have little influence over how the data is used. Secondly,
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images and videos are likely to contain sensitive information such as faces, license
plates, computer screens, and other people’s conversations [2]. Large companies
have a monopoly on “big data” and they could reap enormous economic gains
as a result.

It is known that as the amount of training data increases, the diversity and
performance of the models trained by machine learning will become better [3].
However, in many fields, the sharing of personal data is not allowed by regula-
tions, such as GDPR [4]. Those regulations have put forward clear requirements
for privacy provisions, further improving the protection of personal information.
Therefore, researchers in related industries can only analyze and mine data sets
belonging to their own organizations. If a single organization (e.g. a particular
medical clinic) does not have a very large amount of data and includes insufficient
diversity, then by performing machine learning on such a dataset, researchers
may end up with a less generalized model. In this case, the limitations of data
privacy and confidentiality clearly affect the effectiveness of machine learning.

On the other hand, with billions of edge devices connected worldwide, these
devices are able to generate large amounts of data. In traditional cloud comput-
ing architectures, these data need to be centrally transferred to a cloud infras-
tructure for processing. The traditional method may increase the network load
and cause transmission congestion and delays in the data processing. In order to
solve those challenges, a new learning concept, Federated Learning, has emerged.
Federated Learning refers to the provision of computing and storage services
close to the source of things or data.

Although the concept of Federated Learning has significant benefits, it is
sometimes hard for industries and companies to build reliable Federated Learn-
ing systems [5]. The contribution of this paper is threefold. We provide a case
study in the context of a world-leading company with cutting edge technology
and advanced practices. The study identifies the reasons why our case company
considers Federated Learning as an applicable technique. Furthermore, based
on our results, we summarize the services that a complete Federated Learning
system needs to support in industrial scenarios and identify the challenges that
industries are attempting to solve when adopting and transitioning to Federated
Learning. Finally, we suggest 5 criteria for companies who want to implement
reliable Federated Learning systems.

This paper is structured as follows. Section 2 presents the background of
this study. In Sect. 3, we describe the research method we applied as our basic
principle when searching and collecting data. In Sect. 4, we summarize the results
from the interviews. In Sect. 5, we outline the challenges and the criteria when
realizing Federated Learning components into industrial systems. Finally, we
conclude the paper in Sect. 6.
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2 Background

Due to the rapid development of the computation capability of edge devices,
the integration of edge devices and machine learning has become more than a
hypothesis. Due to its characteristics, Federated Learning is proposed to improve
traditional Machine Learning approaches, as it enables edge devices to collabo-
ratively learn a shared Machine Learning model. The theory of Federated Learn-
ing has been explored in [6,7]. Its major objective is to learn a global statistical
model from numerous edge devices.

With the concept first applied by Google in 2017 [8], there have been several
Federated Learning architectures, frameworks and solutions proposed to solve
real-world applications. In a Federated Learning system, multiple devices work
together in a collaborative manner to train predictive models. Federal learning
can be built on edge devices (e.g., smart phones, video surveillance devices, etc.).
Each edge node trains the machine learning model locally and independently, and
the global model is optimized and merged by a central server (e.g., aggregation
server). In the whole federation process, the privacy data does not leave the
data owner and does not need to be shared with other nodes, which solves the
problems of privacy and data security. In summary, the advantage of applying
Federated Learning is conspicuous. Due to the mechanism of model training and
data distribution, a Federated Learning system is a privacy-preserving Machine
Learning approach. It is capable to utilize local computation resources, ease the
computation pressure of the central server and provide rapid model evolution
due to the local training fashion

Because of the local training fashion, it is capable of utilizing local compute
resources, easing the computation load of central servers and providing rapid
model evolution [9].

3 Research Methodology

The goals of this study were to explore the benefits for industries implement-
ing Federated Learning and identify the issues that industries are attempting
to solve when adopting and transitioning their machine learning components
to Federated Learning. These goals were translated into the following research
questions:

RQ1. What are the reasons that companies considers Federated Learning as
an applicable technique?
RQ2. What kinds of services a Federated Learning system needs to support
in the production environments?
RQ3. What are the main challenges and limitations when deploying Federated
Learning components into embedded systems?

To answer these research questions, we designed the research in collabora-
tion with Ericsson AB. This study built on a 6-month (Jan 2021–July 2021)
case study and applied a case study approach [10]. In this paper, we chose a
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qualitative case study research approach since it allowed us to look at the cur-
rent situation with a number of people from a given domain and understand a
phenomenon in the industrial context in which it arises [11,12]. In particular,
case studies are considered appropriate for examining real-life contexts, such as
software development and technique evolution, where controlling the context is
not possible [13] and where there is a desire to access the interpretations and
expectations of people so that a particular context can be richly understood [10].
Therefore, the high interdependence between the industrial context, the bene-
fits of implementing Federated Learning (RQ1), required services (RQ2) and the
faced challenges (RQ3) makes the case study a suitable choice.

3.1 Data Collection and Analysis

We collected data primarily through semi-structured interviews with practition-
ers who design or use machine learning applications, who involve heavily in data
engineering, or who are otherwise machine learning experts [14]. The average
interview length was around an hour. All of the interviews were recorded, tran-
scribed, and shared via the case company’s internal network.

Based on our interview protocol, we first asked participants to provide an
overview of their domain and the specifics related to the telecom industry.
Then, we asked participants to provide their view regarding the machine learning
projects they were currently involved in, the challenges they faced and the issues
that the case company are attempting to solve when adopting and transitioning
their machine learning components to Federated Learning. Finally, we asked the
participants what they considered the key requirements for building a reliable
Federated Learning system.

In addition to the interviews, we collected internal materials to support some
of the interviews in addition to conducting interviews. These documents were
either shared by participants or were available on the internal network as train-
ing, resources, or publications. The use of multiple data sources seeks to present
a more comprehensive picture and improve the accuracy of this research [15].

The obtained data were processed using inductive thematic coding technique
[12,16]. The authors acquainted themselves with the data by reading and tran-
scribing the interviews in the first phase. During the interviews, at least two
authors were present and took notes. After conducting all interviews, the con-
tents were transcribed by the authors. In the second phase, the authors developed
the initial set of codes by emphasizing significant observations in relation to the
study’s specified objectives. The initial set of codes were individually created by
three of the authors and then combined later. The authors identified the pri-
mary themes in the third phase: machine learning applications, barriers for the
industry to implement Federated Learning components and move toward Feder-
ated Learning. The authors reviewed these themes in connection to the retrieved
codes and the entire data in the fourth phase. The authors defined and named
the themes in the context of the appropriate material in the fifth phase. The
final part entails the creation of the report, which includes the selection of data
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and quotes, reflection on current issues and the summary of methods that help
companies step towards Federated Learning.

3.2 Case Company

In this research, we worked in close collaboration with Ericsson. Ericsson is one
of the most well-known ICT (Information and Communication Technology) sup-
pliers to service providers. They help clients get the most out of connectivity
by creating game-changing technology and services that are easy to use, adapt,
and scale in a fully connected world. Due to large-scale and distributed cus-
tomers, Ericsson is also seeking a way to deliver reliable service quality to their
customers. Since the company has board experience and tries to investigate the
possibility of implementing Federated Learning, we chose it as our case company
and try to identify the issues for companies to deploy Federated Learning into
an industrial context.

3.3 Use Cases and Participants

During the research, we studied three different use cases within Ericsson. As
we listed in Table 1, use case A refers to data collection and analysis. This field
is critical for machine learning as well as Federated Learning since the quality
and efficiency of the data collection procedure has a huge impact on final model
performance [17]. Use case B refers to system architecture design and opera-
tion. Since Federated Learning is a distributed system, infrastructure design
requires experience and careful consideration. Use case C refers to machine learn-
ing project design, development and operation, which is highly relevant to our
topic and the experience from those practitioners is valuable for constructing a
Federated Learning system. In total, we interviewed 10 participants in 9 inter-
views. Participants were gathered through industry contacts and were selected
based on their relevance to the use cases involved in this study. All participants
were experienced architects, senior developers, team leaders and development
managers with at least eight years of experience, and most were also very expe-
rienced in data engineering and machine learning application development. To
maintain confidentiality, we referred to the participants using labels P1 to P9,
reflecting the interview numbers. As there are several participants in a single
interview, we give the label suffixes, such as P7-1, P7-2. A summary of partici-
pants is listed in Table 1.

3.4 Threats to Validity

The findings, like any case study, is primarily applicable to the domain and situa-
tions that were studied in this research [18]. The insights and results however, can
be applicable and relevant also beyond the specific case at hand. Furthermore,
while the empirical results are subjective because they represent the experiences
of the chosen individuals, the possible scope of the results and their applicability
is enlarged due to the extensive experience of the professional participants.
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Table 1. Overview of the interviewees

Participant ID Role Use Case Experience (Years)

P1 Global Data Domain Expert A 30

P2 Data and Analytic Manager A 25

P3 Analytic System Architect B 13

P4 Analytic System Architect B 14

P5 Data and Analytic Technical Driver A 8

P6 New Products Operations Director B 25

P7-1 Machine Learning Project Manager C 30

P7-2 AI Systems Developer C 18

P8 Customer data collection expert A 28

P9 Head of Automation and AI C 17

As for the construct validity, both the authors and participants in this case
study have extensive machine learning, Federated Learning, and data engineer-
ing experience. Furthermore, if structures with special nomenclature within the
industries or in academia were not understood, the authors with experience in
both could translate and demonstrate them. As a result, the presence of dangers
in the construct validity is not recognized.

In order to prevent threats to the validity of the conclusions, we took a
number of steps during the study. The first stage was to eliminate bias created
by individuals who had a similar point of view. To assist eliminate any personal
prejudice, participants from various roles in different project teams were invited.
The second stage was to gather data in the form of documentation to supplement
the information gained through interviews, which also helped to avoid bias from
being created by just collecting data in one format. Finally, direct participant
comment on the developing data was obtained to assist validate the findings.

4 Empirical Findings: Towards Federated Learning

4.1 Benefits of Implementing Federated Learning

As we observed in most of the companies, maintaining qualified service has
become more and more expensive with the exponentially increased number of
customers. One of the participants stated that their clients prefer to focus more
on their own strengths while leaving service monitoring and maintenance to their
device supplier.

“Customers want to focus on their strengths, such as marketing, bundling,
and selling. Ericsson will track SLA (Service Level Agreement) to ensure
that this network meets these KPIs and maintains SLA at these levels”.
—Interview P6, New Products Operations Director
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However, with the trend of this situation, the challenge appeared. In order to
maintain and monitor a wide variety of equipment and traffic devices, companies
may need to put more resources on products maintenance and troubleshooting,
which turns out to be inefficient and inapplicable.

“It is not wise or feasible to have more people pumped in to monitor
these types of systems as traffic density rises. As a result, AI assistance is
required.”—Interview P2, Data and Analytics Manager

Our case company is a pioneer in the use of machine learning techniques in its
products. As additional improvements in performance and network optimization
are required for new demands from industrial applications, machine learning may
help reduce complexity, meet new technologies and case requirements, improve
network performance and allow for network automation.

“We use machine learning in every aspect of a telecommunication network
you can think of, from the different use cases to the functions of creating
a mobile network.”—P7-1, Machine Learning System Project Manager

When it comes to Machine learning, data has become crucial to model per-
formance and service quality. In general, the addition of large amounts of reliable
data in industrial applications will significantly improve the learning quality and
prediction accuracy of machine learning. As described by the participants:

“Customer issue: When it comes to machine learning, the right data is like
food to humans.”—P7-1, Machine Learning System Project Manager

Nevertheless, the development of machine learning techniques also raises con-
cerns about data privacy leaks when significant amounts of customer data are
transferred. With the improvement of regulations and the importance of privacy
protection, more constraints have been recognized:

We also recognize the growing number of constraints on data movement,
such as those imposed not only by data sovereignty concerns, correct? So,
Norway, data stays in Norway, India said, our data stays here, and so on.
Again, more constrained geographies.”—P5, Data and Analytic Technical
Driver

In order to tackle those challenges, industries are trying to seeking a way
to both avoid large data transmission but continuously provide stable service.
One of our participants stated that with commonly applied learning strategies,
such as centralized learning, it is almost impossible to make a quick response
to large-scaled distributed customers when the characteristic of data has been
dramatically changed.

“It’s nearly impossible to respond quickly to large-scale customer changes
without a Federated setting.”—P9, Head of Automation and AI
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4.2 Transition to Federated Learning

Federated Learning can be a potential solution to those challenges due to its
characteristics. Even though our participants agreed on the increasing interest
in developing Federated Learning components into an industrial context, there
are also issues that prevent companies adopt and transiting traditional learning
strategies to Federated Learning.

“We need to think about how we can bring data out in a clever way, and
I believe federated learning can help. Not only from radio base stations but
also from the center.”—P8, Customer Data Collection Expert

One of the problems is a systematic distributed management system. Espe-
cially when industries are trying to collect data and monitor service performance
from millions of network elements, it will become expensive and painful to dis-
cover the error. The situation may become more crucial if an additional function
is added to edge devices, such as model training and validation.

“We don’t have anything in place to quickly identify, for this one network
element out of the million missed one file or wasn’t available. It’s extremely
expensive because it requires people to manually check the edge to see what
is going on.”—P3, Analytic System Architect

In addition, the system architecture is another important issue that has to be
considered. Since in most of the scenarios, centralized data collection architecture
is still the major data pipeline and support for current machine learning model
development, as described by one of the participants, different levels of closeness
to the source can be gradually applied when trying to transit current learning
strategy to fully Federated Learning.

“The challenges I see are that there are different levels of closeness to the
source, the different levels may result in different costs of management and
transmission efficiency”—P4, Analytic System Architect

The technique to guarantee model performance is another key issue. The
models may require more capacity for generalization and automated learning
iteration due to varied data features to accommodate rapidly changing customer
environments and decrease the risk of poor service.

“It’s critical for us to not only ensure model performance when it comes
to the inference phase in Federated Learning but also to point out what’s
causing the degradation if any, especially if you’ve made certain data or
network configuration changes in some nodes without informing the sup-
plier.”—P9, Head of Automation and AI

Even though there are many other steps to be taken in order before a com-
pany transit to fully Federated Learning, our participants mentioned that it’s
a good time to consider now what kind of case studies it needs to be used and
how these types of capabilities can be moved to a network.
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“When introducing federated learning, you need to think large, but you
probably also need to identify these small steps because these are the most
valuable steps.”—P6, New Products Operations Director

There are three problems stated by one of our participants that we have to
consider before moving towards and migrating Federated Learning components
into embedded systems:

“What is the migration story there? How do you go about introducing this
new capability? What type of use cases is suitable for Federated Learning?”
—P6, New Products Operations Director

In summary, as we observed from the interviews from our case company,
although the federated learning idea has considerable benefits, the creation of
a trustworthy and relevant federated learning system is often problematic for
them and may encounter different kinds of challenges. In this context, in the
following section, we concluded the challenges and concerns that the industry is
trying to resolve when adopting and migrating to federated learning.

5 Discussion

5.1 Benefits

From the empirical data, we identify that there are two major reasons which
drive our case company to explore Federated Learning. One reason is the data
privacy. As mentioned by our participants, Federated Learning may be one of
the optimal solution to solve data silos and avoid privacy leakage. Since our
case company has large amount of customers, the way of effectively integrating
and analysing data that are scattered in various places is one of their biggest
challenges. In the Federated Learning, as the data doesn’t leave the edge and
the analysts do not have direct access to the data, so the various data-related
problems mentioned above are resolved. The value contained in the data can be
exploited more effectively by the companies while still ensuring the data security
of their customers.

Another reason is that companies may be able to respond to customers more
quickly. Since Federated Learning can improve data collection and model training
efficiency, the learning strategy can assist companies in implementing real-time
functions to consume fresh customer data and adapt to environment changes,
resulting in better service quality and enhanced model performance for their
customers.

5.2 Learning Services

When conducting Federated Learning in actual production environment, we
must consider not only the coupling and stability of the system, but also the
business requirements with multiple data sources. Therefore, in order to cope
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with complex business requirements for each component of the system, we need
to find a balance between flexibility and convenience. As mentioned by one of
our participants:

“For Federated Learning, a complete training service should support func-
tional features such as pre-checking, mid-term fault tolerance, full-cycle
monitoring, and traceability of the results.”—P9, Head of Automation and
AI

According to our empirical results, in Fig. 1 we have summarized the ser-
vices that a complete Federated Learning system needs to support in industrial
scenarios.

Fig. 1. Services that a complete Federated Learning system needs to support

Communication services: Since communication is required between the end
customers, we must provide a gateway service to handle service routing and
expose the API interfaces to the outside world in order to reveal as little infor-
mation about our services to the other side as possible and to conveniently invoke
training services. All queries from external systems will be routed through the
gateway service for processing.

Task registration and management service: Task registration and manage-
ment should be implemented to assure the service’s high availability. The service
information will be registered to the server when the service is started. When
a training request is sent to the gateway, the gateway will retrieve the server’s
available computing resources and finish the service invocation using the defined
load balancing policy.
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Training Service: This service includes a metadata management component,
Federated Learning component, and a validation component. The metadata
management component will be in charge of keeping track of the progress of
each training task, as well as the operating status and configuration parameters.
In contrast, the Federated Learning component is used to conduct the numerous
functions required during the distributed model training process. The validation
component will be in charge of validating the configuration settings we submit
as well as controlling model quality and performance.

Model management service: When the training task is finished, the training
service provides the trained model information to the model management service,
which then completes the distributed persistent storing, grouping, and other
processes.

5.3 Challenges

Based on our empirical results, we derive the challenges for industries stepping
towards Federated Learning. Figure 2 illustrates five challenges and problems
which a typical system may encounter, including components failures, inefficient
communication, unstable model performance, large-scaled end customers and
incomplete system security.

Challenge 1 - Components Failures. There are three main components in a
typical Federated Learning system, including an aggregation server, communica-
tion links and remote edge devices. The architecture applied in current systems
may often lead to significant bottlenecks and inevitable single-point failure. The
problem can destroy system service stability and largely influence user experi-
ence. Furthermore, due to a large amount of communication, the link between
servers and edge devices may be fully occupied or disconnected which results in
unexpected information drop. Nevertheless, local edge devices may suffer prob-
lems of non-reachable server, program-stuck, high latency responses, etc.

“From the customer’s perspective, nobody wants to hear what’s going on
in their network in terms of failures and crashes.”—P3, Analytic System
Architect

Based on the characteristic of the Federated Learning technique, the prob-
lem of how to guarantee continuous federated model training and global model
deployment to the edge is highly important to a service-sensitive industrial Fed-
erated Learning system. System robustness and fault tolerance issues are signif-
icantly more prevalent than in traditional distributed system environments.
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Fig. 2. Problems and challenges for Federated Learning to be implemented into service-
sensitive systems.

Challenge 2 - Inefficient Communication. Federated Learning highly relies
on a fast network and frequent communication of weight updates, either between
peers or servers. However, the network situation for different devices may differ
a lot. Since distributed edge devices need to frequently communicate to a central
server in order to update model gradients and deploy fresh global models, the
bottleneck and high bandwidth occupation at aggregation servers are inevitable
issues. Imagining hundreds and thousands of edge devices needs to constantly
keep the connection to the servers, communication resources must be constrained
due to frequent model updating and global model deployment. As mentioned by
one of our participants:

“Efficiency is one of the key features. We want to reduce the cost such
as bandwidth utilization but still be able to improve service quality”—P2,
Data and Analytic Manager

Although there are some of the research [6,19] related to communication-
efficient Federated Learning systems, the problems of how to reduce the com-
munication round in real industrial scenarios, how to efficiently utilize network
resources while maintaining or even improving model prediction performance
still need to be searched and verified.
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Challenge 3 - Unstable Model Performance. For a traditional Machine
Learning approach, the main goal of the system is to provide an accurate pre-
diction or classification based on existing user data sets.

“Model performance is crucial for Federated Learning. If we cannot guar-
antee a sustainable model performance, we then have no reason to adopt
it.”—P5, Data and Analytic Technical Driver

Similar to Federated Learning techniques, this challenge is the most critical
one and also an important metric to evaluate a Federated Learning system.
However, in the real world system, data collected from edge devices are non-IID
and sometimes are unbalanced [5]. This is due to the different scenarios and
environment edge devices exposed. The problem of how to keep or even improve
model prediction performance compared to the traditional centralized model
training approach, how to ensure the model can perform well on all the edge
devices, what is the benchmark tool of evaluating Federated Learning systems
are still tricky and need to be verified in different real-world application scenarios
as we have described before.

Challenge 4 - Large Number of End Customers. As we described before,
the Federated Learning system can be considered as Machine Learning clusters
with a distributed configuration.

“We do have a huge number of customers. With Federated Learning, the
way how to properly manage them and handle connections is a question.”
—P4, Analytic System Architect

Normally, the system contains numerous edge nodes which may frequently
leave and join. In order to achieve system scalability, the mechanism of how to
handle device joining in, how to schedule device utilization and how to deal with
device leaving without influencing system service still need to be researched and
algorithms can be designed.

Challenge 5 - Incomplete System Security. One of the main advantages
of Federated Learning techniques is to prevent the transmission of sensitive user
data. This is also the main reason why this technique has broad potential in
various application domains. A privacy-preserving system is a big approach to
Machine Learning system research.

“In the future, even with Federated Learning, We still have to explore a
comprehensive approach in complying with applicable privacy regulations
and legislation to handle the security and privacy aspects of our products.”
—P6, New Product Operations Director

The question of how to avoid data leakage from global shared weights
becomes essential. Therefore, a secured Federated System needs to protect not
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only local user data but also the transmission data from being damaged or
leaked and forbidding illegal modification, access or usage of system programs,
weight updates and global models. With the increasing attention and focus on
AI-powered industrial solutions, security issues are more essential to the service
provider.

5.4 Criteria for a Reliable Federated Learning System

Based on the issues mentioned by our participants that companies need to con-
sider when implementing Federated Learning, we interpret those challenges to
five criteria for a reliable Federated Learning system, including service availabil-
ity for model training and improvements, efficient model training and sharing,
accuracy assurance on the edge, scalable Federated Learning architecture and
secured connection between edge and cloud. Those criteria are critical for effec-
tive and successful implementation of Federated Learning in embedded systems.

Service Availability for Model Training and Improvements. Availability
means the durability of the system and likely to keep operating for a long period
of time. As we described before, customers always need a reliable system service
that guarantees continuous model training and deployment (Challenge 1), which
is the foundation of model performance improvements. The problem is crucial
in a Federated Learning system since most of the learning is real-time and fast-
evolving. A reliable Federated Learning system needs to have a fault-dealing
mechanism in order to guarantee service availability once a fault occurs. For
example, the interaction between local edge devices and model aggregation server
may suffer high latency, accidentally connection drop, server stuck due to high
concurrence computation, etc.

Efficient Model Training and Sharing. Efficiency signifies low resource uti-
lization (CPU, Memory, Disk usage), low communication round and bandwidth
occupation. This criterion relates to low-cost model training on the edge and
efficient communication between edge and server during weight updating and
model deploying procedure (Challenge 2). Furthermore, the way to split train-
ing devices is also an important approach to save computing resources. A reliable
Federated Learning system should consume fewer resources, less bandwidth and
communication utilization while still keeping an acceptable model performance.

Accuracy Assurance on the Edge. Accuracy is another important criterion.
The system has to guarantee model performance and has the mechanisms to
evaluate models on all edge devices (Challenge 3). Because the main purpose
of the machine learning approach is to provide an accurate model for the cor-
responding application scenario, a reliable Federated Learning system should
achieve, guarantee a satisfying model performance on all edge devices and be
applied in the real-world industrial environment.
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Scalable Federated Learning Architecture. Scalability refers to the ability
to handle an increasing number of tasks by joining more edge devices to the
Federated Learning systems (Challenge 4). Due to the highly distributed devices,
a reliable Federated Learning system should be able to locate, find and accept
asynchronous join of different types of edge devices and can be extended and
cooperate with other learning clusters.

Secured Connection Between Edge and Cloud. Secured connection
implies system data and model safety during local data collection, weights updat-
ing and global model aggregation. As described in Challenge 5, industrial systems
may still need to face numerous kinds of malicious attacks. A reliable Federated
Learning system should protect data collected at the edge devices, secure inter-
action between local edge devices and aggregation servers and guarantee the
integrity of Machine Learning model transactions.

6 Conclusions

In this paper, we present a cutting-edge case study that identifies issues that
industries are attempting to solve when dealing with Machine Learning cases,
as well as the reasons why they anticipate Federated Learning as an applicable
technique. Based on our findings, we summarize the services that a complete Fed-
erated Learning system needs to support in industrial scenarios. Furthermore,
we highlight the issues that industries are attempting to address when adopt-
ing and transitioning their machine learning components to Federated Learning,
including components failures, inefficient communication, unstable model per-
formance, large-scaled end customers and incomplete system security. In addi-
tion, we suggest five critical criteria for designing and operating a dependable
industrial Federated Learning system. In the future, we intend to validate our
findings in industry cases and investigate solutions to the problems identified in
this paper.
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