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Abstract. The rapid growth of scientific literature is presenting several
challenges for the search and discovery of research artifacts. Datasets are
the backbone of scientific experiments. It is crucial to locate the datasets
used or generated by previous research as building suitable datasets is
costly in terms of time, money, and human labor. Hence automated mech-
anisms to aid the search and discovery of datasets from scientific publi-
cations can aid reproducibility and reusability of these valuable scientific
artifacts. Here in this work, utilizing the next sentence prediction capa-
bility of language models, we show that a BERT-based entity recognition
model with POS aware embedding can be effectively used to address this
problem. Our investigation shows that identifying sentences containing
dataset mentions in the first place proves critical to the task. Our method
outperforms earlier ones and achieves an F1 score of 56.2 in extracting
dataset mentions from research papers on a popular corpus of social sci-
ence publications. We make our codes available at https://github.com/
sandeep82945/data discovery.

Keywords: Dataset discovery · Dataset mention extraction ·
Publication mining · Deep learning

1 Introduction

Data is the new oil for as they say, and datasets are crucial for scientific research.
There has been an enormous growth of data and rapid advancement in data sci-
ence technologies a generation or two ago, which has opened considerable oppor-
tunities to conduct empirical research. Now the researchers can rapidly acquire
and develop massive, rich datasets, routinely fit complex statistical models, and
conduct their science in increasingly fine-grained ways. Finding a good dataset to
support/carry out the investigation or creating a new one is crucial to research.
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Faced with a never-ending stream of new findings and datasets generated using
different code and analytical techniques, researchers cannot readily determine
who has worked in an area before, what methods were used, what was produced,
and where those products can be found. However, many datasets go unnoticed
due to lack of proper dataset discovery tools, and hence many efforts are dupli-
cated. A survey [16] even suggests that data users’ and analysts’ productivity
grow less because more than a third of their time is spent finding out about data
rather than in model development and production. The links from scientific pub-
lications to the underlying datasets and vice versa are helpful in many scenarios,
including building a dataset recommendation system, determining the impact
of a given dataset, or identifying the most used datasets in a given community,
sharing available datasets through the research community.

Empirical researchers and analysts who want to use data for evidence and pol-
icy mostly face challenges in finding out who else worked with the data. Hence,
good research is underused, great data go undiscovered and are undervalued, and
time and resources are wasted redoing empirical work [1]. It will also help govern-
ments modernize their data management practices and building policies based
on evidence and science [3]. Too often, scientific data and outputs cannot be eas-
ily discovered, even if publicly available, which leads to the reproducibility crisis
of empirical science, thereby threatening its legitimacy and utility [12,22]. Auto-
matically detecting dataset references is challenging even within one research
community because of a wide variety of dataset citations and the variety of
places in which datasets can be referenced in articles [14].

A significant effort towards this problem were made in the Rich Context
Competition [4] (RCC). This paper improves the previously used state-of-the-
art approaches for dataset extraction from scientific publications by proposing
an end-to-end pipeline. Our approach consists of two stages: (1) Dataset Sen-
tence Classification, (2) Identification of Actual Dataset Mentions within that
sentence. To the best of our knowledge, our approach is novel in this domain.

2 Related Work

Researchers have long investigated extracting entities, artifacts from research
paper full text to make knowledge computable [23,25,28]. However, here in
this work, we concentrate on the investigations that specifically address dataset
extraction and discovery. Recently Google released their Dataset Discovery
engine [26] which relies on an open ecosystem, where dataset owners and
providers publish semantically enhanced metadata on their sites. Singhal et al.
[32] leverage on a user profile-based search and a keyword-based search from
open-source web resources such as scholarly articles repositories and academic
search engines to discover the datasets. Lu et al. [21] extracted dataset from
publications using handcrafted features. Ghavimi et al. [15] proposed a semi-
automatic three-step approach for finding explicit references to datasets in social
sciences articles. To identify references to datasets in publications, Katarina
Boland et al. [8] proposed a pattern induction approach to induce patterns
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iteratively using a bootstrapping strategy. The task of identifying biomedical
dataset is addressed by [9] open source biomedical data discovery system called
DataMed. Within the RCC challenge [2], the winner was the Semantic Scholar
team from Allen AI [18]. They built a rule-based extraction system with Named
Entity Recognition (NER) model using Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) model with a conditional random field (CRF) decoding layer
to predict dataset mentions. The honorable mention KAIST team [17] used a
machine-learning-based question answering system for retrieving data sets by
generating questions regarding datasets. Another finalist, team GESIS [27] also
explored a named entity recognition (NER) approach using SPACY for full text.
The DICE team [24] from Paderborn University trained an entity extraction
model based on CRFs and combined it with a simple dataset mention search to
detect datasets in an article. The team from Singapore Management University
(SMU) [30] used SVM for dataset detection followed by rules to extract dataset
names. The work reported in [29,33] by SU and NUS describes a method for
extracting dataset-mentions using various BiLSTM variants with CRF atten-
tion models for the dataset extraction task.

The previous works have some limitations in generalizing unseen datasets,
discriminating ambiguous names to datasets, and reducing noise. Our current
work aims to tackle the limitation and improve the results by combining the
transfer capabilities of Bi-Directional Encoder Representations from Transform-
ers (BERT).

3 Methodology

RCC organizers provided a labeled corpus of 5000 publications with an additional
development fold of 100 publications. Overall, there are around 8 lakhs and 32k
sentences, not containing dataset mention and dataset mention, respectively.
Each publication was labeled to indicate which of the datasets from the list
were referenced within and what specific text was used to refer to each dataset.
However, many of the listed datasets do not appear in the corpus. We consider
only those publications that contain a mention of the dataset and filtered out
the rest for training the dataset-mention extraction model.

We employ a pipeline of two tasks in sequence: Dataset Sentence Classifica-
tion, followed by Dataset Mention Extraction, as shown in Fig. 1. The sentences
that contain dataset mentions are considered further for the dataset mention
extraction task. The first task helps us quickly filter out the sentences that do
not refer to any dataset.

3.1 Dataset-Sentence Classification

We propose a SciBERT+MLP model (a sentence-level binary classifier), which
encodes hidden semantics and long-distance dependency. In this module, the
goal is to classify each sentence in a sequence of n sentences in a document to
find out whether it contains a dataset reference or not. For this purpose, we
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Fig. 1. Overall architecture diagram showing: (a) Dataset Sentence Classification (on
the left), (b) Dataset Mention Extraction (on the right)

develop a technique based on the Sequential Sentence Classification [6] (SSC)
model. The SSC model is based on SciBERT [7], a variant of BERT [10] pre-
trained on a large multi-domain corpus of scientific publications. Figure 1(a)
gives an overview of our dataset sentence identification module. Consider the
training dataset as T = D1,D2, ..,Di, ..,DZ comprising of Z documents. Each
Di can be represented as Di = si1, si2, .., sij , .., siN where N is the number of
sentences in the document and sij is the jth sentence of document Di. Each
sentence is assigned a ground-truth label where label “1” represents a sentence
containing dataset mention reference and label “0” a sentence doesn’t contain
dataset mention reference. The standard [CLS] is inserted as the first token of the
sequence, and another delimiter token [SEP] is used for separating the segments.
The initial input embedding (ETok) is calculated by summing up the token,
sentence, and positional embedding. The transformer layers [11] allow the model
to fine-tune the weights of these special tokens according to the task-specific
training data (RCC corpus). We use a multi-layer feedforward network on top
of each sentence’s [SEP] representations to classify them to their corresponding
categories (Has Dataset Mention or Not?). During fine-tuning, the model learns
appropriate weights for the [SEP] token to capture contextual information and
learns sentence structure and relations between continuous sentences (through
the next sentence objective). Further, we use a softmax classifier on top of the
MLP to predict the label’s probability. The last linear layer consists of two units
corresponding to label “0” and label “1”. The final output label is the label
whose corresponding unit has a higher score in the last linear layer. Our loss
function is weighted binary cross entropy loss, whose weights are decided by
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the number of samples in each class. We use the AllenNLP [13] toolkit for the
model implementation. As in prior work [10], for training we use dropout of 0.1,
the Adam optimizer for 2–5 epochs, and learning rates of 5e−6, 1e−5, 2e−5, or
5e−5.

3.2 Dataset Mention Extraction

Dataset Mention Extraction is a binary sequence tagging task where we clas-
sified each token to indicate whether it is part of a dataset mention phrase
fragment. Here, the goal is to extract the dataset mentions from the sentences
which contain at least one mention of the dataset. To detect the boundary of a
dataset mention, we use the BIO tagging scheme1. We finetune the pre-trained
SciBERT model using the annotated corpus with the BIO-schema for dataset
mention recognition. While BERT has its tokenization with Byte-Pair encoding
and will assign tags to its extracted tokens, we should take care of it. BERT
extracted tokens are always equal to or smaller than our main tokens because
BERT takes tokens of our dataset one by one, as described by [31]. As a result,
we will have intra-tokens that take X tag (meaning don’t mention). We employ
masking to ignore the padded elements in the sequences.

To add syntactic features to the BERT model, we create a syntax-infused
vector for each word by adding a POS embedding vector of dimension d = D
to the BERT embedding vector of the word. To determine the POS label of
each word of a sentence, we use the pretrained spacy model [5]. We make a POS
embedding vector from the BERT embedding of the POS label of the word. Here
D is the input dimension of the encoder (D = 768). We add a token-level classifier
on top of the BERT layer followed by a Linear-Chain CRF to classify the dataset
mention tokens. For an input sequence of n tokens, BERT outputs an encoded
token sequence with hidden dimension H. The classification model projects each
token’s encoded representation to the tag space, i.e. RH -> R

K where K is the
number of tags and depends on the number of classes and the tagging scheme.
The output scores P ∈ R

n×K of the classification model are then fed to the CRF
layer. The matrix A is such that Ai,j represents the score of transitioning from
tag i to tag j including two more additional states representing start and end of
sequence.

As described by [20] for an input sequence X = (x1, ...,xn) and a sequence
of tag predictions y = (y1, ..., yn), yi ∈ {1, ...,K} the score of the sequence is
defined as:-

s(X,y) =
n∑

i=0

Ayi,yi+1 +
n∑

i=1

Pi,yi
(1)

where y0 and yn+1 are the start and end tags. A softmax over all possible
sequences yields the probability for sequence y

p(y|X) =
es(X ,y)

∑
ỹ∈YX

es(X ,ỹ)
(2)

1 B, I, and O denote the beginning, intermediate, and outside of dataset mention.
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The model is trained to maximize the log probability of the correct tag sequence:-

log(p(y|X)) = s(X,y) − log(
∑

ŷ∈YX

es(X,ŷ)) (3)

where YX are all possible tag sequences. Equation 3 is computed using dynamic
programming. During evaluation, the most likely sequence is obtained by Viterbi
decoding. As per [10] we compute predictions and losses only for the first sub-
token of each token. While we tried different batch sizes and learning rates for
fine-tuning while we report the best. We use a learning rate of 5e-6 for the Adam
optimizer [19], with a batch size of 16 for 10 epochs. Gradient clipping was used,
with a max gradient of 1. This module’s output will be the BIO-tagged sentence
from where we can extract the B followed by I-tagged tokens signifying the
dataset mention.
Table 1. Result of Dataset-Sentence Classification (P → Precision, R → Recall,
F1 → F1-Score)

Result of Task-1 P R F1

Sentence not containing data 0.99 0.98 0.99

Sentence containing data 0.83 0.82 0.83

Macro average 0.92 0.91 0.91

Table 2. Result of Dataset Mention Extraction, Details of each of these comparison
systems is described in Sect. 2

Model Partial match Exact match

P R F1 P R F1

SMU [30] – – – 34.0 30.0 32.0

BiLSTM(NUS) [29] 71.4 64.4 67.7 31.3 34 32.6

SL-E-C(NUS) [29] 72.2 72.6 74.8 39.9 41.6 40.7

CNN-BiLSTM(NUS) [29] 77.5 75.5 76.5 41.4 44.6 43.0

CNN-BiLSTM-CRF(NUS) [29] 79.1 71.1 74.9 42.7 44.6 43.6

SU [33] 88.2 88.4 88.3 – – –

CNN-BiLSTM-Att-CRF(NUS) [29] 76.1 73.8 74.9 39.4 47.7 43.2

Allen AI [18] – – – 52.4 50.3 51.8

Our model 89.2 88.1 88.6 60.24 52.8 56.2

GESIS [27] 93.0 95.0 93.8 80.0 81.0 80.4

Our model 94.2 95.2 94.6 85.2 86.7 85.9

4 Results and Analysis

Table 1 shows the result of Task-1 (Dataset Sentence Classification). Our model
has reported a 0.91 macro average for Task 1. While Table 2 shows the result of
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Task-2 (Dataset Mention Extraction) and the comparison with other baselines.
We evaluate our model for strict and partial (relaxed) F1-score. While strict
criterion contributes a true positive count if and only if the ground truth tokens
are exactly predicted, whereas matched correctly predicted assigns the credit if
and only if the exact boundaries are matched, for partial (or relaxed) criterion,
a partial match to the ground truth is also treated as the true positive count.

As expected, our proposed model results are better for the partial match than
the exact match, which means we can find the proper context with very high
precision even if we could not match the full dataset mention in the text exactly.
Results also show that our proposed system performs the best for both strict
and relaxed evaluation metrics than the other existing methods. The closest sys-
tem, AllenAI [18], reported having achieved the F1-scores of 51.8 for the strict.
We observe a relative improvement of 6.4% F1-score compared to AllenAI wrt
strict. The closest system, GESIS [27], reported having achieved the F1-scores
of 80.4 for the strict and 93.8 for the relaxed criterion, respectively. We observe
a relative improvement of 5.4% F1-score compared to GESIS wrt strict and
almost equal F1-score to relaxed criterion (All results are on the development
set while GESIS divided the training set into the split of 80:20, 80% for training
and 20% for testing; we also report for the same set). The other participants,
including AllenAI [18] and GESIS [27], have not tried transformer-based NER
and have also performed NER on the paper’s full context. In contrast, we fil-
tered out the irrelevant sentences (not containing the dataset mention) and then
used the relevant sentences for mention extraction. Also, the BERT-based NER
understood the context better, resulting in better results. We also perform test-
of-significance (T-test) and observe that the obtained results are statistically
significant w.r.t. the state-of-the-art with p-values< 0.05.

Table 3. Ablation study

Model Precision Recall F1

BERT+CRF (On full test set) 54.9 51.2 52.9

BERT+CRF (After dataset sentence classification) 58.2 51.3 54.4

BERT+CRF+POS (On full test set) 55.2 52.3 53.7

BERT+CRF+POS (After dataset sentence classification) 60.2 52.8 56.2

4.1 Analysis

Table 3 shows the ablation study examining our system’s various components’
importance. We observe dataset sentence classification before dataset mention
extraction, and POS-aware BERT embedding for dataset mention extraction
boosts the overall model’s performance for this task.



50 S. Kumar et al.

Table 4. Examples of the dataset sentence identification task, where the red coloured
text indicate sentences being filtered out whereas blue colored text indicate sentences
passed for the next dataset mention extraction task.

Role of Sentence Identification. As the string may occur multiple times in
the document, and all occurrences may or may not be correct dataset mentions;
this is especially problematic when the string is a common word which may
have multiple meanings in different contexts. As shown in Table 4, we provide
some examples to show how the sentence identification task can overcome other
participants’ limitations, including that of GESIS. ‘SWAN’ is a dataset mention
of a dataset with the title “Study of Women’s Health Across Nation,” which is
also the name of a bird, company, etc. Similarly, ‘SUPPORT’ is a dataset mention
of a dataset with the title “Study to Understand Prognoses and Preferences
for Outcomes and Risks of Treatments.” However, it is also a commonly used
word in the English language with a different meaning. Using NER directly
does not discriminate these confusion cases and mislabels all of them as dataset
names. While the sentence identification task understands the context of the
sentences and filters out these irrelevant sentences (red), and preserves only
relevant sentences (blue) before feeding them to NER.

Table 5. Examples showing the use of adding POS embedding to word embedding
(red: wrongly identified dataset mention, blue: correctly identified dataset mention)

Role of POS Embedding. Dataset mentions are usually noun phrases, such as
in Table 5 “National health and educational survey”, “coastal erosion study”, etc.
The examples “progress in” and “rise in” are misclassified by the NER, as the
dataset mentions. However, adding the POS embedding gives more weightage to
the noun chunks. Hence, some misclassified verbs or other POS dataset phrases
are reduced.
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4.2 Error Analysis

– Roman numbers: Our model finds difficulty in determining full dataset
names having roman names. For example “[..]add health (waves i, ii, and iii)
with obesity[..]”, contains roman letters in the dataset name (“add health and
add health waves i ii and iii”). However, the model predicts only add health,
i.e., does not predict the full dataset name.

– Too many numbers or punctuations: Our model confuses when there are
too many numbers or punctuations in the sentence. For example “002 hospi-
tal beds per 100,000 population −0:002***[..] national profile of local health
departments[..]” shows the example having the dataset mentions “national
profile of local health departments,” but the model fails to understand the con-
text due to many punctuation or numbers, hence fails to predict the dataset
name.

5 Conclusion and Future Work

In this work, we report a novel BERT-based model for extracting dataset men-
tions from scientific publications. Our model is simple and outperforms earlier
approaches. Our overall goal is to understand the impact of any given dataset
(Data Impact Factor) in the community. The critical observation we make here
is that identifying sentences containing the dataset-mentions are highly useful
before proceeding with the task of dataset-mention extraction and using BERT
with POS embedding can enhance the task of dataset-mention extraction. In
the future, we intend to explore extracting other helpful information (tasks,
methods, metrics) from research publications to automate automated literature
comparison.
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