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Preface

This volume contains the papers presented at the 23rd International Conference on
Asia-Pacific Digital Libraries (https://icadl.net/icadl2021/). Due to the COVID-19
pandemic, the conference was organized as a virtual meeting which took place from
December 1 to December 3, 2021. Since starting in Hong Kong in 1998, ICADL has
become a premier international conference for digital library research. The conference
series brings together researchers and practitioners from diverse disciplines within and
outside the Asia-Pacific region to explore the present and future roles of digital libraries
as we advance towards digital societies. The theme for ICADL 2021 was “Towards Open
and Trustworthy Digital Societies.”

ICADL 2021 was organized as a collaboration with the Asia-Pacific Chapter of
iSchools (AP-iSchools). We believe that digital libraries and information schools play
important roles in the development of an open and trustworthy digital society, and we
hoped this conference would create a synergy for both groups to share and exchange
common research interests and goals. Notably, organizing the conference virtually
for a second time during the COVID-19 pandemic has important significances. The
COVID-19 pandemic has not only disrupted our societies and caused upheavals in
the economy, healthcare services, education, work, and employment but also under-
scored the importance of information-related research and practice. Specifically, the
COVID-19 experience has reminded us of the need to stay resilient as societies
look to rebound from the pandemic. New ideas, research paradigms, and information
resources will be required as we prepare for the new normal in the post-pandemic era.
Hence, ICADL 2021 was particularly timely and meaningful as it provided a forum to
facilitate the sharing, exchange, and development of new ideas, research paradigms, and
information resources to support ground-breaking innovations that will be needed in the
digital information environment as we advance towards an open and trustworthy digital
society in the post-pandemic era.

ICADL 2021 presented two keynotes — Wesley Teter from the United Nations
Educational, Scientific and Cultural Organization (Bangkok) and Min-Yen Kan from
National University of Singapore. Both academic research papers and practice papers
were solicited for ICADL 2021. The integration of theory, research, and evidence-
based policies and practice is critical to the discussion of research problems and future
directions for digital library and digital society research.

Additionally, a doctoral consortium was also organized in collaboration with
the Asia-Pacific Chapter of iSchools (AP-iSchools), the Asia-Pacific Library and
Information Education and Practice (A-LIEP) Conference, and the Asia Library
Information Research Group (ALIRG). Co-chaired by Atsuyuki Morishima and Di
Wang, the consortium provided opportunities for doctoral students to connect and
interact with other junior and senior research scholars from the Asia-Pacific region.
The consortium also enabled senior research scholars in the region to participate in the
mentoring and advising of doctoral students.
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In response to the call for papers, 87 papers from authors in 28 countries were
submitted to the conference and each paper was reviewed by at least three Program
Committee (PC) members. Based on the reviews and recommendation from the PC,
17 full papers, 14 short papers, and 5 practice papers were selected and included in the
proceedings. Collectively, these papers covered topics such as information technologies;
data science; digital humanities; social informatics; digital heritage preservation; digital
curation; models and guidelines; information retrieval, integration, extraction, and
recommendation; education and digital literacy; open access and data; and information
access design.

We would like to thank all those who contributed to ICADL 2021 — Emi Ishita and
Sue Yeon Syn (Conference Chairs) as well as members of the Organizing Committee
who lent their support: Atsuyuki Morishima and Di Wang (Doctoral Consortium Chairs),
Ricardo Campos, Songphan Choemprayong, Akira Maeda, Maciej Ogrodniczuk, Natalie
Pang, Rahmi, Nguyén Hoang Son, Suppawong Tuarob, Sohaimi Zakaria, and Lihong
Zhou (Publicity Chairs), Shun-Hong Sie (Web Chair), Mitsuharu Nagamori (Registration
Chair) and Hiroyoshi Ito (Session Management Chair). We are especially grateful to
Shigeo Sugimoto for his relentless enthusiasm and effort in connecting the members of
the Organizing Committee and to the ICADL Steering Committee Chair, Adam Jatowt,
for his leadership and support. Finally, we would like to thank the researchers who
contributed papers, the members of the Program Committee who generously offered
their time and expertise to review the submissions, and the participants of ICADL 2021.
Your contributions were vital in making ICADL 2021 a success.

December 2021 Hao-Ren Ke
Chei Sian Lee
Kazunari Sugiyama
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Abstract. Language is our main communication tool. Deep understand-
ing of its evolution is imperative for many related research areas including
history, humanities, social sciences, etc. To this end, we are interested
in the task of segmenting long-term document archives into naturally
coherent periods based on the evolving word semantics. There are many
benefits of such segmentation such as better representation of content
in long-term document collections, and support for modeling and under-
standing semantic drift. We propose a two-step framework for learning
time-aware word semantics and periodizing document archive. Encour-
aging effectiveness of our model is demonstrated on the New York Times
corpus spanning from 1990 to 2016.

Keywords: Dynamic word embedding - Temporal document
segmentation - Knowledge discovery in digital history

1 Introduction

Language is an evolving and dynamic construct. The awareness of the necessity
and possibilities of large scale analysis of the temporal dynamics on linguistic
phenomena has increased considerably in the last decade [26,29,30]. Temporal
dynamics play an important role in many time-aware information retrieval (IR)
tasks. For example, when retrieving documents based on their embeddings, one
needs accurate representations of content by temporal embedding vectors.

It is intuitive that, if an IR system is required to effectively return information
from a target time period T, in the past, it may fail to do so if it is unable to
capture the change in context between T, and the current time 73. To which
extent is the context of T, different from that of T},7 Are there any turning points
© Springer Nature Switzerland AG 2021

H.-R. Ke et al. (Eds.): ICADL 2021, LNCS 13133, pp. 3-17, 2021.
https://doi.org/10.1007/978-3-030-91669-5_1
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in the interval between T, and T}, when a significant context change occurred, or
rather do T}, and T} belong to the same stage in the evolving process of language?
Being capable of answering such questions is crucial for effective IR systems
when coping with time-aware tasks. However, to the best of our knowledge,
the research problem of distinguishing key stages in the evolution’s trajectory of
language still remains a challenge in the field of temporal IR and text mining.

Traditionally, a language’s diachrony is segmented into pre-determined peri-
ods (e.g., the “Old”, “Middle” and “Modern” eras for English) [24], which is
problematic, since such an approach may yield results concealing the true tra-
jectory of a phenomenon (e.g., false assumption on abrupt turning point about
the data). Moreover, these traditional segments are very coarse as well as can
be easily obscured and derived from arbitrary and non-linguistic features [7].
Thanks to accumulated large amounts of digitized documents from the past, it
is possible now to employ large scale data-driven analyses for uncovering patterns
of language change. In this study, we propose a data-driven approach for seg-
menting a temporal document collection (e.g., a long-term news article archive)
into natural, linguistically coherent periods. Based on our method, we can both
capture the features involved in diachronic linguistic change, as well as identify
the time periods when the changes occurred. Our approach is generic and can be
applied to any diachronic data set. The detected periods could be then applied in
diverse time-aware downstream tasks, such as temporal analog retrieval, archival
document recommendation, and summarization.

Our method is based on the computation of dynamic word embeddings.
Semantic senses of words are subject to broadening, narrowing or other kinds
of shifts throughout time. For instance, Amazon originally referred to mythical
female warriors (in ancient Greek mythology), while it assumed a new sense of
a rainforest in South Africa since around 16th century, and a large e-commerce
company since middle 1990s. Additionally, different words may become concep-
tually equivalent or similar across time. For example, a music device Walkman
played a similar role of mobile music playing device 30 years ago as iPod plays
nowadays. Such phenomenon of evolving word semantics is however rarely con-
sidered in the existing corpus periodization schemes.

In this paper, we structure document collections by periodizing the evolving
word semantics embodied in the corpus. Specifically, for a long-term document
corpus, our goal is to split the entire time span into several consecutive periods,
where we assume within the same period most words do not undergo significant
fluctuations in term of their senses, while linguistic shifts are on the other hand
relatively prevalent across different periods. In other words, a word is represented
by an identical vector in the same period, while it may have fairly different rep-
resentations in different periods (see Fig. 1).

The problem of document collection periodization based on evolving word
semantics is however not trivial. In order to solve this problem, we address the
following two research questions:
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Fig. 1. Conceptual view of our task. Our goal is to identify latent periods in the input
document collection, such that word semantics are relatively stable within the same
period (i.e., a word is represented by the same embedding vector), and major linguistic
shifts exist between different periods (i.e., a word may be represented by fairly different
vectors in different periods).

a. How to compute temporal-aware word embeddings (Task 1)?
b. How to split the document collection based on learned word embeddings
(Task 2)?

Our main technical contribution lies in a two-step framework for answering
the above questions. First of all, we develop an anchor-based joint matriz factor-
1zation framework for computing time-aware word embeddings. More specifically,
we concurrently factorize the time-stamped PPMI (positive pointwise mutual
information) matrices, during which we utilize shared frequent terms (see Sect. 3)
as anchors for aligning word embeddings of all time to the same latent space.
Secondly, we formulate the periodization task as an optimization problem, where
we aim to maximize the aggregation of differences between the word semantics
of any two periods. To get the optimal solution, we employ three classes of algo-
rithms which are based on greedy splitting, dynamic programming and iterative
refinement, respectively.

In the experiments, we use the crawled and publicly released New York Times
dataset [29], which contains a total of 99,872 articles published between January
1990 and July 2016. To evaluate the periodization effectiveness, we construct
the test sets by utilizing New York Times article tags (see Sect. 5), and evaluate
the analyzed methods based on two standard metrics: Pk [2] and WinDiff [22],
which are commonly reported in text segmentation tasks.

In summary, our contributions are as follows:

— From a conceptual standpoint, we introduce a novel research problem of peri-
odizing diachronic document collections for discovering the embodied evo-
lutionary word semantics. The discovered latent periods and corresponding
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temporal word embeddings can be utilized for many objectives, such as track-
ing and analyzing linguistic and topic shifts over time.

— From a methodological standpoint, we develop an anchor-based joint matrix
factorization framework for computing time-aware word embeddings, and
three classes of techniques for document collection periodization.

— We perform extensive experiments on the New York Times corpus, by which
the encouraging effectiveness of our approach is demonstrated.

2 Problem Definition

We start by presenting the formal problem definition.

Input: The input are documents published across time. Formally, let D =
{D1, Da,..., Dy} denote the entire article set where D; represents the subset
of documents belonging to the time unit ;. The length of a time unit can be at
different levels of granularity (months, years, etc.)

Task 1: Our first task is to embed each word in the corpus vocabulary V =
{wi, wa, ..., wyy } Linto a d-dimensional vector, for each time unit ¢;(i = 1,..., N),
respectively. Thus, the expected output is a tensor of size N x |V| x d, which we
denote by A. A; the embedding matrix for ¢;, thus A; is of size |V| x d.

Task 2: Based on Task 1, our second goal is to split the text corpus D into
m latent periods © = (P1, Ps, ..., P;,) and compute their corresponding word
embedding matrix E;,i = 1,...,m. Each period P; = [}, 7!] is expressed by
two time points representing its beginning date 7 and the ending date 7. Let
L(©) = (1}, 72, ..., 7") denote the list of beginning dates of all periods, notice
that searching for © is equivalent to searching for L(O).

3 Temporal Word Embeddings

In this section, we describe our approach for computing dynamic word embed-
dings (solving Task 1 in Sect. 2), which captures word semantic evolution across
time.

3.1 Learning Static Embeddings

The distributional hypothesis [10] states that semantically similar words usu-
ally appear in similar contexts. Let v; denote the vector representing word w;,
then v; can be expressed by the co-occurrence statistics of w;. In this study, we
compute the PPMI (positive pointwise mutual information) matrix for obtaining
such inter-word co-occurrence information, following previous works [13,16,29].
Moreover, for word vectors v; and v;, we should have PPMI[i]|[j] = v; - v;, thus
static word vectors can be obtained through factorizing the PPMI matrix.

! The overall vocabulary V is the union of vocabularies of each time unit, and thus
it is possible for some w € V to not appear at all in some time units. This includes
emerging words and dying words that are typical in real-world news corpora.
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3.2 Learning Dynamic Embeddings

We denote PPMI; as the PPMI matrix for time unit ¢;, then word embedding
matrix A; at ¢; should satisfy PPMI; ~ A; - AT.

However, if A; is computed separately for each time unit, due to the invariant-
to-rotation nature of matrix factorization, these learned word embeddings A; are
non-unique (i.e., we have PPMI; ~ A; - AT = (A,WT) - (WAT) = A, AT for any
orthogonal transformation W which satisfies W7 - W = I). As a byproduct,
embeddings across time units may not be placed in the same latent space. Some
previous works [13,15,30] solved this problem by imposing an alignment before
any two adjacent matrices A; and A;41, resulting in A; = A;y1,i=1,..., N —1.

Instead of solving a separate alignment problem for circumventing the non-
unique characteristic of matrix factorization, we propose to learn the temporal
embeddings across time concurrently. Intuitively, if word w did not change its
meaning across time (or change its meaning to very small extent), we desire
its vector to be close among all temporal embedding matrices. Such words are
regarded as anchors for aligning various embedding matrices, in our joint fac-
torization framework.

Essentially, we assume that very frequent terms (e.g., man, sky, one, water)
did not experience significant semantic shifts in the long-term history, as their
dominant meaning are commonly used in everyday life and used by so many
people. This assumption is reasonable as it has been reported in many languages
including English, Spanish, Russian and Greek [17,20]. We refer to these words
as SFT, standing for shared frequent terms. Specifically, we denote by ASFT the
|V| x d embedding matrix whose i-th row corresponds to the vector of word w;
in A;, if w; is a shared frequent term, and corresponds to zero vector otherwise,
for time unit ¢;. Our joint matrix factorization framework for learning temporal
word embeddings is then shown as follows (see Fig. 2 for an illustration):

N
A, Ay = arg minz HPPML' — A Aﬂﬁ:

i=1

N N-1 N ,
ta Y [AlE+8- Y > (AT - AT
i=1

i=1 j=i+1

(1)

Here ||| represents the Frobenius norm. ||A7F7 — AfFTHzF is the key
smoothing term aligning shared frequent terms in all time units, thus places
word embeddings across time in the same latent space. The regularization term
HAZ”iyv is adopted to guarantee the low-rank data fidelity for overcoming the
problem of overfitting. o and 3 are used to control the weight of different terms
to achieve the best factorization performance. Finally, we iteratively solve for A;
by fixing other embedding matrices as constants, and optimizing Eq. (1) using
the block coordinate descent method [27].
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Fig. 2. Illustration of our joint matrix factorization model. Shared frequent terms (e.g.,
sky, one, water) in all time units are aligned to similar positions, which leads word
embeddings across time in the same latent semantic space.

4 Document Collection Periodization

In this section, we explain how to split the document collection based on learned
temporal word embeddings (solving Task 2 in Sect. 2).

4.1 Scoring

In general, we prefer the embedding matrices of different periods to be char-
acterized by high inter-dissimilarity. Thus, the objective Obj(©) for an over-
all segmentation is given by aggregating the dissimilarity between all pairs of
period-specific embedding matrices, as follows:

Obj(©) = Obj(L(O)) > B - Bl (2)

Here E; is measured as the average of embeddings in period P;:

1 i
Té—Tg—‘rlfii ¢ (3)
t=T,

The segmentation that achieves the highest score of Eq. (2) will be adopted.

4.2 Periodization

Greedy Algorithm Based Periodization. At each step, this algorithm
inserts a new boundary (which is the beginning date of a new period) to the
existing boundaries to locally maximize the objective function, until desired m
periods are discovered. The process is formulated in Algorithm 1, where L(©)!
denotes the list of boundaries at the i-th step, and L(©)% = {t1}.
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Algorithm 1: Greedy algorithm based periodization
input : L(©)% m
output: L(6)™™!

1 for i+ 0tom—2do
2 max_score «— 0;
3 next_boundary <« 0;
4 for t, — t; to ty do
5 >Find the best local boundary;
6 if t, € L(©)" then
7 ‘ continue
8 end
9 score « Obj(L(G)" U {t,});
10 if score > max_score then
11 MAT_SCOre «— SCOTE,;
12 next_boundary «— tp;
13 end
14 end
15 L(O)" — L(6)" U {next_boundary};

16 end

Dynamic Programming Based Periodization. The core idea of this algo-
rithm is to break the overall problem into a series of simpler smaller segmentation
tasks, and then recursively find the solutions to the sub-problems. Let ch denotes
the segmentation of the first [ time slices of the entire time span into k peri-
ods, the computational process of dynamic programming based periodization is
expressed in Algorithm 2, where @} = [t1,#] and L(©}) = {t;},l=1,...,N.

Iterative Refinement Based Periodization. The iterative refinement frame-
work starts with the greedy segmentation. At each step, after the best avail-
able boundary is found, a relazation scheme which tries to adjust each segment
boundary optimally while keeping the adjacent boundaries to either side of it
fixed, is applied. This method can improve the performance of the greedy scheme,
while at the same time partially retain its computational benefit. Let L(O)%4[/]
denote the j-th element in L(©)® after the i-th greedy search step, the refinement
process for finding L(6)*[;] is shown in Algorithm 3:
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Algorithm 2: Dynamic programming based periodization

input : L(6Y),l=1,...N;m
output: L(O})

1 for row < 2 to m do

2 for col < row to N do

3 >Recursively find the solutions to the sub-problems;
4 mazx_score « 0;

5 next_boundary « 0;

6 subtask <« 0;

7 for j «— row —1to col — 1 do

8 score — Obj(L(6,,_) U {tj+1});

9 if score > maz_score then

10 Max_SCore < Score;

11 next_boundary « tji1;

12 subtask «— j;

13 end

14 end

15 L(O%L,) — L(O5Utesk) U {next_boundary}
16 end

17 end

Algorithm 3: Iterative refinement based periodization

input : L(6)% m
output: L(6©)™ !

1 fori«—0tom—2do
2 next_boundary, maz_score «— Greedy(L(0));
3 L(G)™*! « L(O)" U {next_boundary};
4 for j «— 1 to i do
5 >Iteratively refine the previous boundaries;
6 new_boundary «— L(©)"[4];
7 toegin — L(O)]j = 1];
8 tena — L(©)[j + 1];
9 for t, < tyegin tO teng do
10 score «— Obj(L(G)™™ — L(O) ™ [j] U {t,});
11 if score > max_score then
12 Max_score < Score;
13 next_boundary «— tp;
14 end
15 end
16 L(G)™! — (L(G)™ — L(©)™[4]) U {new_boundary};
17 end

18 end
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4.3 Analysis of Time Complexity

For greedy periodization, it requires m — 1 steps and the i-th step calls scoring
function Eq. (2) N — i times. In total, it is O(Nm — N — m? + m/2). In the
case of N > m, the greedy periodization algorithm takes O(N'm). For dynamic
programming based periodization, it requires O(Nm) states and evaluating each
state involves an O(N) calling of Eq. (2). Then the overall algorithm would take
O(N?m). Finally, for iterative refinement based periodization, an upper bound
on its time complexity is O(Z?;l(]\f — i) %) = O(Nm?2).

5 Periodization Effectiveness

5.1 Datasets

News corpora, which maintain consistency in narrative style and grammar, are
naturally advantageous to studying language evolution [29]. We thus perform the
experiments on the New York Times Corpus, which has been frequently used to
evaluate different researches on temporal information processing or extraction in
document archives [4]. The dataset we use [29] is a collection of 99,872 articles
published by the New York Times between January 1990 and July 2016. For
the experiments, we first divide this corpus into 27 units, setting the length of
time unit to be 1year. Stopwords and rare words (which have less than 200
occurrences in entire corpus) were removed beforehand, following the previous
work [29,30]. The basic statistics of our dataset are shown in Table 1.

Table 1. Summary of New York Times dataset.

#Articles | #Vocabulary | #Word Co-occurances | #Time units | Range
99,872 20,936 11,068,100 27 Jan. 1990 - Jul. 2016

5.2 Experimental Settings

For the construction of PPMI matrix, the length of sliding window and the value
of embedding dimension is set to be 5 and 50, respectively, following [29]. During
the training process of learning dynamic embeddings, the values of parameters
a and G (see Eq. (1)) are set to be 20 and 100, respectively, as the result of a
grid search. The selection of shared frequent terms used as anchors is set to be
the top 5% most frequent words in the entire corpus, as suggested by [30].

5.3 Analyzed Methods
Baseline Methods. We test four baselines as listed below.

— Random: The segment boundaries are randomly inserted.

— VNC [12]: A bottom-up hierarchical clustering periodization approach.

— KLD [7]: An entropy-driven approach which calculates the Kullback-Leibler
Divergence (KLD) between term frequency features to segment.
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— CPD [15]: An approach which uses statistically sound change point detection
algorithms to detect significant linguistic shifts.

Proposed Methods. We list three proposed methods below (see Sect. 4.2).

— G-WSE: Greedy periodization based on word semantic evolution.

— DP-WSE: Dynamic programming periodization based on word semantic
evolution.

— IR-WSE: Iterative refinement based on word semantic evolution.

5.4 Test Sets

As far as we know, there is no standard testsets for New York Time Corpus, we
then manually create test sets. The collected news articles dataset is associated
with some metadata, including title, author, publish time, and topical section
label (e.g., Science, Sports, Technology) which describes the general topic of news
articles. Such section labels could be used to locate the boundaries.

Naturally, if a word w is strongly related to a particular section s in year ¢,
we associate w, s and t together and construct a <w, s,t> triplet. A boundary
of w is registered if it is assigned to different sections in two adjacent years (i.e.,
both triplet <w,s,t> and <w,s’,t + 1> hold and s # s’). Some examples of
words changing their associated section in adjacent years are shown in Table 2.

For each word w in the corpus vocabulary V, we compute its frequency in
all sections for each year ¢, and w is assigned to the section in which w is most
frequent. Note that this word frequency information is not used in our learning
model. In this study we utilize the 11 most popular and discriminative sections
2 of the New York Times, following previous work [29].

Recall that parameter m denotes the number of predefined latent periods.
For each different m, we first identify the set of words S,,, characterized by the
same number of periods. Then for each method and each value of m, we test
the performance of such method by comparing the generated periods with the
reference segments of each word in .S,,, and then take the average. In this study,
we experiment with the variation in the value of m, ranging from 2 to 10.

Table 2. Example words changing their associated section for evaluating periodization
effectiveness.

Word Year | Section Year | Section

cd 1990 | Arts 1991 | Technology
seasoning | 2002 | Home and Garden | 2003 | Fashion and Style
zoom 2008 | Fashion and Style | 2009 | Technology
roche 2009 | Business 2010 | Health

viruses 2009 | Health 2010 | Science
uninsured | 2014 | Health 2015 | U.S.

2 These sections are Arts, Business, Fashion & Style, Health, Home & Garden, Real
Estate, Science, Sports, Technology, U.S., World.
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5.5 Evaluation Metrics

We evaluate the performance of analyzed methods with respect to two standard
metrics commonly used in text segmentation tasks: Pk [2] and WinDiff [22].
Both metrics use a sliding window over the document and compare the machine-
generated segments with the reference ones. Within each sliding window, if the
machine-generated boundary positions are not the same as the reference, Pk will
register an error. If the number of boundaries are different, WinDiff will register
an error. Both Pk and WinDiff are scaled to the range [0, 1] and equal to 0 if an
algorithm assigns all boundaries correctly. The lower the scores are, the better
the algorithm performs.

5.6 Evaluation Results

Table3 and Table4 summarize the Pk and WinDiff scores for each method,
respectively. Based on the experimental results we make the following analysis.

— The proposed methods exhibit the overall best performance regarding both
Pk and WinDiff. More specifically, they outperform the baselines under 7 of 9
predefined numbers of periods in terms of Pk, and 6 of 9 in terms of WinDiff.
Such encouraging observations demonstrate the effectiveness of our proposed
periodization frameworks.

— Regarding baseline methods, Random achieves the worst performance. CPD
and KLD show competitive performance under certain settings. CPD gets
two wins in terms of Pk, and KLD obtains three wins in terms of WinDiff.

— DP-WSE is the best performer among all three proposed periodization algo-
rithms. It contributes 6 best performance in terms of Pk, and 5 in terms of
WinDiff. Moreover, when compared to G-WSE and IR-WSE, DP-WSE shows
a 3.79% and 3.24% increase in terms of Pk, and a 7.77% and 6.46% increase
in terms of WinDiff, respectively. This observation is in good agreement with
the theoretical analysis, which states that dynamic programming based seg-
mentation sacrifices certain computational efficiency for the globally optimal
splitting.

— The operation of iterative refinement indeed improves the performance of
greedy periodization in some cases, though many results generated by IR-
WSE and by G-WSE are the same.

6 Related Work

6.1 Text Segmentation

The most related task to our research problem is text segmentation. Early text
segmentation approaches include TextTiling [14] and C99 algorithm [5], which
are based on some heuristics on text coherence using a bag of words representa-
tion. Furthermore, many attempts adopt topic models to tackle the segmentation
task, including [9,23]. [1] is a segmentation algorithm based on time-agnostic
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Table 3. Performance comparison by each method using Pk.

Acronym | Number of periods

2 3 4 5 6 7 8 9 10
Random |0.467 |0.474 | 0.545 |0.522 |0.542 |0.480 |0.480 |0.480 |0.539
VNC 0.385 |0.253 0.249 [0.290 |0.282 |0.302 |0.302 |0.294 | 0.303
KLD 0.385 |0.278 |0.244 1 0.270 |0.276 | 0.278 |0.284 |0.290 |0.304
CPD 0.238 10.234 |0.246 |0.260 | 0.282 |0.263 | 0.249 | 0.299 | 0.338
G-WSE | 0.115|0.201|0.248 |0.282 |0.300 |0.310 |0.312 |0.292 |0.303
DP-WSE | 0.115 | 0.230 |0.236 | 0.251|0.271|0.290 | 0.291 |0.286 | 0.296
IR-WSE |0.115|0.201 | 0.244 |0.279 |0.300 |0.304 |0.312 |0.292 | 0.303

Table 4. Performance comparison by each method using WinDiff.

Acronym | Number of periods

2 3 4 5 6 7 8 9 10
Random |0.467 |0.474 | 0.545 |0.478 |0.542 |0.480 |0.480 |0.480 |0.500
VNC 0.417 [0.346 |0.396 1 0.416 |0.426 |0.434 |0.439 |0.435 |0.388
KLD 0.417 |0.343 |0.383  0.384 | 0.428 |0.437 |0.434 0.430 | 0.384
CPD 0.414 |0.386 |0.387 1 0.394 |0.430 | 0.430 |0.430|0.432 |0.385
G-WSE |0.383/0.430 1 0.435 |0.449 |0.456 |0.449 |0.447 |0.432 |0.387
DP-WSE | 0.383 | 0.336 | 0.387 | 0.403 | 0.423 | 0.422|0.430 | 0.431 | 0.388
IR-WSE | 0.383|0.405 | 0.428 |0.449 |0.456 |0.449 |0.447 |0.421|0.387

semantic word embeddings. Most text segmentation methods are unsupervised.
However, neural approaches have recently been explored for domain-specific text
segmentation tasks, such as [25]. Many text segmentation algorithms are greedy
in nature, such as [5,6]. On the other hand, some works search for the optimal
splitting for their own objective using dynamic programming [11,28].

6.2 Temporal Word Embeddings

The task of representing words with low-dimensional dense vectors has attracted
consistent interest for several decades. Early methods are relying on statistical
models [3,18], while in recent years neural models such as word2vec [19], GloVE
[21] and BERT [8] have shown great success in many NLP applications. More-
over, it has been demonstrated that both word2vec and GloVE are equivalent
to factorizing PMI matrix [16], which primarily motivates our approach.

The above methods assume word representation is static. Recently some
works explored computing time-aware embeddings of words, for analyzing lin-
guistic change and evolution [13,15,29,30]. In order to compare word vectors
across time most works ensure the vectors are aligned to the same coordinate
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axes, by solving the least squares problem [15,30], imposing an orthogonal trans-
formation [13] or jointly smoothing every pair of adjacent time slices [29]. Dif-
ferent from the existing methods, in this study we inject additional knowledge
by using shared frequent terms as anchors to simultaneously learn the temporal
word embeddings and circumvent the alignment problem.

7 Conclusion

This work approaches a novel and challenging research problem - diachronic lin-
quistic periodization of temporal document collections. The special character of
our task allows capturing evolutionary word semantics. The discovered latent
periods can be an effective indicator of linguistics shifts and evolution embodied
in diachronic textual corpora. To address the introduced problem we propose
a two-step framework which consists of a joint matrix factorization model for
learning dynamic word embeddings, and three effective embedding-based peri-
odization algorithms. We perform extensive experiments on the commonly-used
New York Times corpus, and show that our proposed methods exhibit superior
results against diverse competitive baselines.

In future, we plan to detect correlated word semantic changes. We will also
consider utilizing word sentiments in archive mining scenarios.

Acknowledgement. This paper is based on results obtained from a project,
JPNP20006, commissioned by the New Energy and Industrial Technology Develop-
ment Organization (NEDO).
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Abstract. The language style on social media platforms is informal and many
Internet slang words are used. The presence of such out-of-vocabulary words
significantly degrades the performance of language models used for linguistic
analysis. This paper presents a novel corpus of Japanese Internet slang words in
context and partitions them into two major types and 10 subcategories according
to their definitions. The existing word-level or character-level embedding models
have shown remarkable improvement with a variety of natural-language process-
ing tasks but often struggle with out-of-vocabulary words such as slang words.
We therefore propose a joint model that combines word-level and character-level
embeddings as token representations of the text. We have tested our model against
other language models with respect to type/subcategory recognition. With fine-
grained subcategories, it is possible to analyze the performance of each model
in more detail according to the word formation of Internet slang categories. Our
experimental results show that our joint model achieves state-of-the-art perfor-
mance when dealing with Internet slang words, detecting semantic changes accu-
rately while also locating another type of novel combinations of characters.

Keywords: Internet slang words - Joint embeddings - ELMo

1 Introduction

In natural-language processing, an online collection of digital objects is analyzed to
identify metadata-related phrases. Examples include ontology mapping from clinical
text fragments [5] and keyphrase extraction for a scholarly digital library [13].

To alleviate fixed vocabulary or terminology-resource constraints and expand the
metadata to include informal content such as social tags [20], we propose a method
for detecting unknown Internet slang words. In this study, we introduce a new resource
containing Internet slang words specifiable at two levels: as a “major type” or as a
“fine-grained subcategory” that subdivides words according to their semantics and con-
struction. We aim to further analyze Internet slang words through fine-grained subcat-
egories based on the internal construction and diversity of context which are learned
with pre-trained embedding models.
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The richness of social media platforms, such as Twitter and Weibo, enables users
from different countries, even from different races and using different languages, to
communicate effectively. Such a large diversity has led to the semantic development of
terminology on the Internet, including Internet slang words. Many Internet slang words
have evolved from existing words (denoted “new semantic words”) or are newly cre-
ated (denoted “new blend words”). These are constantly being introduced by users via
social media platforms and can quickly become popular. Some Internet slang words
have become widely used and even become popular in our daily lives outside of the
Internet. The semantic meanings of Internet slang words, however, have not been cod-
ified in a dictionary or a corpus, which is essential if human researchers or Al-based
machines are to understand them. In addition, many of them share similar features, such
as harmonic sounds, abbreviations, or derived meanings, and knowledge of such fea-
tures may allow better analysis of such words. Although such new words (also known
as “youth jargon” [8]) have been analyzed and investigated in detail in terms of their
social and linguistic context, existing word-embedding methods have not focused on
the differences between these features.

Our proposed method combines character and word embedding using embeddings
from existing language models (ELMo) [3] and word2vec [12]. We then input the com-
bination of the obtained token representations (or subword-based word embeddings),
aiming to detect if the word in context is an Internet slang word.

Because no public Japanese slang-word datasets are available, we constructed a
novel Internet slang word dataset that contains a total of 100 Internet slang words
for each language, together with their meanings. We divided them manually in terms
of their characteristics into two major types: “new semantic words” (SEM) and “new
blend words” (BLN). We also identified 10 fine-grained subcategories based on word-
formation features to help classify the details of lexical changes in the slang words.
We then compared our model with existing models that use character embeddings only,
word embeddings only, and subword embeddings. Experiments using the new dataset
showed that our proposed joint embedding method performed better than the baseline
methods with respect to the detection and classification of Internet slang words.

The contributions of this paper can be summarized as follows.

1. We have proposed an Internet slang word corpus with a novel approach that classifies
Internet slang words into two main types, “new semantic words” and ‘“new blend
words,” and 10 subcategories defined in terms of word creation and morphological
features.

2. To obtain token representations for Internet slang words effectively, we propose a
novel joint embedding method that combines character embedding and word embed-
ding by utilizing ELMo and word2vec. To compare our method with a subword-
based embedding method, we constructed a bidirectional encoder representations
from transformers (BERT) model as one of the comparison models.

3. Our experimental results show that our proposed encoder can match the performance
of the baseline approach, precisely discriminating the polysemy of SEM-type words
but also distinguishing the BLN-type words based different ways of constructing
combinations at the same time.
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This paper is organized as follows. Section2 describes related work. Section 3
details the Japanese Internet-slang-word dataset we constructed using tweets from
Twitter'. In Sect. 4, we introduce our proposed model to address the identified prob-
lems. Section 5 gives the details of the comparison experiments. Finally, we draw con-
clusions and discuss future work in Sect. 6.

2 Related Works

2.1 Word and Character Embedding

Word-embedding methods, which learn embedding rules according to the external con-
text of words, have been used in many natural-language processing (NLP) tasks. They
contain some limited word-level contextual information [23], because of other word
models’ poor performance when handling out-of-vocabulary (OOV) words. This is
caused by the sparseness of word distributions for such words. Many approaches seg-
ment the text into character units, with such character-based models consistently out-
performing word-based models for deep learning of Chinese representations [10]. Lam-
ple et al. [9] demonstrated that character-based representations can be used to handle
OOV words in a supervised tagging task. Pinter et al. [17] aggregated language-related
characteristics from the perspective of individual hidden units within a character-level
long short-term memory (LSTM). Chen et al. [2] proposed multiple-prototype character
embeddings and an effective word selection method to address the issues of character
ambiguity and noncompositional words, which are also problematic for Internet slang
words. Using both character and word representation, language models should have a
more powerful capability to encode internal contextual information.

2.2 ELMo

ELMo [15] creates contextualized representations of each token by concatenating the
internal states of a two-layer biLSTM trained on a bidirectional language modeling
task. In contrast to neural networks such as LSTM, which can only generate a fixed
vector for each token, ELMo’s main approach is to train a complete language model
first and then use this language model to process the text to be trained to generate the
corresponding word vectors. It also contains character-based information, which allows
the model to form representations of OOV words [24]. With this type of character-based
dynamic vector, ELMo considers both character information and the context between
words, enabling it to recognize semantic differences most effectively.

2.3 BERT

BERT [3] is a bidirectional model that is based on a transformer architecture. It replaces
the sequential nature of recurring neural networks with a much faster attention-based
approach. As it is bidirectional, given the powerful capabilities of the encoder, BERT
is quite effective in certain NLP cases [3]. The BERT model can interact fully with
the characteristics of the deep neural network to improve the accuracy of the model.

! https://twitter.com/.
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It employs a variety of subword tokenization methods, with byte-pair encoding [21]
being the most popular approach to segmenting text into subword units. Although both
character-based and subword-based BERTSs can solve the OOV problem, the character-
based model demonstrates stronger autocorrection once a word is judged to be a type
error [11]. Therefore, we selected subwords as the token representation in our compar-
isons.

2.4 Detection of Internet Slang Words

Compared with English or other languages whose units are characters from the Latin
alphabet and have space segments between words, Japanese languages not only have
words built using characters or pseudonyms but also no obvious word delimiters.
Although progress has been made in processing English Internet slang words [7], only
a few works have focused on processing Japanese Internet slang.

The emergence of Internet slang words is the result of language evolution. Linguis-
tic variation is not only a core concept in sociolinguistics [1], but a new type of language
feature and a manifestation of the popular culture of social networks. In the information
transmitted on social media, some Internet slang words have evolved meanings differ-
ent from standard dictionaries and there are also words that are not listed at all in such
dictionaries. To address this, we identify two types, “new semantic words” (different
meanings from those recorded in dictionaries) and “new blend words” (not recorded in
general dictionaries). In addition, with reference to the construction of NYTWIT [16],
a dataset of novel English words in The New York Times, all of our 100 identified Inter-
net slang words were partitioned into 10 subcategories, based on the nature of the word
formation in existing Internet slang.

When dealing with new words in Japanese, considering the linguistic patterning
of word formation enables better refinement of such words, in addition to helping to
analyze how models learn various types of semantic variation from a linguistic per-
spective. Therefore, to analyze slang words in depth, it is necessary to both identify
word components and the formation process involved in creating new words. Hida et
al. [4] showed that words are made up of word bases and affixes. Yonekawa [25] con-
cluded that the novel words either have no connection to existing words or are created
by existing words. He also identified five types of word formation based on existing
words: Borrowing, Synthesis, Transmutation, Analogy, and Abbreviation.

1. Borrowing: Borrowing from jargon, dialects, and foreign languages. It may be
accompanied by the Japanization of pronunciation in foreign languages and a change
of meaning.

2. Synthesis: Combining two or more words to create a new word.

Transmutation: Creating a new word by prefixing or suffixing with an existing word.

4. Analogy: A word made from an incorrect solution by analogy with an existing word
form.

5. Abbreviation: A method of omitting parts of a word.

W

We investigated our collection of Internet slang words introduced in Sect. 3 from
the viewpoint of word-formation types. We eliminated some non-Internet slang forms
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like words newly named in a professional field, and grouped words that did not belong
to the types described above into novel categories. We describe the details in Sect. 3.3.

3 Internet Slang Corpus

In this section, we describe our proposed two types and 10 subcategories for labeling
Internet slang words. We then explain the construction of our dataset.

3.1 New Semantic Words

“New semantic words” involve entries initially recorded in the dictionary and used
daily. These words, however, now have new meanings that have become popular
because of their similarities to other terms or popular iconic events. Although such
vocabulary can be segmented directly, the context-based meaning is often very differ-
ent from the original, and even the parts of speech can change. Examples are shown in
Table 1.

Table 1. Examples of new semantic words.

New Semantic Words
Word Common Usage Internet Usage Subcategory

H grass interesting Neologis
*\y  round safe Rhetoric
jirs dirt account Pun

3.2 New Blend Words

“New blend words” often borrow foreign words, dialects, numeric elements, and icons
by focusing on sound similarity. They often combine definitions, homonyms, abbrevia-
tions, repetitions, and other word-formation methods. They can also involve unconven-
tional grammars [7]. Internet language has achieved the effect of “novelty” through its
unconventional nature and nonstandard usage. Examples are shown in Table 2.

Table 2. Examples of new blend words.

New Blend Words
Word Common Usage Internet Usage Subcategory
Fela] - strongly agree Pun
SHIE - favourite Japanese-English
w1 - Most or Best ... in the past  Pun
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3.3 Word-Formation Subcategories

We identify subcategories by considering the formation of the Japanese Internet slang
words. Examples for each subcategory are given in Table 3. Beside, a summary is given
in Table 4.

1

Gairaigo®*: the foreign words transliterated into Japanese and usually written in the
“katakana” phonetic script.

2 Japanese—English: the Japanese words look or sound just like English, but have
different meanings from their English origins.

3 Dialect Borrowing: the words are derived from nonstandard Japanese dialects but
have different meanings and contexts from the original words.

4 Compound Word: words created by joining together two (or more) root words.

5 Derived Word: words created by attaching affixes (which cannot be used in isola-
tion) to the root words.

6 Abbreviation: words that omit some characters of existing words to create a shorter
word form.

7 Acronymic: words composed of acronyms from multiple words.

8 Pun: each word is replaced with another word that sounds very similar but has a
different meaning, thereby making the expression humorous.

9 Rhetoric: words with new and more specific meanings based on figurative expres-
sions.

10 Neologism: words whose compositional characteristics are difficult to recognize
from existing root words and affixes according to word-formation subcategories in
1-9.

Table 3. Examples of internet slangs for each subcategory
[Subcategory [Word [Etymology ‘
Gairaigo I—A From English Slang Word meme.

Japanese-English |7 > F + > |With the same pronunciation as One Chance.

Dialect Borrowing| L T3 AT

From the dialect in Kansai district of “L C3 5 - C”
(let someone do).

Compound Word |F)C

Combination of the noun “f}” (second) and the auxiliary

“C7 (at).

Derived Word b &

A verb “H1H*5” (understand) with a noun suffix “A” (-ing)
to nominalize the verb.

An abbreviation of the sentence “F N <"

o -
Abbreviation < (Is that really?)
Acronymic — Three Cs (crowded places, close contact settings,
and closed spaces)

Pun fiiis With the same pronunciation as server.
Rhetoric JERE N A decadent worldview extended from the end of the century.

. : : 3 7 L/_ s .
Neologism 92 Katakana characters combination is morphologically

similar to “41.” (death).

% “Foreign words” in Japanese.



24 Y. Liu and Y. Seki

Table 4. Subcategories of New Semantic Words (SEM) and New Blend Words (BLN).

Subcategory ‘ Tag ‘ ‘ SEM ‘ BLN ‘ ‘ Total

Gairaigo g 3 3
Japanese-English | je 7 7
Dialect Borrowing| db 2 2
Compound Word | ¢ 8 8
Derived Word dw 5 5
Abbreviation ab 19 19
Acronymic ac 1 1 2
Pun P 8 1 9
Rhetoric r 38 38
Neologism n 1 6 7

3.4 Corpus Construction

The dataset used in our experiments was constructed from Japanese-language tweets
accessed via Twitter’s application programmer’s interface’. A preprocessing stage
removed any emoji or kaomoji (emoticon) data in the tweets. We then selected 100
Japanese Internet slang words whose meanings in Internet usage were specified in
an online Japanese slang words collection*, with 50 of the words being identified as
“new semantic words” and the remainder as “new blend words.” Among these words,
we eliminated some ineligible words, such as those that had been updated or added
to the standard Japanese dictionary, those that did not originate on the Internet, and
those that had extremely low usage. Then, using the word creation rules in Sect. 3.3,
10 subcategories were finally determined for this set of Japanese Internet slang words.
Next, we collected 50 sentences containing Internet slang used as such. For compari-
son, we collected another 50 sentences containing the same words but used in a general
sense. Please note that the texts in which contain the selected Internet slang words may
also contain other Internet slangs, including those outside the 100 words we selected.
We have also annotated those words, therefore the actual samples in our corpus con-
tain more Internet slangs than we planned at first. In the annotation step, three native
Japanese annotators identified Internet slang words in the sentences and labeled their
types and subcategories. Most of the internet slang words can be clearly distinguished
from the words with common usage, but in a few cases annotators were unable to agree
the results, because of incorrect usage by the tweet users or insufficient information in
the short tweets. Finally, we decided to exclude such ambiguous cases from the corpus.

The collected Japanese sentences were then segmented into character units, sub-
word units (via the SentencePiece [6] algorithm), and word units (via MeCab®). Finally,
we tagged the characters, using the BIO (B-Begin I-Inside O-Others) tagging style to
represent positional information. Examples are given in Table 5.

3 https://developer.twitter.com/en/docs.
* https://numan.tokyo/words/.
3 https://www.mlab.im.dendai.ac.jp/~yamada/ir/Morphological Analyzer/MeCab.html.
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Table 5. Examples of annotations of Japanese internet slang words.

New Semantic Words

-Internet Usage

/0 fi/ B-sem | p D/O H)/O LVO #/0 12/0 H/0FK/0
h/0lF/0%/0 /0 ! /O

-Common Usage

H§/O /0 /O - /0 7=/0 fif/O »/O H7/0 #E/0 Z/0 L /0 H/0
&£/0 G/0 H/O ¥/0 72/0 \ /O

New Blend Words

-Internet Usage
% /B-bln|ab =/I-bln | ab ? /0 17/0 17/0 %/0 /O Z/0 /0 T/O
/30 4/0 /O #E/0 17/0 1/ 13/0 7/0 4/0 /0 17/0 £ /0 H/O

-Common Usage
£/0 H/O Z/0 %#/0 =/0 ~/O /0 L/O £/0 3/0 ! /0

4 Method

We propose an encoder model that combines characters and word embeddings as the
token representation for each token. We take them as the input to the two layers of a
biLSTM network and perform a weighted sum of each biLSTM layer, following Peter
et al. [14] with respect to weight values. The output embeddings are provided to down-
stream tasks as “features” of each token.

For the “new blend words” type, it is necessary to consider the connection between
and the collocation of characters. We assumed that the performance in detecting “new
blend words” would be improved by learning these characteristics. Considering the
relationships between a word and its characters, the discriminative characters are crucial
for distinguishing slight semantic differences [18]. In the joint model, word embedding
can store contextual information among surrounding words, and character embeddings
provide semantic information between characters in the word.

The word embedding obtained by word2vec is fixed, whereas ELMo [15] allows
flexible changes according to the context. Therefore, using embeddings from word2vec
that obtain static standard contextual information and accumulating them into the ELMo
representation can enable semantic distinctions based on context from the dataset.

Following [19], we also use a “conditional random field” as the output layer to
predict a character’s tag. In this architecture, the last hidden layer is used to predict
confidence scores for characters with each of the possible labels.

4.1 Joint Model Using Character and Word Embeddings

The general structure of our model is given in Fig. 1.
In Fig. 1, the parameter w; is the word embedding of token j, IV; is the number
of characters in this token, c? is the embedding of the k-th character, and yf is joint
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CRF
ELMo ELMo ELMo
Representation Representation Representation
biLSTM biLSTM biLSTM
biLSTM biLSTM biLSTM
5 N;. N;.
}’11 }’1'2 y}v’ }’jl+1 sz+1 Yj+11+1 y1‘1+z }’}'2+2 y]u:z”
ﬁ combine embeddings
= e N;.
le Cjz C]{vl Cj1+1 Cj2+1 C]NJ: le+2 Cj2+z Cj+12+2
wj Wj+1 Wjt2

Fig. 1. Structure of our proposed model

embedding for the character-level unit annotation, for which the relationship between
these parameters is given in Eq. (1).

k ko Wi
yh=cte L (1)
J 77 N;

4.2 ELMo Representation

We also trained the ELMo model introduced by [15] using the Japanese Wikipedia
Dataset®, for which all of the layers were combined via a weighted-average pooling
operation. The output of the ELMo model is given in Eq. (2).

L
ELMo; =7 s;hy )
j=0
Here, k represents the position of each (character-level) token and j is the number
of layers. hy, ; is the hidden-state output for each biLSTM layer. The parameter s repre-
sents the softmax-normalized weight, and the scalar parameter y allows the task model
to scale the entire ELMo vector. v could enhance the optimization process.

8 https://dumps.wikimedia.org/jawiki/latest/ [accessed on October 2020].
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B-bln, I-bln,

N
BERT

I

Seg label | -]

I
.
I

— ek —

Subword  [CLS] #H~N T (72 [SEP]
Input [CLS] K4 17 (32 ... [SEP]

Fig. 2. Structure of the subword-based method on BERT.

4.3 Subword-Level Representation Based on BERT

According to the Japanese BERT model [22], we distinguish the first part of the non-
head subwords after segmentation, then add “##” to the first character of all non-head
subwords, and generate a seg_label. The subword-level BERT model is given in Fig. 2.

S Experiments

We compared the proposed model with LSTM, pure ELMo from Tohoku NLP LAB’,
and BERT, with respect to the detection of our two types and 10 subcategories. The aim
was to evaluate the impact of using a joint-embedding input instead of using common
word embedding alone. In an attempt to dissociate this impact from any other effects
that may be related to the training models used in our own specific settings, we trained
our ELMo model using the Japanese Wikipedia Dataset with the same vector dimen-
sionality as word2vec. We set the same parameters for the baseline models as used in
our models (e.g., the number of epochs was set as 10 for all models; the batch size was
set as 16 for ELMo and LSTM family models, and as 8 for BERT model by default
values.)

5.1 Dataset and Settings

For learning the character and word-embedding of all Japanese terms, we chose the
Japanese Wikipedia Dataset introduced in Sect. 4.2 as the pre-trained dataset, for which
the number of words and characters are about 312,000 and 10,000, respectively.

We set the vector dimensionality as 200 and the context window size as 10 for
character-based embedding and the vector dimensionality as 200 and window size as
5 for word-based embedding. We also adjusted the other settings to match those in the
Japanese Wikipedia Entity Vector®.

7 https://github.com/cl-tohoku/elmo-japanese.
8 http://www.cl.ecei.tohoku.ac.jp/~m-suzuki/jawiki_vector/.
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We used five-fold cross-validation to split the Internet Slang Corpus into five small
datasets for training the model; each dataset has 80% training data and 20% testing data.
In addition, 20% of the training data was randomly selected as the validation set in order
to adjust the parameters, such as learning rate (1e—2 for ELMo and LSTM; 2e—5 for
BERT). As a result, there were 6,400 samples in the training set, 1,600 samples in the
validation set, and 2,000 samples in the test set.

5.2 Baseline Methods

To investigate the performance of the joint embedding model of characters and words
with respect to its ability to distinguish semantics with ELMo embedding, we compared
it with three baseline methods based on LSTM, two ELMo methods, and one BERT
method as follows’.

Baselinel (c): character-only embedding with LSTM network

Baseline2 (w): word-only embedding with LSTM network

Baseline3 (w+c): character and word embeddings with LSTM network
Pure-ELMo (c): character-only embedding with original ELMo method
BERT (subword): subword-based embedding with BERT

Our ELMo (c): character-only embedding with our proposed ELMo method.

AR e

We used the pure ELMo model from Tohoku NLP LAB but used only character-
level embedding, for which the dimensionality was 512. We used the BERT model
from BERT-base [27]. Note that both of them were trained via the Japanese Wikipedia
Dataset.

We trained and tested the models with each of the five datasets and took the average
value of the precision, recall and Fl-score among the Internet slang words assigned
to the type or subcategories. Finally, to conduct ablation study, we also prepared two
sets of our models to compare: (1) excluding the second layer of ELMo output; and
(2) excluding CRF layer. We also conducted two-tailed paired samples t-tests for the
average value of the Fl-score in terms of subcategories to investigate the statistical
significance for our method against the other methods.

5.3 Experimental Results

From the results given in Table 6, all models were better at recognizing “new blend
words” (BLN) than recognizing “new semantic words” (SEM). For the SEM recogni-
tion task, our model was better at recognizing Internet slang usage in different con-
texts. The BERT model was also effective especially for BLN. Among the LSTM fam-
ily of models, using only a character-embedding input (Baselinel) is better than using
only a word-embedding input (Baseline2) for SEM and BLN, and the joint-embedding
models outperform these methods. This suggests that joint-embedding methods can
extract Internet slang words more completely. In addition, character-vector-based meth-
ods contribute more than word-vector-based methods do by focusing on the connections
between characters.

% “c” and “w” denote character and word embeddings, respectively.
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Table 6. Results of detecting “New Semantic Words” and “New Blend Words”.

Type[Measure|[Baselinel Baseline2 Baseline3 Pure-ELMo BERT Our ELMo (c¢) ur model
-ELMo2nd -CRF

Precision|[ 0.381 0.357 0.371 0446 0.376 0412 0451 0.326 0.337
SEM|Recall 0.281 0.049 0.349 0226  0.438 0.453 0.470 0.286 0325
Fl-score|| 0.303 0.086 0.359 0.297  0.405 0.429 0.460 0.303  0.330
Precision|| 0.482 0.465 0.485 0.589  0.576 0.579 0.596 0.452 0452
BLN|Recall 0.487 0.166 0.490 0.420  0.612 0.577 0.607 0.431 0.456
Fl-score|| 0.485 0.244 0.488 0.488  0.593 0.577 0.602 0.442 0454

Cokk o

Table 7. F1-scores for detecting fine-grained subcategories. and “*” denote cases where the
difference in macro average between Our Model and other methods is statistically significant for
p < 0.01 and p < 0.05 using two-tailed paired samples t-tests.

ubcategory Baselinel Baseline2 Baseline3 Pure-ELMo BERT Our ELMo (c) ur model
-ELMo2nd -CRF
Gairaigo 0.588 0.393 0.762 0.644 0.676 0.625 0.639  0.694  0.797
Japanese-English | 0.492 0.150 0.596 0.570 0.627 0.545 0.600 0.594  0.696
Dialect Borrowing| 0.682 0.896 0.898 0.604 0.593 0.616 0.596 0.693  0.795
Compound Word 0.593 0.363 0.596 0.556 0.631 0.631 0.627 0490  0.495
Derived Word 0.483 0.334 0.486 0.512 0.622 0.572 0.598 0470 0.588
Abbreviation 0.326 0.220 0.325 0.399 0.378 0.350 0.368 0.317 0.326
Acronymic 0.296 0.246 0.374 0.428 0.461 0.421 0.486 0312  0.390
Pun 0.386 0.153 0.416 0.385 0.560 0.496 0.532 0375 0413
Rhetoric 0.312 0.062 0.361 0.360 0414 0.458 0.486 0.293 0.355
Neologism 0.282 0.298 0.371 0.371 0.316 0.329 0.355  0.260  0.267
FI-score Avg. 0.444 0.312 0.519 0.483 0.528 0.504 0.529 0450 0.512
Significance o * * * - *

The experimental results with respect to “Fine-grained subcategories” are given in
Table 7. Our model performs best overall in subcategory detection, and improved sig-
nificantly against Baselinel, Baseline2, Pure-ELMo, Our ELMo (c), and ablation study
excluding ELMo 2nd layer methods. Baseline3 performs better for some BLN words
(Neologism subcategory) and also for SEM words (Dialect Borrowing subcategory).
BERT also performs better for BLN words (Compound Word and Derived Word sub-
categories) and also for SEM words (Pun subcategory).

5.4 Discussion

Using a joint embedded model, both ELMo and LSTM (Our Model and Baseline3)
are better able to recognize subcategories than models using character embeddings
alone (Our ELMo (c) and Baselinel) or word embeddings alone (Baseline2) alone.
This demonstrates that joint embeddings enable better learning of relationships between
vocabulary and contexts and better identify feature correspondences between characters
and the word that characters belong to.

The results of the subcategory experiment demonstrates that our proposed model is
excellent at recognizing the subcategories associated SEM words. Moreover, although
previous studies have shown that ELMo models can recognize semantic changes in
words successfully, our joint embedded ELMo model outperforms the other two ELMo
comparison methods (Pure-ELMo and Our ELMo (c)) with statistical significance. This
suggests that our ELMo model can better capture subtle differences such as word con-
stituents when learning the joint embedding of two granularities than can the original
ELMo model.
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Comparing to LSTM model (Baseline3), our model outperforms it for some sub-
categories (Abbreviation, Compound Word, Derived Word, etc.). The joint embedding
ELMo model could generate the dynamic character and word representations. The for-
mer helps the model to learn the components of word formation and the latter aids
the control of word boundaries. For the words Abbreviation, Compound Word, and
Derived Word, whose constituents are relevant to the new meaning, our ELMo model
is better than LSTM models thanks to the distinction of character-level and word-level
semantics.

BERT can flexibly represent tokens corresponding to textual difference, and can
therefore learn the polysemy through the “contextual pulse” of subwords. Subwords
with less than word-level granularity, however, also inevitably misses word-to-word
correspondence. So although it performs optimally on the subcategory recognition of
BLN-type words, it does not perform as well when it encounters SEM-type words like
Rhetoric, whose lexical changes do not involve the constituent elements.

Zhang et al. [26] pointed out that fine-tuning with BERT has instability problems
when processing small datasets. The model will continue to oscillate at the beginning
of training, which will reduce the efficiency of the entire training process, slow down
the speed of convergence, and limit the model to a certain extent. In summary, it is
significantly slower than the other models in terms of loss convergence during training
and has the instability issues mentioned above.

Finally, for the ablation study, our model outperforms the excluding ELMo 2nd
layer case significantly. Although the 2nd upper layer can be used to induce more con-
textual semantic content, the 1st lower layer focuses on local syntax. We suppose that
this is the reason why our model with the 2nd layer outperforms for detecting Internet
slang words.

Our model also outperforms the excluding CRF layer case, because the introduction
of the CRF layer not only makes the algorithm complexity simple but also ensures the
orderliness of the BIO tag. We also suppose that the orderliness is not essential for
Gairaigo or Japanese-English subcategories.

Our results demonstrate that, for our proposed corpus for OOV-related slang word
recognition and differentiation tasks, joint embedding in the ELMo model has achieved
significant improvements.

6 Conclusion

We have introduced a new corpus of Japanese Internet slang words labeled with two
major types and 10 subcategories based on semantic and morphological features. We
have also proposed a novel encoder method for detecting Internet slang words, com-
bining character and word embeddings through a deep bidirectional language model.
The detection of major types demonstrates the superiority of our joint model in iden-
tifying Internet slang words. Complemented by fine-grained subcategories, we could
analyze language models in detail from the viewpoints of word formation of Internet
slang words. In addition, our experiments showed that the joint embedding of words
and characters can enrich the information acquired during training because it can utilize
both contextual semantic information and the diverse association between a word and
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its characters. In future work, considering the similarity between Chinese and Japanese
Internet slang words, we will create a corpus of Chinese predictions for similar recog-
nition tasks. We will also aim to disambiguate the word senses of Internet slang words
using joint embedding models. Finally, we will apply our method to detect metadata
phrases from informal social texts.
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Abstract. The purpose of this study is to explore the present trends of knowledge
discovery (KD) from digital library (DL) systems in Bangladesh. The main obsta-
cles of KD from the contents of DL and ways to overcome the barriers are also
described. This study uses both qualitative and quantitative approaches along with
the review of related literature. The present scenario of the KD from the contents
of DL in Bangladesh is presented by a survey with a structured questionnaire and
reviewing related literature. This study identifies the challenges of KD from the
contents of DL in Bangladesh, which are inaccurate bibliographic metadata, a
lack of accurate holdings data, a lack of synchronized bibliographic metadata, etc.
This study also suggests some suitable ways to overcome the existing challenges
of KD from DL contents, such as providing high-quality data, preserving com-
plete bibliographic metadata, preserving accurate holdings data, synchronizing
bibliographic metadata and holdings data, and using consistent data formats.

Keyword: Knowledge discovery - Digital library - Contents of digital library -
Information retrieval - Library of Bangladesh - Discovery tools - Metadata

1 Introduction

The contents of the digital library (DL) are critical for any twenty-first-century library
user. Especially it is very important for students, faculty members, researchers, and sci-
entists who want to get information in the quickest possible time. As a result of the
advancement of ICT and the demand for current users, DL has been established all over
the world to effectively and efficiently serve those communities. With the advent of mod-
ern science and technology, information management services that enable the creation of
digital libraries have significantly improved [1]. As a consequence, the authorities of that
DL would purchase a significant number of digital resources each year based on their
ability to meet patrons’ demands. However, due to a lack of good searching tools, many
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great library materials are overlooked. Libraries spend a significant amount of money
each year growing their collections through various information resources or platforms,
yet most of these resources are underutilized owing to a lack of a robust search engine
with a single interface [2].

Knowledge discovery (KD) or retrieval of information from sources is very critical
for any library user. KD tools are essential for any library to make its materials visible to
users so that they can make appropriate use of them. KD tools use many approaches to
search for and extract usable knowledge from data, databases, and documents [3]. How-
ever, KD tools can work effectively and efficiently if the library metadata and holdings
data are properly managed. Discovery and access can be difficult or impossible with-
out accurate bibliographic metadata and holdings data [4]. Nowadays, the most crucial
responsibility of library professionals is to ensure KD from DL content is effectively
and efficiently done in order to provide good library services to their users. As a conse-
quence, they must rely on advanced technology, cutting-edge tools, and approaches that
are critically needed in the DL to help make use of the contents of crucial information
sources and locate the knowledge [5].

The purpose of this study is to explore the present trends of KD from DL systems in
Bangladesh. It tried to identify the advantages and disadvantages, current barriers and
challenges, and the tools and technologies required for KD from DL contents. It also
attempted to offer effective strategies for overcoming the existing barriers and obstacles
associated with KD. As a result, this research will be highly useful to all Bangladeshi
and worldwide information scientists in understanding KD from the content of DL. It
will serve as a guideline for library academicians, practitioners, and patrons.

The rest of the paper is structured as follows. The second section describes the
conceptual map by reviewing related literature. The third section explains the aims and
objectives of this study. The fourth section presents the research questions. The fifth
section presents the research methodology. The sixth section describes the analysis of
data, findings and discussion. The seventh section presents the technique of discovering
knowledge as per the library professionals in Bangladesh. The eighth section mentions
the limitations and direction for future research and the final and ninth section concludes
the paper.

2 Literature Review

2.1 Concept of Knowledge Discovery

Knowledge discovery has been a hot topic not only in data mining and artificial intelli-
gence but also in many other disciplines throughout the history of humanity in general
and in particular over the past decades in the digital age [7]. Knowledge discovery is
responsible for the quality of data entering discovery systems [8]. The high-level pro-
cess of extracting effective, undiscovered, possibly valuable, and ultimately understood
patterns from enormous amounts of data is referred to as knowledge discovery [9]. Web
software that searches journal articles and library catalog metadata in a unified index and
shows search results in a single interface are known as discovery tools [2]. The knowl-
edge discovery process has some distinct characteristics, particularly when dealing with
data of high velocity, variety, and volume [10]. Characteristics such as large data volume,
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knowledge discovery efficiency, the accuracy of discovered knowledge, and discovery
automation are linked and must be addressed together for reliable knowledge discovery
[10, 11]. Knowledge Discovery in databases is the process of extracting usable infor-
mation from a huge data set using a data mining algorithm with specified metrics and
thresholds and in more recent times, artificial intelligence approaches have been uti-
lized to achieve this goal [11]. Because humans’ intelligent actions include discovering
knowledge, extracting knowledge, and mining knowledge, knowledge discovery is a
type of intelligent behavior [7, 12].

2.2 Tools of Knowledge Discovery

A knowledge discovery tool is defined as a search engine that uses unified indexes of
licensed scholarly information to search across multiple library databases provided by
various vendors and can be customized for size, range, and comprehensiveness of data
inclusion for targeted solutions [6]. Discovery tools that ingest metadata into a single
index employ a single set of search algorithms to retrieve and rank results [2]. Although
it is evident that a tool like Summon is required and value to library users, libraries must
take care to position such devices in such a way that they can be a successful addition
to the resource discovery dynamic [13]. Discovery tools, such as EBSCO Discovery
Service, summon service (Serial Solution), Encore Discovery (Innovative interface), and
Primo Central (Ex Libris Group), provides both opportunities and challenges for library
instruction, depending on the academic discipline, users’ knowledge, and information-
seeking need [2]. A metasearch engine, sometimes known as a search aggregator, is an
online information retrieval tool that generates its own results using the data of a web
search engine. Metasearch engines take user input and query search engines for results
right away. The users are supplied with enough data that has been acquired, ranked, and
presented to them [14]. Federated search is a key component of an Information Portal,
which serves as a gateway to a variety of information sources. When a user types a
search query into the Information Portal’s search box, the system uses federated search
technology to send the search string to each resource included in the Portal [15].

2.3 The Current State of Digital Library Practice in Bangladesh

We have become comfortable with the DL, which is paperless, borderless, and always
accessible from anywhere in the globe, due to the use of information and communica-
tion technology. Digital libraries and Institutional Repositories have grown increasingly
popular as a means of gaining quick access to electronic information, however digital
library activities in Bangladesh are still in their infancy [16]. In Bangladesh, the expan-
sion of IRs is modest and it has a poor rate of IR development as compared to other Asian
countries [17]. According to ROAR (Registry of Open Access Repositories), the number
of repositories in Bangladesh is quite low, with only twelve [18]. They suggested that
Bangladeshi librarians may require assistance in developing repositories in their own
organizations. Islam & Naznin pointed out that the implementation of DL in Bangladesh
is difficult, and specified library users should be knowledgeable of how to utilize it. It
also necessitates an educated workforce, enhanced infrastructural facilities, and gov-
ernment attention [19]. Islam and Naznin; Rahman et al. noted significant progress in
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library digitization efforts in Bangladesh over the last decade, as well as issues like
capacity building, shrinking funding, insufficient facilities, and traditional duties being
supplanted by modern technologies. They also promoted joint digitalization efforts and
provided helpful recommendations [19, 20].

3 Objectives of the Study

The main objective of this study is to explore the present trend of KD from digital library
systems in Bangladesh. The more particular objectives are:

a) To determine the pros and cons of knowledge discovery from DL contents

b) To identify the existing barriers and challenges of DL

¢) To identify the tools and technologies that are required for KD from DL contents
d) To offer effective ways to overcome the existing barriers and challenges of KD.

4 Research Questions (RQs)

Based on the above objectives, one major research question (MRQ) and three subsidiary
research questions (SRQs) have been formulated that will guide the study.

MRQI1. What is the present trend of KD from the DL system in Bangladesh?

SRQ?2. What difficulties and challenges are being faced in knowledge discovery from
the DL content in Bangladesh?

SRQ3. What types of tools and technologies are required for knowledge discovery from
DL contents?

SRQ4. How could the existing barriers and challenges of KD be overcome?

5 Research Methodology

Both quantitative and qualitative methods have been applied in this study. A structured
questionnaire was designed and sent to the library professionals through emails for col-
lecting data. The questionnaire was sent to 150 library professionals of different orga-
nizations, including universities, research institutes, etc. in Bangladesh. We received 85
filled questionnaires. Among 85 respondents 78 respondents, filled questionnaires appro-
priately and the remaining 7 respondents did not fill properly. Therefore, we used 78
responses in this study. Due to the current pandemic circumstances, many professionals
are staying in remote areas where internet connectivity does not work properly. Hence,
they could not participate in this study. We conducted telephone interviews with key pro-
fessionals who are actively involved in directing DL. The quantitative data were analyzed
using SPSS (version 20.0) software and qualitative data were analyzed thematically.
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6 Findings and Discussion

6.1 Demographic Profile of the Respondents

This section focuses on the male and female ratio as well as the respondents’ highest
levels of education. Among the 78 respondents, 70.5% (55) respondents were male,
and 29.5% (23) were female. The educational qualification of the respondents is seen
that the highest 77% of respondents have a Master of Arts (M.A.) degree, while the
lowest 4% have the Masters of Social Science (M.S.S.) degree. The second highest 13%
has a master’s of Philosophy (M.Phil) degree and 6% of respondents have a Doctor of
Philosophy (Ph.D.) degree.

6.2 Designation of the Respondents

According to the survey, it is seen that the highest percentage of responses (36%) from
the “Assistant librarian”, followed by “Deputy Librarian™ (32%), “Librarian” (17%),
and “Library Officer” (4.5%) “Additional Librarian” (3%) Deputy Director (3%). We
received only one response (1%) from “Chief librarian”, “Principal Scientific Officer”,
“Assistant Library officer” and “Cataloguer” respectively.

6.3 Competencies of Respondents in Digital Library Management

This section summarizes the results of the survey on respondents’ digital library manage-
ment skills. The highest 44.9% of respondents have an intermediate level of competencies
in the management of the digital library, on the other hand, 30.8% of respondents are
beginners in the management of the digital library. 14.1% of respondents stated that they
have excellent knowledge in the management of digital libraries, while 10.3% mentioned
there have no setup of digital libraries.

6.4 The Tools and Technologies Needed to Discover Knowledge from the DL
Contents

The respondents were asked to indicate their level of agreement with some specific tools
and technologies which are required for Knowledge discovery from the content of digital
libraries. The level of agreement of the respondent is analyzed on 1-5 Likert scales in the
Sect. 6.4, 6.5 and 6.6. The mean and standard deviation of the responses were calculated
according to the following scores: strongly disagree = 1.00, disagree = 2.00, neutral =
3.00, agree = 4.00, and strongly agree = 5.00 using the descriptive analysis techniques
of SPSS.

The highest mean score was 4.49 for the statement of “OPAC,” while the lowest mean
score was 4.03 for the statement of “Apps.” The second highest mean score was 4.42
for the statement of “Library Catalogue,” followed by 4.35, 4.26, 4.21, 4.18, 4.15 and
4.14 for the statements of “Search engine,” “Index,” “Discovery software”, “Document
Object Identifier (DOI)”, “Information of contents page”, and “Metadata” respectively.
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6.5 The Difficulties and Obstacles of Discovering Knowledge

The opinion of the respondents regarding the difficulties and obstacles of discovering
knowledge from the content of a digital library is stated below.

Inaccurate Bibliographic Metadata

Without the proper bibliographic metadata, users won’t be able to find the information
they need [4]. The respondents agreed with the statement (with a mean score of 3.91)
that content could not be traced due to inaccurate bibliographic metadata.

Lack of Accurate Holdings Data

The content from the digital library is unable to discover due to a lack of accurate
holdings data. The respondents agreed (with a mean score of 3.83) that one of the most
significant barriers to discovering knowledge from the digital library’s contents is a lack
of accurate holdings data.

Lack of Synchronized Bibliographic Metadata and Holdings Data
The respondents agreed with the statement (with a mean score of 4.24) that unsynchro-
nized metadata and holdings data creating hindrance in discovering knowledge.

Libraries Receive Data in Multiple Formats

The respondents agreed with the statement (with a mean score of 4.21) that the libraries
have to receive data in multiple formats, which causes difficulties discovering knowledge
from the digital library’s content.

6.6 Ways of Overcoming the Barriers and Challenges of KD from Contents of DL

The respondents were asked to specify how to overcome the barriers and challenges of
KD from the digital library’s content. The responses of the respondents are presented
below.

The highest mean score was 4.60 for the statement of “Using Knowledge Bases And
Related Tools (KBART) and MARC standards,” while the lowest mean score was 4.12
for the statement of “Preserving complete bibliographic metadata.” The second highest
mean score was 4.37 for the statement of “Providing high-quality data,” followed by the
score of 4.32, 4.28, 4.24 for the following statements of “Using consistent data formats”,
“Preserving accurate holdings data” and “Synchronizing bibliographic metadata and
holdings data” respectively.

6.7 The Most Commonly Used Discovery Tool/software in the Libraries
of Bangladesh

The most commonly used discovery tool/software in Bangladeshi libraries. The high-
est 55 (66.7%) respondents agreed that “VuFind” is used to discover knowledge in
Bangladeshi libraries, while the lowest 2 (2.6%) respondents believed that “Encore” and
“Blacklight” are used for the same purpose. The second highest 37 (47.4%) respondents
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agreed that “EBSCO’s Discovery Service” are being used in libraries in Bangladesh fol-
lowed by 16 (20.5%), 15 (19.2%), 9 (11.5%), 8 (10.3%), 6 (7.7%) for the tools/software
“eXtensible Catalog”, “WorldCatLocal”, “BiblioCommons”, “ProQuest AquaBrowser”,
“Ex Libris” respectively.

7 The Technique of Discovering Knowledge as Per the Library
Professionals in Bangladesh

An open-ended question, “Would you please share your thoughts on how to effectively
discover knowledge from the digital library’s content?” was asked through the ques-
tionnaire. The responses to this question were analyzed and categorized into themes as
discussed below.

Creating systematic index and keywords: IP-1, IP-5, and IP-7 (Interview Participant)
mentioned that the knowledge could be discovered from the content of the digital library
by creating a systematic index of resources and searching knowledge applying appro-
priate keywords of desired information. Powerful search engine: IP-2 and IP-10 stated
that a powerful search engine should be developed for discovering knowledge. A search
engine can find information from any organized digital source. It is a popularly used
tool all over the world for discovering knowledge. The resources should be collected
from authentic sources: IP-50 and IP-72 emphasized the collection of resources from
authentic, renowned, and standard organizations. They revealed that a world-famous
organization generally maintains proper quality and standard system from creation to
delivery of information. Hence the information provided by world-class organizations
that information can be easily discovered using searching tools. Use of Artificial Intel-
ligent and Big Data technology: IP-22, IP-66, and IP-71 stated that knowledge might be
discovered effectively and efficiently from the contents of the digital libraries utilizing
Artificial Intelligence (AI) and Big Data technologies. DL can leverage Al and Big Data
technologies to discover knowledge for its databases, as they are used in almost every
industry. Following standard metadata: IP-33, IP-77 and IP 80 stated that every docu-
ment should be uploaded in the digital library with the following standard metadata and
setting all the possible keywords and subjects should be added as much as possible. The
database should be relational; the author, subject, place, publisher, supplier, etc. should
be hyperlinked. Search can be filtered within the search result. The interface should be
user-friendly.

As per the study respondents, KD from the contents of DL would be simple to
discover using the approaches indicated.

8 Limitations and Direction for Future Research

In this pandemic circumstance, educational institutes and most research organizations
in Bangladesh and the rest of the world are physically closed. The information and
library professionals from those educational institutes and research organizations make
up the research population for this study. We were unable to communicate with many
professionals since they were not available at their workstations; as a result, we could
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not reflect their views in the article. Future research could involve a larger sample size
and a look at the demographic information of the diverse responders. As a result of the
limitations mentioned above, other scholars may be inspired to conduct further empirical
research in this field.

9 Conclusion

The aim of the study was to explore the present trend of KD from digital library systems
in Bangladesh. The findings showed that 70 respondents (out of 78) stated that they are
successfully capable of running the DL and some of them are experts in DL. management
and only 8 respondents mentioned they have not existed the DL. Moreover, the study
exposed that “VuFind” and “EBSCO’s Discovery Service” software are being popularly
used as KD tools in the libraries in Bangladesh. As a result, Bangladesh has a healthier
overall scenario in terms of DL setup, skilled manpower, management, and KD from
DL’s content. The findings also revealed that the DL faces numerous challenges in dis-
covering knowledge from its content, including inaccurate bibliographic metadata, a lack
of accurate holdings data, a lack of synchronized bibliographic metadata and holdings
data, and data in a variety of formats, among others. However, this study recommended
that DL should maintain high-quality data, preserving complete bibliographic metadata
and accurate holdings data, synchronizing bibliographic metadata and holdings data,
using consistent data formats and using Knowledge Bases And Related Tools (KBART)
and MARC standards. Every year, almost every library acquires valuable resources for
library clients based on its financial capabilities. Nevertheless, library users may not be
able to read all of these materials since adequate discovery techniques are not used to
retrieve information from the sources. Therefore, discovery tools are playing a crucial
role to solve that problem. We may conclude that KD from DL’s content could be a
success if data suppliers, service providers, and competent professionals work together
to update and synchronize bibliographic and holdings data, as well as standardize data
formats.

References

1. Pan, Z.: Optimization of information retrieval algorithm of digital library based on semantic
search engine. In: 2020 International Conference on Computer Engineering and Application
(ICCEA). IEEE (2020)

2. Karadia, A., Pati, S.: Discovery Tools and Services for Academic Libraries (2015)

3. Shi, H., He, W., Xu, G.: Workshop proposal on knowledge discovery from digital libraries.
In: Proceedings of the 18th ACM/IEEE Joint Conference on Digital Libraries, JCDL 2018,
Fort Worth, Texas USA, 3-7 June 2018, vol. 2 (2018)

4. Kemperman, et al.: Success Strategies for Electronic Content Discovery and Access: A Cross-
Industry White Paper. OCLC, Dublin (2014). http://www.oclc.org/content/dam/oclc/reports/
data-quality/215233-SuccessStrategies.pdf

5. Viet, N.T., Kravets, A.G.: Analyzing recent research trends of computer science from
academic open-access digital library. In: 8th International Conference on System Model-
ing & Advancement in Research Trends, 22nd-23rd November 2019, Proceedings of the
SMART-2019. IEEE (2019)


http://www.oclc.org/content/dam/oclc/reports/data-quality/215233-SuccessStrategies.pdf

42

10.

11.

12.

13.

14.

15.

16.

17.

18.

19.

20.

Md. H. Rahman et al.

Shi, X., Levy, S.: An empirical review of library discovery tools. J. Serv. Sci. Manag. 8,
716725 (2015). https://doi.org/10.4236/jssm.2015.85073

Sun, Z., Stranieri, A.: A knowledge discovery in the digital age. PNG UoT BAIS 5(1), 1-11
(2020)

Sharma, G., Tripathi, V.: Effective knowledge discovery using data mining algorithm. In:
Fong, S., Dey, N., Joshi, A. (eds.) ICT Analysis and Applications. LNNS, vol. 154, pp. 145-
153. Springer, Singapore (2021). https://doi.org/10.1007/978-981-15-8354-4_15

Zhu, H., Li, X.: Research on the application of knowledge discovery in digital library service.
In: 7th International Conference on Social Network, Communication and Education (SNCE
2017), Advances in Computer Science Research, vol. 82 (2017)

Misra, S., Mukherjee, A., Roy, A.: Knowledge Discovery for Enabling Smart Internet of
Things: A Survey. Wiley Periodicals, Inc. (2018)

Soundararajan, E., Joseph, J.V.M., Jayakumar, C., Somasekharan, M.: Knowledge discovery
tools and techniques. In: Proceedings of the Conference on Recent Advances in Information
Technology, Kalapakkam, India, vol. 141 (2005)

Russell, S., Norvig, P.: Artificial Intelligence: A Modern Approach, 3rd edn. Prentice Hall
(2010)

Boyer, G.M., Besaw, M.: A study of librarians’ perceptions and use of the summon discovery
tool. J. Electron. Resour. Med. Libr. 9(3), 173183 (2012). https://doi.org/10.1080/15424065.
2012.707056

Wikipedia: Metasearch Engine (2021). https://en.wikipedia.org/wiki/Metasearch_engine.
Accessed 14 Sept 2021

Lingam, A.S.: Federated search and discovery solutions. IP Indian J. Libr. Sci. Inf. Technol.
January-June 5(1), 39-42 (2020)

Rahman, M.S.: Challenges and initiatives of digital library system and institutional repository:
Bangladesh scenario. Eastern Libr. 25(1), 1-23 (2020)

Elahi, M.H., Mezbah-ul-Islam, M.: Open access repositories of Bangladesh: an analysis of the
present status. IFLA J. 44(2), 132-142 (2018). https://doi.org/10.1177/0340035218763952
Chowdhury, M.H.H., Mannan, S.M.: Identifying the possible contents for university reposi-
tories of Bangladesh. Eastern Libr. 25(2), 1-12 (2020)

Islam, M.S., Naznin, S.: Present status of digital library initiatives in Bangladesh. In: Proceed-
ings of the 6th International Conference on Asia-Pacific Library and Information Education
and Practice. Asia-Pacific LIS: Exploring Unity Amid Diversity, Philippine International
Convention Center, Manila, Philippines, 28-30 October (2015)

Rahman, A.ILM.J., Rahman, M.M., Chowdhury, M.H.H.: Digital resources management in
libraries: step towards digital Bangladesh. In: Proceedings of the National Seminar on Cross-
Talk of Digital Resources Management: Step Towards Digital Bangladesh. Bangladesh Asso-
ciation of Librarians, Information Scientists, and Documentalists (BALID), Dhaka, pp. 1-24
(2015)


https://doi.org/10.4236/jssm.2015.85073
https://doi.org/10.1007/978-981-15-8354-4_15
https://doi.org/10.1080/15424065.2012.707056
https://en.wikipedia.org/wiki/Metasearch_engine
https://doi.org/10.1177/0340035218763952

®

Check for
updates

DataQuest: An Approach
to Automatically Extract Dataset
Mentions from Scientific Papers

Sandeep Kumar!®?) | Tirthankar Ghosal?, and Asif Ekbal®

! Department of Computer Science and Engineering, Indian Institute of Technology
Patna, Bihta, India
{19.11mc12,asif}@iitp.ac.in
2 Institute of Formal and Applied Linguistics, Faculty of Mathematics and Physics,
Charles University, Prague, Czech Republic
ghosal@ufal.mff.cuni.cz

Abstract. The rapid growth of scientific literature is presenting several
challenges for the search and discovery of research artifacts. Datasets are
the backbone of scientific experiments. It is crucial to locate the datasets
used or generated by previous research as building suitable datasets is
costly in terms of time, money, and human labor. Hence automated mech-
anisms to aid the search and discovery of datasets from scientific publi-
cations can aid reproducibility and reusability of these valuable scientific
artifacts. Here in this work, utilizing the next sentence prediction capa-
bility of language models, we show that a BERT-based entity recognition
model with POS aware embedding can be effectively used to address this
problem. Our investigation shows that identifying sentences containing
dataset mentions in the first place proves critical to the task. Our method
outperforms earlier ones and achieves an F1 score of 56.2 in extracting
dataset mentions from research papers on a popular corpus of social sci-
ence publications. We make our codes available at https://github.com/
sandeep82945 /data_discovery.

Keywords: Dataset discovery - Dataset mention extraction -
Publication mining - Deep learning

1 Introduction

Data is the new oil for as they say, and datasets are crucial for scientific research.
There has been an enormous growth of data and rapid advancement in data sci-
ence technologies a generation or two ago, which has opened considerable oppor-
tunities to conduct empirical research. Now the researchers can rapidly acquire
and develop massive, rich datasets, routinely fit complex statistical models, and
conduct their science in increasingly fine-grained ways. Finding a good dataset to
support/carry out the investigation or creating a new one is crucial to research.
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Faced with a never-ending stream of new findings and datasets generated using
different code and analytical techniques, researchers cannot readily determine
who has worked in an area before, what methods were used, what was produced,
and where those products can be found. However, many datasets go unnoticed
due to lack of proper dataset discovery tools, and hence many efforts are dupli-
cated. A survey [16] even suggests that data users’ and analysts’ productivity
grow less because more than a third of their time is spent finding out about data
rather than in model development and production. The links from scientific pub-
lications to the underlying datasets and vice versa are helpful in many scenarios,
including building a dataset recommendation system, determining the impact
of a given dataset, or identifying the most used datasets in a given community,
sharing available datasets through the research community.

Empirical researchers and analysts who want to use data for evidence and pol-
icy mostly face challenges in finding out who else worked with the data. Hence,
good research is underused, great data go undiscovered and are undervalued, and
time and resources are wasted redoing empirical work [1]. It will also help govern-
ments modernize their data management practices and building policies based
on evidence and science [3]. Too often, scientific data and outputs cannot be eas-
ily discovered, even if publicly available, which leads to the reproducibility crisis
of empirical science, thereby threatening its legitimacy and utility [12,22]. Auto-
matically detecting dataset references is challenging even within one research
community because of a wide variety of dataset citations and the variety of
places in which datasets can be referenced in articles [14].

A significant effort towards this problem were made in the Rich Context
Competition [4] (RCC). This paper improves the previously used state-of-the-
art approaches for dataset extraction from scientific publications by proposing
an end-to-end pipeline. Our approach consists of two stages: (1) Dataset Sen-
tence Classification, (2) Identification of Actual Dataset Mentions within that
sentence. To the best of our knowledge, our approach is novel in this domain.

2 Related Work

Researchers have long investigated extracting entities, artifacts from research
paper full text to make knowledge computable [23,25,28]. However, here in
this work, we concentrate on the investigations that specifically address dataset
extraction and discovery. Recently Google released their Dataset Discovery
engine [26] which relies on an open ecosystem, where dataset owners and
providers publish semantically enhanced metadata on their sites. Singhal et al.
[32] leverage on a user profile-based search and a keyword-based search from
open-source web resources such as scholarly articles repositories and academic
search engines to discover the datasets. Lu et al. [21] extracted dataset from
publications using handcrafted features. Ghavimi et al. [15] proposed a semi-
automatic three-step approach for finding explicit references to datasets in social
sciences articles. To identify references to datasets in publications, Katarina
Boland et al. [8] proposed a pattern induction approach to induce patterns
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iteratively using a bootstrapping strategy. The task of identifying biomedical
dataset is addressed by [9] open source biomedical data discovery system called
DataMed. Within the RCC challenge [2], the winner was the Semantic Scholar
team from Allen AI [18]. They built a rule-based extraction system with Named
Entity Recognition (NER) model using Bidirectional Long Short-Term Mem-
ory (Bi-LSTM) model with a conditional random field (CRF) decoding layer
to predict dataset mentions. The honorable mention KAIST team [17] used a
machine-learning-based question answering system for retrieving data sets by
generating questions regarding datasets. Another finalist, team GESIS [27] also
explored a named entity recognition (NER) approach using SPACY for full text.
The DICE team [24] from Paderborn University trained an entity extraction
model based on CRFs and combined it with a simple dataset mention search to
detect datasets in an article. The team from Singapore Management University
(SMU) [30] used SVM for dataset detection followed by rules to extract dataset
names. The work reported in [29,33] by SU and NUS describes a method for
extracting dataset-mentions using various BiLSTM variants with CRF atten-
tion models for the dataset extraction task.

The previous works have some limitations in generalizing unseen datasets,
discriminating ambiguous names to datasets, and reducing noise. Our current
work aims to tackle the limitation and improve the results by combining the
transfer capabilities of Bi-Directional Encoder Representations from Transform-
ers (BERT).

3 Methodology

RCC organizers provided a labeled corpus of 5000 publications with an additional
development fold of 100 publications. Overall, there are around 8 lakhs and 32k
sentences, not containing dataset mention and dataset mention, respectively.
Each publication was labeled to indicate which of the datasets from the list
were referenced within and what specific text was used to refer to each dataset.
However, many of the listed datasets do not appear in the corpus. We consider
only those publications that contain a mention of the dataset and filtered out
the rest for training the dataset-mention extraction model.

We employ a pipeline of two tasks in sequence: Dataset Sentence Classifica-
tion, followed by Dataset Mention Extraction, as shown in Fig. 1. The sentences
that contain dataset mentions are considered further for the dataset mention
extraction task. The first task helps us quickly filter out the sentences that do
not refer to any dataset.

3.1 Dataset-Sentence Classification

We propose a SciBERT+MLP model (a sentence-level binary classifier), which
encodes hidden semantics and long-distance dependency. In this module, the
goal is to classify each sentence in a sequence of n sentences in a document to
find out whether it contains a dataset reference or not. For this purpose, we
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Fig. 1. Overall architecture diagram showing: (a) Dataset Sentence Classification (on
the left), (b) Dataset Mention Extraction (on the right)

develop a technique based on the Sequential Sentence Classification [6] (SSC)
model. The SSC model is based on SciBERT [7], a variant of BERT [10] pre-
trained on a large multi-domain corpus of scientific publications. Figure 1(a)
gives an overview of our dataset sentence identification module. Consider the
training dataset as T = Dy, Da, .., D;, .., Dz comprising of Z documents. Each
D; can be represented as D; = s;1, Si2, .., Sij, .., Sin where N is the number of
sentences in the document and s;; is the jth sentence of document D;. Each
sentence is assigned a ground-truth label where label “1” represents a sentence
containing dataset mention reference and label “0” a sentence doesn’t contain
dataset mention reference. The standard [CLS] is inserted as the first token of the
sequence, and another delimiter token [SEP] is used for separating the segments.
The initial input embedding (Ep.k) is calculated by summing up the token,
sentence, and positional embedding. The transformer layers [11] allow the model
to fine-tune the weights of these special tokens according to the task-specific
training data (RCC corpus). We use a multi-layer feedforward network on top
of each sentence’s [SEP] representations to classify them to their corresponding
categories (Has Dataset Mention or Not?). During fine-tuning, the model learns
appropriate weights for the [SEP] token to capture contextual information and
learns sentence structure and relations between continuous sentences (through
the next sentence objective). Further, we use a softmax classifier on top of the
MLP to predict the label’s probability. The last linear layer consists of two units
corresponding to label “0” and label “1”. The final output label is the label
whose corresponding unit has a higher score in the last linear layer. Our loss
function is weighted binary cross entropy loss, whose weights are decided by
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the number of samples in each class. We use the AllenNLP [13] toolkit for the
model implementation. As in prior work [10], for training we use dropout of 0.1,
the Adam optimizer for 2-5 epochs, and learning rates of 5e—6, le—5, 2e—5, or
d5e—H.

3.2 Dataset Mention Extraction

Dataset Mention Extraction is a binary sequence tagging task where we clas-
sified each token to indicate whether it is part of a dataset mention phrase
fragment. Here, the goal is to extract the dataset mentions from the sentences
which contain at least one mention of the dataset. To detect the boundary of a
dataset mention, we use the BIO tagging scheme!. We finetune the pre-trained
SciBERT model using the annotated corpus with the BIO-schema for dataset
mention recognition. While BERT has its tokenization with Byte-Pair encoding
and will assign tags to its extracted tokens, we should take care of it. BERT
extracted tokens are always equal to or smaller than our main tokens because
BERT takes tokens of our dataset one by one, as described by [31]. As a result,
we will have intra-tokens that take X tag (meaning don’t mention). We employ
masking to ignore the padded elements in the sequences.

To add syntactic features to the BERT model, we create a syntax-infused
vector for each word by adding a POS embedding vector of dimension d = D
to the BERT embedding vector of the word. To determine the POS label of
each word of a sentence, we use the pretrained spacy model [5]. We make a POS
embedding vector from the BERT embedding of the POS label of the word. Here
D is the input dimension of the encoder (D = 768). We add a token-level classifier
on top of the BERT layer followed by a Linear-Chain CRF to classify the dataset
mention tokens. For an input sequence of n tokens, BERT outputs an encoded
token sequence with hidden dimension H. The classification model projects each
token’s encoded representation to the tag space, i.e. R -> R¥ where K is the
number of tags and depends on the number of classes and the tagging scheme.
The output scores P € R"*¥ of the classification model are then fed to the CRF
layer. The matrix A is such that A; ; represents the score of transitioning from
tag ¢ to tag j including two more additional states representing start and end of
sequence.

As described by [20] for an input sequence X = (x1, ..., X,) and a sequence
of tag predictions y = (y1,..-,Un),yi € {1,..., K} the score of the sequence is
defined as:-

n n
s(X,y) = Z AyiayiJrl + Z Py, (1)
i=0 i=1
where yo and y,.1 are the start and end tags. A softmax over all possible
sequences yields the probability for sequence y
e5(X5y)

(X9
Z:IJGYX e )

1B, I, and O denote the beginning, intermediate, and outside of dataset mention.

p(y|X) = (2)
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The model is trained to maximize the log probability of the correct tag sequence:-

log(p(y|X)) = s(X,y) —log( Y e**9) (3)
geYx

where Yx are all possible tag sequences. Equation 3 is computed using dynamic
programming. During evaluation, the most likely sequence is obtained by Viterbi
decoding. As per [10] we compute predictions and losses only for the first sub-
token of each token. While we tried different batch sizes and learning rates for
fine-tuning while we report the best. We use a learning rate of 5e-6 for the Adam
optimizer [19], with a batch size of 16 for 10 epochs. Gradient clipping was used,
with a max gradient of 1. This module’s output will be the BIO-tagged sentence
from where we can extract the B followed by I-tagged tokens signifying the
dataset mention.

Table 1. Result of Dataset-Sentence Classification (P — Precision, R — Recall,
F1 — F1-Score)

Result of Task-1 P R |F1

Sentence not containing data | 0.99 | 0.98 | 0.99
Sentence containing data 0.8310.82/0.83
Macro average 0.92/0.91 091

Table 2. Result of Dataset Mention Extraction, Details of each of these comparison
systems is described in Sect. 2

Model Partial match Exact match
P R F1 P R F1

SMU [30] ~ | — = 340 30.0 320
BiLSTM(NUS) [29] 714 644 67.7 313 |34 326
SL-E-C(NUS) [29] 72.2 | 72.6 |74.8 139.9 |41.6  40.7
CNN-BiLSTM(NUS) [29] 775 755 |76.5 414 | 44.6 43.0
CNN-BiLSTM-CRF(NUS) [29] 79.1 (711 |74.9 427 446 43.6
SU [33] 88.2 | 88.4 88.3

CNN-BiLSTM-Att-CRF(NUS) [29] | 76.1 |73.8 |74.9 |39.4 | 47.7 |43.2

Allen AI [18] - — - 52.4 |50.3 |51.8
Our model 89.2 | 88.1 | 88.6/60.24 | 52.8 | 56.2
GESIS [27] 93.0 [95.0 |{93.8 180.0 |81.0 80.4
Our model 94.2/95.294.6  85.2 | 86.785.9

4 Results and Analysis

Table 1 shows the result of Task-1 (Dataset Sentence Classification). Our model
has reported a 0.91 macro average for Task 1. While Table 2 shows the result of
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Task-2 (Dataset Mention Extraction) and the comparison with other baselines.
We evaluate our model for strict and partial (relaxed) Fl-score. While strict
criterion contributes a true positive count if and only if the ground truth tokens
are exactly predicted, whereas matched correctly predicted assigns the credit if
and only if the exact boundaries are matched, for partial (or relaxed) criterion,
a partial match to the ground truth is also treated as the true positive count.

As expected, our proposed model results are better for the partial match than
the exact match, which means we can find the proper context with very high
precision even if we could not match the full dataset mention in the text exactly.
Results also show that our proposed system performs the best for both strict
and relaxed evaluation metrics than the other existing methods. The closest sys-
tem, AllenAT [18], reported having achieved the Fl-scores of 51.8 for the strict.
We observe a relative improvement of 6.4% Fl-score compared to AllenAl wrt
strict. The closest system, GESIS [27], reported having achieved the F1-scores
of 80.4 for the strict and 93.8 for the relaxed criterion, respectively. We observe
a relative improvement of 5.4% Fl-score compared to GESIS wrt strict and
almost equal Fl-score to relaxed criterion (All results are on the development
set while GESIS divided the training set into the split of 80:20, 80% for training
and 20% for testing; we also report for the same set). The other participants,
including AllenAI [18] and GESIS [27], have not tried transformer-based NER
and have also performed NER on the paper’s full context. In contrast, we fil-
tered out the irrelevant sentences (not containing the dataset mention) and then
used the relevant sentences for mention extraction. Also, the BERT-based NER
understood the context better, resulting in better results. We also perform test-
of-significance (T-test) and observe that the obtained results are statistically
significant w.r.t. the state-of-the-art with p-values < 0.05.

Table 3. Ablation study

Model Precision | Recall | F1

BERT+CRF (On full test set) 54.9 51.2 | 52.9
BERT+CRF (After dataset sentence classification) 58.2 51.3 | 54.4
BERT+CRF+POS (On full test set) 55.2 52.3 |53.7
BERT+CRF+POS (After dataset sentence classification) | 60.2 52.8 |56.2

4.1 Analysis

Table 3 shows the ablation study examining our system’s various components’
importance. We observe dataset sentence classification before dataset mention
extraction, and POS-aware BERT embedding for dataset mention extraction
boosts the overall model’s performance for this task.
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Table 4. Examples of the dataset sentence identification task, where the red coloured
text indicate sentences being filtered out whereas blue colored text indicate sentences
passed for the next dataset mention extraction task.

Dataset Name: “SWAN’ Title: ”Study of Women’s Health across the Nation”

1. Swans are bird of family Anatidae within the genus Cygnus (-)

2. Several enduring themes have emerged from SWAN that have associated certain patterns of
hormones and symptoms with metabolic status. (+)

3. SWAN Energy LTd. is an emerging “green energy” company (-)

4. Weight gain has been observed to occur in conjunction with the menopausal transition, but
studies prior to SWAN have concluded that weight gain is driven primarly by age (+)

Dataset Name: “SUPPORT’ Title: “Study to understand Prognoses and Preferences for Outcomes
and Risks of Treatments”

5. Peng’s findings do not appear to support his conclusions (-)

6. Phase I of SUPPORT collected data from patients accessioned during 1989-1991 to characterize
the care, treatment preferences, and pattern of decision-making among critically ill patients. (4)

Role of Sentence Identification. As the string may occur multiple times in
the document, and all occurrences may or may not be correct dataset mentions;
this is especially problematic when the string is a common word which may
have multiple meanings in different contexts. As shown in Table4, we provide
some examples to show how the sentence identification task can overcome other
participants’ limitations, including that of GESIS. ‘SWAN’ is a dataset mention
of a dataset with the title “Study of Women’s Health Across Nation,” which is
also the name of a bird, company, etc. Similarly, ‘SUPPORT" is a dataset mention
of a dataset with the title “Study to Understand Prognoses and Preferences
for Outcomes and Risks of Treatments.” However, it is also a commonly used
word in the English language with a different meaning. Using NER directly
does not discriminate these confusion cases and mislabels all of them as dataset
names. While the sentence identification task understands the context of the
sentences and filters out these irrelevant sentences (red), and preserves only
relevant sentences (blue) before feeding them to NER.

Table 5. Examples showing the use of adding POS embedding to word embedding
(red: wrongly identified dataset mention, blue: correctly identified dataset mention)

Without POS embedding With POS embedding

The data has been used from progress in inter-
national reading literacy study.... There is a high
level of risk in the rise in the number of cases.

The data has been used from progress in inter-
national reading literacy study.... There is a high
level of risk in the rise in the number of cases.

‘We combine two micro datasets provided by the
deutsche bundesbank ,the its and the midi and

We combine two micro datasets provided by the
deutsche bundesbank ,the its and the midi and

complement them]..] complement them [..]

Role of POS Embedding. Dataset mentions are usually noun phrases, such as
in Table5 “National health and educational survey”, “coastal erosion study”, etc.
The examples “progress in” and “rise in” are misclassified by the NER, as the
dataset mentions. However, adding the POS embedding gives more weightage to
the noun chunks. Hence, some misclassified verbs or other POS dataset phrases
are reduced.
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4.2 Error Analysis

— Roman numbers: Our model finds difficulty in determining full dataset
names having roman names. For example “/..Jadd health (waves i, i, and iii)
with obesity[..]”, contains roman letters in the dataset name ( “add health and
add health waves i i and ”). However, the model predicts only add health,
i.e., does not predict the full dataset name.

— Too many numbers or punctuations: Our model confuses when there are
too many numbers or punctuations in the sentence. For example “002 hospi-
tal beds per 100,000 population —0:002***[..] national profile of local health
departments/..]” shows the example having the dataset mentions “national
profile of local health departments,” but the model fails to understand the con-
text due to many punctuation or numbers, hence fails to predict the dataset
name.

5 Conclusion and Future Work

In this work, we report a novel BERT-based model for extracting dataset men-
tions from scientific publications. Our model is simple and outperforms earlier
approaches. Our overall goal is to understand the impact of any given dataset
(Data Impact Factor) in the community. The critical observation we make here
is that identifying sentences containing the dataset-mentions are highly useful
before proceeding with the task of dataset-mention extraction and using BERT
with POS embedding can enhance the task of dataset-mention extraction. In
the future, we intend to explore extracting other helpful information (tasks,
methods, metrics) from research publications to automate automated literature
comparison.
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Abstract. The paper presents an experiment intended to overcome the
problem of searching for different spelling variants in old Polish prints. In
the case of The Digital Library of Polish and Poland-related Ephemeral
Prints from the 16th, 17th and 18th Centuries two concurrent layers of
text (transliteration and transcription) underlying selected digital library
items are available in the related Electronic Corpus of the 17th and 18th
Century Polish Texts (until 1772). Both variants are retrieved and a
double-hidden layer representation of a sample item is prepared and
made available for textual searching in a PDF containing its scanned
image. The experiment can be generalized to other libraries dealing with
multiple concurrent textual interpretations of graphical items.

Keywords: Digital library - Transcription - Transliteration - Middle
Polish

1 Introduction

The Digital Library of Polish and Poland-related Ephemeral Prints from the 16th,
17th and 18th Centuries (Pol. Cyfrowa Biblioteka Drukdéw Ulotnych polskich
i Polski dotyczacych z XVI, XVII i XVIII wieku, hereafter abbreviated CBDU!
[7-9] is a thematic digital library of approx. 2000 Polish and Poland-related pre-
press documents (ephemeral prints—short, disposable and irregular informative
publications) dated between 1501 and 1729 (all surviving documents of this kind
described in scientific publications, particularly by Zawadzki [11]).

! See https://cbdu.ijp.pan.pl/.
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The library is managed by EPrints [1], a database management system con-
figured to using extended metadata: apart from the usual ones such as item title.
author, publication date etc. CBDU defines extended metadata such as histor-
ical comments, glossaries of foreign interjections, explanations of lesser-known
background details and relations between library objects (translations, adapta-
tions, alterations of the base text, their alleged sources etc.) For 1404 prints (out
of 2011 present in the digital library) scans of actual microfilmed documents are
available, stored in multipage PDF files displayed on demand in a side pane.

The PDF's are currently graphical files only but textual transcriptions are
planned to be soon added using the process described by [10]. The texts will
be acquired from The Electronic Corpus of the 17th and 18th Century Pol-
ish Texts (until 1772) (Pol. Elektroniczny Korpus Tekstéw Polskich z XVII
i XVIII w. (do roku 1772)) [6], also referred to as the Baroque Corpus (Pol.
Korpus Barokowy — hence its acronym KORBA? and merged into the PDFs as
hidden text using the OCR tools.

The process is straightforward but not complete: the orthography of middle-
Polish text may be much different from contemporary Polish, hindering usability
of the searchable text even when it is properly embedded in the resulting PDF.
In the paper we present the method of overcoming this inconvenience by offering
double textual layer with spelling variants of the text.

2 Related Work and Background Information

Although the creators of CBDU intended to add two spelling versions of library
items - transliterated and transcribed ones?, the task proved impossible within
the project timeframe and only one sample text was transcribed?. The imple-
mentation of KORBA corpus allowed for transcribing 40 more prints, amounting
to over 200,000 tokens (words and punctuation).

Apart from the rich structural annotation available in the corpus (e.g. marked
page numbers for text ranges or foreign language interjections), the texts have
been encoded in both transcribed and transliterated forms, cf. nazajutrz (iden-
tical to a contemporary Polish word) and older nazaiutrz):

<fs type="morph">
<f name="orth">
<string>nazajutrz</string>
</f>
<f name="translit">
<string>nazaiutrz</string>
</f>
</fs>

2 See also https://korba.edu.pl/overview?lang=en.

3 The intention of transliteration is accurate representation of the graphemes of a text
while transcription is concerned with representing its phonemes.

4 See Translation into Contemporary Polish section of print 1264 at http://cbdu.ijp.
pan.pl/12640/.
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What must be noted, KORBA creators decided not to follow the extremely
faithful transliteration featured e.g. in the IMPACT corpus [3]° called strict
diplomatic or facsimile transcription, preserving the distinctions irrelevant for
many users. For example, minor differences in certain graphical or typographical
features were neglected such as different variants of the letter e, all Unicode-
encoded as LATIN SMALL LETTER E WITH OGONEK (also used in comtemporary
Polish) and not as other existing Unicode representations such as LATIN SMALL
LETTER E WITH STROKE. Obviously, both transliterated and transcribed variants
retain their capitalisation as per the original texts.

Both layers are available not only in the source corpus files but can also
be queried in the corpus search engine®, featuring e.g. an interface add-on for
inputting letters which are absent from modern Polish orthography but which
may appear in the transliteration layer, the switch between displayed layer mode
(modernized or transliterated) or attributes for querying both layers (in our
example, [orth=nazajutrz"] and [translit=nazaiutrz"] respectively) — see
Fig. 1.

Still, the corpus search interface is separated from the digital library and
offers access only to generated concordances of text, linked to the FElectronic
Dictionary of the 17th—18th Century Polish (Pol. Elektroniczny stownik jezyka
polskiego XVII i XVIII wieku) [4,5] but not to actual scans. What could offer
much more flexibility for researchers accessing both layers would be to enable
search in them directly in the browser, most conveniently in the PDF file con-
taining both the scanned version of an item and its transcribed/transliterated
text.

Table 1 shows the importance of this issue: over 32% of words in the 40 prints
from CBDU currently available in the corpus’ are subject to variation between
transcription and transliteration and over 20% of these differences are significant
ones (going beyond accent variants corresponding to characters currently unused
in Polish alphabet such as a/d and e/¢, as e.g. in potrzébna).

Table 1. Counts of differences between transcription and transliteration layers

Tokens | Percentage
No difference 135101 | 67.11%
Punctuation 11914 5.92%
Difference 66199 | 32.89%
Significant difference | 40911 | 20.32%
All 201 300 | 100.00%

5 Improving Access to Texts international project, see also http://www.impact-
project.eu.

6 See https://korba.edu.pl/.

" KORBA project is being continued until 2023 and several new texts from CBDU
will be included in the corpus.
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THE ELECTRONIC CORPUS OF 17TH- AND 18TH-CENTURY
POLISH TEXTS (UP T0 1772)

Corpus

Automatically annotated corpus

Query
[translit="nazaiutrz"]

QUERY BUILDER

Displayed layer
transliterated

v

DISCARD FOREIGN METADATA ~

Number of results per page

v 10 v

Left context

M. Pan Woiewoda Krakowski
Hetman Polny cum eadem
apparentia

Result Right context

nazaiutrz

[nazajutrz:adv]

104 results found.

TextID Date
Die[...] ma praesentis wiachat. AwlLwow 1693
Woysko do Soboty przesztey

stato

1. W. 1. M. Pan Woiewod4 Krakowski Hetman Polny cum eadem apparentia nazaiutrz Die[...] ma praesentis wiachat.
Woysko do Soboty przesztey stato pod Bariszem, w NiedZiele miato sie daley ruszyc za laztowiec ku Wasitowu,
co iesli sie stato czekamy in momenta wiadomosci.

Text ID: AwLwow

Page: 1

Title: Awizy lwowskie z Krakowa
Author: Anonim

Place of publication: Krakéw

Region: Lesser Poland
Rhymed/Non-rhymed: non-rhymed
Type of text: press releases and leaflets
Humorous: no

Release date: 1693

ELECTRONIC DICTIONARY OF THE 17TH- AND 18TH-CENTURY POLISH

NAZAJUTRZ

Part of speech: przyst.
Meanings:
1. »nastepnego dnia, na drugi dzien«

Reference to the dictionary

Fig. 1. Corpus search interface: querying transliteration layer and dictionary linking
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3 Embedding Transcription and Transliteration Layers
in a PDF File

Storing text in PDF along with the scanned version of an item is usually done
using the invisible text rendering mode (either by drawing text in the background
which is then covered by the scanned image or drawing the invisible text in the
foreground of the scanned image). Embedding spelling variants is then possible
by manipulating the hidden textual layer in various ways, e.g. by: adding word
variants directly in the single hidden layer. This method proves inconvenient for
the reader since hidden text is not aligned in the page view (see Fig.2).

tia I:h MM, Finow Woshkowyb ni i Pa O
lizdy. S

L. 1 M. Pan WPoiewods Krafpwfk: Fletman
DPolny cam eadem apparentis nazaiutrz Die 14 pre-
fontis wiachaf.

Fig. 2. Word variants added one by one in the hidden layer

A much better solution can be obtained by merging both hidden textual
layers into a single file so that they can be searched concurrently. This function
is easily obtained using many freely-available PDF manipulation libraries such
as PDF'tk, the PDF toolkit® or CPDF, Coherent PDF Command Line Toolkit”
by merging two files each containing a separate hidden layer using background
or combine pages options:

pdftk transcription.pdf multibackground transliteration.pdf
output merged.pdf

cpdf -combine-pages transcription.pdf transliteration.pdf
-0 merged.pdf

The result of this process can be found for print 1179 in CBDU'? where both
transcribed nazajutrz and transliterated nazaiutrz can be searched for, pointing
at exactly the same scan segment as in Fig. 3.

The two tools tested in the process are just examples and several other PDF
command-line utilities can be applied to merge multiple textual layers. However,
it must be noted that the selected tool should be tested for compatibility with

8 See https://www.pdflabs.com/tools/pdftk-the-pdf-toolkit,/ .
9 See https://community.coherentpdf.com/.
10 See https://cbdu.ijp.pan.pl/id/eprint/11790/.
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nazaiutrz

1 [ — 100% + [E R}

L. 1. M. Pan Poiswods Krifowfki Fetmn
DPolry cum eadem apparentis wagaimper Lic 1mis pre-
fontis wiachal. K

nazajutrz

100% + (ER))

1. WW. 1. M. Pan Woiewrdi Krakowfki Fletman
DPolny cum eadem apparentis naediuteg Dic 174 pre-
fontis wiachat. :

W oyfko do Soboty przefzley flaf pod Birifzem, w Nies
dzicle miifofie daley rufzyé zi lizlowicc ku #afifo-
wu, co fesli fie flalo czekanyy in momentd wiadomosci.

Fig. 3. Two spelling variants available for search in a single item

popular PDF viewers since e.g. files output by PDF'tk can cause search problems
when open offline in Acrobat Reader while they are perfectly processed with the
default PDF viewer in the browser!!.

The hidden layers stored this way do not have any negative impact on copying
of text from the PDF file (i.e. the text is not copied twice which happens with
using the word variants method) and the layer available for copying can be

selected by placing it in the foreground.

4 Conclusions and Future Plans

The presented experiment intended to show the method of supplementing CBDU
but also similar libraries of old texts with several interpretation layers. Whenever
suitable textual data is available, it can be encoded directly in the file to provide
the best user experience and make the PDF file function independently on any
digital library management system.

An additional experiment showed that embedding more than two layers in
a single PDF file is also possible which gives many opportunities for encoding
various interpretation over a single graphical layer of an item.

Another path of implementation could lead to integration of search in the
digital library with both the corpus and the dictionary. From the point of view
of the corpus search user it might be useful to view the retrieved concordance
directly on the scan of the source document. Similarly, search in the dictionary
could be illustrated with examples shown in actual context, on the respective
page of the scanned item.

11 Tested with Chrome 91.0.4472.124, Firefox 90.0 and Edge 91.0.864.67.
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Last but not least, search in multiple PDF files in the form of so called

graphical concordance (a Key Word in Context index with the scan snippets
created on the fly) could be implemented following the method used by Poligarp
for DjVu [2], linking search results to a series of scans with highlighted hits.
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Abstract. Literature recommendation systems (LRS) assist readers in
the discovery of relevant content from the overwhelming amount of lit-
erature available. Despite the widespread adoption of LRS, there is a
lack of research on the user-perceived recommendation characteristics
for fundamentally different approaches to content-based literature rec-
ommendation. To complement existing quantitative studies on litera-
ture recommendation, we present qualitative study results that report on
users’ perceptions for two contrasting recommendation classes: (1) link-
based recommendation represented by the Co-Citation Proximity (CPA)
approach, and (2) text-based recommendation represented by Lucene’s
MoreLikeThis (MLT) algorithm. The empirical data analyzed in our
study with twenty users and a diverse set of 40 Wikipedia articles indi-
cate a noticeable difference between text- and link-based recommen-
dation generation approaches along several key dimensions. The text-
based MLT method receives higher satisfaction ratings in terms of user-
perceived similarity of recommended articles. In contrast, the CPA app-
roach receives higher satisfaction scores in terms of diversity and seren-
dipity of recommendations. We conclude that users of literature recom-
mendation systems can benefit most from hybrid approaches that com-
bine both link- and text-based approaches, where the user’s information
needs and preferences should control the weighting for the approaches
used. The optimal weighting of multiple approaches used in a hybrid
recommendation system is highly dependent on a user’s shifting needs.

Keywords: Information retrieval - Recommender systems - Human
factors - Recommender evaluation + Wikipedia + Empirical studies

1 Introduction

The increasing volume of online literature has made recommendation systems
an indispensable tool for readers. Over 50 million scientific publications are in
circulation today [13], and approx. 3 million new publications are added annually

M. Ostendorff and C. Breitinger—Both authors contributed equally to this research.

© Springer Nature Switzerland AG 2021
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[15]. Encyclopedias such as Wikipedia are also subject to constant growth [39].
In the last decade, various recommendation approaches have been proposed for
the literature recommendation use case. In a review of 185 publications, 96 dif-
ferent approaches for literature recommendation were identified. The majority
of approaches (55%) continued to make use of content-based (CB) methods [4].
Only 18% of the surveyed recommendation approaches relied on collaborative
filtering, and another 16% made use of graph-based recommendation methods,
i.e. the analysis of citation networks, author, or venue networks [4]. A ques-
tion that remains largely unexplored in today’s literature is if these fundamen-
tally different classes of recommendation algorithms are perceived differently
by users. If a noticeable difference can be observed among users, across what
dimensions do the end-users of such recommendation algorithms perceive that
the approaches differ for a given recommendation use case? The majority of
studies dedicated to evaluating LRS make use of offline evaluations using statis-
tical accuracy metrics or error metrics without gathering any qualitative data
from users in the wild [3]. More recently, additional metrics have been proposed
to measure more dimensions of user-perceived quality for recommendations, e.g.
novelty [11,29], diversity [22,41], serendipity [6,9,17,18], and overall satisfaction
[14,27,43]. However, empirical user studies examining the perceived satisfaction
with recommendations generated by different approaches remain rare. Given the
emerging consensus on the importance of evaluating LRS from a user-centric per-
spective beyond accuracy alone [9], we identify a need for research to examine
the user-perception of fundamentally different recommendation classes.

In this paper, we perform a qualitative study to examine user-perceived dif-
ferences and thus highlight the benefits and drawbacks of two contrasting LRS
applied to Wikipedia articles. We examine a text-based recommendation gen-
eration approach, represented by Lucene’s MLT [1], and contrast this with a
link-based approach, as implemented in the Citolytics recommendation engine
[34], which uses co-citation proximity analysis (CPA) as a similarity measure
[10]. Our study seeks to answer the following three research questions:

— RQ1: Is there a measurable difference in users’ perception of the link-based
approach compared to the text-based approach? If so, what difference do
users perceive?

— RQ2: Do the approaches address different user information needs? If so, which
user needs are best addressed by which approach?

— RQ3: Does one approach show better performance for certain topical cate-
gories or article characteristics?

Finally, we discuss how the evaluated recommendation approaches could be

adapted in a hybrid system depending on the information needs of a user.

2 Background

2.1 Link-Based Similarity Measure

Co-citation proximity analysis (CPA; [10]) determines the similarity among arti-
cles by comparing the patterns of shared citations or links to other works within



A Qualitative Evaluation of Wikipedia Recommendations 65

the full text of a document. The underlying concept of CPA originates from
the Library Science field, where it takes inspiration from the co-citation (CoCit)
measure introduced by Small [37]. Beyond co-citation, CPA additionally takes
into account the positioning of links to determine the similarity of documents.
When the links of co-linked articles appear in close proximity within the linking
article, the co-linked articles are assumed to be more strongly related.
Schwarzer et al. [34] applied the concept of CPA to the outgoing links con-
tained in Wikipedia articles. They introduced Citolytics as the first link-based
recommendation system using the CPA measure and applied it to the Wiki-
pedia article recommendation use case. To quantify the degree of relatedness of
co-linked articles, CPA assigns a numeric value, the Co-Citation Proximity Index
(CPI), to each pair of articles co-linked in one or more linking articles. Schwarzer
et al. [35] derived a general-purpose CPI that is independent of the structural
elements of academic papers, e.g., sections or journals, which were proposed in
the original CPA concept. The general-purpose CPI is, therefore, more suitable
for links found in the Wikipedia corpus. We define the co-link proximity d;(a, b)
as the number of words between the links to article @ and b in the article j.
Equation 1 shows the CPI for article a being a recommendation for article b.

| D]

D| - .
CPI(a,b) = Y 6;(a,b)" * log({P1 =1 + 05
j=1

ng + 0.5 ) (1)

The CPI consists of two components: First, the general co-link proximity of
a and b which is the sum of all marker proximities d;(a, b) over all articles in the
corpus D. The parameter « defines the non-linear weighting of the proximity §.
In general, co-links in close proximity should result in a higher CPI than co-links
further apart. Thus, o must be greater or equal to zero. Moreover, the higher «,
the closer the co-link proximity must be to influence the final CPI score. Prior
to the user study, we conducted an offline evaluation similar to [35] and found
that CPA achieves the best results with o = 0.9.

The second component of CPI is a factor that defines the specificity of arti-
cle a based on its in-links n,. This factor is inspired by the Inverse Document
Frequency of TF-IDF, whereby we adapted the weighting schema from Okapi
BM25 [38]. Hence, we refer to the factor as Inverse Link Frequency (ILF). We
introduced ILF to counteract the tendency of CPA to recommend more general
Wikipedia articles, which we discovered in a manual analysis of CPA recom-
mendations. ILF increases the recommendation specificity by penalizing articles
with many in-links, which tend to cover broad topics.

2.2 Text-Based Similarity Measure

The text based MoreLikeThis (MLT) similarity measure from Elasticsearch
[7] (based on Apache Lucence) differs fundamentally from the CPA approach.
Instead of links, MLT relies entirely on the terms present in the article text to
determine similarity. Using a Vector Space Model [33], MLT represents articles as
sparse vectors in a space where each dimension corresponds to a separate index
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term. Term Frequency-Inverse Document Frequency (TF-IDF) proposed by [16]
defines the weight of these index terms. Accordingly, MLT considers two articles
similar the more terms they share and the more specific these terms are. Thus,
MLT-based article recommendations are more likely to cover similar topics when
the topic is defined by specific terms that do not occur in other topics. MLT’s
simplicity and ability to find similar articles has made it popular for websites.
For instance, MLT is currently used by Wikipedia’s MediaWiki software, as part
of its CirrusSearch extension [28], to recommend articles to its users.

2.3 Related Work

Previously, Schwarzer et al. [35] performed an offline evaluation using the English
Wikipedia corpus. They examined the offline performance of two link-based
approaches, namely CPA and the more coarse CoCit measure, in addition to
the text-based MLT measure. Schwarzer et al. made use of two quasi-gold stan-
dards afforded by Wikipedia. First, they considered the manually curated ‘see
also’ links found at the end of Wikipedia articles as a quasi-gold-standard, which
they used to evaluate 779,716 articles. Second, they used historical Wikipedia
clickstream data in an evaluation of an additional 2.57 million articles. The
results of this large-scale offline evaluation showed that the more fine-grained
CPA measure consistently outperformed CoCit. This finding has also been vali-
dated by the research community in other recommendation scenarios [21,26].

Interestingly, this offline evaluation indicated that MLT performed better in
identifying articles featuring a more narrow topical similarity with their source
article. In contrast, CPA was better suited for recommending a broader spectrum
of related articles [35]. However, prior evaluations by Schwarzer et al., using both
‘See also’ links (found at the bottom of Wikipedia articles) and clickstream data,
were purely data-centric offline evaluations. This prohibits gaining in-depth and
user-centric insights into the users’ perceived usefulness of the recommendations
shown. For example, click-through rates are a misleading metric for article rel-
evance because users will click on articles with sensational or surprising titles
before realizing that the content is not valuable to them. Accuracy and error
metrics alone are not a reliable predictor of a user’s perceived quality of recom-
mendations [5]. Only user studies and online evaluations can reliably assess the
effectiveness of real-world recommendation scenarios.

Knijnenburg et al. [20] proposed a user-centered framework that explains
how objective system aspects influence subjective user behavior. Their frame-
work is extensively evaluated with four trials and two controlled experiments
and attempts to shed light on the interactions of personal and situational char-
acteristics. Additionally, they take into account system aspects to explain the
perceived user experience for movie recommendations.

Pu et al. [32] developed a user-centric evaluation framework termed ResQue
(Recommender system’s quality of user experience) consisting of 32 questions
and 15 constructs to define the essential qualities of an effective and satisfy-
ing recommender system, including the recommendation qualities of accuracy,
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novelty, and diversity. Since their framework can be applied to article recom-
mendations, we include several questions from the ResQue framework in our
evaluation design (refer to Sect. 3.1 for details).

Despite the large size and popularity of Wikipedia, the potential of this
corpus for evaluating LRS has thus far not been exploited by the research com-
munity. To the best of our knowledge, no prior work, aside from the initial offline
study [35] and the work by [30], has made use of the Wikipedia corpus to evalu-
ate the effectiveness of different recommendation approaches. The implications
of studying the user-perceived recommendation effectiveness for Wikipedia arti-
cles may also be applicable to Wikimedia projects in a broader context, which
tend to contain a high frequency of links.

3 Methodology

This section describes our study methodology and the criteria for selecting the
Wikipedia articles used in our study. The Wikipedia encyclopedia is one of the
most prominent open-access corpora among online reference literature. As of
June 2021, the English Wikipedia contains approximately 6.3 million articles
[39]. Its widespread use and accessibility motivated us to use the English Wiki-
pedia to source the articles for our live user study. We consulted the same English
Wikipedia corpus as in [35] with the pre-processing as in [34].

3.1 Study Design

Prior to our study, we created a sample of 40 seed articles covering a diverse
spectrum of article types in Wikipedia. When selecting these seed articles, our
aim was to achieve a diversity of topics, which nonetheless remained comprehen-
sible to a general audience. To ensure comprehensibility, we excluded topics that
would require expert knowledge to judge the relevance of recommendations, e.g.,
articles on mathematical theorems. Moreover, the seed articles featured diverse
article characteristics, such as article length and article quality?.

We distinguished seed articles into four categories. First, according to their
popularity (measured by page views) into either niche or popular articles, and
second, according to the content of the article into either generic, i.e., reference
articles typical of encyclopedias, or named entities, i.e., politicians, celebrities,
or locations. We choose popularity as a criterion because, on average, popular
articles receive more in-links from other articles. Schwarzer et al. [35] found that
the number of in-links affected the performance of the link-based CPA approach.
Moreover, we expect study participants to be more familiar with popular topics
compared to niche articles. Therefore users will be better able to verbalize their
spontaneous information needs when examining a topic. The ‘article type’ cat-
egories were chosen to study the effect that articles about named entities may
have on MLT. Names of entities tend to be more unique than terms in articles

! We judge the article quality using Wikipedia’s vital article policy [40].
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on generic topics. Therefore, we expect that specific names may affect MLT’s
performance. Likewise, due to the nature of Wikipedia articles linking to generic
topics, they may appear in a broader context than links to named entities. Thus,
CPA’s performance may also be affected. These considerations resulted in four
article categories: (A) niche generic articles, (B) popular generic articles, (C)
niche named entities, and (D) popular named entities. Table 1 shows these four
categories and the 40 seed articles selected for recommendation generation.

To perform our qualitative evaluation of user-perceived recommendation
effectiveness, we recruited 20 participants. Participants were students and doc-
toral researchers from several universities in Berlin and the University of Kon-
stanz. The average age of participants was 29 years. 65% of our participants said
they spend more than an hour per month on Wikipedia, with the average being
4.6 h spent on Wikipedia.

Our study contained both qualitative and quantitative data collection com-
ponents. The quantitative component was in the form of a written questionnaire.
This questionnaire asked participants about each recommendation set separately
and elicited responses on a 5-point Likert scale. Some questions were tailored to
gain insights on the research questions we defined for our study. The remainder of
the questions adhered to the ResQue framework for user-centric evaluation [32].
The qualitative data component was designed as a semi-structured interview.
The interview contained open-ended questions that encouraged participants to
verbally compare and contrast the two recommendation sets. The participants
were also asked to describe their perceived satisfaction. Resulting from this mixed
methods study design, we could use the findings from the qualitative interviews
to interpret and validate the results from the quantitative questionnaires. All
interviews were audio-recorded with the permission of our participants.

In the study, each participant was shown four Wikipedia articles, one at a
time. For each article, two recommendation sets, each containing five recom-
mended articles, were displayed. One set was generated using CPA, i.e., the
link-based Citolytics implementation [34], while the other was generated using
the MLT algorithm. Each set of four Wikipedia articles was shown to a total
of two participants to enable checking for the presence of inter-rater agreement.
Participants were aware that recommendation sets had been generated using
different approaches, but they did not know the names of the approaches or the
method behind the recommendations. We alternated the placement of the rec-
ommendation sets to avoid the recognition of one approach over the other and
forming a potential bias based on placement. The seed Wikipedia articles were
shown to participants via a tablet or a laptop. The participants were asked to
read and scroll through the full article so that the exploration of the article’s
content was a natural as possible. We have made the complete questionnaire and
the collected data publicly available on GitHub?.

2 https://github.com/malteos/wikipedia-article-recommendations.
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Table 1. Overview of seed articles selected for the study.

# | Article (Quality (See footnote 1)) Words | # | Article (Quality (See footnote 1)) | Words
A | Niche generic topics C' | Niche named entities

1 | Babylonian mathematics (B) 3,825 | 21 | Mainau (S) 567
2 | Water pollution in India (S) 1,697 | 22 | Lake Constance (C) 7,079
3 | Transport in Greater Tokyo (C) 3,046 | 23 | Spandau (C) 599
4 | History of United States cricket (S) | 3,610 | 24 | Appenzell (C) 2,667
5 | Firefox for Android (C) 4,821 | 25 | Michael Miiller (politician) (Stub) 602
6 | Chocolate syrup (Stub) 391 | 26 | Olympiastadion (Berlin) (C) 3,360
7 | Freshwater snail (C) 1,757 | 27 | Theo Albrecht (S) 929
8 | Touring car racing (S) 2,550 | 28 | ARD (broadcaster) (S) 2,397
9 | Mudflat (C) 787 | 29 | Kaufland (Stub) 680
10 | Philosophy of healthcare (B) 3,804 | 30 | Sylt Air (Stub) 110
B | Popular generic topics D | Popular named entities

11 | Fire (C) 4,297 | 31 | Albert Einstein (GA) 15,071
12 | Basketball (C) 11,172 | 32 | Hillary Clinton (FA) 28,645
13 | Mandarin Chinese (C) 698 | 33 | Brad Pitt (FA) 9,955
14 | Cancer (B) 16,300 | 34 | New York City (B) 30,167
15 | Vietnam War (C) 32,847 | 35 | India (FA) 16,861
16 | Cat (GA) 17,009 | 36 | Elon Musk (C) 11,529
17 | Earthquake (C) 7,541 | 37 | Google (C) 16,216
18 | Submarine (C) 11,968 | 38 | Star Wars (B) 16,046
19 | Rock music (C) 19,833 | 39 | AC/DC (FA) 10,442
20 | Wind power (GA) 15,761 | 40 | FIFA World Cup (FA) 7,699

4 Results

In this section, we summarize and discuss the empirical data collected. First, we
present the primary findings, in which we provide answers to the three research
questions specified in the Introduction, and illustrate them with participants’
quotes. Second, we discuss secondary findings that arose from coding the partic-
ipants’ responses, which go beyond the research questions we set out to answer.

4.1 Primary Findings

Our study found several differences in reader’s perception of the link-based app-
roach compared to the text-based approach. A notable difference could be iden-
tified especially in the perceived degree of ‘similarity’ of the recommendations.
Participants were significantly more likely to agree with the statement ‘the rec-
ommendations are more similar to each other’ (see 1.6 in Fig.1) for the MLT
approach. 73% of responses ‘agreed’ or ‘strongly agreed’ (58 out of 80 responses)
with this statement, compared to only 36% of the responses for the CPA app-
roach (29 out of 80). Keep in mind each of the 40 seed articles was examined by
two participants resulting in 80 responses in total. A question about whether the
articles being recommended ‘matched with the content’ of the source article (see
1.1) was answered with a similar preference, with a significantly higher portion of
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1.1 The articles recommended to me matched the content of the article.
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Fig. 1. Responses for MLT (dashed) and CPA (solid) on a 5-point Likert scale.

the responses indicating ‘strongly agree’ or ‘agree’ for the MLT approach (73%)
and only 38% of responses choosing the same response for the CPA approach.

Overall, users perceived recommendations of CPA as more familiar (see 1.3).
They felt less familiar (1.4) with the recommendations made by MLT. We found
that this difference was observed by nearly all participants and can be attributed
to how MLT considers textual similarity. In general, MLT focuses on overlapping
terms, while CPA utilizes the co-occurrence of links. The quantitative results in
[35] already suggested that this leads to diverging recommendations.

Perceived Difference between CPA and MLT. The participants observed that
the methodological difference between the approaches affected their recommen-
dations. In the questionnaire, participants expressed 48 times that the articles
recommended by CPA are more diverse, i.e., less similar, compared to the seed
article (Fig. 2a). MLT’s recommendations were found to be diverse only 13 times.
Regarding the similarity of recommendations, the outcome is the opposite.

The participants’ answers also indicate the difference between MLT’s and
CPA’s recommendations. Participant P20 explained that “approach A [CPA]
is more an overview of things and approach B [MLT] is focusing on concrete
data or issues and regional areas”. CPA providing an “overview of things” is
not favorable for all participants as they describe different information needs.
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Fig. 2. Quantitative answers

For example, participant P20 prefers MLT’s recommendation since “it is bet-
ter to focus on the details”. Some participants attributed the recommendations’
similarity (or diversity) to terms co-occurring in the title of the seed and recom-
mended articles. For instance, participant P15 found MLT’s recommendations
for Star Wars to be more similar because “Star Wars is always in the title [of
MLT’s recommendations]”. Participant P17 also assumes a direct connection
between the seed and MLT’s recommendations “I’d guess recommendations of
A [MLT] are already contained as link in the source article”.

Nonetheless, participants struggled to put the observed difference between
MLT and CPA in words, although they noticed categorical differences in the
recommendation sets. Participant P19 said “I can see a difference but I don’t
know what the difference is”. Similarly, participant P20 found that “they [MLT
and CPA] are both diverse to the same extent but within a different scope”.

Concerning the overall relevancy of the recommendations, MLT outperformed
CPA. In total, the participants agreed or strongly agreed 45 times that MLT
made ‘good suggestions’ (see 1.2), whereas only 37 times the same was stated
for CPA. Similarly, the overall satisfaction was slightly higher for MLT (46 times
agree or strongly agree) compared to CPA (40 times; see 1.7).

Information Need. The participants are also aware of relevancy depending on
their individual information need. When asked about the ‘most relevant recom-
mendation’ the participants’ answers contained the words ‘depends’ or ‘depend-
ing’ ten-times. Participant P15 states that “if I want a broader research I'd take
B [CPA] but if I'd decide for more punctual research I would take A [MLT]
because it is more likely to be around submarine and because in B [CPA] I also
get background information”. Similarly, participant P13 would click on a recom-
mendation as follows: “if you’re looking for a specific class/type of snails then
this [MLT] could be one, but if you’re just looking to get an overview of aquatic
animals, then probably you would click on the other approach [CPA]”. In sum-
mary, the participants agreed on CPA providing ‘background information’ that
is useful to ‘get an overview of a topic’, while MLT’s recommendations were
perceived as ‘more specific’ and having a ‘direct connection’ to the seed article.

For articles on science and technology, the most commonly expressed infor-
mation needs were understanding how a technology works or looking up a defini-
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tion. For articles about individuals, participants expressed the need to find dates
relating to an individual and to understand their contributions to society. For
‘niche’ topics, users were slightly more likely to state the desire to discover sub-
categories on a topic, which implies wishing to move from a broader overview to
a more fine-grained and in-depth examination of the topic.

The subjectiveness is also reflected by the inter-rater agreement. The partic-
ipants who reviewed the same articles had a Cohen’s kappa of k = 0.14 on aver-
age, which corresponds to slight agreement. The inter-rater agreement increases
to a “fair agreement” (see [24]) when we move from a 5-point to a 3-point Likert
scale, i.e., possible answers are ‘agree’, ‘undecided’, or ‘disagree’. Low agree-
ment indicates that the perception of recommendation highly depends on the
individual’s prior knowledge and information needs.

Article Characteristics. The article ‘types’, which we defined as described in
the methodology section according to article popularity, length and breadth into
the four categories ‘popular generic’, ‘niche generic’, ‘popular named entities’,
and ‘niche named entities’ had no observable impact on user’s preference for one
recommendation approach over the other.

However, we found that the user-expressed information need, for example, the
desire to identify related articles that were either more broadly related or were
more specialized, did have a measurable impact on the user’s preference for the
recommendation method. For popular generic articles on science and technology,
e.g., the article on wind power, the most frequently expressed information needs
were understanding how a technology works or looking up definitions.

For articles in the categories ‘popular generic’ and ‘niche generic’, we could
observe that the information needs expressed by our readers were more broad.
For example, they wanted to find definitions for the topic at hand, more general
information to understand a topic in its wider context, or examples of sub-
categories on a topic. There was no observable difference between the specified
categories of information need for ‘popular’ vs. ‘niche’ generic articles.

Resulting from our initial classification of the 40 Wikipedia articles selected,
the empirical questionnaire data showed that ‘niche’ entities were on average
more familiar to the participants than we initially expected (Fig.2b). This was
especially the case for niche named entities, many of which were rated as being
familiar to the participants. The reason for this may be that our participants
were from Germany and were thus familiar with many of these articles, despite
the articles reporting on regional German topics, e.g., Spandau, Mainau. On the
other hand, users rated niche generic topics as being less familiar, which was in
line with what we expected.

Furthermore, both popular generic topics and popular named entities were
less often classified as ‘unfamiliar’ by the participants than they were classified as
‘neutral or familiar’. Lastly, one notable finding is that Wikipedia listings, e.g.,
List of rock genres or List of supermarket chains in Germany, were found to be
the most relevant recommendations in some cases. The CPA implementation [34]
intentionally excludes Wikipedia listings from its recommendation sets. Thus,
the implementation needs to be revised accordingly.
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4.2 Secondary Findings
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Fig. 3. User’s satisfaction depending on interest and familiarity, i.e., for all articles or
only the articles which are very interesting or familiar to the user.

Effect of User’s Interest on Recommendations. Figure 3 shows that MLT outper-
forms CPA in recommendation satisfaction if participants ‘strongly agreed’ with
the article topic being (a) interesting or (b) being at least ‘familiar’ to them.
This is likely the case because users are more versed in judging the relevance of
the text-based recommendations of the MLT approach if they already have more
in-depth knowledge of a topic. For example, one participant observed regarding
CPA’s recommendations of Renewable energy for Wind power as the seed arti-

le: “Renewable energy is least relevant because everybody knows something about
it [Renewable energy]”. Sinha and Swearingen [36] have already shown previous
familiarity with an item as a confounding factor on a user ‘liking’ a recommenda-
tion. Interestingly, this trend was no longer observable in cases when participants
only ‘agreed’ but without strong conviction that the articles were interesting or
familiar to them. In these cases, the MLT and CPA approaches were seen as
more equal, with the CPA approach taking a slight lead.

User-Based Preferences. Our findings confirm the subjectiveness of recommen-
dation performance, since we observe user-based preferences. For instance, par-
ticipant P2 only agreed or strongly agreed for CPA on MC 1.2 ‘The recommender
made good suggestions’ and 1.7 ‘Overall, I am satisfied with the recommenda-
tions’ but never gave the same answers for MLT. However, participant P3 showed
the opposite preference, i.e., only MLT made good suggestions according to P3.
The remaining participants had more balanced preferences. In terms of MC 1.2
and 1.7, nine participants had a tendency to prefer MLT, while six participants
preferred CPA, and five participants did not show any particular preference for
one of the two recommendation approaches.

Perception of Novelty and Serendipity of Recommendations. To gain insights
on the user-perceived novelty, we asked participants to rate the following state-
ments: ‘I am not familiar with the articles that were recommended to me’ and
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‘The articles recommended to me are novel and interesting’. While novelty deter-
mines how unknown recommended items are to a user, serendipity is a measure
of the extent to which recommendations positively surprise their users [9,18].
For instance, participant P19 answered “approach A [MLT] shows me some top-
ics connected with the article I read but with more special interest - they are
about “Healthcare”, and B [CPA] actually changes the whole topic. B [CPA]
offers totally different topics.” CPA’s recommendations are generally found to
be more serendipitous. For the question regarding an ‘unexpected recommen-
dation among the recommendation set’” CPA received a yes answer 41 times,
compared to only 23 times for MLT. The perceived novelty also made partici-
pants click on recommendations. Among others, participant P1 explained that
“there are more [MLT] articles that I would personally click on, because they are
new to me.” Similarly, participant P16 stated that they would “click first on
Star Wars canon, because I don’t know what it is”.

Trust and (Missing) Ezplanations. Although the questionnaire is not designed
to investigate the participants’ trust in the recommendations, many answers
addressed this topic. When users were asked for the relevancy of recommenda-
tions, some participants expressed there “must be a connection” between the
article at hand and a recommendation and that they just “do not know what is
has to do with it”. Others were even interested in topically irrelevant recommen-
dations. For example, they expressed “it interests me why this is important to
the article I am reading”. Similarly, a participant said they might click on a rec-
ommendation “because I do not know what it has to do with [the seed article]”.
Such answers were more often found for CPA recommendations since they tend
to be more broadly related than MLT’s more narrow topical similarity. In some
cases, there is no semantic relatedness. Yet, even then, participants often do
not recognize a recommendation as irrelevant. Instead, they say it is their fault
for not knowing how the recommendation is relevant to the seed. This behavior
indicates a high level of trust from the participants placed in the recommender
system.

5 Discussion

The experimental results demonstrate that MLT and CPA differ in their ability
to satisfy specific user information needs. Furthermore, our study participants
were capable of perceiving a systematic difference between the two approaches.

CPA was found to provide an ‘overview of things’ with recommendations
more likely to be unfamiliar to the participants and less likely to match with the
content of the seed article. In contrast, MLT was found to ‘focus on the details’.
Participants also felt that MLT’s recommendations matched the content of the
seed article more often. At the same time, participants perceive CPA’s recom-
mendations as more diverse, while MLT’s recommendations are more similar to
each other. So CPA and MLT, being conceptually different approaches and rely-
ing on different data sources, lead to unique differences in how the recommenda-
tions were perceived. In terms of the overall satisfaction with recommendations,
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most participants expressed a preference for MLT over CPA. MLT is based on
TF-IDF and, therefore, its recommendations are centered around specific terms
(e.g., P15: “Star Wars is always in the title”). In contrast, CPA relies on the
co-occurrence of links. According to CPA, two articles are considered related
when they are mentioned in the same context. Our results show that this leads
to more distantly related recommendations, which do not necessarily share the
same terminology. Given that the participants experience the two recommenda-
tion approaches differently, a hybrid text- and link combination, depending on
the context, is preferable (as demonstrated in [8,19,31]).

Moreover, the differently perceived recommendations show the shortcoming
of the notion of similarity. Both approaches, CPA and MLT, were developed to
retrieve semantically similar documents, which they indeed do [10,16]. However,
their recommendations are ‘similar’ within different scopes. A recommended arti-
cle that provides an ‘overview’ can be considered similar to the seed article.
Equivalently, a ‘detailed’” recommendation can also be similar to the seed but
in a different context. Our qualitative interview data could show how users per-
ceive these two similarity measures differently. These findings are aligned with
[2], which found that text similarity inherits different dimensions.

We also found that either CPA’s or MLT’s recommendations are liked or
disliked depending on the individual participant preferences. Some participants
even expressed a consistent preference for one method over the other. However, a
strict preference was the exception. We could also not identify any direct relation
between the user or article characteristics and the preference for one method.
At this point, more user data as in a user-based recommender system would
be needed to tailor the recommendations to the user’s profile. Purely content-
based approaches such as CPA and MLT lack this ability [4,12,25]. The only
option would be to allow users to select their preferred recommendation approach
through the user interface depending on their information need.

The participants’ answers also revealed a trust in the quality of the rec-
ommendations that was not always justified. Participants would assume a con-
nection between the seed article and the recommended article just because it
was recommended by the system. Instead of holding the recommender system
accountable for non-relevant recommendations, participants found themselves
responsible for not understanding a recommendations relevance. To not disap-
point this trust, recommender systems should provide explanations that help
users understand why a particular item is recommended. Also, explanations
would help users to understand connections between seed and recommendations.
Explainable recommendations are a subject of active research [23,42]. However,
most research focuses on user-based approaches, while content-based approaches
like CPA or MLT could also benefit from explanations.

Despite the insights of our qualitative study to elicit user’s perceived differ-
ences in recommendation approach performance, the nature of our evaluation
has several shortcomings. With 20 participants, the study is limited in size.
Consequently, our quantitative data points suggest a difference that is not sta-
tistically significant. Large-scale offline evaluations (e.g., [35]) are more likely to
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produce statistically significant results. For this reason, and for not requiring
participants, such offline evaluations are more commonly used in recommender
system research [4]. But offline evaluations only provide insights in terms of
performance measures. Our study shows that this can be an issue. When con-
sulting only our quantitative data, one could assume that MLT and CPA are
comparable in some aspects since their average scores are similarly high. The
discrepancies between CPA and MLT only become evident when analyzing the
written and oral explanations of live users. This highlights that recommender
system research should not purely rely on offline evaluations [3].

Moreover, we acknowledge that recommendations of Wikipedia articles differ
from recommendations of other literature types. It is thus uncertain whether
our findings relating to encyclopedic recommendations in Wikipedia can be
directly transferred to other domains. Recent advancements in recommender
system research are focused on neural-based approaches, which may lead to the
belief that the examined methods, MLT and CPA, are dated. This, however, is
not the case since they are still used in practice, as Wikipedia’s MLT deployment
shows (Sect. 2.2), and the intuition of CPA is the basis for neural approaches like
in Virtual Citation Proximity [30].

6 Conclusion

We elicit the user-perceived differences in performance for two well-known recom-
mendation approaches. With the text-based MLT and the link-based CPA, we
evaluate complementary content-based recommender system implementations.
In a study with 20 participants, we collect qualitative and quantitative feedback
on recommendations for 40 diverse Wikipedia articles.

Our results show that users are generally more satisfied with the recom-
mendations generated by text-based MLT, whereas CPA’s recommendation are
perceived as more novel and diverse. The methodological difference of CPA and
MLT, i.e., being based on either text or links, is reflected in their recommen-
dations and noticed by the participants. Depending on information needs or
user-based preferences, this leads to one recommendation approach being pre-
ferred over the other. Thus, we suggest combining both approaches in a hybrid
system, since they both address different information needs.

As a result of the insights gained from our study, we plan to continue
research on a hybrid approach tailored to the recommendation of literature,
which accounts for diverse information needs. Moreover, we will investigate how
content-based features can be utilized to provide explanation such that users
can understand why a certain item is recommend to them. Lastly, we make our
questionnaires, participants’ answers, and code publicly available (See footnote
2).

Acknowledgements. We thank the anonymous reviewers, all participants, and espe-
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Abstract. Finding relevant publications in the scientific domain can be
quite tedious: Accessing large-scale document collections often means to
formulate an initial keyword-based query followed by many refinements to
retrieve a sufficiently complete, yet manageable set of documents to sat-
isfy one’s information need. Since keyword-based search limits researchers
to formulating their information needs as a set of unconnected keywords,
retrieval systems try to guess each user’s intent. In contrast, distilling
short narratives of the searchers’ information needs into simple, yet pre-
cise entity-interaction graph patterns provides all information needed for a
precise search. As an additional benefit, such graph patterns may also fea-
ture variable nodes to flexibly allow for different substitutions of entities
taking a specified role. An evaluation over the PubMed document collec-
tion quantifies the gains in precision for our novel entity-interaction-aware
search. Moreover, we perform expert interviews and a questionnaire to ver-
ify the usefulness of our system in practice.

Keywords: Narrative queries - Graph-based retrieval - Digital libraries

1 Introduction

PubMed, the world’s most extensive digital library for biomedical research, con-
sists of about 32 million publications and is currently growing by more than
one million publications each year. Accessing such an extensive collection by
simple means such as keyword-based retrieval over publication texts is a chal-
lenge for researchers, since they simply cannot read through hundreds of possibly
relevant documents, yet cannot afford to miss relevant information in retrieval
tasks. Indeed, there is a dire need for retrieval tools tailored to specific informa-
tion needs in order to solve the above conflict. For such tools, deeper knowledge
about the particular task at hand and the specific semantics involved is essential.
Taking a closer look at the nature of scientific information search, interactions
between entities can be seen to represent a short narrative [8], a short story of
interest: how or why entities interact, in what sequence or roles they occur, and
what the result or purpose of their interaction is [3,8].
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Indeed, an extensive query log analysis on PubMed in [4] clearly shows that
researchers in the biomedical domain are often interested in interactions between
entities such as drugs, genes, and diseases. Among other results, the authors
report that a) on average significantly more keywords are used in PubMed queries
than in typical Web searches, b) result set sizes reach an average of (rather
unmanageable) 14,050 documents, and c¢) keyword queries are on average 4.3
times refined and often include more specific information about the keywords’
intended semantic relationships, e.g., myocardial infarction AND aspirin may be
refined to myocardial infarction prevention AND aspirin. Given all these observa-
tions, native support for entity-interaction-aware retrieval tasks can be expected
to be extremely useful for PubMed information searches and is quite promis-
ing to generalize to other kinds of scientific domains, too. However, searching
scientific document collections curated by digital libraries for such narratives is
tedious when being restricted to keyword-based search, since the same narrative
can be paraphrased in countless ways [1,4].

Therefore, we introduce the novel concept of narrative query graphs for sci-
entific document retrieval enabling users to formulate their information need as
entity-interaction queries explicitly. Complex interactions between entities can
be precisely specified: Simple interactions between two entities are expressed by
a basic query graph consisting of two nodes and a labeled edge between them.
Of course, by adding more edges and entity nodes, these basic graph patterns
can be combined to form arbitrarily complex graph patterns to address highly
specialized information needs. Moreover, narrative query graphs support vari-
able nodes supporting a far broader expressiveness than keyword-based queries.
As an example, a researcher might search for treatments of some disease using
simvastatin. While keyword-based searches would broaden the scope of the query
far in excess of the user intent by just omitting any specific disease’s name, nar-
rative query graphs can focus the search by using a variable node to find doc-
uments that describe treatments of simwvastatin facilitated by an entity of the
type disease. The obtained result lists can then be clustered by possible node
substitutions to get an entity-centric literature overview. Besides, we provide
provenance information to explain why a document matches the query.

In summary, our contributions are:

1. We propose narrative query graphs for scientific document retrieval enabling
fine-grained modeling of users’ information needs. Moreover, we boost query
expressiveness by introducing variable nodes for document retrieval.

2. We developed a prototype that processes arbitrary narrative query graphs
over large document collections. As a showcase, the prototype performs
searches on six million PubMed titles and abstracts in real-time.

3. We evaluated our system in two ways: On the one hand, we demonstrated our
retrieval system’s usefulness and superiority over keyword-based search on the
PubMed digital library in a manual evaluation including practitioners from
the pharmaceutical domain. On the other hand, we performed interviews
and a questionnaire with eight biomedical experts who face the search for
literature on a daily basis.
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2 Related Work

Narrative query graphs are designed to offer complex querying capabilities over
scientific document collections aiming at high precision results. Focusing on
retrieving entity interactions, they are a subset of our conceptual overlay model
for representing narrative information [8]. We discussed the first ideas to bind
narratives against document collections in [9]. This paper describes the com-
plete retrieval method and evaluation of narrative query graphs for document
retrieval. In the last decade three major research areas were proposed to improve
text-based information retrieval.

Machine Learning for Information Retrieval. Modern personalized systems try to
guess each user’s intent and automatically provide more relevant results by query
expansion, see [1] for a good overview. Mohan et al. focus on information retrieval
of biomedical texts in PubMed [13]. The authors derive a training and test set
by analyzing PubMed query logs and train a deep neural network to improve
literature search. Entity-based language models are used to distinguish between
a term-based and entity-based search to increase the retrieval quality [16]. Yet,
while a variety of approaches to improve result rankings by learning how a query
is related to some document [13,19,20], have been proposed, gathering enough
training data to effectively train a system for all different kinds of scientific
domains seems impossible. Specialized information needs, which are not searched
often, are hardly covered in such models.

Graph-Based Information Retrieval. Using graph-based methods for textual
information retrieval gained in popularity recently [3,17,18,20]. For instance,
Dietz et al. discuss the opportunities of entity linking and relation extraction
to enhance query processing for keyword-based systems [3] and Zhao et al.
demonstrate the usefulness of graph-based document representations for pre-
cise biomedical literature retrieval [20]. Kadry et al. also include entity and
relationship information from the text as a learning-to-rank task to improve
support passage retrieval [5]. Besides, Spitz et al. build a graph representation
for Wikipedia to answer queries about events and entities more precisely [17].
But in contrast to our work, the above approaches focus on unlabeled graphs or
include relationships only partially.

Knowledge Bases for Literature Search. GrapAl, for example, a graph database
of academic literature, is designed to assist academic literature search by sup-
porting a structured querying language, namely Cypher [2]. GrapAl mainly con-
sists of traditional metadata like authors, citations, and publication information
but also includes entities and relationship mentions. However, complex entity
interactions are not supported, as only a few basic relationships per paper are
annotated. As a more practical system that extracts facts from text to support
question answering, QKBfly has been presented [14]. It constructs a knowledge
base for ad-hoc question answering during query time that provides journal-
ists with the latest information about emergent topics. However, they focus on
retrieving relevant facts concerning a single entity. In contrast, our focus is on
document retrieval for complex entity interactions.
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3 Narrative Query Graphs

Entities represent things of interest in a specific domain: Drugs and diseases
are prime examples in the biomedical domain. An entity e = (id, type), where
id is a unique identifier and type the entity type. To give an example, we
may represent the drug simwastatin by its identifier and entity type as fol-
lows: esimvastatin = (D019821, Drug). Typically, entities are defined by prede-
fined ontologies, taxonomies, or controlled vocabularies, such as NLM’s MeSH
or EMBL’s ChEBI. We denote the set of known entities as £. Entities might also
be classes as well, e.g., the entity diabetes mellitus (Disease) refers to a class of
specialized diabetes diseases such as DM type 1 and DM type 2. Thus, these
classes can be arranged in subclass relations, i.e., DM type 1 is the subclass
of general diabetes mellitus. Since we aim to find entity interactions in texts,
we need to know where entities are mentioned. In typical natural language pro-
cessing, each sentence is represented as a sequence of tokens, i.e., single words.
Therefore, an entity alignment maps a token or a sequence of tokens to an
entity from & if the tokens refer to it.

We call an interaction between two entities a statement following the idea
of knowledge representation in the Resource Description Framework (RDF) [12].
Hence, a statement is a triple (s, p,0) where s,0 € £ and p € ¥. X' represents
the set of all interactions we are interested in. We focus only on interactions
between entities, unlike RDF, where objects might be literals too. For example,
a treatment interaction between simuvastatin and hypercholesterolemia is encoded
as (Esimuvastatin, treats, €nypercholesterolemia). We call a set of extractions from a
single document a so-called document graph.

Document graphs support narrative querying, i.e., the query is answered by
matching the query against the document’s graph. Suppose a user formulates
a query like (esimuastatin, tT€ats, €nypercholesterolemia)- 1N that case, our system
retrieves a set of documents containing the searched statement. Narrative query
graphs may include typed variable nodes as well. A user might query (€simvastatin,
treats, ?X(Disease)), asking for documents containing some disease treatment
with simwastatin. Hence, all documents that include simwvastatin treatments for
diseases are proper matches. Formally, we denote the set of all variable nodes
as V. Variable nodes consist of a name and an entity type to support querying
for entity types. We also support the entity type All to query for arbitrary
entities. We write variable nodes by a leading question mark. Hence, a narrative
query graph might include entities stemming from £ and variable nodes from V.
Formally, a fact pattern is a triple fp = (s, p, 0) where s,0 € (EUV) and p € X.
A narrative query graph ¢ is a set of fact patterns similar to SPARQL’s basic
graph patterns [15]. When executed, the query produces one or more matches
1 by binding the variable symbols to actual entities, i.e., u: ¥V — £ is a partial
function. If several fact patterns are queried, all patterns must be contained
within a document forming a proper query answer. If queries include entities
that are classes and have subclasses, then the query will be expanded to also
query for these subclasses, i.e., direct and transitive subclasses.
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4 Narrative Document Retrieval

In the following section we describe our system for narrative query graph process-
ing. First, we perform a pre-processing that involves entity linking, information
extraction, cleaning, and loading. It extracts document graphs from text and
stores them in a structured repository. Then, a query processing that matches
a user’s query against the document graphs takes place. In this way, we can
return a structured visualization of matching documents. An overview of the
whole system is depicted in Fig. 1.
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Fig. 1. System Overview: Document graphs are extracted from texts, cleaned, indexed,
and loaded into a structured repository. Then, narrative query graphs can be matched
against the repository to retrieve the respective documents.

4.1 Document Graph Extraction

The pre-processing step, including entity linking and information extraction,
utilizes our toolbox for the nearly-unsupervised construction of knowledge
graphs [10]. The toolbox requires the design of two different vocabularies: 1.
An entity vocabulary that contains all entities of interest. An entry consists of a
unique entity id, an entity name, and a list of synonyms. 2. A relation vocabulary
that contains all relations of interest. An entry consists of a relation and a set
of synonyms.

For this paper, we built an entity vocabulary that comprises drugs, diseases,
dosage forms, excipients, genes, plant families, and species. Next, we wanted to
extract interactions between these entities from texts since interactions between
entities are essential to support retrieval with narrative query graphs. Although
the quality of existing open information extraction like OpenlE 6 sounded promis-
ing [6], we found that open information extraction methods highly lack recall when
processing biomedical texts, see the evaluation in [10]. That is why we developed a
recall-oriented extraction technique PathlIE in [10] that flexibly extracts interac-
tions between entities via a path-based method. This method was evaluated and
shared in our toolbox as well.
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PathIE yields many synonymous predicates (treats, aids, prevents, etc.) that
represent the relation treats. The relation vocabulary must have clear semantics
and was built with the help of two domain experts. We designed a relation
vocabulary comprising 60 entries (10 relations plus 50 synonyms) for the cleaning
step. This vocabulary enables the user to formulate her query based on a well-
curated vocabulary of entity interactions in the domain of interest. We applied
our semi-supervised predicate unification algorithm to clean the extractions. To
increase the quality of extractions, we introduced type constraints by providing
fixed domain and range types for each interaction. Extracted interactions that
did not meet the interaction’s type constraints were removed. For example, the
interaction treats is typed, i.e., the subject must be a drug, and the object must
be a disease or species. Some interactions in our vocabulary like induces or
associated are more general and thus were not annotated with type constraints.

4.2 Document Retrieval

Finally, the extracted document graphs had to be stored in a structured reposi-
tory for querying purposes. For this paper, we built upon a relational database,
namely PostgresV10. Relational databases support efficient querying and allowed
us to provide additional provenance information and metadata for our purposes.
For example, our prototype returned document titles, sentences, entity annota-
tions, and extraction information to explain matches to the user. Due to our
focus on pharmaceutical and medical users, we selected a PubMed subset that
includes drug and excipient annotations. Therefore, we annotated the whole
PubMed collection with our entity linking component, yielding 302 million anno-
tations. Around six million documents included a drug or excipient annotation.
Performing extraction and cleaning on around six million documents yielded
nearly 270 million different extractions. Hence, the current prototype’s version
comprises about six million documents. We incrementally have increased the
available data, but we entirely covered the relevant pharmaceutical part (drug
and excipient).

As areminder, a narrative query graph consists of fact patterns following sim-
ple RDF-style basic graph patterns. Our system automatically translates these
narrative query graphs into a structured query language: They are translated
into SQL statements for querying the underlying relational database. A single
fact pattern requires a selection of the extraction table with suitable conditions to
check the entities and the interaction. Multiple fact patterns require self-joining
of the extraction table, and adding document conditions in the where clause,
i.e., the facts matched against the query must be extracted from the same doc-
ument. We developed an in-memory and hash-based matching algorithm that
quickly combines the results. Another point to think about were ontological sub-
class relations between entities. For example, querying for treatments of Diabetes
Mellitus would require to also search for the subclasses Diabetes Mellitus Type 1
and Diabetes Mellitus Type 2. Query rewriting is necessary to compute complete
results for queries that involve entities with subclasses [11]. We rewrite queries
that include entities with subclasses to also query for these subclasses. Due to
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the long-standing development of databases, such a query processing can be
performed very quickly when using suitable indexes. We computed an inverted
index, i.e., each extraction triple was mapped to a set of document ids. Besides,
we implemented some optimization strategies to accelerate the query process-
ing, e.g., match fact patterns with concrete entities first and fact patterns with
variable nodes afterward. We remark on our system’s query performance in our
evaluation.
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Fig. 2. A schematic overview of our prototype implementation. A query builder helps
the users to formulate their information need. If the narrative query involves variable
nodes, the results can be visualized in a substitution-centric visualization (left side) or
in a hierarchical visualization (right side).

4.3 Prototype Design

We present a prototype resulting from joint efforts by the university library, the
institute for information systems, and two pharmaceutical domain experts who
gave us helpful feedback and recommendations. The prototype' offers precise
biomedical document retrieval with narrative query graphs. A general overview
of our prototype is shown in Fig.2. We implemented a REST service handling
queries and performing the query processing on the backend side. Furthermore,
we supported the user with a query builder and suitable result visualization on
the frontend side. In an early prototype phase, we tested different user inter-
faces to formulate narrative query graphs, namely, 1. a simple text field, 2. a
structured query builder, and 3. a graph designer tool. We found that our users
preferred the structured query builder which allows them to formulate a query
by building a list of fact patterns. For each fact pattern, the users must enter the
query’s subject and object. Then, they can select an interaction between both
in a predefined selection. The prototype assists the user by suggesting around
three million terms (entity names plus synonyms). Variable nodes can be formu-
lated, e.g., by writing ?X(Drug) or just entering the entity type like Drug in the
subject or object field. When users start their search, the prototype sends the

! http://www.pubpharm.de/services/prototypes/narratives, .
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query to the backend and visualizes the returned results. The returned results
are sorted by their corresponding publication date in descending order. The pro-
totype represents documents by a document id (PubMedID), a title, a link to
the digital library entry (PubMed), and provenance information. Provenance
includes the sentence in which the matching fact was extracted. We highlight
the linked entities (subject and object) and their interaction (text term plus
mapping to the interaction vocabulary). Provenance may be helpful for users
to understand why a document is a match. If a query contains multiple fact
patterns, we attach a list of matched sentences in the visualization. Visualizing
document lists is comparable to traditional search engines, but handling queries
with variable nodes requires novel interfaces. We will discuss such visualizations
for queries, including variable nodes, subsequently.

4.4 Retrieval with Variable Nodes

Variable nodes in a narrative query graph may be restricted to specific entity
types like Disease. We also allow a general type All to support querying for arbi-
trary entities. For example, a user might formulate the query (Simuvastatin, treats,
?X(Disease)). Several document graphs might match the query with different
variable substitutions for ?X. A document dy with the substitution p;(?X) =
hypercholestorelemia as well as a document dy with uo(?X) = hyperlipidemia
might be proper matches to the query. How should we handle and present these
substitutions to the users? Discussions with domain experts led to the conclu-
sion that aggregating documents by their substitution seems most promising.
Further, we present two strategies to visualize these document result groups in
an user interface: substitution-centric and hierarchical visualization.

Substitution-Centric Visualization. Given a query with a variable node, the first
strategy is to aggregate by similar variable substitutions. We retrieve a list of
documents with corresponding variable substitutions from the respective docu-
ment graph. Different substitutions represent different groups of documents, e.g.,
one group of documents might talk about the treatment of hypercholestorelemia
while the other group might talk about hypertriglyceridemia. These groups are
sorted in descending order by the number of documents in each group. Hence,
variable substitutions shared by many documents appear at the top of the list.
Our query prototype visualizes a document group as a collapsible list item. A
user’s click can uncollapse the list item to show all contained documents. Prove-
nance information is used to explain why a document matches her query, i.e.,
the prototype displays the sentences in which a query’s pattern was matched.
Provenance may be especially helpful when working with variable nodes.

Hierarchical Visualization. Entities are arranged in taxonomies in many
domains. Here, diseases are linked to MeSH (Medical Subject Heading) descrip-
tors arranged in the MeSH taxonomy. The hierarchical visualization aims at
showing document results in a hierarchical structure. For example, hyperchole-
storelemia and hypertriglyceridemia share the same superclass in MeSH, namely
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hyperlipidemias. All documents describing a treatment of hypercholestorelemia
as well as hypertriglyceridemia are also matches to hyperlipidemias. Our pro-
totype visualizes this hierarchical structure by several nested collapsible lists,
e.g., hyperlipidemias forms a collapsible list. If a user’s click uncollapses this list,
then the subclasses of hyperlipidemias are shown as collapsible lists as well. We
remove all nodes that do not have any documents attached in their node or all
successor nodes to bypass the need to show the whole MeSH taxonomy.

5 System Evaluation and User Study

Subsequently, we analyze our retrieval prototype concerning two research ques-
tions: Do narrative query graphs offer a precise search for literature? And, do
variable nodes provide useful entity-centric overviews of literature? We per-
formed three evaluations to answer the previous questions:

1. Two pharmaceutical experts created test sets to quantify the retrieval quality
(100 abstracts and 50 full-text papers). Both experts are highly experienced
in pharmaceutical literature search.

2. We performed interviews with eight pharmaceutical experts who search for
literature in their daily research. Each expert was interviewed twice: Before
testing our prototype to understand their information need and introducing
our prototype. After testing our prototype, to collect feedback on a qualitative
level, i.e., how they estimate our prototype’s usefulness.

3. Finally, all eight experts were asked to fill out a questionnaire. The central
findings are reported in this paper.

5.1 Retrieval Evaluation

After having consulted the pharmaceutical experts, we decided to focus on the
following typical information needs in the biomedical domain: I1: Drug-Disease
treatments (treats) play a central role in the mediation of diseases. 12: Drugs
might decrease the effect of other drugs and diseases (decrease). I3: Drug treat-
ments might increase the expression of some substance or disease (induces).
I4: Drug-Gene inhibitions (inhibits), i.e., drugs disturb the proper enzyme pro-
duction of a gene.I5: Gene-Drug metabolisms (metabolizes), i.e., gene-produced
enzymes metabolize the drug’s level by decreasing the drug’s concentration in an
organism. Narrative query graphs specify the exact interactions a user is look-
ing for. For each information need (I1-5), we built narrative query graphs with
well-known entities from the pharmaceutical domain: Q1: Metformin treats Dia-
betes Mellitus (11), Q2: Simvastatin decreases Cholesterol (12), Q3: Simvastatin
induces Rhabdomyolysis (13), Q4: Metformin inhibits mtor (1}), Q5: CYP3A/
metabolizes Simvastatin AND Erythromycin inhibits CYP3A4 (14/5), and Q6:
CYP3A4 metabolizes Simvastatin AND Amiodarone inhibits CYP3A4 (14/5).
Further, we used the entities for each query to search for document candidates
on PubMed, e.g., for Q1 we used metformin diabetes mellitus as the PubMed
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Table 1. Expert evaluation of retrieval quality for narrative query graphs in compar-
ison to PubMed and a MeSH-based search on PubMed. Two experts have annotated
PubMed samples to estimate whether the information need was answered. Then, pre-
cision, recall and F1l-measure are computed for all systems.

Query | #Hits | #Sample | #TP | PubMed | MeSH Search Narrative QG
Prec. Prec. | Rec. | F1 | Prec. | Rec. | F1

Q1 12.7K | 25 19 0.76 0.82 /0.47 | 0.60|1.00 |0.42 | 0.59
Q2 5K 25 16 0.64 0.73 | 0.50 1 0.59|0.66 |0.25|0.36
Q3 427 25 17 0.68 0.77 10.59 | 0.67|1.00 | 0.35 | 0.52
Q4 726 25 16 0.64 0.78 | 0.44 1 0.56|0.71 |0.31{0.43
Q5 397 25 6 0.24 - - - 1.0 0.17|0.25
Q6 372 25 5 0.20 - - - 1.0 10.20{0.33

query. We kept only documents that were processed in our pipeline. Then, we
took a random sample of 25 documents for each query. The experts manually
read and annotated these sample documents’ abstracts concerning their informa-
tion need (true hits / false hits). Besides, we retrieved 50 full texts documents of
PubMed Central (PMC) for a combined and very specialized information need
(Q5 and Q6). The experts made their decision for PubMed documents by consid-
ering titles and abstracts, and for PMC documents, the full texts. Subsequently,
we considered these documents as ground truth to estimate the retrieval qual-
ity. We compared our retrieval to two baselines, 1) queries on PubMed and 2)
queries on PubMed with suitable MeSH headings and subheadings.

PubMed MeSH Baseline. PubMed provides so-called MeSH terms for documents
to assists users in their search process. MeSH (Medical Subject Headings) is an
expert-designed vocabulary comprising various biomedical concepts (around 26K
different headings). These MeSH terms are assigned to PubMed documents by
human annotators who carefully read a document and select suitable headings.
Prime examples for these headings are annotated entities such as drugs, dis-
eases, etc., and concepts such as study types, therapy types, and many more. In
addition to headings, MeSH supports about 76 subheadings to precisely anno-
tate how a MeSH descriptor is used within the document’s context. An example
document might contain the subheading drug therapy attached to simwvastatin.
Hence, a human annotator decided that simvastatin is used in drug therapy
within the document’s context. The National Library of Medicine (NLM) rec-
ommends subheadings for entity interactions such as treatments and adverse
effects. In cooperation with our experts who read the NLM recommendations,
we selected suitable headings and subheadings to precisely query PubMed con-
cerning the respective entity interaction for our queries.

Results. The corresponding interaction and the retrieval quality (precision,
recall, and Fl-score) for each query are depicted in Table1. The sample size
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and the number of positive hits in the sample (TP) are reported for each query.
The PubMed search contains only the entities as a simple baseline, and hence,
achieved a recall of 1.0 in all cases. PubMed search yielded a precision of around
0.64 up to 0.76 for abstracts and 0.2 up to 0.24 for full texts. The PubMed MeSH
search achieved a moderate precision of about 0.73 to 0.82 and recall of about 0.5
for PubMed titles and abstracts (Q1-Q4). Unfortunately, the important MeSH
annotations were missing for all true positive hits for Q5 and Q6 in PMC full
texts. Hence, the PubMed MeSH search did not find any hits in PMC for Q5
and Q6. Narrative query graphs (Narrative QG) answered the information need
with good precision: Q1 (treats) and Q3 (induces) were answered with a preci-
sion of 1.0 and a corresponding recall of 0.42 (Q1) and 0.47 (Q3). The minimum
achieved precision was 0.66, and the recall differed between 0.17 and 0.42. Our
prototype could answer Q5 and Q6 on PMC full texts: One correct match was
returned for Q5 as well as for Q6, leading to a precision of 1.0.

5.2 User Interviews

The previous evaluation demonstrated that our system could achieve good pre-
cision when searching for specialized information needs. However, the next ques-
tions are: How does our prototype work for daily use cases? And, what are the
prototype’s benefits and limitations in practice? Therefore, we performed two
interviews with each of the eight pharmaceutical experts who search for liter-
ature in their daily work. All experts had a research background and worked
either at a university or university hospital.

First Interview. In the first interview, we asked the participants to describe
their literature search. They shared two different scientific workflows that we
have analyzed further: 1. searching for literature in a familiar research area, and
2. searching for a new hypothesis which they might have heard in a talk or read in
some paper. We performed think-aload experiments to understand both scenar-
ios. They shared their screen, showed us at least two different literature searches,
and how they found relevant documents answering their information need. For
scenario 1), most of them knew suitable keywords, works or journals already.
Hence, they quickly found relevant hits using precise keywords and sorting the
results by their publication date. They already had a good overview of the lit-
erature and could hence answer their information need quickly. For scenario 2),
they guessed keywords for the given hypothesis. They had to refine their search
several times by varying keywords, adding more, or removing keywords. Then,
they scanned titles and abstracts of documents looking for the given hypothe-
sis. We believe that scenario 1) was recall-oriented: They did not want to miss
important works. Scenario 2) seemed to be precision-oriented, i.e., they quickly
wanted to check whether the hypothesis may be supported by literature. Subse-
quently, we gave them a short introduction to our prototype. We highlighted two
features: The precision-oriented search and the usage of variable nodes to get
entity-centric literature overviews. We closed the first interview and gave them
three weeks to use the prototype for their literature searches.
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Second Interview. We asked them to share their thoughts about the prototype:
What works well? What does not work well? What could be improved? First,
they considered querying with narrative query graphs, especially with variable
nodes, different and more complicated than keyword-based searches. Querying
with variable nodes by writing ?X(Drug) as a subject or an object was deemed
too cryptic. They suggested that using Drug, Disease, etc. would be easier.
Another point was that they were restricted to a fixed set of subjects and objects
(all known entities in our prototype). For example, querying with pharmaceu-
tical methods like photomicrography was not supported. Next, the interaction
vocabulary was not intuitive for them. Sometimes they did not know which inter-
action would answer their information need. One expert suggested to introduce
a hierarchical structure for the interactions, i.e., some general interactions like
interacts that can be specified into metabolizes and inhibits if required. On the
other side, they appreciated the prototype’s precise search capability. They all
agreed that they could find precise results more quickly using our prototype than
other search engines. Besides, they appreciated the provenance information to
estimate if a document match answers their information need. They agreed that
variable nodes in narrative query graphs offered completely new search capabil-
ities, e.g., In which dosage forms was Metformin used when treating diabetes?
Such a query could be translated into two fact patterns: (Metformin, admin-
istered, ?X(DosageForm) and (Metformin, treats, Diabetes Mellitus). The most
common administrations are done orally or via an injection. They agreed that
such information might not be available in a specialized database like DrugBank.
DrugBank covers different dosage forms for Metformin but not in combination
with diabetes treatments. As queries get more complicated and detailed, such
information can hardly be gathered in a single database. They argued that the
substitution-centric visualization helps them to estimate which substitutions are
relevant based on the number of supporting documents. Besides, they found the
hierarchical visualisation helpful when querying for diseases, e.g., searching for
(Metformin, treats, ?X(Disease)). Here, substitutions are shown in an hierar-
chical representation, e.g., Metabolism Disorders, Glucose Disorders, Diabetes
Mellitus, Diabetes Mellitus Type 1, etc. They liked this visualization to get a
drug’s overview of treated disease classes. All of them agreed that searches with
variable nodes were helpful to get an entity-structured overview of the literature.
Four experts stated that such an overview could help new researchers get better
literature overviews in their fields.

5.3 Questionnaire

We asked each domain expert to answer a questionnaire after completing the
second interview. The essential findings and results are reported subsequently.
First, we asked to choose between precision and recall when searching for lit-
erature. Q1: To which statement would you rather agree when you search for
related work? The answer options were (rephrased): Ala: I would rather pre-
fer a complete result list (recall). I do not want to miss anything. A2a: I would
rather prefer precise results (precision) and accept missing documents. Six of
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Table 2. Questionnaire Results: Eight participants were asked to rate the following
statements about our prototype on a Likert scale ranging from 1 (disagreement) to 5
(agreement). The mean ratings are reported.

Statement about the Prototype Mean

The prototype allows me to formulate precise questions by specifically 4.0
expressing the interactions between search terms

The formulation of questions in the prototype is understandable for me 4.0

The displayed text passage from the document (Provenance) is helpful for | 5.0
me to understand why a document matches my search query

The prototype provides precise results for my questions (I quickly find a 3.5
relevant match)

Basically, grouping results is helpful for me when searching for variable 4.5
nodes

When searching for related work, I would prefer the prototype to a search |2.8
using classic search tools (cf. PubPharm, PubMed, etc.)

When searching for or verifying a hypothesis, I would prefer the prototype | 3.4
to a search using classic search tools (cf. PubPharm, PubMed, etc.)

I could imagine using the prototype in my literature research 3.9

eight experts preferred recall, and the remaining two preferred precision. We
asked a similar question for the second scenario (hypothesis). Again, we had let
them select between precision and recall (Ala and Alb). Seven of eight pre-
ferred precision, and one preferred recall when searching for a hypothesis. Then,
we asked Q3: To which statement would you rather agree for the vast majority of
your searches? Again, seven of eight domain experts preferred precise hits over
complete result lists. The remaining one preferred recall. The next block of ques-
tions was about individual searching experiences with our prototype: different
statements were rated on a Likert scale ranging from 1 (disagreement) to 5 (full
agreement). The results are reported in Table 2. They agreed that the prototype
allows to formulate precise questions (4.0 mean rating), and the formulation of
questions was understandable (4.0). Besides, provenance information was bene-
ficial for our users (5.0). They could well imagine using our prototype in their
literature research (3.9) and searching for a hypothesis (3.4). Still, users were
reluctant to actually switch to our prototype for related work searches (2.8).
Finally, the result visualization of narrative query graphs with variables was
considered helpful (4.5).

5.4 Performance Analysis

The query system and the database ran on a server, having two Intel Xeon
E5-2687W (3,1 GHz, eight cores, 16 threads), 377 GB of DDR3 main memory,
and SDDs as primary storage. The preprocessing took around one week for
our six million documents (titles and abstracts). We randomly generated 10k
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queries asking for one, two, and three interactions. We measured the time of
query execution on a single thread. Queries that are not expanded via an ontol-
ogy took in average 21.9 ms (1-fact)/52 ms (2-facts)/51.7 ms (3-facts). Queries
that are expanded via an ontology took in average 54.9 ms (1-fact)/158.9 ms
(2-facts)/158.2 ms (3-facts). However, the query time heavily depends on the
interaction (selectivity) and how many subclasses are involved. In sum, our sys-
tem can retrieve documents with a quick response time for the vast majority of
searches.

6 Discussion and Conclusion

In close cooperation with domain experts using the PubMed corpus, our evalu-
ation shows that overall document retrieval can indeed decisively profit from
graph-based querying. The expert evaluation demonstrates that our system
achieves a moderate up to good precision for highly specialized information
needs in the pharmaceutical domain. Although the precision is high, our sys-
tem has only a moderate recall. Moreover, we compared our system to manu-
ally curated annotations (MeSH and MeSH subheadings), which are a unique
feature of PubMed. Most digital libraries may support keywords and tags for
documents but rarely support how these keywords, and primarily, how entities
are used within the document’s context. Therefore, we developed a document
retrieval system with a precision comparable to manual metadata curation but
without the need for manual curation of documents.

The user study and questionnaire reveal a strong agreement for our proto-
type’s usefulness in practice. In summary, the user interface must be intuitive to
support querying with narrative query graphs. Further enhancements are neces-
sary to explain the interaction vocabulary to the user. We appreciate the idea
of hierarchical interactions, i.e., showing a few basic interactions that can be
specified for more specialized needs. Especially the search with variable nodes in
detailed narrative query graphs offers a new access path to the literature. The
questionnaire reveals that seven of eight experts agreed that the vast majority
of their searches are precision-oriented. Next, they agreed that they prefer our
prototype over established search engines for precision-oriented searches. The
verification of hypotheses seems to be a possible application because precise hits
are preferred here. We believe that our prototype should not replace classical
search engines because there are many recall-oriented tasks like related work
searches. The recall will always be a problem by design when building upon
error-prone natural language processing techniques and restricting extractions
to sentence levels. Although the results seem promising, there are still problems
to be solved in the future, e.g., improve the extraction and the user interface.

Conclusion. Entity-based information access catering even for complex informa-
tion needs is a central necessity in today’s scientific knowledge discovery. But
while structured information sources such as knowledge graphs offer high query
expressiveness by graph-based query languages, scientific document retrieval is
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severely lagging behind. The reason is that graph-based query languages allow
to describe the desired characteristics of and interactions between entities in
sufficient detail. In contrast, document retrieval is usually limited to simple key-
word queries. Yet unlike knowledge graphs, scientific document collections offer
contextualized knowledge, where entities, their specific characteristics, and their
interactions are connected as part of a coherent argumentation and thus offer a
clear advantage [7,8]. The research in this paper offers a novel workflow to bridge
the worlds of structured and unstructured scientific information by performing
graph-based querying against scientific document collections. But as our cur-
rent workflow is clearly precision-oriented, we plan to improve the recall without
having to broaden the scope of queries in future work.
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Abstract. As a way of collaborating with teachers, school librarians
select books that are useful for inquiry-based or exploratory learning
classes. Although this method of teaching-material curation has gained
importance as teachers aim to adopt more inquiry learning, it has not
been well supported by existing tools, resources, and systems designed
for librarians. In Asia, especially, the development of school librarian-
ship is not well institutionalised either, and significant practical experi-
ence is required to select the books useful for given inquiry classes. To
enable even less experienced school librarians to easily curate appropri-
ate books, we developed a graphical user interface that directly shows
the candidate books that are topically relevant to the inquiry-based class’
subject, by making use of decimal classification classes assigned to books.
This interface, BookReach-Ul, naturally follows the standard workflow
of teaching-material curation described in prior studies. We evaluated
its usability by asking school librarians to curate books for mock inquiry
classes via BookReach-UI. The results of this preliminary experiment
showed substantially high levels of satisfaction and adoption.

Keywords: School library - Exploratory learning - Units of teaching -
Book curation - Decimal classification system

1 Introduction

Because one of the major missions of school libraries is to collaborate with
teachers [5], it is expected that school librarians can select or ‘curate’! a set of
books that would be useful for classes, especially those classes involving student-
driven inquiries. Teachers worldwide are paying increasing attention to such

! This paper simply refers to the term ‘curation’ as a creative activity of reorganising
items for a certain use-case, generalised from the classical definition in museology.
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inquiry-based learning [7,8,16], wherein “learners are motivated to find out about
something that interests them by asking authentic questions, investigating mul-
tiple and diverse sources to find answers, making sense of the information to
construct new understandings, drawing conclusions and forming opinions based
on the evidence, and sharing their new understandings with others” [14, p. 51].
In response to this situation, the American Association of School Librarians
declared that qualified school librarians should foster inquiry-based learning [1].
Curating books as teaching materials for inquiry-based learning, or teaching-
material curation, has recently garnered greater importance in school librarian-
ship.

Nonetheless, selecting appropriate books for inquiry-based learning classes
can be difficult, especially if the school librarian is unfamiliar with the class
subject in question. In Asian countries and regions, such as Singapore, Hong
Kong, and Japan, the available human resources of professional school librarians
are not sufficient given the larger number of students and professional train-
ing and development for school librarianship is less institutionalised by govern-
ments [9]. Because teaching-material curation requires expert knowledge and
skills with practical experience [12], external support is required, especially for
less-experienced school librarians.

School librarians often use Open Public Access Catalog (OPAC) systems for
their work, ranging from managing the collections of their school libraries to
teaching-material curation. OPAC systems in general, however, are designed for
fine-grained search based on bibliographic fields to locate books on library shelves.
With respect to teaching-material curation, school librarians need to translate
the units of teaching (or curriculum units)? targeted in the given inquiry-based
class into bibliographic field-based search queries, wherein the ‘units’ basically
correspond to the goals or themes of the textbook chapters (e.g. “investigate the
characteristics of your local towns and people” from geography and “living things
and environments” from biology). Thus, for instance, a book entitled Professor, a
Chipmunk is Biting the Head of a Snake! may not be retrieved via OPAC’s book
title search using obvious queries for the unit of ‘animal ecology’.

We propose BookReach-UI, a graphical user interface (UI) that helps
school librarians with their teaching-material curation for inquiry-based learn-
ing classes. Based on the findings of related work, we implemented an opti-
mal workflow to curate books into this Ul, wherein selecting textbook chapters
directly shows topically relevant books. We evaluated the usability by asking
school librarians to curate books for a mock class with BookReach-UI, the results
of which showed reasonably high satisfaction with the system.

2 Related Work

2.1 Teaching-Material Curation by School Librarians

Although teaching-material curation is a fundamental mission of school librar-
ians, few studies have examined the actual practices of teaching-material

% In this paper, the term ‘unit’ always mean a unit (or module) of teaching defined in
the school curricula or textbooks.
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curation. Some prior work revealed the detailed characteristics of teaching-
material curation in Japanese school libraries. Miyata et al. [12] investigated
teaching-material curation in Japan, which have been voluntarily stored in an
online database named “The practice-case database of school libraries for teach-
ers”.? One of the notable findings of this study is that Nippon Decimal Classifi-
cation (NDC)? classes assigned to the curated books generally corresponded to
class subjects (e.g. science, mathematics, and national language).

To examine the book selection criteria in teaching-material curation directly,
Asaishi et al. [2] conducted semi-structured interviews with two school librar-
ians regarding a teaching-material curation task for a mock science class, and
they were asked to do the curation test in advance of the interviews. That study
reported the following procedure, which can be regarded as the standard work-
flow of teaching-material curation: (1) search for candidate books that contain
some keywords of the curriculum unit (e.g. the term ‘science’ and some scientist
names) in their titles or summaries, wherein they have generated these key-
words by themselves; and (2) manually filter out books that are outdated or are
substantially too difficult for the target students by referring to book covers.

2.2 Support Tools for School Librarians

Only a few tools dedicated to school librarians are currently available. In fact,
searching system-oriented journals in the library and information science domain
(e.g. Library Hi Tech and Code4Lib Journal) for keywords such as ‘school library’
and ‘teaching support’ does not return relevant research, at the time of this
writing.

LibGuides [4] is a commercial content-management software dedicated for
creating ‘pathfinders’, in which librarians can curate website links and library
collections useful for students investigating a certain topic. It is popular among
academic (university) libraries in the US and is versatile enough to publish
curated book lists for arbitrary purposes. However, no automation feature for
teaching-material curation was implemented in this software.

In Japan, a book database specialised for school libraries named ‘TOOLi-S’ is
provided by a bookseller for libraries, TRC Library Service, Inc.,” which enables
school librarians to purchase books relevant to major curriculum units in elemen-
tary school textbooks. Another related database is “the practice-case database of
school libraries for teachers”, as mentioned earlier, managed by Tokyo Gakugei
University. It stores practice cases of teaching-material curation by Japanese
school librarians, aiming to encourage teachers to make use of school libraries
for teaching classes, rather than just for book loans for students. As of July
2021, approximately 400 cases had been voluntarily submitted by school librar-
ians and organised manually by the university. However, these curation cases
do not exhaustively cover all the typical curriculum units adopted in Japanese
schools. Although the database enables the filtering of cases by school type and
subject, curated books are not searchable across cases.

3 http://www.u-gakugei.ac.jp/~schoolib/.
4 NDC is a Japanese adaptation of Dewey Decimal Classification (DDC).
5 https://www.trc.co.jp/school /tooli_s.html.


http://www.u-gakugei.ac.jp/~schoolib/
https://www.trc.co.jp/school/tooli_s.html

BookReach-UI: A Book-Curation Interface for School Librarians 99

3 Proposed User Interface: BookReach-UI

To support school librarians in their teaching-material curation, we propose
BookReach-Ul, an alternative graphical Ul that compensates for what the cur-
rent general-purpose OPAC systems do not provide well. This Ul is primarily
intended to assist a school librarian in selecting relevant books available in the
school library and inter-library loan (ILL)-partnered libraries in response to a
request from a teacher who plans an inquiry-based learning class. We first sum-
marise the Ul requirements and then elaborate on its implemented features.

3.1 Overall Design

To design the book-curation Ul, we examined the standard workflow of teaching-
material curation as reported by Asaishi et al. [2] (see Sect.2.2), which allowed
us to derive the following two notable points:

(i) The judgement on which book is relevant to the class relies on how much
school librarians understand the class content
(ii) Book covers help determining the relevance of the book to the class

Point (i) can be derived because school librarians may find it difficult to select
class-relevant books if they are not familiar with the class subject. For example,
a school librarian who know less about physics cannot construct specific search
queries such as theories in physics and physicists. This can be compensated for
by successful collaboration between teachers and school librarians, although not
many schools have yet established this collaboration [10,13,15].

Point (ii) means that book covers include relevant content information per-
taining to its targeted readers (e.g. children’s books are likely to have more
graphical covers) and the type of book (e.g. certain book series have iconic cover
designs). This has been traditionally achieved by browsing physical shelves, while
standard OPAC systems may require several more operations to show the book
covers of a search result.

Considering these points, we designed the following features as essential:

(a) to support finding relevant books to the class subject even if the school-
librarian user does not know the subject well

(b) to display book covers of a book collection so that users can perceive books
as if they were browsing shelves

Whereas achieving Feature (b) is trivial given a database that provides book cov-
ers, there are several approaches to realise Feature (a). As a simple but effective
solution based on Miyata et al. [12] (see Sect. 2.1), we utilised decimal classifica-
tion systems (such as DDC and NDC), which label books with decimal-numbered
classes of subjects, to bridge the gap between textbook chapters (or units of
teaching) and books. That is, by using a pre-defined map between textbook
chapters and their topically corresponding decimal classes (i.e. a unit-to-decimal
map), we can provide relevant candidate books by selecting textbook chapters
targeted in the inquiry-based class. This map enables the following workflow,
which fits the typical teaching-material curation well:
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1. Select a textbook used in the inquiry-based class

Select the chapters (curriculum units) targeted in the inquiry-based class

3. (The candidates of books relevant to the class subject, retrieved via the unit-
to-decimal map, are displayed along with their book covers)

4. Select as many useful books as the user chooses

5. (Selected books are automatically organised into a shareable list)

o

We implemented this workflow in our Ul, as shown and annotated in Fig. 1.

3.2 Detailed Features

Following the use-case workflow above, we elaborate on the detailed features
of the BookReach-UI. After the user selected a unit of teaching from the text-
book/chapter selectors, our implementation retrieves the candidate books for
curation that are relevant to the curriculum unit using a unit-to-decimal map
that we manually created by assigning the classes of NDC to Japanese textbook
chapters, because we began by targeting Japanese school libraries first. When
the retrieve button is clicked, the UI accesses to a database of books containing
bibliographic information with cover images and NDC classes.® Suppose, here-
after, that all books displayed in the UI belong to the collections of the user’s
school library or ILL-partnered libraries.

The book browser (middle of Fig.1) displays the cover images of the can-
didate books retrieved from the database, replicating the physical browsing of
bookshelves. These books are grouped by tabs of the NDC classes relevant to
the curriculum unit, achieving coarse-grained filtering of the book contents. Sev-
eral buttons are provided for filtering which book to display by targeted school
grade,” past curation use,® library location (in the own library or ILL libraries),
and full-text search for the textual contents

When a book-cover image is clicked, a modal window appears over the book
browser, as shown in Fig. 2. This view provides the detailed bibliographic infor-
mation of the book, such as the authors, publishers, and total number of pages.
If available, it also shows the book-content summary, table of contents, and its
history of past curation use. The user can select this book for curation or close
the modal window by clicking the buttons at the bottom.

Selected books are automatically organised into a curation list below the
book browser. Users can access the major bibliographic information using the
cover images in this list. The systems allows users to export the listed books
as a teaching-material curation list. The available export formats are printing
and tab-separated value (TSV) text; the former allows school librarians to share
curated books immediately with teachers, whereas the latter is reusable in office
spreadsheet applications to incorporate the list into another document.

5 We adopted machine-readable cataloguing (MARC) records provided by TRC
Library Service Inc. (Tokyo, Japan) for the current implementation.

" The adopted MARC records include targeted school grades as a bibliographic field.

8 Past curation use for each book is retrieved from “the practice-case database of
school libraries for teachers” if the book is listed in any cases [12] (see Sect. 2.2).
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Textbook Selector

Selecting a textbook to display
its chapters below.

Chapter Selector

Lists chapters (curriculum
units) of the textbook selected
in Textbook Selector. Based on
a chapter-to-decimal-class
map, users can retrieve
candidate books for curation
that are relevant to the selected
textbook chapters, which will
be displayed in the next Book
Browser.

Book Browser

Allows users to select
candidate books. Clicking a
book cover shows a modal
view of the book’s detail.

\ Tabs grouped by

decimal classifications

Pagination of the
candidate books in a tab

Curation List

Automatically organises the
books selected in Book
Browser into this table. Users
can de-select books from here
too.

J——

Export buttons: printing and tab-separated value (TSV) text

Fig. 1. BookReach-UI overview.
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Fig. 2. Modal window view of a book within the browsing-and-filtering module, pro-
viding bibliographic information and content descriptions.

4 Experiment

To evaluate the usability of the proposed UI, we carried out a preliminary user
study that asked school librarians to use BookReach-UI for mock requests for
teaching-material curation. Each of the five Japanese school librarians (elemen-
tary: 3; junior high: 2), who used OPAC systems for daily library work, curated
approximately 30 books for a single subject that we assigned (geography or
civics), by browsing a book database containing all books (146,914 in total)
for each participant’s school library and two public libraries. For each subject,
we set similar curriculum units across school types (elementary or junior high)
and assigned eight to ten relevant NDC classes manually in advance. After the
task, we asked the librarians to score the usability of the UI with the Japanese
translation [11] of the System Usability Scale (SUS) [3].

The SUS results for each librarian are shown in Table1l. The overall SUS
score ranging from 0 to 100 in 2.5-point increments was calculated as follows [3]:
subtracted 1 from the scores of the odd-numbered questions, subtracted the
scores of the even-numbered questions from 5, summed these modified scores,
and multiplied the sum by 2.5 (see the bottom row). The mean score was 69,
which was reasonably high. Specifically, Questions 3 and 10 gave the highest
mean scores per question, indicating that the Ul was intuitive enough for the
first use. We observed 126 operations (i.e. UI element clicks) per session as a
school-wise median value, which may include casual trials of our UL
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Table 1. System Usability Scale (SUS) results of five school librarians (A-E) using
BookReach-UI for the book curation task (A and D: civics; others: geography).

SUS Question Elementary | Junior high | Mean
A B |C D E
1 | I think that I would like to use this system 2,513 4 4 3.6

frequently
I found the system unnecessarily complex 2 212 3 1 2.0
I thought the system was easy to use 4 4|4 3 5 4.0

4 |1 think that I would need the support of a 1] 32 5 1 2.4
technical person to be able to use this

system

5 | I found the various functions in this system | 2 | 2 |4 3 4 3.0
were well integrated

6 | I thought there was too much inconsistency | 2 | 2 |1 1 2 1.6
in this system

7 | I would imagine that most people would 4| 4 /4 3 4 3.8
learn to use this system very quickly

8 |I found the system very cumbersome touse | 1 | 2 |3 3 2 2.2

9 | I felt very confident using the system 3,413 3 3 3.2

10 | I needed to learn a lot of things before I 11213 1 2 1.8
could get going with this system

SUS Score 70 |70 | 67.5|57.5 |80 69

5 Conclusion

To enhance librarian-teacher collaboration, we developed the BookReach-
UI, which supports school librarians in their selection of library books for
inquiry-based learning classes (teaching-material curation). Based on prior work
analysing this activity, we defined two key features: (1) to show candidate books
for curation that are relevant to class subjects, and (2) to display book covers
as the main source to judge useful books for the class. The implemented UI
allows users to browse relevant books by selecting the targeted textbook chapter
(curriculum unit) via pre-defined topically corresponding decimal-classification
classes. Our preliminary usability experiment showed reasonably high satisfac-
tion with the standard measurement (SUS).

We plan to expand this experiment to a broader range of school librarians to
validate and improve the Ul One limitation of the approach is the necessity to
create the unit-to-decimal map manually, which can be automated in the future
by textual similarity [6] between chapter names and heading terms. Our imple-
mentation may contribute to related software and services for school librarians
such as curation-case databases and book-recommendation systems.
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Abstract. Review articles are a means to structure state-of-the-art lit-
erature and to organize the growing number of scholarly publications.
However, review articles are suffering from numerous limitations, weak-
ening the impact the articles could potentially have. A key limitation
is the inability of machines to access and process knowledge presented
within review articles. In this work, we present SmartReviews, a review
authoring and publishing tool, specifically addressing the limitations of
review articles. The tool enables community-based authoring of living
articles, leveraging a scholarly knowledge graph to provide machine-
actionable knowledge. We evaluate the approach and tool by means of a
SmartReview use case. The results indicate that the evaluated article is
successfully addressing the weaknesses of the current review practices.

Keywords: Article authoring - Digital libraries - Living review
documents + Semantic publishing

1 Introduction

As more scholarly articles are published every year [9], methods and tools to
organize published articles are becoming increasingly important [12]. Tradition-
ally, review (or survey) articles are used to organize information for a particu-
lar research domain [28]. Research articles, also referred to as primary sources,
present original research contributions. Review articles, or secondary sources,
organize the research presented in the primary sources [23]. The importance of
review articles becomes apparent in the fact that these articles are often highly
cited [31] which indicates that they are valuable for the community. Although
reviews are important, they suffer from several major weaknesses, which affect
the potential impact review articles can have. For example, once review arti-
cles are published, they are generally not updated when new research articles
become available. This results in reviews that are outdated soon after publica-
tion. Furthermore, scholarly articles are not machine-actionable, which prevents
machines from processing the contents.
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COVID-19 Reproduction Number Estimates: a SmartReview
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Fig. 1. lllustration of key features and anatomy of SmartReviews. They are composed
of several building blocks, including natural text, comparisons and visualizations.

In this work, we present SmartReviews, a novel tool to author and publish
review articles. The tool implements the requirements from the equally named
SmartReview approach [21] which addresses the weaknesses from which current
review articles are suffering. Reviews are authored in a community-based manner
and are represented as living documents, meaning that they can be updated
whenever deemed necessary by the community. SmartReviews are implemented
within an existing scholarly knowledge graph called Open Research Knowledge
Graph (ORKG) [8]. The key features and anatomy of SmartReviews are depicted
in Fig. 1. In summary, this article provides the following research contributions:
(i) Detailed description of authoring and publishing semantic review articles
using knowledge graphs. (ii) Implementation of SmartReview authoring tool.
(iii) Presentation and evaluation of an original SmartReview article.

2 Related Work

The current review authoring and publishing method faces numerous limitations
and weaknesses [19]. In recent work [21], we identified these limitations and
described them in detail. Table 1 summarizes them and includes an extended
list of supporting related work. Based on those weaknesses, we devised an app-
roach to address them. The two most pressing weaknesses relate to the inability
to update articles once published and to the machine-inactionability of the pre-
sented knowledge. Both of these topics are extensively discussed in the literature.

Shanahan advocates for “living documents” and to move away from the tradi-
tional and obsolete print model in which articles are sealed after publishing [25].
The living documents concept also provides opportunities for article retractions
and corrections [2]. This gives the possibility to embrace the features the mod-
ern web has to offer, including semantic web technologies [26]. Berners-Lee et al.
used to term Linked Data to describe the interlinking of resources (i.e., data) by
means of global identifiers, which constitutes the semantic web [3]. The Resource
Description Framework (RDF) is the language used to represent the resources
and provides an actionable format for machines [14]. RDF can be queried using
the SPARQL query language [22]. The use of these technologies improves the
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Table 1. Summarized weaknesses of the current review and their respective related
work. A detailed list of the weaknesses is presented in previous work [21].

Weakness Definition Related work

Lacking updates Published articles are generally not [15,16,19]
updated due to technical limitations or
lacking author incentives

Lacking collaboration Only the viewpoint from the review [19,24]
authors is reflected and not from the
community as a whole

Limited coverage Reviews are only conducted for popular |[19,27,28]
fields and are lacking for less popular
ones

Lacking machine- The most frequently used publishing [4,7,10,12,13,

actionability format is PDF, which hinders 17,19]
machine-actionability

Limited accessibility The articles in PDF format are often [1,5,18]

inaccessible for readers with disabilities

Lacking overarching Web technologies are not used to their [19,26]
systematic representation | full potential because systematic
representations are often lacking

machine-actionability of data and provides a means to make data FAIR (Find-
able, Accessible, Interoperable, Reusable) [29]. Semantic web technologies also
play a key role in the living documents concept presented by Garcia-Castro et
al. [6]. This type of document supports tagging and interlinking of individual
article components and embeds ontologies in the core of their approach.

3 Approach

Our approach addresses the previously listed weaknesses. Accordingly, we
introduce dimensions to address each weakness individually. The dimensions
comprise: (i) Article updates (ii) Collaboration (iii) Coverage (iv) Machine-
actionability (v) Accessibility (vi) Systematic representation. The approach
leverages the SmartReview requirements as presented in [21].

The ORKG is used at the core of our approach. The use of knowledge graphs
enables the reuse of existing ontologies, thus improving the machine-actionability
of the data. To this end, the article has to be represented in a structured and
semantic manner. Research articles are generally composed of multiple (non-
structured) artifacts, among others this includes natural text sections, figures,
tables, and equations. Review articles, in particular, do often include an addi-
tional artifact in the form of comparison tables. These tables present the reviewed
work in a structured manner and compare the work based on a set of predefined
properties. A previous study indicated that approximately one out of five review
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articles contains such tables [20]. Due to the structured nature of comparison
tables, they can be processed more easily by machines. Complemented with
semantic descriptions of the data, the comparisons can become FAIR data [19].
Therefore, we use comparison tables as the basis of our SmartReview approach.
We leverage the comparisons tables within the ORKG which are specifically
designed to be machine-actionable.

4 Implementation

The interface is implemented in JavaScript using the React framework, the
source code is available online'. Additionally, a feature demonstration video is
available.? The knowledge graph is built on top of a Neo4j property graph and
SPARQL support is provided via a Virtuoso endpoint.

4.1 Section Types

The main building blocks of SmartReviews are sections. Each section has a
section type that describes the section’s content and its relation to the knowledge
graph. The article writer has been implemented on top of the ORKG which allows
for reusing artifacts already present in the graph. When adding a section, the
type can be selected (Fig. 2, node 6). The section types comprise:

— Natural language text sections support markup text via a Markdown edi-
tor. References are supported via a custom syntax using the same notation
as R Markdown [32].

— Comparison sections consist of tabular overviews of scientific contributions
from papers that are being compared based on a selected set of properties.
Comparison sections form the core of each review article.

— Visualization sections provide visual views of comparison data.

— Ontology table sections list descriptions of the properties and resources
used within comparisons.

— Resource and property sections show a tabular representation of used
resources and properties and their definitions from the knowledge graph.

4.2 Implementation per SmartReview Dimension

The implementation consists of various components to provide a comprehensive
authoring interface. Among other things, this includes support for in-text cita-
tions, an interactive article outline, and reading time estimation. These features
are ordinary functionalities for authoring tools and are therefore not discussed in
detail. In the remainder of this section, we specifically focus on the dimensions
of the SmartReview approach since they form the basis of the implementation.

! https://gitlab.com/TIBHannover /orkg/orkg-frontend /- /tree/master /src/compone
nts/SmartReview.
2 https://doi.org/10.5446 /53601.
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Fig. 2. Screenshot of the implemented interface. Black labels represent the RDF types.
Types prefixed with “Ex” are from the scholarly graph used for the implementation.
Node 1 relates to the metadata of the article. Node 2 is the natural text content section
and its Markdown editor. Node 3 shows the DEO type, which can be selected by the
users when clicking on the label. Node 4 is a comparison section and node 5 is a property
section. Node 6 shows the type selection for a new section. Node 7 is the visualization
of the comparison shows in node 4. Finally, node 8 lists the contributors of the article.
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Article Updates. The requirement of updating articles combined with the
requirement to keep persistent versions of articles introduces a level of versioning
complexity. Especially due to the interlinking of knowledge graph resources,
persistency is a complex endeavor that requires versioning at the resource level.
To reduce the complexity, we added the constraint that only the latest version
of an article can be updated, which we call the head version. The head version is
the only version that is stored in the graph. This implies that always the latest
version of the article is present in the graph, leaving version complexity outside
the graph and thus making it easier to interact with the graph. When an article
is published within the system (not to be confused with publishing the article via
a publisher), a snapshot is created of the subgraph used to generate the article.
This approach resembles that of other collaborative curation systems (such as
Wikipedia) that only allow edits of the latest version and keep a persistent
history of all versions. Crucial for this approach is the ability to compare previous
versions and to track individual changes (i.e., the diff view).

Collaboration. Collaboration is supported by allowing edits from any user.
As with the article updates, this resembles the approach Wikipedia takes to
support collaborative authoring. In Wikipedia, this has resulted in high-quality
articles, which is popularly explained by the “wisdom of the crowd” principle [11].
To acknowledge researchers who contributed to the article, and to create an
incentive to contribute, the acknowledgements section automatically lists anyone
involved in writing the article (Fig.2, node 8). The list of acknowledgements is
generated by traversing the article subgraph.

Coverage. The only prerequisite to be able to contribute to an article is the need
for a user account. Authentication serves for tracking provenance data (needed
for the acknowledgements) and as a basic abuse prevention system.

Machine-Actionability. As described, the article content is available in the
knowledge graph. The data itself can be accessed via various methods, includ-
ing a SPARQL endpoint, RDF dump, and REST interface. To enhance machine
interoperability, (scholarly) publishing ontologies were used. In Fig. 2, RDF types
prefixed with their respective ontologies are displayed next to system compo-
nents. This includes the Document Components Ontology (DOCO)? to describe
documents components. The FRBR-aligned Bibliographic Ontology (Fabio) (See
footnote 3) to describe the types of published work and the Discourse Elements
Ontology (DEO) (See footnote 3) ontology for specifying the section types. For
the latter ontology, the article authors are responsible to select the appropriate
type from a list of all DEO types for natural text sections (Fig. 2, node 3).

Accessibility. Review articles are available as HTML files, which makes them
by design more accessible than their PDF counterpart. Furthermore, WCAG
guidelines are followed to enhance accessibility. In particular, semantic HTML
tags are used as well as hierarchical headings. Finally, articles are responsive
(i.e., support different screen sizes) making them suitable for high browser zoom
levels and large font settings.

3 http://purl.org/spar/doco,fabio,deo.
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Systematic Representation. Comparison tables form the main component
to support systematic representations (Fig.2, node 4). The tables are created
in a spreadsheet-like editor. The papers used within the comparison are rep-
resented as structured data in the graph, including the metadata such as title,
authors, and publication date. Furthermore, the properties and their correspond-
ing values are stored in the graph. When creating the comparison table, users
are recommended to use existing properties and resources to further enhance
interlinking.

5 Evaluation

To evaluate our approach, we now present a use case with an original SmartRe-
view article to demonstrate how SmartReviews look like and how they differ
from regular reviews. Afterwards, we demonstrate how data presented within
the article can be accessed in a machine-actionable manner.

The SmartReview presents a selective literature review, titled “Scholarly
Knowledge Graphs”, and it published online?. It consists of three comparisons
and reviews in total 14 articles related to various types of scholarly knowledge
graphs (i.e., identifier, bibliographic, domain-specific systems). This use case
highlights the differences with regular static review articles. While regular review
articles generally review the literature in comprehensive (and possibly lengthy)
text sections, the SmartReview example shows how, instead, comparison tables
are used to compare literature. Due to the interactive nature of the tables, they
can contain more information than tables presented in static PDF files. Another
notable difference is the presence of ontology tables within the article. The ben-
efit of such tables is twofold: They improve machine-readability by linking the
used properties to existing ontologies and improve human comprehension by
textually describing the meaning of the property.

To demonstrate the machine-actionability of SmartReviews, we now present
four SPARQL queries that are used to query the underlying data (cf. Query 1.1,
1.2, 1.3, and 1.4). The first query is for metadata, whereas the other queries are
for the actual knowledge presented in the respective articles. The prefixes orkgc,
orkgp and orkgr represent the class, predicate and resource URIs respectively.

SELECT DISTINCT ?paper
WHERE {
?contrib a orkgc:Contribution;
orkgp:P32 orkgr:R49584.
?paper orkgp:P31 ?contrib.

SELECT DISTINCT ?smartReview
WHERE {
?smartReview a orkgc:SmartReview;
orkgp:P30 orkgr:R278.

}

Query 1.2. Return paper contributions
(P31) addressing Scholarly Communi-
cation (R49584) as research problem
(P32).

Query 1.1. Return all SmartReviews
with research field (P30) information
science (R278).

4 https:/ /www.orkg.org /orkg/smart-review /R135360.
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SELECT DISTINCT ?section
WHERE {
?review a orkgc:SmartReview;
orkgp:P27 orkgr:R8193;
orkgp:P31 ?contrib.

?contrib orkgp:HasSection ?section|

?section a orkgc:Introduction.

}

SELECT DISTINCT ?paper
WHERE {

?contrib a orkgc:Contribution;
orkgp:P32 orkgr:R49584;
orkgp:P7009 "T"~"xsd:string.

?paper orkgp:P31 ?contrib.

}

Query 1.3. Return all introduction
sections from SmartReviews related to
information science (R278).

Query 1.4. Return all scholarly com-
munication systems (R49584) with RDF
support (P7009).

6 Discussion

We acknowledge that our proposed approach is radical and will unlikely be
immediately adopted in every aspect by the research community. While some of
the weaknesses originate from technology limitations, the main challenge is not
technological in nature. Rather it is rooted in researchers’ habits and mindsets
and being comfortable with familiar methods. This relates to the open access
movement [30] which does not face a technical challenge but complex change
that involves many aspects of traditional publishing.

Our proposed approach does not solely address review authoring but also
impacts the publication and dissemination process. Articles can be published and
accessed via the platform’s user interface or directly via the graph. Therefore,
the platform serves as a digital library for review articles. As discussed, any
user can author new articles and contribute to existing articles. This means that
articles are not peer-reviewed in the traditional sense, rather a community-based
continuous review method is performed. However, traditional peer-review is still
possible. For example, as soon as an article is mature enough (which is decided
by the authors), it can be published with traditional publishing means. However,
we want to stress that a traditional publishing body is optional and is therefore
not part of our approach.

An extensive user evaluation is required to access the interactions and actual
use of the system. Additionally, this user evaluation can focus on the usability
aspects of the system. For future work, we have planned an evaluation with
domain experts who will be asked to create a SmartReview for their field of
expertise. This includes the creation of relevant comparisons and visualizations.

Our approach can be generalized to research articles. Concretely it means
that the article writer can be used to author any type of scholarly article. We
focused on review articles because several of the weaknesses are most apparent for
this type of article. Furthermore, we deem the limitation of static non-updated
articles as a key limitation for reviews.

7 Conclusions

We presented the SmartReview tool, an application to author and publish
scholarly review articles in a semantic and community-maintained manner.
With the implementation, we address the current weaknesses of review article
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authoring and demonstrate a possible future of publishing review articles. A
scholarly knowledge graph is used at the core of our approach, which increases
the machine-actionability of the presented knowledge. The presented use case
demonstrates how SmartReviews look like and it shows that the contents within
articles is published in a machine-actionable manner.

Acknowledgements. This work was co-funded by the European Research Council
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Abstract. Taking the relocation of Pudong branch Library of Shanghai University
of Electric Power and comparing the difference between the goals of collection
reselection oriented by space rebuilding and traditional collection weeding, this
paper explores a large-scale collection reselection method based on the statistics of
zero-borrowing books in recent X years, which takes “volume” as the unit, pointing
out that the X value depends on the Library’s reserved space and disciplines nature
first, and discussing the using precautions of this method. The practice shows
that the core collection selected by this method can meet the readers borrowing
needs, ensure the reasonable discipline collection structure and the professional
literature charactered by energy and electricity, which has some value for university
libraries’ large-scale collection adjustment oriented by space rebuilding in the
digital transformation of libraries.

Keywords: Space rebuilding - Collection reselection - Zero-borrowing -
Circulation statistics

1 Introduction

With the rapid development of the Internet technologies, significant changes have
occurred in readers’ reading behavior and learning habits: from paper reading to elec-
tronic reading, from individual learning to collaborative learning [1]. In the face of
this change, university libraries in China are actively carrying out space rebuilding to
meet the changing needs of readers [2, 3], such as Tongji University’s continuous space
rebuilding of its Sino-German Library [4], science and technology reading room [5],
Hubei branch library [6]; and phased transformation of Library of Shanghai University
of Finance and Economics [7]. The library of Shanghai Electric Power University has
also actively responded to this trend. In the construction of its new library in Pudong
Campus (after this referred to as the “new library”), it has fully considered the readers’
demand for space and made a large-scale adjustment to the collection distribution: tak-
ing its Pudong branch as an example, it has a collection of more than 300000 volumes
Chinese books (October 2017 data). We planned to put 150000 volumes Chinese books
into the compact stack room on the first floor of the Pudong branch to release more space
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for collaborative learning and group discussion. Therefore, the Pudong branch library
should select 150 thousand volumes as core collections from more than 30000 volumes
Chinese books and allocate them to the “core stack of Pudong” when moving to the new
library. The remaining 150 thousand Chinese books need to be drawn off and assigned
to the “compact stack of Pudong”.

For the collection construction of Pudong New Library of Shanghai Electric Power
University, the selected collection is expected to achieve the following goals: 1) Meet-
ing the readers borrowing needs basically; 2) Ensuring the reasonable distribution of
disciplines in the collection structure of the new library; 3) Ensuring energy and power
literatures as much as possible which are the key professional characters of the university;
4) The reselection method should be feasible and conducive to large-scale operations.

In this paper, we propose a large-scale collection reselection method and reach the
above goals at the same time.

The rest of this paper is organized as follows: Sect. 2 surveys related work on collec-
tion reselection methods. Then, we introduce our method including the establishment
of the conditions for selecting books and book extraction data generation in Sect. 3.
In Sect. 4, we analyze whether the results can meet the expected goals followed by
discussion in Sect. 5. A conclusion is drawn in Sect. 6.

2 Related Work

Through literature researching, it is found that most studies on the reselection of library
collections are aimed at book weeding and collection optimizing [8], but not on the
selection methods aiming at the rebuilding of digital library space. The emphases of the
two are different because of their different goals. Book weeding is a process of weeding
from the whole collection, and more focus on security [9]; The space rebuilding is the re-
layout of the collection, emphasizing efficiency. The reselection method to optimize the
collection by weeding has high costs of time and labor, and the processes are complex
[10], which can not meet the requirements of large-scale selection guided by space
rebuilding in library digitalization.

Based on the practice of moving the Pudong branch of Shanghai Electric Power
University Library to the new library in 2018, this paper attempts to achieve a method
suitable for large-scale operation through the statistics of zero-borrowing books(volume)
in recent X years and can meet the above objectives at the same time.

3 Condition Establishment and Data Generation

3.1 The Establishment of the Conditions for Selecting Books

Considering the predicted learning space and the future collection growth rate, the new
library should have 150000 books estimatedly, not more to ensure students learning
space and not less to meet students reading needs, and these 150000 books also should
meet the four selected goals in the introduction at the same time. In practice, the library
of Shanghai University of Electric Power has adopted the “reverse selection” operation
to extend the opening hours of the library as long as possible, that is, the selected core
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collections will continue to be on the shelves for readers to borrow, while the non-core
collections will be removed from the shelves. Therefore, the extraction data generated
in this paper is the “non-core collection” data, and the corresponding operation objects
based on the extraction data are also the “non-core collection” books. Each library can
flexibly select the operation objects according to the specific situation of the library.

Through a variety of experiments, it is found that the data based on the statistical
method of zero-borrowing books (volume) in recent X years can better meet the four
selection goals. In contrast, other methods, such as trying to take the total number of
borrowing times or borrowing rate of a kind of book lower than a “certain value” as the
condition of book extraction, have the following disadvantages: it doesn’t consider the
time factor - for example, a certain book used to be hot, but now no one is interested
in it—although this kind of book borrowing times are high, it should be removed from
the shelves; second, the “certain value” is difficult to be defined objectively. However,
other more complex methods of book extraction by subject division are not feasible and
difficult to large-scale operate. More importantly, after many experiments, the number
of books extracted by other methods is far less than the target value of 150000.

To sum up, on the basis of comparing various methods, the conditions for book
selection of the “non-core collection” are finally determined as follows: “zero-borrowing
books(volume) in recent X years, excluding the books collected after the year of Y, and
the schematic diagram is shown in Fig. 1.

77 Ax : Books borrowed in recent X years (volume)
[ A4, : Zero-borrowing books in recent X years (volume)
I B, :Books collected after the year of ¥ (volume)

Z : Books to be drawn (volume)

Fig. 1. Non-core collections (books to be drawn) diagram.

In Fig. 1, Z is the “non-core collection”, that is, books to be drawn out, Ay is “zero-
borrowing books in recentX years”, and By is “books collected after the year of Y. As
can be seen from Fig. 1, the formula of book selection can be written as follows:

Z =Ax — By (1)
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The Formulal shows that the books to be withdrawn should consider the condition
of zero borrowing quantity as well as consider the factor of collection time. The “books
collected after the year of Y should be eliminated so as to ensure that the new books
collected after the year of ¥ will not be withdrawn from the shelves, and the values
of X and Y mainly depend on the predicted collection space of stack rooms and the
distribution of the disciplines.

3.2 Book Extraction Data Generation

According to Formulal, the extraction data is generated as follows:

1) First, setting the book extraction conditions for the overall collections as “zero-
borrowing books in recent 5 years, excluding the books collected after January 1st,
20137, namely, Zgp= A5—B2¢;3. At this time, X is 5, Y is 2013, and 150000 books
drawn list Z are generated;

2) Second, optimizing some Classes with large quantity by CLC (Chinese Library
Classification, CLC) according to the different disciplines. For example, in this
university characterized by energy and power, the books of Class T are industrial and
technical books accounting for a largest collections, its conditions(the values of X, Y)
for drawing book should be different, set as “zero-borrowing books in recent 5 years,
excluding the books collected after January 1st, 20167, that is, Zr= As—B2gjs. At
this time, X is 5, Y is 2016, and the book extraction list Z7 is generated. Besides,
Class TP3 computer books in Class T are further optimized according to their subject
half-life [11, 12] and the expected growth of this kind of book collection. The Class
TP3 book extraction condition is set as “zero-borrowing books in recent 3 years,
excluding the books collected after January 1st, 20167, that is, Z7p3= A3—B2¢16-
At this time, X is 3, Y is 2016, and the book extraction list Z7p;3 is generated. After
Class T, Class O and Class H are further optimized too, which is not repeated here.

After the above operation, the book extraction list of 150000 “non-core collection”
books is generated.

4 Results and Analysis

4.1 Analysis of Readers Borrowing Needs Guarantee

As mentioned above, the book extraction lists generated can meet the space requirements
of the new library firstly, but whether it can meet the 4 selection goals in the introduction
still needs further verification. Taking the book list Zy as an example, the condition of
book selection is “zero-borrowing books in recent 5 years, excluding the books collected
after January 1st, 2013”. In other words, as long as the books borrowed within the past
five years will be retained, and the books collected after January 1st, 2013 (inclusive)
will also be retained on the shelves, that is, the book list itself is generated from the
perspective of meeting the readers borrowing needs. From the standpoint of probability,
books borrowed within recent 5 years are more likely to be borrowed again due to the
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similar professional distribution and similar needs of students in the same school. In
addition, all the newer books are reserved. Therefore, the selection goal of “Meeting the
borrowing needs of readers basically” can be achieved by the book extraction lists.

4.2 Analysis of Disciplines Distribution Reasonability

Before verifying whether the book list can “guarantee the reasonable distribution of
disciplines in the collection structure of the new library”, many staff members expressed
concern: according to experience, the most books borrowed by students are art novels,
while the number of professional books seems to be small. If we use the book list as the
condition of the new book collection, there will be a large number of professional books
be taken off the shelves. However, a large number of literary novels are kept on shelves,
which affects the disciplines distribution of the new library and leads to the unreasonable
collection structure for our school characterized by energy and power. Therefore, before
the implementation of book selection, we comparatively analyzed the distribution of
different disciplines before and after book selection. The results are shown in Fig. 2.
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Fig. 2. Comparison of disciplines distribution before and after Z

Figure 2 shows that the distribution of all disciplines in the collection after the
book extraction is basically the same as before. The major categories of books with
a significant increase after the book extraction are Class H Language, I Literature, O
Mathematical and Physical Sciences and Chemistry. This shows that the students have
a high borrowing amount in these major categories of books because according to the
book extraction condition Zy, all the books borrowed in the past five years will be kept on
the shelves. Therefore, which kind of books account for a high proportion after drawing
books indicates that students have a high borrowing amount and a great demand for
such books. However, the proportion of Class I literature and art novels increased the
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most, which is in line with people’s experience expectations. Still, the ratio of Class T
industrial technology with school characteristics has not been weakened at all, which
is quite different from the previous staff’s worry or feeling based on experience alone,
which also shows that the school students’ demand for professional books is beyond
expectations.

The distribution of disciplines in the new library is almost consistent with that in the
original library: the difference between the distribution of disciplines in the new library
and the original library is in 22 categories, 14 categories fluctuate between 0-0.5%,
only 3 categories fluctuate between 0.5—1%, and 5 categories fluctuate between 1-2.5%.
Assuming that the distribution of disciplines in the original collection is reasonable, it
can show that the book extraction list Zy meets the target of “Ensuring the reasonable
distribution of disciplines in the collection structure of the new library”.

4.3 Analysis of Key Disciplines Guarantee

Shanghai University of Electric Power is a University with the characteristics of energy
and electric power. This is not only reflected in the collection structure, that is, the
absolute advantage of the collection proportion of the Class T industrial technology
books, but also reflected in the distribution of the key disciplines that can best represent
the characteristics of energy and electric power in Class T. To verify whether the book
list can guarantee the energy and power characteristic key disciplines of the school, we
take the original collection as the reference and introduce the retention rate 7,

n = g;i(volumes on shelves)/Q;(total volumes) 2)

Further subdividing the book extraction list Z7, the results are shown in Table 1.

Table 1 presents that the retention rate of TK energy and power engineering and TL
atomic energy technology, the two most representative disciplines with energy and power
characteristics, is in the front row, and TK is in the first place. The retention rate of the
books that are highly related to the school’s energy and power characteristics, such as the
mechanical industry, TM electrical technology, TQ chemical industry, and other books,
is more than 50%. In comparison, the retention rate of TK energy and power engineering
books is 70%, followed by TL atomic energy technology books, which is also the micro
reflection of the school’s increasing research on nuclear power engineering in terms of
borrowing quantity. To sum up, the book list can meet the selection goal of “Ensuring
the key characteristic professional literature of energy and power”.

5 Discussion

5.1 The Book Extraction Data by the Unit of ‘“volume” Can Automatically
Generate the Number of Copies Reserved for Each Kind of Book

Considering the given selection goals, this paper has tried many other methods and finds
that, besides the convenience of data processing, this method processes data by the unite
of “volume” instead of “kind” has an important but not easily perceived advantage: the
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Table 1. Detailed data in retention rate of Z7.

Subclasses in | Total number of | Volumes to be | Volumes retained | Retention rate 1
class T volumes drawn on shelves

T 28 17 11 39.29%

TB 4556 2181 2375 52.13%

TD 70 32 38 54.29%

TE 155 82 73 47.10%

TF 118 70 48 40.68 %

TG 3025 1521 1504 49.72%

TH 5312 2323 2989 56.27%

TJ 63 24 39 61.90%

TK 1459 439 1020 69.91%

TL 211 66 145 68.72%

™ 12826 5646 7180 55.98%

TN 19677 10514 9163 46.57%

TP 39715 19477 20238 50.96 %

TQ 1649 666 983 59.61%

TS 1520 781 739 48.62%

TU 5380 2918 2462 45.76 %

TV 215 152 63 29.30%
SUM 95979 46909 49070 51.13%

Total Number of Total Number of
10 times/kind (5+5) times/kind
I. Non-zero-borrowing volume I:l Zero-borrowing volume

Fig. 3. Schematic diagram of retention of copies of different books.

number of copies of each kind of book will be automatically generated. As shown in
Fig. 3.

As shown in Fig. 3, assuming that there are four copies of book A, should one or two
be retained? If only one volume has been borrowed 10 times in the past five years, and the
other three volumes have not been borrowed, then the three volumes will be withdrawn,
and the only one volume will be retained. Another case: there are four copies of book B,
two of which have been borrowed five times, while the other two volumes have not been
borrowed, two volumes will be retained. Therefore, although the total borrowing times
of the two kinds of books are the same, the probability of book A being borrowed only
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by one reader is higher, while the probability of book B being borrowed by different
readers is higher, for which it is speculated that the reason may be related to whether
the different kinds of books are of professional concentration or universal dispersion
by their reader groups. Therefore, even if the total borrowing times of the two kinds
of books are equal, the number of copies retained could be different, which skillfully
avoids the unreasonable “one size fits all”” decision in the number of copies of different
kinds of books.

5.2 The Book Extraction Data Should Be Verified by the Rationality of Collection
Disciplines Structure

The actual verification of the book extraction data generated by this method shows that,
except for Class A books of Marx, Lenin, Mao Zedong, and Deng Xiaoping monographs,
we decided to keep almost all of them because of their essential political core status and
made necessary manual intervention. For other categories, the core collection selected by
this method can meet readers borrowing needs and ensure the reasonable structure of the
subject collection and the characteristics of the school energy and power professional
literature. Therefore, it can be inferred that the seemingly simple condition of zero-
borrowing book (in volume) actually contains multiple laws, which reveals the objective
relationship between the borrowing rate and the disciplines distribution and the guarantee
of key disciplines from a simple perspective. However, with the rapid development of
the Internet, the impact of electronic literature, the migration of students’ reading habits,
whether the borrowing rate can truly reflect the students’ reading needs should be further
paid close attention to. In other words, the collection data generated by the statistical
method of zero-borrowing books (in volume) can only be put into practice after the
rationality verification of the collection disciplines structure and manual spot check.

6 Conclusion

Library space rebuilding is an active measure taken by China university libraries to meet
the changing needs of readers and the changes of readers’ reading behavior and learning
habits in the Internet era, which makes it inevitable to adjust the existing collection on
a large scale in the digital transformation of libraries.

Taking the relocation of the Pudong branch of Shanghai Electric Power University
Library, this paper proposed a large-scale collection selection method based on the
statistics of zero-borrowing books (in volume) in recentX years. It points out that the X
value firstly depends on the predicted collection space of stack rooms, then the nature
of the disciplines such as half-life period etc., and also discusses what should be paid
attention to in using this method. The practice shows that the core collection selected by
this method can meet the readers borrowing needs and ensure the reasonable disciplines
distribution and the characteristic professional literature of energy and power.

It should be pointed out that, before the large-scale implementation of this method, it
is necessary to verify the rationality of disciplines distribution of the core collection and
manual sampling check. On the long run, multiple methods should be taken to avoid the
potential risk of unbalancing core collection, such as searching books on APP, e-display
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of non-core books information, assigning any returned books to the core collection
including non-core books borrowed before, etc.
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Abstract. The ability to automatically identify causal relations from
surgical textbooks could prove helpful in the automatic construction of
ontologies for dentistry and building learning-assistant tools for dental
students where questions about essential concepts can be auto-generated
from the extracted ontologies. In this paper, we propose a neural network
architecture to extract cause-effect relations from dental surgery text-
books. The architecture uses a transformer to capture complex causal sen-
tences, specific semantics, and large-scale ontologies and solve sequence-
to-sequence tasks while preserving long-range dependencies. Further-
more, we have also used BERT to learn word contextual relations. During
pre-training, BERT is trained on enormous corpora of unannotated text
on the web. These pre-trained models can be fine-tuned on custom tasks
with specific datasets. We first detect sentences that contain cause-effect
relations. Then, cause and effect clauses from each cause-effect sentence
are identified and extracted. Both automatic and expert-rated evalua-
tions are used to validate the efficacy of our proposed models. Finally,
we discuss a prototype system that helps dental students learn important
concepts from dental surgery textbooks, along with our future research
directions.

Keywords: Relation extraction - Textbook mining - Deep learning

1 Introduction

Intelligent tutoring systems have been applied to a wide variety of domains, includ-
ing clinical medicine. A particular challenge in medical applications is acquiring
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the structured knowledge needed to teach the required concepts. The teaching
of clinical and surgical procedures requires providing students with a thorough
understanding of causal relations between actions and their possible effects in the
context of various states of the patient so that students can generalize beyond the
particular scenario being presented. Such knowledge is available in fairly struc-
tured form in medical textbooks. If it could be automatically extracted and suit-
ably structured, this would address a major bottleneck in building intelligent
tutoring systems for clinical medicine and surgery. Yet, identifying causal relations
in textbooks is challenging since causality can be linguistically expressed in many,
sometimes ambiguous and wordy, ways. Furthermore, building a precise model to
automatically extract causal relations requires good quality datasets and experts
to analyze results concerning a large variety of sentences. For example, in the sen-
tence “if undetected, transportation may lead to ledging, zipping, gouging, or even
perforation of the root canal wall”, the event “transportation” causes the events
“ledging, zipping, gouging, or even perforation of the root canal wall”. In a more
complicated scenario, “gouging the root canal wall” can also be the effect of “forc-
ing rotary instruments such as Gates-Glidden burs beyond the resistance level”,
therefore there are several potential causes for an effect, as well as more complex
chains of causation, which might lead to the entity linking problem which will be
discussed in a later section. The sentences above are from one endodontics text-
book commonly used for teaching dental students.

Many approaches have been employed to extract machine-readable informa-
tion from natural language text. Some of these used rule-based extraction models,
while some used traditional machine learning algorithms. Regardless, most of the
existing methods expect the participants to be denoted by one name each in one
sentence expressing the relationship, limiting their applicability to natural text.
Novel techniques like deep learning have only begun to be applied to identify
and extract causal relations.

Inthiswork, weaddresstheproblemofextracting causalrelationsfromtextbooks
on dental endodontic procedures. We choose endodontics because it is one of the
more challenging areas of dentistry and thus more difficult to learn. Our approach
combinesrecent strategiestodeal with NLP problems. Specifically, weemploy BERT
[4] and Transformers [18] to address the causal relation extraction problem. We
propose a neural network architecture to capture such complex sentences in dental
surgery textbooks and use BERT to learn contextual causal relations by training it
with a rich dataset. We identify two subproblems in this task, cause-effect sentence
classification (recognize when asentence expressesacausalrelation ) and cause-effect
relation extraction (once the relation isidentified, identify its participants). Both of
thesearediscussedin Sect. 3. The source codeis made available for research purposes
at:https://gitlab.com/dentoi/casual-extraction. Althoughourapplicationdomain
in this paper is endodontics, the presented approach is quite general and applicable
to other clinical and surgical domains.

2 Background and Related Work

While machine learning techniques have been extensively used in text mining
to extract meaningful information from large-scale corpora [14,15], we briefly
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describe concepts and techniques from previous research that we use in this work.
An ontology represents a formalization of a conceptualization, i.e., a description in
some formal language of entities and relations between them. It is used for knowl-
edge representation for discrete intelligent reasoning and to exchange such knowl-
edge across systems that may use it. Information extraction is a task for extract-
ing knowledge from unstructured text data, then converting it into a structured,
machine-readable representation such as a semantic graph. The process consists of
several steps such as Named Entity Recognition, Named Entity Linking, and Rela-
tion Extraction. BERT (Bidirectional Encoder Representation from Transformer)
is a recent but prevalent technique in NLP to implement a language model, i.e., a
model capable of assessing how likely a particular text is. Furthermore, BERT has
proven to be applicable for a whole range of NLP tasks, including question answer-
ing and relation extraction. BERT is based on the Transformer model architecture,
which uses attention mechanisms that learn contextual relationships between each
token in a text. A transformer consists of an encoder to read the text input and a
decoder to produce a prediction for the task.

Previous work has used several approaches to extract causal relations from
the text in a variety of domains. Dasgupta et al. [3] used a recursive neural net-
work architecture (Bi-directional LSTM) with word-level embeddings to detect
causal relations in a sentence. A conditional random field (CRF) model was
used to evaluate performance. They used a diverse trained dataset, including
drug effect, BBC News Article, and SemEval.

Su Yin et al. [13] explored the possibility of automatically extracting causal
relations from textbooks on dental procedures. They used pattern-matching over
dependency parse trees produced by the spaCy NLP tool to identify causal
relation assertions in a collection of fifteen textbooks on endodontic root canal
treatment. Since their primary purpose was to extract knowledge for teaching,
they focused on surgical mishaps and their possible causes. They achieved a
precision of 95.7% but a recall of only 41.6%.

Zhao et al. [20] sought to extract causal transitive relations in medical text
data, where one effect is a cause in another relation. First, they examined how
such chains of causal relations are expressed over several sentences. Their app-
roach used causal triads, which are defined as associations of co-occurring medi-
cal entities that are likely to be causality connected. Then, the authors tried to
discover implicit causal relations. The result showed that the causal triad model
is an appropriate means to extract textual medical causal relations.

Hybrid techniques have also been used to automatically extract causal rela-
tions from text [12]. The hybrid system combines both rule-based and machine
learning methodologies; it extracts cause-effect pairs utilizing a set of rules for
Simple Causative Verbs, rules for Phrasal Verbs/Noun, etc. Using the dataset
SemEval-2010 (Task 8), they obtained 87% precision and 87% recall. Therefore,
the rule-based model can also be adapted for other types of information, such
as the dental textbooks that we use in this work.
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3 Methodology

Our proposed methodology is composed of three modules: a) data preprocess-
ing, b) cause-effect sentence classification, and c¢) cause-effect relation extraction.
Each of the modules is described in the following sub-sections.

3.1 Dataset and Data Preprocessing

We used 16 dental surgery textbooks as our dataset to train the model. We
first converted the PDF file to a text file and cleaned non-ASCII characters
out of the text file for our data preparation processes. We then split each text
file into several chapters using chapterize!. As a result, each chapter’s text file
was produced, consisting of several paragraphs and sentences, ready to use for
model training. The dataset contains 5,642 annotated sentences, of which 2,032
sentences express a cause-effect relation. The sentences describe endodontic pro-
cedures and are labeled using the pattern-based method proposed by Su Yin, et
al. [13], shown to yield high precision of 95.7%, but low recall of 41.57%.

Fig. 1. Annotation tool for the cause-effect relation extraction task.

For each sentence that expresses a cause-effect relation, human annotators
were asked to label parts of the sentence (word sequences) which represent cause
and effect clauses. Doccano?, an open source document annotation framework,
was used to facilitate the annotation, as presented in Fig. 1.

3.2 Cause-Effect Sentence Classification

Cause-effect sentence classification is the method to identify whether or not
a sentence expresses a cause-effect relation. Each sentence in the textbook is
encoded before being used to train the BERT model. For the implementation of
the cause-effect sentence classification model, there are four architectures. First,
the input encoder consists of input_ids, input_mask, and segment_ids. Second,
the BERT model consists of 24 layers and 1,024 hidden units in each layer.

! https://github.com/JonathanReeve/chapterize.
2 https://github.com/doccano.
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Third, a linear layer for the sigmoid activation function is used for formatting
BERT’s output then passed to the classifier, the last architecture in this model.
The classifier uses the sigmoid activation function for binary classification. The
5,642 sentences used to develop this model are separated into 70% for training,
10% for validation, and 20% for testing.

Figure 2 illustrates the pipeline for model training and classification process,
along with the model’s optimal hyperparameters. First the annotated training
data is used to train a BERT model, which is then fine-tuned with the validation
dataset. The trained classifier takes a sentence as the input and outputs the
probability of being a causal sentence.

BERT
Hyper-parameter settings

Input Sentences —l

Parameter Tuned range Optimal o

Sequence length 120 120

Batch size [8,16,32] 32

0"‘
S
Learning rate [1e-5, 2e-5, 3e-5] 2e-5
Epochs [3,4,5] 5 Fine-Tuned

r Classifier

Causal Sentence  Non-Causal Sentence

Sentence A o8 02
Sentence B 76 24
Sentence C .08 92

Fig. 2. The processing pipeline for the sentence classification task.

As baselines to BERT, we have also tried other deep learning based (i.e., CNN
for sentence classification [7]) and traditional machine learning classifiers such
as Naive Bayes [19], Support Vector Machine (SVM) [8], and Random Forest [1]
with default hyperparameter settings. For traditional machine learning methods,
each sentence is represented with a bag-of-word vector using TF-IDF weights.

3.3 Cause-Effect Relation Extraction

Cause-Effect relation extraction is the method to extract the cause and the effect
from sentences expressing causal relations in textbooks. The causal sentence is
tokenized into three types; C stands for Cause, E stands for Effect, and O stands
for Other. Each token is labeled and encoded before training in the BERT model.
For the implementation of the Cause-Effect Relation Extraction model, there
are four architectures. The first and second architectures are the same as in the
Cause-Effect Sentence Classification model. The third is the dropout layer, which
differs from the Cause-Effect Sentence Classification model because the binary
classification model is valid only for the first index of BERT’s output. The last
architecture is the classifier, which consists of three classes: cause, effect, and
other, as mentioned earlier. The dataset for this model is the same that for the
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Cause-Effect Sentence Classification model. As a baseline, we also compare the
performance of the BERT model with a Bi-LSTM CRF model proposed in [10],
due to its reported effectiveness in sequence tagging tasks such as named entity
recognition [6].

Figure 3 illustrates the pipeline for model training and extraction process
along with the model’s optimal hyperparameters. We framed the cause-effect
relation extraction task as a token classification problem, where each token is
classified into Cause, Effect, or Other. Therefore, the BERT model has been
configured for the multiclass classification task.

Labeled Dataset Flne=Tutiing
['CLS!, ‘Complete’, ‘vemcal‘,‘rool‘.‘frai:ture',‘causes‘,'untrea(abte','!a\lure‘ ,'SEP] BERT
['0,'CC,'cC'CC'CC, 'O EE EE,, '0']
o 20
od |
G
CcC EE (o} I
CcLs .34 44 .99
Complete .89 23 .44 & Cl
¢
vertical .95 a2 33 Hyper-parameter settings
Parameter Tuned range Optimal
Sequence length 120 120
failure .33 78 K- ] Batch size [8,16,32] 32
SEP 22 45 .98 Learning rate [1e-5, 2e-5, 3e-5] 2e-5
Epochs [3,4,5] 5

Fig. 3. The processing pipeline for the cause-effect extraction task.

4 Experiments, Results, and Discussion

All the experiments were conducted on a Linux machine with 16 CPU cores
(32 threads), two RTX 2080 Super GPUs, and 128 GB of RAM. This section
discusses the results.

4.1 Cause-Effect Sentence Classification

In cause-effect classification, each sentence is labeled as 0 or 1 for Non-causal or
Causal sentence, respectively. Table 1 shows examples of causal and non-causal
sentences taken from an endodontics textbook.
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Table 1. Examples of causal and non-causal sentences, taken from [11].

Sentence Label
Repeated recapitulation or remaining stationary in the canal with a 1
non-landed rotary instrument can lead to apical transportation

A deep palate allows much greater vertical access when using a palatal 0
approach

Furthermore, this pain can be further exacerbated by incorrect or 1

unnecessary treatments, often resulting in the establishment of chronic
pain pathways

This can be started 24 h prior to surgery but can also be swilled for 1 min |0
prior to placement of anaesthetic

The precision, recall, and F1 scores for each class (Causal, Non-Causal,
Weighted Average) predicted by BERT and other classifiers are reported in Table
2. It is apparent that deep learning based methods such as CNN and BERT out-
perform the traditional machine learning methods (i.e., Naive Bayes, SVM, and
Random Forest) in all aspects. While the CNN has a slightly better recall for
the Causal Sentence class compared to BERT, BERT yields the highest F1 in
both the Non-Causal and Causal Sentence classes. This may be due to BERT’s
ability to encode proximity semantics in a sentence into the embedding, mak-
ing it suitable for tasks that require an understanding of word sequences and
language syntax.

Table 2. Performance of the causal sentence classification task.

Model Non causal sentence Causal sentence Weighted average
Precision | Recall | F1 Precision | Recall | F1 Precision | Recall | F1
Naive Bayes 0.81 0.98 0.89 | 0.86 0.31 0.45 | 0.82 0.78 0.82
SVM 0.95 0.94 0.95 | 0.84 0.86 0.85 | 0.93 0.93 0.93
Random Forest | 0.95 0.94 0.95 | 0.84 0.86 0.85 | 0.93 0.92 0.92
CNN 0.98 0.95 0.96 | 0.83 0.94 |0.88 | 0.95 0.95 0.95
BERT 0.97 0.99 0.98 | 0.98 0.90 0.93 | 0.97 0.97 0.97

4.2 Cause-Effect Relation Extraction

In the cause-effect relation extraction process, sentences are tokenized, and spe-
cial tokens (“CLS” and “SEP”) are added to the sentences. The “CLS” token
annotates the sentences’ starting point. The “SEP” token represents the end-
ing of the sentences. The model’s output is the vector representation of each
sentence, which is later converted to each token label. The labels include ‘C’,
‘E’, and ‘O’, which represent Cause token, Effect token, and Other token, as
illustrated in Table 3.
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Table 3. Example labeling of cause and effect tokens.

Sentence | [‘'CLS’, ‘Failure’, ‘to’, ‘achieve’, ‘patency’, ‘during’, ‘preparation’,

‘can’, ‘result’, ‘in’, ‘inadequate’, ‘penetration’, ‘of’, ‘irrigants’, ‘SEP’]

Label [407’ 4(377 ‘C’, :Ca’ ‘C’, :Ca’ ch’ ‘O,, 407’ 4077 ‘E’, ‘E’, ‘E’, ‘E’, 407}

The precision, recall, and F1 of the cause-effect extraction task using Bi-
LSTM CRF and BERT are reported in Table4. It is evident that BERT outper-
forms Bi-LSTM CRF (baseline) in all metrics, both in the Cause Token and
Effect Token classification tasks. Bi-LSTM CRF performs relatively well on
extracting Cause tokens, but its performance drops when extracting the Effect
tokens. Furthermore, Bi-LSTM CRF only yields F1 of 0.49 on identifying the
Effect tokens. In contrast, BERT performs well on identifying both the Cause
and Effect tokens, yielding an F1 of 0.89 on average.

Table 4. Performance of the cause-effect extraction task.

Model Cause token Effect token Weighted average
Precision | Recall | F1 Precision | Recall | F1 Precision | Recall | F1

Bi-LSTM CRF | 0.77 0.80 0.79 | 0.61 0.37 0.49 | 0.71 0.64 0.66

BERT 0.89 0.91 |0.90 0.89 0.90 |0.89|0.89 0.89 |0.89

5 Future Directions

This paper has reported a primary investigation on extracting an ontology of
causal relations from endodontics textbooks. Our overarching goal is to develop
a toolbox capable of automatically extracting and structuring essential causal
information from textbooks on clinical and surgical procedures. As future work,
we plan to evaluate the result of the proposed approach by asking experts to
assess our model’s outcome regarding whether the extracted sentences contain
a causal event or not. Subsequently, machine learning models could be further
enhanced for textbooks in other languages using language-agnostic BERT-based
models [5]. Besides improving the models, the subsections discuss our path for-
ward in terms of implementation.

5.1 Relation Linking

Tllustrated in Fig. 4 is a partial snapshot of extracted relations from individual
causal sentences, visualized by react-force-graph®. Notable extracted relations
include post preparation that leads to root structures, that further leads to
pulp therapy. On the other branch, access cavity also leads to pulp therapy
and line access factors. Linking these cause-effect relations together would
give rise to many useful applications. Relation linking is a method to link each
relevant entity to construct a knowledge graph, where several knowledge graph

3 https://github.com/vasturiano/react-force-graph.
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Fig. 4. Examples of extracted relations.

mining techniques can be applied to extract meaningful patterns. Our model
might identify several cause-effect pairs that are similar or occur in a chain
of causation. For example, if two cause-effect pairs have a similar cause, the
effects of that two causes might be related. If we could link each relevant entity
or cause together, it would be an efficient structure that effectively illustrates
the knowledge and information. For example, linking causal relations and the
conditions under which they hold with actions could enable reasoning about
possible consequences of actions. Furthermore, it could be used for knowledge
visualization or ontology visualization in a subsequent application.

5.2 Application in Dental Quiz Generation

Quiz

Question 1 1/9
Difficulty: Intermediate

It is important that you read the whole chapter to understand how the theory and practice of root canal are related.

a. Filling
b. Adhesive Material
O c. Aggregate

d. Abrasive

Fig. 5. Example of a dental quiz question.
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My Books

Book: 1

:Ey

Scoreboard Achievements

Teerakamn B. 0 ‘Endodontics Expert”
Terapat C. 0

Ruksit R. 700

Fig. 6. Example dashboard showing a student’ progress on completing quizzes from
each textbook.

As dental students must learn from many textbooks, there are some difficul-
ties distinguishing events and understanding information. Further, the method
to assess the understanding of each topic is somewhat technical and requires an
expert to construct the test. From the results of our proposed model, cause and
effect pairs can be an efficient knowledge base that we could apply to generate a
question and answering system, which could serve as a personal learning assistant
to increase students’ understanding and enhance their performance. Implement-
ing a web-based application (similar to the work of Budovec et al. [2] in the field
of radiology) could be an effective way for accessibility and quality. Quizzes can
be generated from the cause and effect pairs that have been extracted from text-
books, which would be useful for dental students to assess their understanding.
Automatic question-answer pair generation [9] could be adopted for this task.
Figure 5 illustrates an example quiz question that could be helpful to students
to assess their understanding of the textbook’s material.

Dental instructors could also benefit from a system that allows them to auto-
matically analyze each textbook and generate quizzes for each chapter. These
quizzes can be assigned to students where the system can keep track of each
student’s progress on their self-study on each textbook, as illustrated in Fig. 6.

Recently Vannaprathip et al. [16,17] have presented an intelligent tutoring
system for teaching surgical decision making, with application in the domain
of endodontics. The intelligent tutor is integrated with a VR dental simulator.
The tutor intervenes during the surgical procedure by pointing our errors, pro-
viding positive feedback, and asking a variety of types of questions. To do this,
it makes use of causal knowledge represented in terms of conditional effects of
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actions using an adaptation of the PDDL Al planning language. The coding
of this domain knowledge was a major bottleneck in building the automated
tutoring system. The techniques presented in this paper represent a step toward
automating that knowledge representation process.

6 Conclusions

This paper has proposed a neural network architecture to extract cause-effect
relations from endodontics textbooks and built a precise learning-assistant tool
for dental students. The ultimate goal is to teach students to make decisions in
novel situations by providing them with a complete understanding of causal rela-
tions occurring in dental procedures, relations which are described in textbooks.
This understanding can be assessed through quizzes that are automatically gen-
erated from the ontologies extracted by our approach.
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Abstract. In this paper, we focus on epidemic event extraction in multi-
lingual and low-resource settings. The task of extracting epidemic events
is defined as the detection of disease names and locations in a docu-
ment. We experiment with a multilingual dataset comprising news arti-
cles from the medical domain with diverse morphological structures (Chi-
nese, English, French, Greek, Polish, and Russian). We investigate vari-
ous Transformer-based models, also adopting a two-stage strategy, first
finding the documents that contain events and then performing event
extraction. Our results show that error propagation to the downstream
task was higher than expected. We also perform an in-depth analysis of
the results, concluding that different entity characteristics can influence
the performance. Moreover, we perform several preliminary experiments
for the low-resourced languages present in the dataset using the mean
teacher semi-supervised technique. Our findings show the potential of
pre-trained language models benefiting from the incorporation of unan-
notated data in the training process.

Keywords: Epidemiological surveillance - Multilingualism -
Semi-supervised learning

1 Introduction

The ability to detect disease outbreaks early enough is critical in the deploy-
ment of measures to limit their spread and it directly impacts the work of health
authorities and epidemiologists throughout the world. While disease surveillance
has in the past been a critical component in epidemiology, conventional surveil-
lance methods are limited in terms of both promptness and coverage, while at
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the same time requiring labor-intensive human input. Often, they rely on infor-
mation and data from past disease outbreaks, which more often than not, is
insufficient to train robust models for extraction of epidemic events.

Epidemic event extraction from archival texts, such as digitized news reports,
has also been applied for constructing datasets and libraries dedicated to track-
ing and understanding epidemic spreads in the past. Such libraries leverage the
technology advantage of digital libraries by storing, processing, and disseminat-
ing data about infectious disease outbreaks. The work presented by Casey et
al. [5] is an example of such an initiative aiming at analyzing outbreak records
of the third plague pandemic in the period 1894 to 1952 in order to digitally
map epidemiological concepts and themes related to the pandemic. Although
the authors used semi-automatic approaches in their work, the discovery of doc-
uments related to epidemic outbreaks was done manually and the entity extrac-
tion was largely performed through manual annotation or the use of gazetteers,
which have their own limitations. Other works devoted to the studies of past
epidemics (e.g., the analysis of bubonic plague outbreak in Glasgow (1900) [10])
fully rely on manual efforts for data collection and preprocessing. We believe that
automatic approaches to epidemic information extraction could also enhance this
kind of scientific study.

The field of research focusing on data-driven disease surveillance, which has
been shown to complement traditional surveillance methods, remains active [1,7].
This is majorly motivated by the increase in the number of online data sources
such as online news text [14]. Online news data contains critical information
about emerging health threats such as what happened, where and when it hap-
pened, and to whom it happened [35]. When processed into a structured and
more meaningful form, the information can foster early detection of disease out-
breaks, a critical aspect of epidemic surveillance. News reports on epidemics often
originate from different parts of the world and events are likely to be reported
in other languages than English. Hence, efficient multilingual approaches are
necessary for effective epidemic surveillance [4,27].

Moreover, the large amounts of continuously generated unstructured data, for
instance, in the ongoing COVID-19 epidemic, are often challenging and difficult
to process by humans without leveraging computational techniques. With the
advancements in natural language processing (NLP) techniques, processing such
data and applying data-driven methods for epidemic surveillance has become fea-
sible [2,30,40]. Although promising, the scarcity of available annotated corpora
for data-driven epidemic surveillance is a major hindrance. Obtaining large-scale
human annotations is a time-consuming and labor-intensive task. The challenge
is more pronounced when dealing with neural network-based methods [18], where
massive amounts of labeled data play a critical role in reducing generalization
error.

Another specific challenge for the extraction of epidemic events from news
text is class imbalance [19]. The imbalance exists between the disease and loca-
tion entities, which when paired characterize an epidemic event. The large differ-
ence in the number of instances from different classes can negatively impact the
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performance of the extraction models. Another challenge relates to data sparsity
where some languages in the multilingual setup have few annotated data [15],
barely sufficient to train models that achieve satisfactory performance.

In this study, we use a multilingual dataset comprising news articles from
the medical domain with diverse morphological structures (Chinese, English,
French, Greek, Polish, and Russian). In this dataset, an epidemic event is char-
acterized by the references to a disease name and the reported locations that are
relevant to the disease outbreak. We evaluate a specialized baseline system and
experiment with the most recent Transformer-based sequence labeling architec-
tures. Additionally, error propagation from the classification task that affects
the event extraction task is also evaluated since the event extraction task is a
multi-step task, comprising various sub-tasks [13,22,30]. The classification task
filters the epidemic-related documents from the large collection of online news
articles, prior to the event extraction phase. We also perform a detailed analysis
of various attributes (sentence length, token frequency, entity consistency among
others) of the data and their impact on the performance of the systems.

Thus, considering the aforementioned challenges, our contributions are the
following:

— We establish new performance scores after the evaluation of several pre-
trained and fine-tuned Transformer-based models on the multilingual data
and by comparing with a specialized multilingual news surveillance system;

— We perform a generalized, fine-grained analysis of our models with regards
to the results on the multilingual epidemic dataset. This enables us to more
comprehensively assess the proposed models, highlighting the strengths and
weaknesses of each model,;

— We show that semi-supervised learning is beneficial to the task of epidemic
event extraction in low-resource settings by simulating different few-shot
learning scenarios and applying self-training.

The remainder of this paper is organized as follows. Section 2 describes the
related work. Section 3 presents the multilingual dataset utilized in our study. In
Sect. 4, we discuss our experimental methodology and empirical results. Finally,
Sect. 5 concludes this paper and provides suggestions for future research.

2 Related Work

Several works tackled the detection of events related to epidemic diseases. Some
approaches include external resources and features at a sub-word representa-
tion level. For example, the Data Analysis for Information Extraction in any
Language (DAnIEL) system was proposed as a multilingual news surveillance
system that leverages repetition and saliency (salient zones in the structure of
a news article), properties that are common in news writing [26]. By avoiding
the usage of language-specific NLP toolkits (e.g., part-of-speech taggers, depen-
dency parsers) and by focusing on the general structure of the journalistic writing
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genre [21], the system is able to detect key event information from news articles
in multilingual corpora. We consider it as a baseline multilingual model.

Models based on neural network architectures and which take advantage of
the word embeddings representations have been used in monitoring social media
content for health events [25]. Word embeddings capture semantic properties of
words, and thus the authors use them to compute the distances between relevant
concepts for completing the task of flu event detection from text. Another type of
approach is based on long short-term memory (LSTM) [47] models that approach
the epidemic detection task from the perspective of classification of tweets to
extract influenza-related information.

However, these approaches, especially the recent deep learning methods such
as the Transformer-based model [44], remain largely unexplored in the context of
epidemic surveillance using multilingual online news text. Transformer language
models can learn powerful textual representations, thus they have been effective
across a wide variety of NLP downstream tasks [3,9,23,46].

Despite the models requiring a large amount of data to train, annotated
resources are generally scarce, especially in digital humanities [34,39]. Having
sufficient data is essential for the performance of event extraction models since
it can help reduce overfitting and improve model robustuness [12]. To address the
challenges associated with scarcity of large-scale labeled data, various methods
have been proposed [6,12,15].

Among them is semi-supervised learning, where data is only partially labeled.
The semi-supervised approaches permit harnessing unlabeled data by incorpo-
rating the data into the training process [43,50]. One type of semi-supervised
learning method is self-training, which has been successfully applied to text clas-
sification [42], part-of-speech (POS) tagging [48] and named entity recognition
(NER) [24,37]. Semi-supervised learning methods can utilize a teacher-student
method where the teacher is trained on labeled data that generates pseudo-labels
for the unlabeled data, and the pseudo-labeled examples are iteratively combined
with the clean labels by the student [49]. These previous attempts in addressing
the problem of limited labeled data have focused on resource-rich languages such
as English [6,12,15]. In this study, we increase coverage to other languages, and
most importantly languages with limited available training data.

3 Dataset

Due to the lack of dedicated datasets for epidemic event extraction from multilin-
gual news articles, we adapt a freely available epidemiological dataset!, referred
to as DAnIEL [26]. The corpus was built specifically for the DAnIEL system
[26,28], containing articles in six different languages: English, French, Greek,
Russian, Chinese, and Polish. However, the dataset is originally annotated at
the document level. We annotate the dataset to token-level annotations [31], a

! The DAnIEL dataset is available at https://daniel.greyc.fr/public/index.php?
a=corpus.
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Table 1. Statistical description of the DAnIEL partitions. DIS and LOC stand for the
number of disease and location mentions, respectively.

Partition | Documents | Sentences | Tokens Entities | DIS LOC
French | Train 2,185 62,748 1,786,077 | 2,677 1,438 | 1,239
Dev 273 7,625 231,165 337 206 131
Test 273 7,408 214,418 300 177 123
Total 2,731 77,781 2,231,660 | 3,314 1,821 | 1,493
English | Train 379 7,312 204,919 524 319 205
Dev 48 857 24,990 5 3 2
Test 47 921 25,290 34 27 7
Total 474 9,090 255,199 563 349 214
Greek | Train 312 4,947 151,959 259 144 115
Dev 39 924 23,980 15 10 5
Test 39 531 15,951 26 12 14
Total 390 6,402 191,890 300 166 134
Chinese | Train 354 6,309 193,453 67 57 10
Dev 44 838 26,720 16 14
Test 44 624 19,767 7 5
Total 442 7,771 239,940 90 76 14
Russian | Train 341 5,250 112,714 258 170 88
Dev 43 618 14,168 30 27 3
Test 42 547 11,514 39 27 12
Total 426 6,415 138,396 327 224 103
Polish | Train 281 7,288 126,696 498 352 146
Dev 35 954 17,165 73 40 33
Test 36 998 17,026 67 52 15
Total 352 9,240 160,887 638 444 194

common format utilized in research for the event extraction task. The token-level
dataset is made freely and publicly available?.

Typically in event extraction, this dataset is characterized by class imbalance.
Only around 10% of the documents are relevant to epidemic events, which is very
sparse. The number of documents in each language is rather balanced, except
for French, having about five times more documents compared to the rest of the
languages. More statistics on the corpus can be found in Table 1.

In this dataset, a document generally talks about an epidemiological event
and the task of extracting the event comprises the detection of all the occurrences
of a disease name and the locations of the reported event, as shown in Fig. 1.
The document talks about the ending of a polio outbreak in India, more exactly

2 The token-level annotated dataset is available at https://bit.ly/3kUQcXD.
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Today marks one year since the last case of pli@ was recorded in @i when the virus

paralysed an 18-month-old girl in [HGWEaH, near [KBIKSEE. If pending test results return
absent of the virus in coming weeks, India will be removed from the list of endemic

PBli8 countries. But @@ still remains at serious risk of fresh outbreaks if the virus
is brought back into the country from overseas, and [palig experts say the country’s
massive immunisation regimen must be maintained.

Fig. 1. Excerpt from an English article in the DAnIEL dataset that was published on
January 13th, 2012 at http://www.smh.com.au/national/health /polio-is-one-nation-
closer-to-being-wiped-out-20120112- 1pxho.html.

in Howrah and Kolkata. An event extraction system should detect all the polio
event mentions, along with the aforementioned locations.

4 Experiments

Our experiments are performed in two setups:

1. Supervised learning experiments:

— Our first experiments focus on the epidemic event extraction utilizing the
entire dataset.

— Next, like most approaches for text-based disease surveillance [22], we fol-
low a two-step process by first applying document classification into either
relevant (documents that contain event mentions) or irrelevant (docu-
ments without event mentions) and then performing the epidemic event
extraction task through the detection and extraction of the disease names
and locations from these documents.

2. Semi-supervised learning experiments:

— For these experiments, we simulate several few-shot scenarios for the low-
resourced languages in our dataset, and we apply semi-supervised training
with the mean teacher method in order to assess the ability of the models
to alleviate the challenge posed by the lack of annotated data.

Models. We evaluate the pre-trained model BERT (Bidirectional Encoder Rep-
resentations from Transformers) proposed by [11] for token sequential classifica-
tion®. We decided to use BERT not only because it is easy to fine-tune, but it has
also proved to be one of the most performing technologies in multiple NLP tasks
[9,11,38]. Due to the multilingual characteristic of the dataset, we use the multi-
lingual BERT pre-trained language models and fine-tune them on our epidemic-
specific labeled data. We will refer to these models as BERT-multilingual-cased*

3 For this model, we used the parameters recommended in [11].

* https://huggingface.co/bert-base-multilingual-cased. This model was pre-trained on
the top 104 languages having the largest Wikipedia edition using a masked language
modeling (MLM) objective.
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and BERT-multilingual-uncased®. We also experiment with the XLM-RoBERTa-
base model [8] that has shown significant performance gains for a wide range of
cross-lingual transfer tasks. We consider this model appropriate for our task due
to the multilingual nature of our datasetS.

Evaluation. The epidemic event extraction evaluation is performed in a coarse-
grained manner, with the entity as the reference unit [29]. We compute precision
(P), recall (R), and Fl-measure (F1) at the micro-level (error types are consid-
ered over all documents).

4.1 Supervised Learning Experiments

We chose DAnIEL [26] as a baseline model for epidemic event extraction. This
is an unsupervised method that consists of a complete pipeline that first detects
the relevant documents and then extracts the event triggers. The system con-
siders text as a sequence of strings and does not depend on language-specific
grammar analysis, hence can easily be adapted to a variety of languages. This
is an important attribute of epidemic extraction systems for online news text,
as the text is often heterogeneous in nature. Figure 2 presents the full procedure
for the supervised learning experiments.

Irrelevant documents All documents Relevant documents
» <
r i Y
\ 4 : L 4 \ 4 l
Event extraction Document classification Event extraction Event extraction
model model model model
Predicted v
Model [ relevant Model [ Model [
output [=] documents output | =] output [ =]

Fig. 2. Illustration of the types of experiments carried out: (1) using all data instances
(relevant and irrelevant documents), (2) testing on the predicted relevant documents
provided by the document classification step, (3) using only the ground-truth relevant
documents.

For document classification, we chose the fine-tuned BERT-multilingual-
uncased [11,30] whose performance on text classification is a F1 of 86.25%.
The performance in F1 with regards to the relevant documents per language
is 28.57% (Russian), 87.10% (French), 50% (English), 100% (Polish), and 50%
(Greek). One drawback of this method is the fact the none of the Chinese rel-
evant documents was found by the classification model, and thus, none of the
events will be further detected.

5 https://huggingface.co/bert-base-multilingual-uncased. This model was pre-trained
on the top 102 languages having the largest Wikipedia editions using a masked
language modeling (MLM) objective.

5 XLM-RoBERTa-base was trained on 2.5 TB of newly created clean CommonCrawl
data in 100 languages.
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Holistic Analysis. We now present the results of the evaluated models, namely
the DAnIEL system and the Transformer-based models. We first observe in
Table 2 that all the models significantly outperform our baseline, DAnIEL. As
it can be seen in Table2, under relevant and irrelevant documents (1), when
the models are trained on the entire dataset (i.e., the relevant and irrelevant
documents), the BERT-multilingual-uncased model recorded the highest scores,
with a very small margin when compared to the other two fine-tuned models,
the cased BERT and XLM-RoBERTa-base.

Table 2. Evaluation results for the detection of disease names and locations on all
languages and all data instances (relevant and irrelevant documents).

Models P R F1

DAnIEL Baseline 38.97 |47.32 142.74
Relevant and irrelevant documents (1)
BERT-multilingual-cased 80.66 | 79.72 | 80.19
BERT-multilingual-uncased | 82.25 | 79.77 | 80.99
XLM-RoBERTa-base 82.41 | 76.81 | 79.52
Predicted relevant documents (2)
BERT-multilingual-cased 52.13 |89.43 | 65.87
BERT-multilingual-uncased | 53.66 | 92.28 | 67.86
XLM-RoBERTa-base 53.10 1 90.65 |66.97
Ground-truth relevant documents (3)
BERT-multilingual-cased 85.40 |90.95 | 88.08
BERT-multilingual-uncased | 87.16 | 89.79 |88.46
XLM-RoBERTa-base 88.53 | 89.56 | 89.04

In Table 2, under ground-truth relevant documents (3), when evaluating the
ground-truth relevant examples only, the task is obviously easier, particularly in
terms of precision, while, when we test on the predicted relevant documents in
Table 2, under predicted relevant documents (2), the amount of errors that are
being propagated to the event extraction step is extremely high, reducing all
the F1 scores by over 20% points for all models. Since there is a considerable
reduction in the number of relevant instances after the classification step, this
step alters the ratio between the relevant instances and the retrieved instances.
Thus, not only in F1 but also a significant drop in precision is observed across all
the models, when compared with the ground-truth results. The drop in precision
is due to a number of relevant documents being discarded by the classifier.

Since our best results were not obtained after applying document classifi-
cation for the relevant article detection, we consider that our best models are
those applied on the initial dataset comprised of relevant and irrelevant doc-
uments. Thus, we continue by presenting the performance of these models for
each language in the dataset.
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Table 3. Evaluation scores (F1%) of the analyzed models for the predicted relevant
documents per language, found by the classification model. The Chinese language was
not included in the table because the classification model did not detect any relevant
Chinese document.

Model French | English | Greek | Chinese | Russian | Polish
BERT-multilingual-cased 83.60 |65.52 |75.00|80.00 |63.64 |82.35
BERT-multilingual-uncased | 84.17 | 80.70 |73.47 | 50.00 60.27 84.62
XLM-RoBERTa-base 84.67 | 52.00 |72.73 |66.67 61.11 81.90

As shown in Table 3, BERT-multilingual-uncased obtained the highest scores
for three out of the four low-resource languages, while BERT-multilingual-cased
was more fitted for Polish. The reason for the higher results in the case of the
low-resourced Greek, Chinese, and Russian languages could be motivated by
considering the experiments performed in the paper that describes the XLM-
RoBERTa model [8]. The authors concluded that, initially, when training on a
relatively small amount of languages (between 7 and 10), XLM-RoBERTa is able
to take advantage of positive transfer which improves performance, especially
on low resource languages. On a larger number of languages, the curse of mul-
tilinguality [8] degrades the performance across all languages due to a trade-off
between high-resource and low-resource languages. As pointed out by Conneau
et al. [8], adding more capacity to the model can alleviate this curse of multilin-
guality, and thus the results for low-resource languages could be improved when
trained together.

Model-Wise Analysis. As demonstrated in the results, different models per-
form differently on different datasets. Thus, we move beyond the holistic score
assessment (entity Fl-score) and compare the strengths and weaknesses of the
models at a fine-grained level.

We analyzed the individual performance of the models and the intersections
of their predicted outputs by visualizing them in several UpSet plots’. As seen in
Fig. 3(a), there are approximately 70 positive instances that none of the systems
was able to find. The highest intersection, approximately 340 instances, repre-
sents the true positives found by the three systems. BERT-multilingual-cased
was able to find a higher number of unique true positive instances, instances not
detected by the other models.

BERT-multilingual-uncased had the highest number of true positive
instances cumulatively, the second-highest number of unique true positives, and
the lowest number of false positive instances. This reveals the ability of the
BERT-multilingual-uncased model to find the relevant instances in the dataset
and to correctly predict a large proportion of the relevant data points, thus the
high recall and precision, and overall F1 performance.

7 https://jku-vds-lab.at/tools/upset/.
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Fig. 3. Intersection of models predictions. The figures represent (from left) the true
positive, false positive and false negative intersection sizes. The x-axis is interpreted
as follows; from left to right, the first bar represents the number of instances that no
system was able to find, the next three bars show the instances found by the respective
individual models, the next three denote instances found by a pair of systems, while
the last bar (the highest intersection) represents instances jointly found by all systems.

The overall performance is, generally, affected by the equally higher number
of false positive and false negative results, as presented in Figs.3(b, ¢). XLM-
RoBERTa-base recorded the highest false negative rate and the lowest number
of true positive instances, which explains the low recall and F1 scores.

Attribute-Wise Analysis. We chose to utilize an evaluation framework for
interpretable evaluation for the named entity recognition (NER) task [16] that
proposes a fine-grained analysis of entity attributes and their impact on the
overall performance of the information extraction systems®.

We conduct an attribute-wise analysis that compares how different attributes
affect performance on the DAnIEL dataset, (e.g., how entity or sentence length
correlates with performance). The entity attributes considered are entity length
(eLen), sentence length (sLen), entity frequency (eFreq), token frequency (tFreq),
out-of-vocabulary density (oDen), entity density (eDen) and label consistency.
The label consistency describes the degree of label agreement of an entity on the
training set. We consider both entity and token label consistencies, denoted as
eCon and tCon. eCon represents the number of entities in a sentence. To perform
the attribute-wise analysis, bucketing is applied, a process that breaks down the
performance into different categories [16,17,33].

The process involves partitioning the attribute values into m = 4 discrete
parts, whose intervals were obtained by dividing the test entities equally, with
in some cases the interval method being customized depending on the individual
characteristics of each attribute [16]. For example, in the entity length (eLen),
entities in the test set with lengths of {1,2,3} and >4 are partitioned into
four buckets corresponding to the lengths. Once the buckets are generated, we
calculate the F1 score with respect to the entities of each bucket.

The results in Table4 illustrate that for our dataset the performance of all
models varies considerably and it is highly correlated with oDen, eCon, tCon,

8 The code [16] is available here: https://github.com/neulab/InterpretEval..
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Table 4. Attribute-wise F1 scores (%) per bucket for the following entity attributes:
entity length (eLen), sentence length (sLen), entity frequency (eFreq), token frequency
(tFreq), out of vocabulary density (oDen), entity density (eDen), entity consistency
(eCon) and token consistency (tCon).

Model F1 Bucket | F1

eDen | oDen | eCon | tCon | tFreq | sLen | eFreq | eLen
84.15 | 86.00 | 59.11 | 18.18 | 74.76 | 74.16 | 76.78 | 81.12
84.15 | 83.54 | 85.62 | 84.07 | 86.59 | 77.35 | 90.47 | 79.24
88.03 | 70.32 | 100 87.94 | 83.52 | 85.58 | 85.50 | 92.30
89.88 | 53.33 | 100 96.15 | 84.26 | 88.23 | 81.96 | 0
Standard deviation 2.48 | 12.97 | 16.69 | 31.14 | 4.48 5.76 | 4.99 | 36.80
BERT-multilingual-uncased | 80.99 86.13 | 84.09 | 59.75 | 31.25 | 77.72 | 72.50 | 77.51 | 80.61
87.12 | 84.61 | 84.60 |81.22 |85.17 | 78.67 | 86.40 | 76.36
88.67 | 68.88 | 100 87.35 | 83.01 | 81.19 | 82.60 | 83.33
82.75 | 55.88 | 100 94.33 | 83.00 | 90.36 | 81.30 | O
Standard deviation 2.17 | 11.90 |16.45 | 24.85 |2.74 |6.42 |3.17 | 34.77

BERT-multilingual-cased 80.19

=W N =

=W N

XLM-RoBERTa-base 79.52 | 1 81.24 | 84.28 | 53.06 | 100 72.27 | 72.80 | 76.40 | 79.73
2 84.57 | 80.00 | 85.15 | 81.05 | 84.04 | 74.99 | 86.88 | 76.00
3 85.43 | 63.52 | 87.50 | 87.60 | 84.04 | 81.73 | 81.20 | 92.30
4 87.35 | 57.57 | 100 87.50 | 81.25 | 89.77 | 81.60 | O

Standard deviation 2.20 | 11.10 | 17.32 | 6.86 4.83 | 6.61 | 3.70 | 36.30

and eLen. This proves that the prediction difficulty of en event mention is influ-
enced by label consistency, entity length, out-of-vocabulary density, and sentence
length. Regarding the entity length, the third bucket had fewer entities among
the first three buckets and the highest F1 score among the four buckets, an indi-
cation that a majority of entities were correctly predicted. A very small number
of entities had a length of size 4 or more, and at the same time, those entities
were poorly predicted by the evaluated models (F1 of zero).

Moreover, the standard deviation values observed for BERT-multilingual-
uncased are the lowest when compared with the other two models across the
majority of the attributes (except for tCon, oDen, and sLen), which can be an
indication that this model is not only the best performing, but it is also the most
stable, thus being particularly robust.

4.2 Semi-supervised Learning Experiments

Due to the limited availability of annotated datasets in epidemic event extrac-
tion, we employ the self-training semi-supervised learning technique in order to
analyze whether our dataset and models could benefit from having relevant unan-
notated documents. We then experiment with the mean teacher (MT) training
method, a semi-supervised learning method where a target-generating teacher
model is updated using the exponential moving average weights of the student
model [41]. As such, the approach can handle a wide range of noisy input such as
digitized documents, which often are susceptible to optical character recognition
(OCR) errors [32,36,45].
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Fig. 4. The self-training process in the 20% for training and 80% unannotated data
few-shot setting.

Table 5. The four few-shot scenarios with a comparison between their increasing
number of training sentences and the amounts of DIS and LOC per scenario and per
language.

Model | Greek Chinese Russian Polish
Sent | DIS | LOC | Sent | DIS | LOC | Sent | DIS|LOC | Sent |DIS|LOC
20% 854 35 |19 1,280 | — — 1,115 44 |22 1,486 | 56 | 28

30% |1,315/53 |32 1,904 | 17
40% 1,801 /69 |46 2,427 | 22 2,031|72 |40 3,078 |83 |47
50% |2,228 87 |58 3,230 | 22 2,488 195 |50 3,697 | 112 | 56
100% 4,947 | 144 | 115 | 6,309 |57 |10 5,250 | 170 |88 7,288 | 352 | 146

1,617 /62 |35 2,501 64 |29

= = O

First, we consider the documents in four low-resource languages from the
DAnIEL dataset: Greek, Chinese, Russian, and Polish. These languages are
around 80% less represented in this dataset when compared to French. For these
experiments, we simulate several few-shot scenarios by implementing a strategy
in which we split our training data into annotated and unannotated sets, starting
from 20%, and increasing iteratively by 10% points until 50%. Thus, we obtain
four few-shot learning scenarios as detailed in Table 5. For example, in the 20%
scenario, 20% of the data is considered annotated and 80% unannotated. The
process of self-training, as presented in Fig. 4, has the following steps:

— Step 1: Each of our models will be, at first, the teacher, trained and fine-tuned
on the event extraction task using a cross-entropy loss and a small percentage
of the DAnIEL dataset (i.e., we keep 20% for training). The rest of the data
is considered unlabeled (i.e., the rest of 80%).

— Step 2: This data (80%) is annotated using the teacher model generating in
this manner the pseudo labels which are added to the annotated percentage
of data (20%) to form the final dataset.

— Step 3: Next, each of the models will be the student, trained and fine-tuned
on this dataset using KL-divergence consistency cost function.
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Table 6. The results for the low-resourced languages from DAnIEL when all data for
all languages is trained together, and when the languages are trained separately.

Model ‘ Greek ‘ Chinese ‘ Russian ‘ Polish ‘
Data instances trained on all languages

BERT-multilingual-cased 73.47 |50.00 60.27 84.62
BERT-multilingual-uncased | 75.00 | 80.00 63.64 82.35
XLM-RoBERTa-base 72.73 | 66.67 61.11 81.90
Data instances trained per language
BERT-multilingual-cased 80.77 |85.71 |60.00 86.67
BERT-multilingual-uncased | 81.56 | 80.00 64.00 |86.79
XLM-RoBERTa-base 80.77 | 80.00 63.16 86.54

Table 7. The results for the low-resourced languages in DAnIEL in the four few-shot
scenarios (F1%).

Language | 100% | Baseline Self-training (MT)

20% |30% |40% |50% | 20% 30% |40% |50%
BERT-multilingual-cased
Greek 80.77 | 58.54 | 72.73 | 77.55 | 83.33 | 55.56 | 77.19|60.47 | 77.27
Chinese |80.00 0.0 |80.00/80.00|66.67 0 80.00 | 72.73 | 80.00
Russian | 63.16 | 41.79 | 50.67 | 54.84 | 53.73 | 34.15 | 47.06 |53.85 |40.82
Polish 86.54 | 74.51|74.23 | 78.10 | 78.50 | 75.25 | 73.47 | 80.39 | 76.47
BERT-multilingual-uncased
Greek 81.56 | 51.43 | 72.73 | 72.73 | 80.77 | 45.71 | 72.73 | 70.83 | 78.26
Chinese |80.00 |0 80.00 | 80.00 | 80.00 | 0 80.00 |80.00 |80.00
Russian | 64.00 | 36.11|48.00 | 52.78 | 52.17 | 31.37 | 55.38 | 53.52 | 50.00
Polish 86.79 | 72.55 | 73.47 | 77.36 | 78.90 | 75.25 | 69.31 | 75.23 | 76.19
XLM-RoBERTa-base
Greek 76.36 | 50.00 | 74.51 | 72.00 | 75.47 | 53.33 | 75.00 | 72.34 | 77.55
Chinese |85.71|0.0 |66.67|72.73|66.67|0 66.67 | 72.73 | 66.67
Russian | 60.00 | 32.50 | 47.62 | 53.66 | 53.16 | 34.38 | 49.28 | 55.74 | 53.52
Polish 86.67 | 65.55 | 70.59 | 75.00 | 75.23 | 67.83 | 73.27 | 77.67 | 79.61

Holistic Analysis. In Table6, we compare the results obtained when the lan-
guages were all trained and tested together and when the languages were trained
separately. One can notice that higher scores were obtained in the second case,
showing the positive impact of fine-tuning one model per language. This could
also be explained by the curse of multilinguality [8] that degrades the perfor-
mance across all languages due to a trade-off between high-resource and low-
resource languages when the languages are trained together. Meanwhile, the
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advantages of training them separately considerably increase the performance
for each of the languages.

Table 7 presents the four few-shot scenarios, the F'1 score when the models are
trained on the entire language data, the F1 scores for the baselines (the models
trained in a supervised manner on the few samples), and with the self-training
using the mean teacher method. For the latter, we fine-tune all our models on
between 800-3000 sentences of training data for each language (as shown in
Table5) and use it as a teacher model. Larger improvements in performance
were noticed in the case of the XLM-roBERTa-base model, where self-training
leads to 2.29% average gains on Greek (from 67.99% to 69.55%), 4.19% on Polish
(from 71.59% to 74.59%), and on Russian, 3.21% (from 46.73% to 48.23% while
remaining unchanged for Chinese.

In the majority of the cases and for all the models, the performance improve-
ments can also be due to the fact that, because of the few-shot scenarios that
are created from our initial dataset, the simulated unannotated data remains
in-domain with the labeled data. It was proven that using biomedical papers
for a downstream named entity recognition (NER) biomedical task considerably
improves the performance of NER compared to using unannotated news articles
[20]. Meanwhile, for the cases where we observed a decrease in the performance
after self-training, it would mean that the teacher model was not that strong,
leading to noisier annotations compared to the full or baseline dataset setup.

5 Conclusions

In this study, we evaluated supervised and semi-supervised learning methods
for multilingual epidemic event extraction. First, with supervised learning, we
observe low precision values when training and testing on all data instances and
predict relevant documents. This is not surprising since the number of negative
examples, with potential false positives, rises up to around 90%.

While the task of document classification, prior to event extraction, was
expected to result in performance gains, our results reveal a significant drop in
performance. This can be attributed to error propagation to the downstream
task. Further, the fine-grained error analysis provides a comprehensive assess-
ment and better understanding of the models. This facilitates the identification
of the strengths of a model and aspects that can be enhanced to improve the
performance of the model.

Regarding the semi-supervised experiments, we show that the mean teacher
self-training technique can potentially improve the model results, by utilizing the
fairly readily available unannotated data. As such, the self-training method can
be beneficial to low-resource languages by alleviating the problems associated
with the scarcity of labeled data.

In future work, we propose to focus on the integration of real unannotated
data to improve our overall performance scores on the low-resourced languages.
Also, since directly applying self-training on pseudo labels results in gradual
drifts due to label noises, we propose to study in future work a judgment model
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to help select sentences with high-quality pseudo labels that the model predicted
with high confidence. Further, we intend to explore the semi-supervised method
under different noise levels and types to determine the robustness of our models
to noise.
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Abstract. Keyphrase extraction is the task of selecting a set of phrases that can
best represent a given document. Keyphrase extraction is utilized in document
indexing and categorization, thus being one of core technologies of digital libraries.
Supervised keyphrase extraction based on pretrained language models are advan-
tageous thorough their contextualized text representations. In this paper, we show
an adaptation of the pertained language model BERT to keyphrase extraction,
called BERT Keyphrase-Rank (BK-Rank), based on a cross-encoder architecture.
However, the accuracy of BK-Rank alone is suffering when documents contain
a large amount of candidate phrases, especially in long documents. Based on
the notion that keyphrases are more likely to occur in representative sentences
of the document, we propose a new approach called Keyphrase-Focused BERT
Summarization (KFBS), which extracts important sentences as a summary, from
which BK-Rank can more easily find keyphrases. Training of KFBS is by distant
supervision such that sentences lexically similar to the keyphrase set are chosen
as positive samples. Our experimental results show that the combination of KFBS
+ BK-Rank show superior performance over the compared baseline methods on
well-known four benchmark collections, especially on long documents.

Keywords: Keyphrase extraction - Supervised learning - Pretrained language
model - Extractive summarization - Document indexing

1 Introduction

Keyphrase extraction is a natural language processing task of automatically selecting
a set of representative and characteristic phrases that can best describe a given docu-
ment. Due to its clarity and practical importance, keyphrase extraction has been a core
technology for information retrieval and document classification [1]. For large text col-
lections, keyphrases provide faster and more accurate searches and can be used as concise
summaries of documents [2, 18].

For keyphrase extraction, unsupervised methods have played an important role,
because of corpus independence and search efficiency. However, compared with super-
vised methods, unsupervised methods only use statistical information from the target
document and the document set. The performance of unsupervised is limited due to the
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lack of information on the contexts surrounding candidate phrases. Supervised meth-
ods can learn contextual information on where keyphrases are likely to occur, but they
require training datasets.

In this paper, we discuss supervised keyphrase extraction based on finetuning pre-
trained language model BERT [6]. Our proposed method consist of two parts. First,
Keyphrase-Focused BERT Summarization (KFBS) is applied for prior-summarization,
which extracts important sentences that are likely to contain keyphrases. We utilize dis-
tant supervision for training of KFBS, such that sentences that contain words lexically
similar to reference keyphrases are used as golden summaries for training.

After prior-summarization, part-of-speech (POS) tagging is applied to extract candi-
date noun phrases. BERT Keyphrase-Rank (BK-Rank) has a cross-encoder architecture
which attends over the pair of the extracted summary sentences and a candidate phrase,
and scores the candidate phrase. Top-ranked phrases are chosen as keyphrases. Our
rigorous experimental evaluations show that our proposed method of KFBS+BK-Rank
outperforms the baseline methods in terms of F1 @K, by a large margin. The results
also show that prior-summarization by KFBS improves the results of BK-Rank alone,
especially on long documents.

2 Related Work

KP-Miner [7] is a keyphrase extraction system that considers various types of statistical
information beyond the classical method TF-IDF [18]. YAKE [4] considers both statis-
tical and contextual information, and adopts features such as the position and frequency
of a term, and the spread of the terms within the document.

TextRank [14], borrowing the idea of PageRank [3], uses part-of-speech (POS) tags
to obtain candidates, creates an undirected and unweighted graph in which the candidates
are added as nodes and an edge is added between nodes that co-occur within a window
of N words. Then the PageRank algorithm is applied. SingleRank [22] is an extension
of TextRank which introduces weights on edges by the number of co-occurrences.

Embedding-based methods train low-dimensional distributed representations of
phrases and documents for evaluating importance of phrases. EmbedRank [2] extracts
candidate phrases from a given document based on POS tags. Then EmbedRank uses
two different sentence embedding methods (Sent2vec [17] and Doc2vec [11]) to repre-
sent the candidate phrases and the document in the same low-dimensional vector space.
Then the candidate phrases are ranked using the normalized cosine similarity between
the embeddings of the candidate phrases and the document embedding. SIFRank [20]
combines sentence embedding model SIF [1] which is used to explain the relation-
ship between sentence embeddings and the topic of the document, and autoregressive
pretrained language model ELMo [19] is used to compute phrase and document embed-
dings, and achieves the state-of-the-art performance in keyphrase extraction for short
documents. For long documents, SIFRank is extended to SIFRank+ [20] by introducing
position-biased weighting.
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3 Methodology

3.1 Motivations

This section discusses motivations and backgrounds that lead us for designing a new
keyphrase extraction method.

Context. Context information is vital in determining whether a phrase is a keyphrase.
Local contexts often give clues on whether an important concept is stated or not. Also,
phrases that are co-occurring with the main topic of the document can be regarded as
representative. EmbedRank [2] utilizes context information through document embed-
dings, and SIFRank [20] adopts the pretrained language model Elmo [19] for context-
aware embedding. Both EmbedRank and SIFRank are unsupervised method. On the con-
trary, BERT [6] captures deep context information through the multi-head self-attention
mechanism. We design a BERT Keyphrase-Ranker, called BK-Rank, where keyphrase
extraction is formulated as a phrase ranking problem.

Keyphrase Density. The number of keyphrases annotated by human annotators for
a document is around 10-15 in average, as shown in the benchmark document col-
lections in Table 1, which include both short documents, such as abstracts and news
articles, and long documents such as scientific papers. This means that the density of
keyphrases in long documents is relatively lower than in short documents. Also, long
documents contain more diverse phrases that are apart from the main topic of the docu-
ment. As a consequence, long documents are more difficult in finding keyphrases than
short documents.

Considering the above analysis, we propose a new approach that integrates document
summarization and keyphrase extraction. Extractive summarization [15] is a task to select
sentences from a given target document such that the summary well represents the target
document. We adopt the following assumption: Keyphrases are more likely to occur in
representative sentences. We remove non-representative sentences from the document
before keyphrase extraction, as prior-summarization. Our approach has the following
expected effects:

1. Prior-summarization can reduce phrases that are remotely related to the topic of the
document, while the summary retains local contexts of keyphrases that are utilized
for final keyphrase extraction.

2. Inasummary, keyphrases are more densely occurring than the original document, so
that relations between phrases are more easily captured by the attention mechanism
of BK-Rank.

3. Prior-summarization will be especially effective for long documents.

We propose a supervised keyphrase extraction method, based on finetuning pre-
trained language models for both prior-summarization and final keyphrase extraction.
Our proposed method of KFBS+BK-Rank, illustrated in Fig. 1, consists of the following
steps:
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1. For a given document, prior-summarization is performed by KFBS, which is
trained to extract important sentences that are lexically similar to the list of golden
keyphrases, so that the selected important sentences are more likely to contain
keyphrases.

2. Candidate phrases are extracted which are noun phrases based on POS tagging from
prior-summarization.

3. BK-Rank is finetuned by binary cross-entropy loss on keyphrases and non-
keyphrases, and used to score candidate phrases occurring in important sentences
selected by KFBS.

4. The top-N phrases ranked by BK-Rank are selected as the keyphrases.

POS-tagger ——> i

IN
Binary cross-entropy loss
Important sentences g4 24

Sentence 1 J
"""" ‘ Fine-tuned BERT Keyphrase-Rank (BK-Rank) ‘
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Fig. 1. The framework of our proposed method KFBS + BK-Rank.

3.2 Candidate Phrase Selection

In this stage, we apply Keyphrase-Focused BERT Summarization (KFBS) to select
important sentences from a document that can represent the document and are more
likely to contain keyphrases as the concise summary of this document.

BERTSUM [12] is an extractive summarization method, which changes the input
of BERT by adding a CLS-token and a SEP-token at the start and end of each sentence
respectively. The output vector at each CLS-token is used as a sentence embedding and
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entered to the succeeding linear layer, and a fixed number of highly scored sentences
are selected as the output summary. When the document exceeds the length limit of 512
tokens of BERT, the leading part of the document is used. In case the given document is
already short, prior-summarization is skipped.

To train an extractive summarization model, we need reference summaries. However,
since our target task is keyphrase extraction, only reference keyphrases are available
as training samples. Therefore, we take the approach of distant supervision such that
sentences that contain words or subwords of the reference keyphrases are regarded as
quality sentences, and used as positive samples for training the extractive summarization
model.

To evaluate overlapping words and subwords between sentences and keyphrases,
we utilize the ROUGE-N score, which quantifies the overlap of N-grams. We score the
sentences of the target document by the sum of ROUGE-1 4+ ROUGE-2, and choose the
top-ranked sentences as important sentences for training. Binary cross-entropy loss is
used for the model to learn the important sentences.

For short documents of length within 200 tokens, KFBS avoids extraction and returns
the input document as the final output.

Part-of-speech (POS) Tagging. Keyphrases chosen by humans are often noun phrases
that consist of zero or more adjectives followed by one or more nouns (e.g., commu-
nication system, supervised learning, word embedding). Thus we utilize part-of-speech
(POS) tagging to extract candidate noun phrases as candidate phrases from the prior-
summarization performed by KFBS, which are not allowed to end with adjectives, verbs,
or adverbs, etc.

3.3 BERT Keyphrase-Rank (BK-Rank)

For final selection of keyphrases from candidate phrases, we construct a BERT model
with two inputs: the prior-summarization text and a candidate phrase. We utilize a cross-
encoder [9] which computes self-attention between the prior-summarization text and
the candidate phrase, to capture relationship between these two parts. Figure 2 shows
the configuration of BERT Keyphrase-Rank (BK-Rank). For keyphrase scoring, the
classification outcome is whether or not a candidate phrase is a golden keyphrase. So
we adopt binary cross-entropy loss for finetuning BK-Rank with a classifier which
generates a scalar between 0 and 1. We note that the training documents as well as
the target documents receive prior-summarization by KFSB, which needs to be trained
before BK-Rank.

4 Experiments

In this section, we report our experimental evaluations of our proposed models, compared
with baseline methods, on four commonly used datasets. F1 @K is used for evaluating
results.
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Fig. 2. The configuration of BERT Keyphrase-Rank (BK-Rank).

Table 1. Statistics of four datasets.

Dataset Documents Keyphrases
Number (test | Average Total Average Missing in | Missing in
set) tokens doc candidates
Inspec 500 134.28 4913 9.83 14.46% 38.94%
DUC 2001 | 123 800.63 1010 8.21 4.11% 10.38%
SemEval 100 7662.42 1467 14.67 15.11% 16.36%
2010
NUS 100 8765.93 1106 11.06 5.68% 11.86%

4.1 Datasets

Table 1 shows the statistics of the four benchmark datasets.

e Inspec [8] consists of 2,000 short documents from scientific journal abstracts in
English. The training set, validation set, and test set contain 1,000, 500, and 500
documents, respectively.

e DUC 2001 [22] consists of 308 newspaper articles which are collected from TREC-9,
where the documents are organized into 30 topics. The golden keyphrases we used
are annotated by X. Wan and J. Xiao. Here we use 145 for training and 123 for test.
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e SemEval 2010 [10] consists of 284 long documents which are scientific papers, 144
documents for training, 100 documents for test and 40 for validation.

e NUS [16] consists of 211 long documents which are full scientific conference papers
of between 4—12 pages. Here we use 111 for training and 100 for test.

Table 2. Comparison of our method and baseline methods, by F1@K (%).

Method Inspec DUC 2001 SemEval 2010 NUS
Fl@5 |Fl@10 Fl@5 [Fl1@l0 |Fl@5 |[F1@10 |Fl@5 |F1@10

Baseline method

TextRank 14.72 |15.28 15.17 |15.24 3.23 6.55 3.21 6.56
EmbedRank 31.51 |37.94 24.02 | 28.12 2.28 3.53 2.35 3.58
doc2vec

EmbedRank 29.88 |37.09 27.16 |31.85 3.31 5.33 3.39 5.42
sent2vec

SIFRank 29.11 | 38.80 2427 |27.43 3.05 5.43 - -
SIFRank + 28.49 |36.77 30.88 |33.37 1047 |12.40 - -

Proposed method
BK-Rank 41.99 |46.53 42.08 |46.88 949 |13.54 11.46 |16.55

KFBS (Top-3) + | 38.89 [44.22 4044 4411 11.12 |13.30 17.60 |17.70
BK-Rank
KFBS (Top-4) + |38.15 |44.31 41.17 | 45.53 11.18 | 15.59 17.41 |15.96
BK-Rank

KFBS (Top-5) + | 42.01 |46.62 42.16 | 46.93 10.05 |13.46 17.24 116.23
BK-Rank

4.2 Baseline Methods

We compare our proposed method with the following baseline methods: TextRank
[14], EmbedRank [2], and SIFRank/SIFRank+ [20]. SIFRank is an unsupervised
method which combines sentence embedding model SIF [1] and pretrained language
model ELMo [19] to generate embeddings. For long documents, SIFRank is upgraded
to SIFRank + by position-biased weight.

4.3 Experimental Details

In the experiments, we use StandfordCoreNLP [21] to generate POS tags and use
AdamW [13] as the optimizer. For training KFBS, which is used to select important
sentences, we finetune the model with learning rate in {5e—5, 3e—5, 2e—5, le—5},
dropout rate 0.1, batch size 256, and warm-up 5% of the training steps. We finetune
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BERT Keyphrase-Rank (BK-Rank) with a batch size of 32, learning rate in {5e—35,
3e—5, 2e—5, le—5}, weight decay 0.01, and warm-up 10% of the training data. Then
we save the models which achieve the best performances. For the pretrained language
models, we use bert-base-uncased model for both BK-Rank and KFBS.

4.4 Performance Comparison

For evaluation, we use the common metrics of F1-score (F1). Table 2 shows the results.
KFBS (Top-k) means top-k sentences selected by KFBS are used as important sentences,
on which KB-Rank is applied. Due to hardware limitations, SIFRank and SIFRank+ are
not obtained on NUS, so we do not report their results.

As shown in Table 2, the performance of KFBS + BK-Rank shows the best results
on all the four datasets, both on short documents and long documents, achieving superior
performance over the compared baseline methods. When we select top-5 sentences by
KFBS, KFBS + BK-Rank achieves the best results on Inspec and DUC 2001 for F1@5
and F1@10. KFBS (Top-4) + BK-Rank achieves the best results on F1@5 and F1@10
on SemEval 2010. On NUS, KFBS (Top-3) + BK-Rank achieves the best results on
Fl1@5 and F1@10.

Prior-summarization by KFBS is improving the results of BK-Rank by 0.02 to 6.17
points. The results show that selecting important sentences before candidate phrase
selection by BK-Rank is effective, especially on long document collections of SemEval
2010 and NUS. Prior-summarization by KFBS is effectively removing sentences that are
unlikely to contain keyphrases, which also benefits finetuning of BK-Rank. We notice
that on Inspec and DUC 2001, KFBS (Top-k) with k = 5 is better than &k = 3 or 4,
while on SemEval 2010 and NUS, k& = 5 is falling behind of k¥ = 3 and 4. This can be
explained by keyphrase density such that for short documents, keyphrases are relatively
evenly occurring in sentences, while for long documents, more selective summarization
is advantageous.

5 Conclusion

In this paper, we proposed a supervised method for keyphrase extraction from documents,
by combining BERT Keyphrase-Rank (BK-Rank) and Keyphrase-Focused BERT Sum-
marization (KFBS). We introduce KFBS to select important sentences from which candi-
date phrases are extracted and also used for finetuning BK-Rank. BK-Rank fully exploits
contextual text embeddings by the cross-encoder reading a target document and candi-
date phrase. KFBS is trained by distant supervision to extract important sentences that are
likely to contain keyphrases. Our experimental results show that our proposed method
has superior performance on this task over the compared baseline methods. Diversity on
keyphrases is necessary to avoid the situation that similar keyphrases occupy the result.
BK-Rank can be extended to incorporate Maximal Marginal Relevance (MMR) [5] for
enhancing diversity.
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Abstract. Keyphrase extraction is a key natural language processing
task and has widespread adoption in many information retrieval and text
mining applications. In this paper, we construct nine Bert-based Chinese
medical keyphrase extraction models enhanced with external features
and present a thorough empirical evaluation to explore the impacts of
feature types and feature fusion methods. The results show that encoding
part-of-speech (POS) feature and lexicon feature generated from descrip-
tive keyphrase metadata into the word embedding space improves the
baseline Bert-SoftMax model for 4.82%, meaning that it’s beneficial to
incorporate features into Chinese medical keyphrase extraction model.
Furthermore, the results of the comparative evaluation experiments show
that model performance is sensitive to both of feature types and feature
fusion methods, so it’s advisable to consider these two factors when deal-
ing with feature enhanced tasks. Our study also provides a feasible app-
roach to employ metadata, aiming to help stakeholders of digital libraries
to take full advantage of large quantities of metadata resources to boost
the development of scholarly knowledge discovery.

Keywords: Digital library - Keyphrase extraction * Feature fusion -
Pretrained language model - Scholarly text mining - Metadata

1 Introduction

Keyphrase extraction is related to automatically extract a set of representative
phrases from a document that concisely summarize its content [6]. It is a branch
of information extraction and lays the foundation for many natural language
processing tasks, such as information retrieval [9], text summarization [25], text
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classification [7], opinion mining [2], document indexing [21]. With the exponen-
tial growth of text, it’s beneficial to develop a well-performing, robust keyphrase
extraction system to help people capture the main points of the text and find
relevant information quickly.

In recent years, deep neural networks have achieved significant success in
many natural language processing tasks [1,19]. Most of these algorithms are
trained end to end, and can automatically learn features from large-scale anno-
tated datasets. However, these data-driven methods typically lack the capability
of processing rare or unseen phrases. External features such as lexicon feature
and POS feature may provide valuable information for model training [12,13].
While no consensus has been reached about whether external features should be
or how to be integrated into deep learning based keyphrase extraction model.

The emergence of pretrained language model provides a new way to incor-
porate features into deep neural network. Recently, Devlin et al. [4] proposed
a new language representation model called Bert whose input representation
is comprised by summing token embedding, segment embedding and position
embedding. This method proved that features such as position can be embed-
ded into the word embedding space. Inspired by their work, we assumed that
external features might also be encoded into the embedding layer, which is also
a feasible feature fusion method without introducing additional parameters.

In this paper, our key contributions are summarized as follows:

1. We formulated Chinese medical keyphrase extraction task as a character-
level sequence labeling task and constructed nine Bert-based Chinese medical
keyphrase extraction models enhanced with external features using different
combinations of feature types and feature fusion methods.

2. We conducted experiments to explore the impact of feature types and feature
fusion methods, providing insights for feature incorporation researches.

3. We regarded keyphrase metadata field as lexicon resources and integrated
lexicon feature into deep learning based scholarly text mining, providing a
feasible way to make full use of digital libraries.

2 Related Work

There are various methods exist to extract keyphrases. Traditional keyphrase
extraction algorithms usually contain two steps: extracting candidate keyphrases
and determining which of these candidate keyphrases are correct. One of the
drawbacks of this method is error propagation. To solve this problem, Zhang et
al. [22] formulated keyphrase extraction task as a sequence labeling task and con-
structed a Conditional Random Field (CRF) model to extract keyphrases from
Chinese text, providing a unified approach for keyphrase extraction. Sequence
labeling formulation has become a prevalent approach to deal with keyphrase
extraction task and has been proven to be effective in many works [5,17,24].

In recent years, deep learning based keyphrase extraction models has become
dominant in many natural language processing tasks by automatically learning
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features. While external features still play a significant role in improving model’s
ability to process unseen cases. Zhang et al. [23] adopted Dynamic Graph Con-
volutional Network to solve the keyphrase extraction task and concatenated
POS embedding and position embedding [20] with word embedding to construct
the final word representation. For domain-specific tasks, lexicon features can
improve the generalization transferring to the unseen samples [3,8]. Luo et al.
[15] introduced various features including stoke feature, lexicon feature into the
model for clinical named entity recognition task. While Li et al. [10] introduced
lexicon feature and POS feature as additional features into the CRF model and
BiLSTM-Att-CRF model and showed that these two neural network models had
limited improvements after adding additional features, and the results were even
worse than baseline models when added POS feature only.

With respect to the feature fusion methods, usually external features are con-
catenated to the word embedding or character embedding to incorporate feature
information into the model. Lin et al. [12] concatenated character-level represen-
tation, word-level representation, and syntactical word representation (i.e. POS
tags, dependency roles, word positions head positions) to form a comprehensive
word representation. Li et al. [11] built a Chinese clinical named entity recogni-
tion model based on pretrained language model BERT [4]. They concatenated
radical feature with the final hidden states of BERT to construct the contextual
word representation and fed it into BILSTM-CRF model to further encode the
representation enhanced with external features. In addition, since the emergence
of BERT, many pretrained language models based on BERT embedded features
into the word embedding space without adding additional parameters [14,18].
Nevertheless, the feature types incorporated to the model are limited to position
feature and segment feature, not much practices of other feature types to the
best of our knowledge.

In this paper, we constructed Bert-based Chinese medical keyphrase extrac-
tion models enhanced with external features and chose POS feature and lex-
icon feature to explore the influence of feature type and explore the impacts
of different feature fusion methods such as “concatenated fusion” method and
“embedded fusion” method.

3 Methodology

In this section, the method of Bert-based Chinese medical keyphrase extraction
model enhanced with external features is described. Figure 1 shows the whole
processing flow of our method. The whole process can be split into three steps:
text preprocessing, feature processing and model construction. The detailed
description of our method is presented in the following sections.

3.1 Data Preprocessing

The data preprocessing process included text preprocessing and feature process-
ing. In the text preprocessing procedure, some preprocessing steps including BIO
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Fig. 1. The processing flow of our method

tagging, POS tagging and lexicon annotation were preformed. We cast keyphrase
extraction of scientific medical abstracts as a character-level sequence labeling
task. To deal with the phenomenon of mixed Chinese characters and English
words, each Chinese character or English word were treated as the basic element
of the model input.

The dataset was annotated with BIO tagging scheme [16]. To incorporate
POS feature, character-level POS tags are generated by Hanlp' segmentation
system. By looking up the mapping of the predefined set of POS tags, the POS
feature of the input abstract was represented as a sequence of vectors X = (X7,
Xo, X3, ..., Xin) ,where m denoted the length of the model input. For the lexicon
feature construction, we built our lexicon based on medical keyphrases from Chi-
nese Science Citation Database (CSCD), dictionaries from Sougou, Baidu Baike
and some medical knowledge graphs. After removing duplicates and irrelevant
words, we constructed a lexicon containing 704,507 medical terms in total. The
lexicon feature was encoded in BIO tagging scheme, indicating the position of
the token in the matched entry. Finally, a lookup table was used to generate the
lexicon embedding and the mapping approach was the same with that of POS
feature.

3.2 Model Architecture

According to two types of feature fusion methods, we designed “feature concate-
nated model” and “feature embedded model” correspondingly. In this section, we
describe the model architecture of these two models in details, which have sim-
ilar neural network architecture, instead using different feature fusion methods.
The architectures of the “feature concatenated model” and “feature embedded
model” are shown in Fig.2. In this paper, the pretrained language model Bert
was used as the backbone of our model, and a feed-forward neural network was
added on top of it and SoftMax classification was performed.

! https://github.com/hankes/HanLP.
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Fig. 2. The architecture of the feature embedded and feature concatenated model

Feature Concatenated Model

Traditionally, external features are concatenated to the word embeddings or
character embeddings, acting as additional information to the model training.
Pretrained language model Bert is the language representation in essence and it
can be concatenated with the feature embeddings. For the feature concatenated
model, the extracted feature was represented by a vector and was concatenated
with the Bert embedding of each token. And then the concatenated vector for
each token was passed on to the feed-forward neural network and followed by a
SoftMax classification to output the probability for each category.

Given an abstract X = {x1,9,..., 2}, which is a sequence of m tokens,
the first step to concatenate the features is to map them to distributed vectors.
Formally, we lookup the POS or lexicon symbols from feature embedding matrix
for each token x; as f; and f; € R%feature where i € {1,2,...,m} indicates z;
is the ¢-th token in X, and dfcqture is a hyper-parameter indicating the size
of feature vector. Denote the Bert embedding vector for each token as e; and
e; € R¥Bert where dpers is the size of the last hidden state of Bert. The final
contextual embedding of each token fed into the feed-forward neural network is
the concatenation of feature vector and Bert embedding with the dimension as
dfinal = dfeature + dBert- And the final embedding representation of each token
is as follows:

B; = [ei; fi (1)

According to the dimension of the final embedding vectors, we constructed
the layer of feed-forward neural network with the number of weights as d, =
dfinai % I, where [ indicates the number of categories. So the final embedding
representation can be decoded by the feed-forward neural network into prob-
abilities for each label category. Through the feed-forward layer, the decision
probability of p; mapping to the annotated result for each token is expressed as:

pi = SoftMax(W,B;) (2)

where the weight W), has the number of parameters as d,, and needs to be learned
in the process of training.
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Feature Embedded Model

For “feature embedded model”, we encoded the feature vector in the embedding
layer before feeding into Bert encoder. The original input representation of Bert
is composed of three parts: token embedding, segment embedding and position
embedding. For a given token, the input embedding to the Bert is the sum of
these embeddings. To incorporate features to the model training process, we
constructed a 768 dimension feature vectors using the way same with that of
“feature concatenated model”. As for the feed-forward layer, the feature vectors
are embeded to word embedding space without adding additional parameters.
So the final embedding of each token fed into feed-forward neural network has
the dimension as dpe,¢(768) instead of d feqrure +dpert for “feature concatenated
model”. The feed-forward neural network has the number of weights as dge,+ X [
and the decision probability of p; for each token is expressed as:

p; = SoftMax(Wye;) (3)

where W, is the weight matrix of feed-forward layer and e; is the final contextual
embedding of the token i after Bert encoder.

4 Experiments and Results

4.1 Experimental Design

We used the original data of the publicly available Chinese keyphrase recognition
dataset CAKE [5] for the experiments, which is a dataset containing Chinese
medical abstracts from Chinese Science Citation Database (CSCD) annotated
with BIO tagging scheme [16]. 100,000 abstracts are included in the training set
and 3,094 abstracts are included in the test set.

To explore the impacts of different feature fusion methods to the model
performance, nine Bert-based keyphrase extraction models were constructed by
focusing on two dimensions: (1) feature types and (2) feature fusion methods.
And we used Bert-SoftMax model without feature fusion as the model baseline.
We used controlled variable method to design two groups of comparative exper-
iments with respect to these two dimensions. We considered two feature types
including POS feature and lexicon feature, and the combination of POS feature
and lexicon feature was also taken into account. As for the feature fusion meth-
ods, we evaluated three feature fusion methods including “embedded fusion”,
“concatenated fusion” and “embedded and concatenated fusion”?.

Our neural networks were implemented on Python 3.7 and transformers
library, and the POS tagging were preformed by Hanlp. The parameter config-
urations of our proposed approach are shown in Tablel. In addition, we used

3

2 “Embedded and concatenated fusion” is the combination of “embedded fusion” and
“concatenated fusion”, whose model architecture is also the combination of feature
related components of “feature embedded model” and “feature concatenated model”.

3 https://github.com/huggingface/transformers.
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CoNLL-2000 Evaluation Script* to calculate phrase-level metrics including pre-
cision (P), recall (R) and Fl-score (F1) to evaluate model performance.

Table 1. Parameter configuration of the proposed approach

4.2 Results

Parameters Values
Batch size 32
Epoch 3
Optimizer Adam

Learning rate scheduler

Exponential decay

Initial learning rate le—4
Max sequence length 512
POS embedding size 20
Lexicon embedding size | 20

In this section, we presented results from our comparative experiments regarding
to feature types and feature fusion methods and the evaluation results are shown
in Table 2. In particularly, we compared the models using F1-score, which is the
weighted average of precision and recall, taking both of them into consideration.
We illustrated the results focusing on model performance improvement, which
is the improvement of model performance compared to Bert-SoftMax model,
adding a feed-forward layer on top of Bert without feature fusion.

Table 2. Experimental results on test set

Feature type Feature fusion method P R F1 Improvement

Without feature | / 63.54% | 66.23% | 64.86% |/

POS Embedded 64.54% | 67.72% | 66.09% | 1.23%
Concatenated 63.62% | 65.94% | 64.76% | —0.10%
Embedded and concatenated | 63.75% | 67.37% | 65.51% | 0.65%

Lexicon Embedded 68.18% | 69.94% | 69.05% | 4.19%
Concatenated 64.14% | 67.10% | 65.58% | 0.72%
Embedded and concatenated | 68.10% | 70.23% | 69.15% | 4.29%

POS and lexicon | Embedded 68.87% | 70.51% | 69.68% | 4.82%
Concatenated 63.33% | 66.95% | 65.09% | 0.23%
Embedded and concatenated | 67.12% | 70.92% | 68.97% | 4.11%

* https://www.clips.uantwerpen.be/conl12000/chunking/conlleval.txt.
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Feature Type Comparative Experiments

In feature type comparative experiments, we analyzed POS feature, lexicon fea-
ture, POS and lexical feature together under each of the feature fusion method
respectively to explore the contribution of the different feature types to the
model performance. We found that incorporating POS feature into the Bert
model regardless of the feature fusion methods achieved lower model performance
improvement than incorporating lexicon feature. For the “embedded fusion” and
“embedded and concatenated fusion” methods, the model performance improve-
ments of POS feature fusion were 1.23% and 0.64% separately. While for lexi-
con feature fusion, the model performance improvements were significant, which
were 4.19% and 4.28% for the above-mentioned two corresponding feature fusion
methods. Furthermore, concatenating POS feature to the model achieved even
worse result than Bert-SoftMax model without feature fusion.

Feature Fusion Method Comparative Ezxperiments

In feature fusion method comparative experiments, we controlled feature type to
explore the impacts of feature fusion method to the model performance. Three
feature fusion methods including “embedded fusion”, “concatenated fusion” and
“embedded and concatenated fusion” were evaluated under each of the feature
type. We found that no matter what kind of feature type was incorporated, “con-
catenated fusion” method achieved the worst model performance improvement
among all three feature fusion methods.

To sum up, both of feature type and feature fusion method will influence
the model performance. “Embedded fusion” method is a more effective feature
fusion method than “concatenated fusion” method. While even using this feature
fusion method to incorporate feature, if inappropriate feature type is chose, the
model performance improvement is limited. Similarly, lexicon feature fusion is
more important for improving the model performance than POS feature fusion.
While even integrating lexicon feature into the model, if inappropriate feature
fusion method is chosen, the improvement can also be limited.

5 Conclusions

In this paper, we incorporated external features including POS feature and lex-
icon feature into pretrained language model Bert to deal with Chinese medical
keyphrase extraction task. We proposed “embedded fusion” method, which is a
feasible feature fusion method to integrate external features by encoding features
into the word embedding space. This method is easily to operate compared to
“concatenated fusion” method without considering the feature embedding size.
Through comparative experiments, we found that both of feature type and fea-
ture fusion method are important factors that need to be given thorough con-
sideration. In addition, our study provides an empirical practice to take full
advantage of metadata field in digital library, which is an important resource
containing hidden knowledge to assist scholarly text mining.
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Abstract. Fashion styles adopted every day are an important aspect of
culture, and style trend analysis helps provide a deeper understanding of
our societies and cultures. To analyze everyday fashion trends from the
humanities perspective, we need a digital archive that includes images of
what people wore in their daily lives over an extended period. In fashion
research, building digital fashion image archives has attracted significant
attention. However, the existing archives are not suitable for retrieving
everyday fashion trends. In addition, to interpret how the trends emerge,
we need non-fashion data sources relevant to why and how people choose
fashion. In this study, we created a new fashion image archive called
Chronicle Archive of Tokyo Street Fashion (CAT STREET) based on
a review of the limitations in the existing digital fashion archives. CAT
STREET includes images showing the clothing people wore in their daily
lives during the period 1970-2017, which contain timestamps and street
location annotations. We applied machine learning to CAT STREET
and found two types of fashion trend patterns. Then, we demonstrated
how magazine archives help us interpret how trend patterns emerge.
These empirical analyses show our approach’s potential to discover new
perspectives to promote an understanding of our societies and cultures
through fashion embedded in consumers’ daily lives.

Keywords: Fashion trend - Digital fashion archive - Image
processing - Machine learning - Deep learning

1 Introduction

Fashion styles adopted in our daily lives are an important aspect of culture. As
noted by Lancioni [17], fashion is ‘a reflection of a society’s goals and aspira-
tions’; people choose fashion styles within their embedded social contexts. Hence,
the analysis of everyday fashion trends can provide an in-depth understanding
of our societies and cultures. In fashion research, the advantages of digital fash-
ion archives have continued to attract attention in recent times. These digital
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archives have been mainly built based on two purposes. One is enhancing the
scholarly values of museum collections by making them public to utilize them
digitally. Another motivation is predicting what fashion items will come into style
in the short term with images retrieved from the internet for business purposes.

However, these archives are not suitable for analyzing everyday fashion trends
from the humanities perspective. To identify everyday fashion trends, we need a
new digital archive that includes images of the clothes people wore in their daily
lives over an extended period. In addition, we need non-fashion data sources
showcasing why and how people choose fashion to interpret the trends.

In this study, we create a new fashion image archive called Chronicle Archive
of Tokyo Street Fashion (CAT STREET) showcasing fashion images reflect-
ing everyday women’s clothing over a long period from 1970 to 2017 in Tokyo.
CAT STREET helps overcome the limitations in the existing digital fashion
archives by applying machine learning to identify fashion trend patterns. Then,
we demonstrate how magazine archives are suitable in understanding how various
trend patterns emerged. The empirical analyses show our approach’s potential
in identifying new perspectives through fashion trends in daily life, which can
promote understanding of societies and cultures.

2 Related Works

2.1 Fashion Trend Analysis

Kroeber [15] analyzed fashion trends manually and measured features of women’s
full evening toilette, e.g. skirt length and skirt width, which were collected from
magazines from 1844 to 1919. After this work, many researchers conducted simi-
lar studies [2,21,22,25]. Their work surveyed historical magazines, portraits, and
illustrations and focused mainly on formal fashion, rather than clothing worn in
everyday life.

The critical issue in the traditional approach is that analyzing fashion trends
is labor-intensive. Kroeber [15] is among the representative works in the early
stage of quantitative analysis of fashion trends. This type of quantitative analysis
requires a considerable amount of human resources to select appropriate images,
classify images, and measure features. This labor-intensive approach has long
been applied in this field. Furthermore, manually managing large modern fashion
image archives is cumbersome. To solve this issue, we utilize machine learning
in this study. Machine learning is a computer algorithm that learns procedures
based on sample data, e.g. human task results, and imitates the procedures.
In recent years, machine learning has contributed to the development of digital
humanities information processing [13,18,37]. In the field of fashion, modern
fashion styles are complex and diverse. Applying machine learning to fashion
image archives may be expected to be of benefit in quantifying fashion trends
more precisely and efficiently.
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2.2 Digital Fashion Archives

In recent years, digital fashion archives have been proactively built in the fields
of museology and computer science. However, the construction of these archives
was prompted by different research objectives. Many museums and research insti-
tutions have digitized their fashion collections [6,8,11,20,23,33-35] not only to
conserve these historically valuable collections but also to enhance the scholarly
values by making them available to the public. Vogue digitized their maga-
zines from 1892 to date, the Japanese Fashion Archive collected representative
Japanese fashion items from each era, and the Boston Museum of Fine Arts
archived historical fashion items from all over the world.

On the other hand, in computer science, the motivation to build digital
fashion archives is generally short-sighted and primarily to predict the next
fashion trends that can be used by vendors to plan production or by online
stores to improve recommendation engines. Several studies have created their
own fashion image databases to fit the fashion business issues they focused
on [1,14,19,29,32,38]. Table1 presents the best-known public databases from
fashion studies in computer science.

Unfortunately, the fashion databases proposed in previous studies have sev-
eral limitations in terms of the approach to everyday fashion trends. First, the
level of detail of location annotation in existing databases is insufficient to ana-
lyze everyday fashion trends. People belong to a social community, and some
social communities have their own distinct fashion styles and their territory. For
instance, ‘Shibuya Fashion’ is a fashion style for young ladies that originated
from a famous fashion mall in Shibuya [12]. Young ladies dressed in ‘Shibuya
Fashion’ frequent Shibuya, one of the most famous fashion-conscious streets in
Japan. Hence, we need fashion image data with location annotations at the street
level to focus on what people wear in their daily lives.

Second, most databases consist of recent fashion images from the last decade
because they were obtained from the internet. The periods covered by these
databases might not be sufficiently long to determine fashion trends over longer
periods. By examining how fashion changes over extended periods, sociologists
and anthropologists have found that fashion has decadal-to-centennial trends
and cyclic patterns [15]. An example is the hemline index, which is a well-known
hypothesis that describes the cyclic pattern in which skirt lengths decrease when
economic conditions improve [7]. This pattern was determined based on obser-
vations of skirt lengths in the 1920s and 30s.

Furthermore, we need data on how and what consumers wear to express
their fashion styles. However, fashion photographs on the internet are one of two
types: one displays clothes that consumers themselves choose to wear, and the
other consists of photographs taken by professional photographers to promote
a clothing line. As previous studies built databases by collecting fashion images
from the internet, existing databases do not reflect only the fashion styles chosen
by consumers. This is the third limitation of existing fashion data archives.

Taken together, no existing database has everyday fashion images that span
over a long period with both timestamp and location information. In this study,
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Table 1. Popular fashion databases used in computer science.

Database name Num. of Geographical | Time stamp | Fashion
images information style tag

Fashionista [38] 158,235

Hipster Wars [14] 1,893 v

DeepFashion [19] 800,000 v

Fashion 144k [29] 144,169 City unit v

FashionStylel4 [32] | 13,126 v

When Was That 100,000 1900-2009

Made? [36] Decade unit

Fashion Culture 76,532,219 | City unit 2000-2015

Database [1] Date unit

CAT STREET 14,688 Street unit 19702017

(Our Database) Date unit

we define everyday fashion trends as trends of fashion styles that consumers
adopt in their daily lives. Everyday fashion exists on the streets [12,26], changes
over time, and trends and cyclic patterns can be observed over extended periods.
Hence, we create a new fashion database, CAT STREET, is an attempt to solve
these limitations and analyze everyday fashion trends.

3 CAT STREET: Chronicle Archive of Tokyo
Street-Fashion

We created CAT STREET via the following steps. We collected street-fashion
photographs once or twice a month in fashion-conscious streets such as Hara-
juku and Shibuya in Tokyo from 1980 to date. In addition, we used fashion pho-
tographs from a third-party organization taken in the 1970s at monthly intervals
in the same fashion-conscious streets. Next, by using images from the two data
sources, we constructed a primary image database with timestamps from 1970
to 2017 for each image. The photographs from the third-party organization did
not have location information; hence, we could only annotate the fashion images
taken since 1980 with street tags.

Fashion styles conventionally differ between men and women. To focus on
women’s fashion trends in CAT STREET, two researchers manually categorized
the images by the subjects’ gender, reciprocally validating one another’s cat-
egorizations, and we selected only images of women from the primary image
database. Some images from the 1970s were in monochrome; therefore, we gray-
scaled all images to align the color tone across all images over the entire period.

Street-fashion photographs generally contain a large amount of noise, which
hinders the precise detection of combinations of clothes worn by the subjects of
photographs. To remove the noise, we performed image pre-processing as the final
step in the following manner. We identified human bodies in the photographs
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Year 1980s 1990s
Total No. 1,955 1,014
Harajuku 0 788 414
Shibuya 0 632 394

Others 0 328 203
Unlabeled 870 207 3

Fig. 1. Data overview of CAT STREET. Harajuku and Shibuya are the most famous
streets in Japan and Others include images taken in other fashion-conscious streets
such as Ginza and Daikanyama.

using OpenPose [4], an machine learning algorithm for object recognition, and
removed as much of the background image as possible. Subsequently, we trimmed
the subject’s head to focus on clothing items based on the head position, which
was detected using OpenPose. Figure 1 shows an overview of the data contained
in CAT STREET. The total number of images in the database was 14,688.

At the end of the database creation process, we checked whether CAT
STREET met the requirements for a database to capture everyday fash-
ion trends. First, CAT STREET comprises photographs captured on fashion-
conscious streets in Tokyo. It reflects the fashion styles women wore in their real
lives and does not include commercial fashion images produced for business pur-
poses. Second, CAT STREET has necessary and sufficient annotations to track
fashion trends: monthly timestamps from 1970 to 2017 and street-level location
tags. Images in the 1970s do not have street tags; however, they were taken in
the same streets as the photographs taken with street tags since 1980. Hence,
we could use all the images in CAT STREET to analyze the overall trends of
everyday fashion in fashion-conscious streets as a representative case in Japan.

4 Retrieving Everyday Fashion Trends

In this section, we estimated a fashion style clustering model to identify the
fashion styles adopted in fashion images. Then, we applied the fashion clustering
model to CAT STREET and retrieved everyday fashion trends indicating the
extent to which people adopted the fashion styles in each year. Finally, we verified
the robustness of clustering model’s result.
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4.1 Fashion Style Clustering Model

To build a fashion style clustering model, we selected FashionStyle14 [32] as the
training dataset. It consists of fourteen fashion style classes and their tags, as
shown in the first row of Fig. 2. Each class consists of approximately 1,000 images,
and the database consists of a total of 13,126 images. The fashion styles of Fash-
ionStylel4 were selected by an expert as being representative of modern fashion
trends in 2017. By applying the fashion clustering model to CAT STREET, we
measured the share of each modern style in each year and regarded it as the
style’s trend.

We trained four deep learning network structures as options for our fash-
ion clustering model: InceptionResNetV2 [31], Xception [5], ResNet50 [10], and
VGG19 [30]. We set weights trained on ImageNet [27] as the initial weights and
fine-tuned them on FashionStyle14, which we gray-scaled to align the color tone
of CAT STREET, using the stochastic gradient descent algorithm at a learning
rate of 10*. For fine-tuning, we applied k-fold cross-validation with k set as five.

The F1-scores are presented in Table 2. InceptionResNetV2 yielded the high-
est F1-scores among the deep learning network structures. Its accuracy was 0.787,
which is higher than the benchmark accuracy of 0.72 established by ResNet50
trained on FashionStylel4 in the study by Takagi et al. [32]. Therefore, we con-
cluded that InceptionResNetV2 could classify gray-scaled color images to fashion
styles and adopted the deep learning network structure InceptionResNetV2 as
the fashion style clustering model in this study. We applied this fashion style clus-
tering model to the images in CAT STREET, and Fig. 2 shows sample images
classified into each fashion style.

4.2 Verification

The fashion style clustering model consisted of five models as we performed five-
fold cross-validations when the deep learning network structure was trained, and
each model estimated the style prevalence share for each image. To verify the
clustering model’s robustness in terms of reproducing style shares, we evaluated
the time-series correlations among the five models. Most fashion styles had high
time-series correlation coefficients of over 0.8, and the unbiased standard errors
were small. Some fashion styles, such as those designated Dressy and Feminine
styles, exhibited low correlations because these styles originally had low style
shares. These results indicate that our fashion style clustering model is a robust
instrument for reproducing the time-series patterns of style shares. There were no

Table 2. Fl-scores of fine-tuned network architectures. The highest scores are under-
lined and in boldface.

InceptionResNetV2 | Xception | ResNet50 | VGG19
Macro avg. 0.787 0.782 0.747 0.690
Weighted avg. | 0.786 0.781 0.747 0.689
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Fig. 2. Overview of FashionStyle14 [32] and sample images in CAT STREET classified
into different fashion styles using the fashion style clustering model. ‘Conserv.’ is an
abbreviation for Conservative. The A&F is originally labeled as Ethnic [32]. We changed
this original label to ‘A&F’ because this category contains multiple fashion styles such
as Asian, African, south-American, and Folklore styles.

images for 1997 and 2009; we replaced the corresponding zeros with the averages
of the adjacent values for the analysis in the next section.

5 Analyzing Fashion Trend Patterns

There are two representative fashion-conscious streets in Tokyo: Harajuku and
Shibuya. Geographically, Harajuku and Shibuya are very close and only a single
transit station away from each other; however, they have different cultures. In
particular, the everyday fashion trends in these streets are famously compared to
each other. Some qualitative studies pointed out triggers that form the cultural
and fashion modes in each street using an observational method [9,12]. However,
they simply reported the triggers with respect to the street and style and did
not compare the functioning of these triggers on the mode formations in every-
day fashion trends from a macro perspective. This section sheds light on this
research gap and interprets how the fashion trends emerged with non-fashion
data sources.

First, we compared two everyday fashion trends in fashion-conscious streets
with CAT STREET to investigate how fashion styles ‘boom’ or suddenly increase
in prevalence, and classified the resultant patterns. Fourteen styles were classi-
fied into two groups: a group comprising styles that emerged on both streets
simultaneously and a group with differing timings for trends observed in the
streets. We selected two fashion styles from each group as examples, including
A&F and Retro from the first group and Fairy and Gal from the second group;
Figs. 3(a), 4(a), 5(a), and 6(a) show their average style shares, respectively.
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As a non-fashion data source, we focused our attention on magazines because
fashion brands have built good partnerships with the magazine industry for a
long time. Fashion brands regard magazines as essential media to build a bridge
between themselves and consumers, and magazines play a role as a dispatcher
of fashion in the market. We quantified the ‘magazine’ trends to capture how
magazines or media sent out information to consumers. For this purpose, we used
the digital magazine archive of Oya Soichi Library [24]. Oya Soichi Library has
archived Japanese magazines since the late 1980s and built the digital archive.
The digital archive houses about 1,500 magazines, and one can search for article
headlines of about 4.5 million articles.

The archive covers a range of age groups and mass-circulation magazines that
people can easily acquire at small bookstores, convenience stores, and kiosks.
By searching for headlines including fashion style words and specific topics from
articles with tags related to fashion, we could quantify the ‘magazine’ trends that
indicate how many articles dealt with the styles and specific topics to spread the
information to a mass audience (Figs. 3(b), 4(b), 5(b), 7, and 8). The ‘magazine’
trends labeled as Articles in the figures were normalized to the range of 0 to 1
for comparison.

Finally, to infer why and how the everyday fashion trends emerged, we com-
pared the fashion style shares extracted from CAT STREET to the ‘magazine’
trends in the Oya Soichi Library database in chronological order.

5.1 Simultaneous Emergence of Fashion Styles

We selected two styles, A&F and Retro, as examples in the group of styles that
simultaneously emerged on both streets. The A&F style is inspired by native
costumes [3]. Figure 3(a) shows the A&F style’s upward trend in the late 1990s in
Harajuku. Simultaneously, the A&F style gradually became accepted in Shibuya
in the late 1990s and reached the same share level in the mid-2000s. The Retro
style, another example in the first group, is an abbreviation of retrospective
style [3,39]. According to this style’s definition, an overall downward trend is
plausible in both streets, as shown in Fig.4(a). Fashion revival is one of the
relevant fashion trend phenomena of the Retro style, and there are a wide variety
of substyles representing fashion revivals under the Retro style, such as the 60s
look, 70s look, and 80s look. In Fig.4(a), slight peaks can be observed in the
early 1980s and late 1990s, suggesting that the 80s look, which was in vogue in
the early 1980s, was revived in the late 1990s.

To quantify how magazines spread information about these styles, we plot-
ted the ‘magazine’ trends by searching for articles with headlines that included
terms related to the style names. Figures 3(b) and 4(b) indicate two relationship
patterns between style shares and ‘magazine’ trends; Fig. 3(b) shows a synchro-
nization phenomenon between style shares and magazine trends, while Fig. 4(b)
shows that magazine trends follow share trends.

We interpreted the first pattern as ‘mixed’; the shape of ‘magazine’ trends
roughly matches that of style share trends, and this pattern is observed in the
A&F style. The ‘mixed’ patterns in the trends suggest that they include two
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Fig. 3. A&F style’s simultaneous emergence in both streets. (a) Average A&F style
share. (b) Number of articles about the A&F style. Four images taken in Harajuku (i,
ii) and Shibuya (iii, iv) in the late 1990s.
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Fig. 4. Retro style’s simultaneous emergence in both streets. (a) Average Retro style
share. (b) Number of articles about the 80s look. The three images on the left (i-iii)
are examples of the Retro style taken in the early 1980s, and the three images on the
right (iv—vi) are examples of the Retro style that came into fashion in the late 1990s.
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Fig. 8. Gal and Fairy style shares and ‘magazine’ trends for their icons.

types of phenomena between consumers and magazines. One is that the articles
create new trends, spread them, and lead consumers to follow them. The other
is that consumers create new style trends by themselves, and articles catch up
on the new trends. These two types of phenomena could occur simultaneously or
alternately. On the other hand, the second pattern is a ‘follow-up’; the articles
dealt with the modes that were already in vogue on the streets and contributed
to keeping their momentum for some time by spreading the information, and
this pattern is observed in the Retro style during the 2000s.

In this analysis, we found two relationship patterns between style shares and
‘magazine’ trends: ‘mixed’ and ‘follow-up’ patterns. We also inferred what types
of interactions occur between consumers and magazines in each pattern. How-
ever, we could not perform an in-depth analysis on how to distinguish between
the two types of consumer-magazine interactions in the case of the ‘mixed’
pattern because ‘magazine’ trends generated by searching for article headlines
including terms related to the style names did not always reflect the contents of
articles accurately. We also found it difficult to uncover why the article peak in
the Retro style during the late 2000s was seemingly irrelevant to the Retro style
share. To approach these unsolved research questions as future work, we must
perform text mining on article contents and headlines, and categorize the articles
into the creative type, which creates and spreads new trends, or the reporting
type, which refers to presently existing new consumer trends after they develop;
e.g. ‘ten trends coming in autumn, checker-board pattern, check pattern, mili-
tary, big tops, shoes & boots, foot coordination, fur, A&F vs. Nordic, beautiful
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romper, best of the season’ (translated from Japanese by the authors) is cat-
egorized as a creative-type article title, whereas ‘A&F style is a hot topic this
spring. We will introduce you to some of the Japanese items that are getting a
lot of attention. Crepe, goldfish prints, and more...” (translated from Japanese
by the authors) is categorized as a reporting-type article title. By measuring
the number of articles about the fashion styles and identifying the contents of
articles to reflect the types of consumer-magazine relationships, we expect to
decompose relationship types in the ‘mixed’ pattern, interpret seemingly irrel-
evant relationships, and clarify the role of each relationship type in the trend
formation process.

5.2 Emergence of Fashion Styles at Different Types in the Streets

For the case where fashion trends are observed at different times in the two
streets, we focused on two styles: the Gal style, which can be characterized as
an exaggeration of the American teenage party style, and the Fairy style, which
involves the fashion coordination of frilly dresses reminiscent of fairies [39].

Figures 5 and 6 show how the acceptances of these two styles changed in each
street. The Gal style came into fashion around 1995 simultaneously in Hara-
juku and Shibuya. The style remained in Shibuya, whereas it lost its popularity
quickly in Harajuku but re-emerged in the late 2000s. The Fairy style emerged
in the late 2000s in Harajuku only and lost its momentum in the early 2010s.
As with the first case, we searched ‘magazine’ trends for these style names and
compared them to the style shares. For the Gal style, we found that the style
and ‘magazine’ trends correlated with each other in the mid-80s and the mid-90s.
However, magazines gradually lost interest in the style after the mid-00s, and
the relationship between the style and ‘magazine’ trend disappeared accordingly.
For the Fairy style, on the other hand, no article in the digital magazine archive
included the style name in the headlines. This is because ‘Fairy’ is a kind of
jargon among people interested in the style and hence not used in magazines.

What accounts for this difference between the first and the second case?
We assumed that the critical factor determining people’s choice in fashion, i.e.
‘why people adopt a given style,’ is for some purpose; some styles have specific
features, such as colors, silhouettes, and patterns, that people consume as a
fashion or which represent a certain social identity and have some characteristic
features. The Gal and Fairy styles are in the latter group and represent a ‘way
of life’ for some people [9,16].

Icons representing ‘way of life,” such as celebrities, have substantial power
to influence people to behave in a certain manner; for instance, celebrities can
influence people to purchase products that they use or promote. Choosing or
adopting fashion styles is no exception, and some articles identified fashion icons
for the Gal and the Fairy styles [9,28,39]. We attempted to explain why the style
trends in the streets showed different modes from the perspective of fashion icons
and the media type that the icons utilized.

Figures 7 and 8 show the relationship between the style shares and ‘magazine’
trends for style icons. Previous works introduced the following Gal style icons:
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Namie Amuro for the mid-90s, SHIBUYA 109 for the late-00s, Ayumi Hamasaki
for the early-00s, and Kumi Koda and Tsubasa Masuwaka for the late-00s [9, 28].

The first icon who boosted the Gal style was Namie Amuro, who debuted
nationwide as a pop singer in 1992. Girls yearned to imitate her fashion style, and
magazines focused heavily on her as a style icon in the mid-90s. Simultaneously,
as the ‘magazine’ trend for the style shows in Fig. 7 (a), many tabloid magazines
were interested in this phenomenon and spread it as a new ‘way of life’ among
youth consumers. The first icon boosted the style in both streets because she
appeared nation-wide. However, the second icon that sustained the Gal style’s
upward trend is regionally specific: an iconic fashion mall named SHIBUYA 109
(pronounced Ichi-maru-kyt) in Shibuya. Many tenants in the mall sold Gal style
products, which is why the Gal style is also known as ‘maru-kyt fashion’ [39].
This street-specific image created by the second icon might have influenced the
third and fourth icons, Ayumi Hamasaki and Kumi Koda, who were nationwide
pop singers in the early-00s and the mid-00s, because the style share increased
during that time only in Shibuya.

The icons prompted the last increase in the prevalence share of the Gal style
in Shibuya, and the spike in the Fairy style’s share in Harajuku exhibited the
same characteristics. Both Tsubasa Masuwaka for the Gal style in Shibuya and
‘Kyary Pamyu Pamyu’ for the Fairy style in Harajuku were active as exclusive
reader models in street-based magazines at the beginning, and they created the
booms in each street [28]. However, the street-based magazines they belonged
to were not included in the digital magazine archive in Oya Soichi Library;
hence, the ‘magazine’ trends for their names missed their activities as exclusive
reader models when the style shares showed an upward trend (Figs. 7(b) and 8).
Around 2010, they debuted as nationwide pop stars and frequently appeared in
mass-circulation magazines and on television. Additionally, Tsubasa Masuwaka
proposed a new style named ‘Shibu-Hara’ fashion, a combination of the styles
in both Shibuya and Harajuku, and also referred to interactions with ‘Kyary
Pamyu Pamyu’ on her social networking account. The Gal style’s second peak
in Harajuku and the Fairy style’s spike in Shibuya in the early 2010s aligned
with these icons’ nationwide activities; this indicates the styles’ cross-interactions
driven by the icons (Figs. 7(b) and 8).

5.3 Discussion

The findings in Sect. 5.1 prompted a new research question of determining the
importance of the different roles that media play in fashion trends: the role of
the ‘mixed’ pattern for creating and reporting new trends and the ‘follow-up’
effect to keep their momentum. To theorize how fashion trends are generated
in more detail, our findings indicate that quantifying the trends from multiple
digital archives is essential to test the research questions about the effect of the
media’s role, which has not been discussed thoroughly.

In previous studies, researchers analyzed fashion style trends at a street level
independently. However, to analyze the recent, more complicated trend patterns,
the findings in Sect. 5.2 suggests that it would be thought-provoking to focus on
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what the icons represent for people’s social identities, rather than the style itself,
and how they lead the trends. An example is the analysis of the types of media
that icons use and the reach of that media. The viewpoints gained from our
findings can be useful in tackling unsolved research questions such as how styles
interact and how new styles are generated from this process. If we can determine
people’s social identities from the aims of their adopted fashions using the digital
archives, researchers can retrieve beneficial information to delve into the research
questions and expand fashion trend theories.

6 Conclusions

In this study, we reviewed the issues in the existing digital fashion archives
for the analysis of everyday fashion trends. As one of the solutions to these
issues, we built CAT STREET, which comprises fashion images illustrating what
people wore in their daily lives in the period 1970-2017, along with street-level
geographical information. We demonstrated that machine learning retrieved how
fashion styles emerged on the street using CAT STREET and the magazine
archives helped us interpret these phenomena. These empirical analyses showed
our approach’s potential to find new perspectives to promote the understanding
of our societies and cultures through fashion embedded in the daily lives of
consumers.

Our work is not without limitations. We used the fashion style categories
of FashionStyle14 [32], which was defined by fashion experts and is considered
to represent modern fashion. However, the definition does not cover all con-
temporary fashion styles and their substyles in a mutually exclusive and collec-
tively exhaustive manner. Defining fashion styles is a complicated task because
some fashion styles emerge from consumers, and others are defined by suppliers.
Hence, we must further refine the definition of fashion styles to capture everyday
fashion trends more accurately. Furthermore, prior to building CAT STREET,
only printed photos were available for the period 1970-2009. Consequently, the
numbers of images for these decades are not equally distributed because only
those images from printed photos that have already undergone digitization are
currently present in the database. The remainder of the printed photos will be
digitized and their corresponding images added to the database in future work.
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Abstract. Image is very important for every institution, including libraries. The
library image greatly influences the behavior of library users, especially those
related to their actions towards the library, where a bad image about the library
is still developing and is trusted by the public, such as warehouse to store books,
unfriendly librarians, and others. However, the development of information tech-
nology has been used by various industries to improve the image of their insti-
tutions, such as through social media and virtual tour technology, which have
also been implemented in Perpustakaan BPK RI. Based on that, this study aims
to evaluate the effect of a library virtual tour on the library image, focusing on
Perpustakaan BPK RI which has implemented virtual tour technology as a means
of their promotion. The study using quantitative approach to collect quantitative
data with survey from 26 March until 3 April 2021 and using inferential statistics
to determine the relationship and effect between library virtual tour and library
image. The results show that there is a significant relationship and effect between
library virtual tour and library image, besides it also shows that Perpustakaan BPK
RI has a good image to the users and its Virtual Tour has a good quality based on
user assessments.

Keywords: Library virtual tour - Library image - Perpustakaan BPK RI

1 Introduction

The current reality shows that the image of an object plays a very important role in
influencing user behavior, especially in shaping the user experience. Among them, in
the decision-making process related to the visit or use of the object; in the process of
comparing satisfaction and perceived quality of an object; revisiting; and the process of
disseminating information and object recommendations to friends and family [1].
Today, the use of increasingly sophisticated information and communication tech-
nology is a priority that must be owned and understood by every organization, both
in the fields of education, economy, sports, and so on. One of them is Virtual Reality
(VR) technology which has begun to be implemented and has become an inseparable
part of every industry. This is as explained by Kim & Hall (2019), VR is currently
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the most important topic in contemporary information management given its increasing
application in every different industry, including in tourism [2].

In the world of libraries, Perpustakaan Badan Pemeriksa Keuangan Republik Indone-
sia (BPK RI) is one of the libraries that has started and has implemented VR technology
to create virtual tours of their library, namely the Perpustakaan BPK RI Virtual Tour
(https://www.iheritage.id/public/bpk/). Perpustakaan BPK RI Virtual Tour is a service
innovation created by Perpustakaan BPK RI since August 2020 as an effort to overcome
the Covid-19 pandemic which causes users to be unable to come to the library, as well
as a form of promotion and support for the services provided by Perpustakaan BPK
RI. However, evaluation of library virtual tours has not been done, especially in side of
users.

Therefore, this study seeks to evaluate the Perpustakaan BPK RI Virtual Tour by
seeing whether there is an effect given by the Perpustakaan BPK RI Virtual Tour on the
Image Construction of the Perpustakaan BPK RI. More specifically, this study answers
the following research questions: (1) How the user’s assessments of the Perpustakaan
BPK RI Virtual Tour? and (2) How is the effect of the Perpustakaan BPK RI Virtual
Tour on the Image Construction of the Perpustakaan BPK RI?

2 Theoretical Background

2.1 Virtual Tour

VR is defined as the use of a computer-generated 3D environment or also known as a
“Virtual Environment”, which allows navigation and interaction with it, and produces
real-time simulations of one or more of the five consecutive user [3]. The history of VR
begins in the late 1950s and early 1960s. At that time, it began with the emergence of
the first VR simulator in 1970, then in 1980 the development of video games became
a driving factor for the progress of VR, then in the late 1990s, the development of the
internet finally brought VR further and more sophisticated.

In the field of tourism, Guttentag (2010) points out that VR has been used in various
key areas of tourism, such as management and planning, preservation of a national
heritage, marketing, accessibility, education, entertainment, and information provision.
VR technology even removes distance barriers for potential tourists to gain information
and understanding about tourist destinations before finally deciding to make a visit.

Likewise in the field of libraries, VR technology has begun to be applied and devel-
oped in libraries. Based on a survey on library tours conducted by Academic ARL
Libraries, it is known that library virtual tours are the most popular tours in the library
together with library guided tours and independent tours [4]. This is also in line with the
3 (three) main progressive developments in the use of tours or tours as library learning
(instructional) media, namely physical tours (walking tours), virtual web tours (web
tours), and virtual reality tours (virtual reality tours) [5].

This study refers to the research of Lee, et al. (2020) regarding the dimensions of
the virtual tour quality to take measurements of the Perpustakaan BPK RI Virtual Tour,
that are (1) Content Quality, which refers to the quality of information provided through
the virtual tour, which includes content accuracy, completeness, and presentation format
or content presentation format [6]. (2) System Quality refers to a system that is able
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to provide the characteristics of mobile devices (mobile devices) and web browsing
services (web browsing devices) so that they can be used by users [7], also includes
reliability, convenience of access, response time, and system flexibility. (3) Vividness
or clarity refers to the representation or method used by the virtual environment in
presenting information to each of the user’s senses. The level of vividness or clarity can
be increased by enriching the depth and breadth of a system, in this case related to the
quality of the presentation or presentation of information, such as the use of multimedia
that includes video, audio, and animation from a virtual environment.

2.2 Perpustakaan BPK RI Virtual Tour

The Perpustakaan BPK RI Virtual Tour was created in August 2020. To access and utilize
the Perpustakaan BPK RI Virtual Tour, users can visit the https://www.iheritage.id/pub
lik/bpk/ (Fig. 1).

<« C @ iheritageid/public/bpk & % » =

PROFILE PANORAMA LIST  LOCATION  LIBRARY SYSTEM

Fig. 1. The Beginning of the Perpustakaan BPK RI Virtual Tour

Generally, the Perpustakaan BPK RI Virtual Tour will invite users to take a virtual
tour of the Perpustakaan BPK RI, in other words, users will be navigated to visit every
room and section contained in Perpustakaan BPK RI. In addition to inviting users to take
a virtual tour of the library, the Perpustakaan BPK RI Virtual Tour also provides various
features or menus that also increase knowledge and understanding, and are able to meet
the information needs of users. Here are some features or menus of the Perpustakaan
BPK RI Virtual Tour, like (1) Information Point, (2) Navigation, (3) Search System
(OPAC).

2.3 Library Image

Image is a set of impressions or images in the user’s mind of an object [8]. In relation to
tourism, the image of a tourist destination is closely related to the subjective interpretation
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made by an individual and influences tourist behavior (Agapito, et al., 2013). This shows
that the library image can also be defined as a view or interpretation of the user about
the library, which also affects the behavior of the user towards the library.

Based on the Image Construction process model by Gartner which has also been
studied by McFee, et al. (2019), Kim, et al. (2017), and Agapito, et al. (2013), It is known
that there are 3 (three) main dimensions in measuring Image Construction, that are (1)
Cognitive Image, which refers to beliefs and knowledge about a place or destination, in
which it is related to various components of a place or destination, such as attractions to
behold, the environment (such as weather and cleanliness), and experiences that influence
memory as the basis of cognitive structures in destination images. (2) Affective Image
dimension, refers to the emotions and feelings felt by users when using various features
found in a place or destination. (3) Conative Image, refers to the behavior or actions and
intentions that will be carried out by users or visitors in the future (such as the intention
to visit a destination, or also including comments related to the destination).

Based on a review of the literature that has been carried out regarding the relationship
and effect between virtual tours on the formation of destination image, it was found that
there is a positive relationship and effect between virtual tours and destination Image
Construction. Like Lee, et al. (2020) found that Content Quality, System Quality, and
Vividness positively affect attitudes and impressions of presence (telepresence), which
also positively affects users’ behavioral intentions to visit destinations. McFee, et al.
(2019), found that virtual tours have a positive effect on Cognitive Image, Affective
Image, and Overall Image, which also have a positive effect on tourist’s intention to
visit [9]. Kim, et al. (2017), found that information quality in social media positively
affects Cognitive Image, Affective Image, and Conative Image [10]. However, most of
the research is only conducted with an orientation in the tourism sector. In the field of
libraries, research on virtual tours also only focuses on the process of creating and imple-
menting library virtual tours, and there has been no study on evaluating library virtual
tours from a user perspective. Thus, this study also contributes to the development of
library virtual tour literature and library imagery, because it investigates the relationship
and influence of library virtual tours on library imagery, as well as a form of evaluation
of library virtual tours from a user perspective.

3 Research Methodology

3.1 Research Models and Hypotheses

This research is a bivariate study, where there are 2 (two) variables in the study, that
are library virtual tour as the independent variable in the study, and library image as
the dependent variable in the study. Therefore, the research model is formed as follows:
(Fig. 2)

Library Virtual Tour _ Library Image
(Independent Variable) *  (Dependent Variable)

Fig. 2. Research model
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Based on previous literature Lee, et al. (2020), McFee, et al. (2019), and Kim, et al.
(2017), which explains that virtual tours affect the Image Construction of a destination,
based on that, the hypotheses formulated in the study:

H1: Library Virtual Tour Has an Effect on Library Image.

3.2 Data Collection

This study collects quantitative data with surveys and literature studies to support the
findings. Respondents are required to use a virtual library tour from the Perpustakaan
BPK RI on its official website (https://www.iheritage.id/publik/bpk/), then answer the

questions provided in the questionnaire.

Respondents collected amounted to 385 respondents. 30.91% (n = 119) of respon-
dents were male, and 69.09% (n = 266) of respondents were female. In addition, the
majority of respondents were in the age group <21 years and 21-25 years (n = 372,
96.63%). After evaluating the portrait of the use of the Perpustakaan BPK RI, it was
found that 90.39% (n = 348) of respondents had never made a direct visit to the Perpus-
takaan BPK RI. The following are the demographic characteristics of the sample which

are summarized in Table 1.

Table 1. Demographic characteristics of respondents

Characteristics Jumlah %
Gender

* Male 119 30,91%
¢ Female 269 69,09%
Age

¢ <2ltahun 167 43,38%
e 21-25 tahun 205 53,25%
¢ 26 — 30 tahun 7 1,82%
e 31 — 35 tahun 1 0,78%
¢ 41 — 45 tahun 3 0,52%
¢ >45 tahun 2 0,26%
Profession

* Not yet working 23 5,97%
* Student 311 80,78%
* BUMN/BUMD Employee 1 0,26%
* Private Employee 31 8,05%
* PNS/TNI/Polri 3 0,78%

(continued)
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Table 1. (continued)

Characteristics Jumlah %

* Entrepreneur 4 1,04%
* Etc. 12 3,12%
Direct Visit to Perpustakaan BPK RI in the Last 3 Years

e <3 times 31 8,05%
* 3 -6 times 2 0,52%
e 7-10 times 2 0,52%
e >10 times 2 0,52%
¢ Never 348 90,39%
Utilization of Perpustakaan BPK RI Virtual Tour in the Last 5 Months

¢ Never 195 50,65%
e 1-5times 187 48,57%
e 6— 10 times 2 0,52%
e >10 times 1 0,26%

Source: Researcher Processed Data, 2021

3.3 Data Measurement

Data obtained from 385 respondents from the distribution of the questionnaire from
March 26 to April 3, 2021 were transformed into interval data with MSI, then descriptive
analysis of the research variables and inferential statistical analysis consisted of the Pear-
son Correlation Test and Simple Linear Regression Test, to investigate the relationship
and influence of the library virtual tour variable on the library image variable.

4 Data Analysis

4.1 Descriptive Analysis of Research Variables

Because this study also uses a Likert Scale from 1-5 to see and determine the effect of
library virtual tours on the formation of library images, the mean of respondents’ answers
will be calculated to see the tendency of respondents’ assessment of each indicator in the
questionnaire. After that the mean value will be categorized into a certain class, because
the class division consists of 5 (five) classes, then the interval of each class is as follows:
(Table 2).

The following is a descriptive analysis of the research variables, which consist of
“Library Virtual Tour” and “Library Image”:

4.1.1 “Library Virtual Tour” Variable

The variable “Library Virtual Tour” consists of the content quality dimension, sys-
tem quality dimension, and the vividness dimension. The following are the results of
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Table 2. Scale range of all research variables

Mean Library Virtual Tour Library Image
1,00 < x < 1,80 Very Low Very Low
1,81 <x <2,60 Low Low

2,61 <x <340 Moderate Moderate
341 <x <420 High High

421 <x<5,00 Very High Very High

descriptive analysis by calculating the mean (mean) of each measurement item in each
dimension: (Table 3).

Table 3. Descriptive statistics “Library Virtual Tour” variable

No ‘ Indicators Mean Category
Content Quality
1 Perpustakaan BPK RI Virtual Tour gave me | 4,87 Very High

an overview (location, room, layout, etc.)
about the Perpustakaan BPK RI

2 Perpustakaan BPK RI Virtual Tour provided | 4,88 Very High
the information I needed (relevant and
updated) about the Perpustakaan BPK RI

3 Perpustakaan BPK RI Virtual Tour 4,07 High
provided the information I needed (relevant
and updated) about the Perpustakaan BPK
RI Collection

4 Perpustakaan BPK RI Virtual Tour provides | 4,36 Very High
the information I need (relevant and
updated) regarding Perpustakaan BPK RI
Services

5 Perpustakaan BPK RI Virtual Tour provides | 4,11 High
easy-to-understand information about the
Perpustakaan BPK RI Collection

6 Perpustakaan BPK RI Virtual Tour provides | 4,36 Very High
easy-to-understand information about
Perpustakaan BPK RI Services

7 Perpustakaan BPK RI Virtual Tour provides | 4,14 High
complete information about Perpustakaan
BPK RI

(continued)
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Table 3. (continued)

No Indicators Mean Category

Mean 4,40 Very High

System Quality

1 Perpustakaan BPK RI Virtual Tour has easy | 4,29 Very High
navigation to move

2 Perpustakaan BPK RI Virtual Tour has easy | 4,09 High
navigation to use

3 Perpustakaan BPK RI Virtual Tour has easy | 4,19 High
navigation to move

4 Perpustakaan BPK RI Virtual Tour has a 4,09 High
good interaction response (such as when
touching or clicking a button that displays
information in the form of images and
videos can be displayed correctly and
quickly)

Mean 4,17 High

Vividness

1 Perpustakaan BPK RI Virtual Tour provides | 4,09 High
clean and clear visual images (no noise or
blurry and grainy images)

2 Perpustakaan BPK RI Virtual Tour provides | 4,65 Very High
clean and clear video visuals (no noise or
blurry and grainy images)

3 Perpustakaan BPK RI Virtual Tour presents | 4,46 Very High
visual images that look real

4 Perpustakaan BPK RI Virtual Tour presents | 4,09 High
video visuals that look real (like the real
BPK RI Library)

5 Perpustakaan BPK RI Virtual Tour presents | 4,32 Very High
detailed visual images

6 Perpustakaan BPK RI Virtual Tour presents | 4,09 High
detailed video visuals

Mean 4,29 Very High

Mean Value of Library Virtual Tour Variables 4,28 Very High

Source: Researcher Processed Data, 2021
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4.1.2 “Library Image” Variable

“Library Image” consists of the cognitive image dimension, the affective image dimen-
sion, and the conative image dimension. The following are the results of descriptive
analysis of the “Library Image” variable: (Table 4).

Table 4. Descriptive statistics “Library Image” variable

No

Indicators

‘ Mean

Category

Cognitive Image

1

Perpustakaan BPK RI Virtual Tour gave
me the knowledge that the Perpustakaan
BPK RI provides reliable collections
and services for users

4,36

Very High

Perpustakaan BPK RI Virtual Tour gave
me the knowledge that the Perpustakaan
BPK RI Library has a clean and tidy
environment

5,00

Very High

Perpustakaan BPK RI Virtual Tour gave
me the knowledge that Perpustakaan
BPK RI provides historical tours about
BPK Rl in an interesting way

441

Very High

Mean

4,62

Very High

Affective Image

1

Perpustakaan BPK RI Virtual Tour
makes me feel that the Perpustakaan
BPK RI will provide convenience for
users when physically visit the library

4,75

Very High

Perpustakaan BPK RI Virtual Tour
makes me feel that the Perpustakaan
BPK RI will provide convenience for
users when physically visit the library

4,75

Very High

I feel happy when I use the
Perpustakaan BPK RI Virtual Tour

4,75

Very High

Mean

4,75

Very High

Conative Image

1

After using the Perpustakaan BPK RI
Virtual Tour, I would like to know more
information about the Perpustakaan
BPK RI

4,58

Very High

After using the Perpustakaan BPK RI
Virtual Tour, I was interested in visiting
the Perpustakaan BPK RI

4,09

High

(continued)
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Table 4. (continued)

No Indicators Mean Category
3 After using the Perpustakaan BPK RI 4,46 Very High
Virtual Tour, I want to spread
information and positive things about
the Perpustakaan BPK RI Virtual Tour
4 After using the Perpustakaan BPK RI 4,09 High
Virtual Tour, I am willing to recommend
the Perpustakaan BPK RI to others
5 After using the Perpustakaan BPK RI 4,58 Very High
Virtual Tour, I am willing to recommend
library virtual tours to others
Mean 4,36 Very High
Mean Valeu of Library Image Variables 4,58 Very High

Source: Researcher Processed Data, 2021

4.2 Pearson Correlation Test

The Pearson Correlation test was conducted to determine whether there was a relationship
and how strong the relationship was between the research variables. In the Correlation
Test, the research variables are stated to be related if the significance value is <0.05. To
determine the strength of the relationship between variables, the degree of relationship

is used [11], as follows: (Table 5).

Table 5. Degree of Pearson Correlation

Value of Pearson Correlation

Correlation

0,00-0,20 No Correlation
0,21-0,40 Weak
0,41-0,60 Medium
0,61-0,80 Strong
0,81-1,00 Very Strong

The following are the results of the Pearson Correlation Test of research variables,
which show that there is a “Strong” correlation or relationship with a positive direction

between the research variables: (Table 6).
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Table 6. Correlation test results of “Library Virtual Tour” against variable “Image Library”

Library Virtual Tour Library Image
Library Virtual Tour Pearson Correlation 1 JT8%*
Sig. (2-tailed) .000
N 385 385
Library Image Pearson Correlation TT78%* 1
Sig. (2-tailed) .000
N 385 385

Source: Researcher Processed Data, 2021

4.3 Simple Linear Regression Test

The Simple linear regression analysis is used to measure the influence of one independent
variable on the dependent variable [12]. This analysis is used to answer the hypothesis in
the study, that are “Library Virtual Tour has an effect on Library Image”. Furthermore,
the data obtained will be tested for hypotheses in the form of a t test which will show
the effect of the independent variable on the dependent variable. In conducting the t-test,
there are several steps that need to be carried out, namely (1) making a hypothesis, (2)
setting testing rules, (3) comparing t-count and t-tables, and (4) making decisions [13].

Table 7. Results of the “Library Virtual Tour” coefficient of determination calculation against
“Image Library”

Model Summary

Model R R Square Adjusted R Square Std. Error of the Estimate
1 7782 .605 .604 4.68573

a. Predictors: (Constant), Library Virtual Tour
Source: Researcher Processed Data, 2021

The Table 7 shows the effects of “Library Virtual Tour” on “Library Image”, where
it is known that the R Square value is 0.605, which indicates that “Library Virtual Tour”
affects “Library Image” by 60.5%.

The Table 8 shows the acceptance of the hypothesis in this study, that are the accep-
tance of Ha. Library Virtual Tour has an effect on Library Image. It can be seen by
comparing the value of t-count with t-table. The calculated t value obtained is 24.232,
this value is higher than the t table (n = 385, df = 383) which has a value of 1.966.
In addition, the level of influence of “Library Virtual Tour” on “Library Image” has a
positive direction of influence with a value of 0.539, which shows that every 1% addition
of the value of the “Library Virtual Tour” variable, it will affect the value of the “Library
Image” variable of 0.539.
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Table 8. “Library Virtual Tour” coefficient test against “Library Image”

Coefficients?
Model Unstandardized Standardized t Sig
Coefficients Coefficients
B Std. Error Beta
1 (Constant) 10.493 1.644 6.384 .000
Library Virtual .539 .022 178 24.232 .000
Tour

a. Dependent Variable: Library Image
Source: Researcher Processed Data, 2021

S Advanced Discussion and Analysis

5.1 Virtual Tour and Media Social Are Effective Media to Attract Young
Generation to Visit and Use Information Institutions (Libraries, Archives,
Museums and Galleries)

The survey on “Characteristics of Respondents” it is shows that the majority of respon-
dents are aged <21 years and 21-25 years who are students. These results are in line
with research conducted by Dateportal:digital Indonesia 2021 [14], which shows that
there are 202.6 million active internet users in Indonesia, of which 170 million are active
users of social media with the majority of users being aged 13-34 years (Kemp, 2021).
In addition, based on descriptive analysis, it is known that the conative image indicator
regarding the intentions or desires of users after using library virtual tours gets a score
with the “Very High” category, of course indicating that virtual tours are able to influ-
ence the younger generation to be interested in visiting, utilizing, and recommending
libraries. These results also certainly become a strong basis for information institutions
(Libraries, Archives, Museums, and Galleries) to start using, implementing, and improv-
ing information technology in carrying out business activities and promoting themselves
to the wider community.

5.2 Perpustakaan BPK RI Virtual Tour has a Very Good Quality and the Image
of the Perpustakaan BPK RI has a Very Good Image Based on User Rating

The Descriptive statistical analysis of the “Library Virtual Tour” variable got an average
value in the “Very High” category, this shows that the Perpustakaan BPK RI Virtual Tour
has very good quality, seen from each measurement indicator in the three virtual tour
quality dimensions (Content Quality gets “Very High”, System Quality scored “High”,
and Vividness also received “Very High”), including indicators regarding the quality of
virtual tour content which is very good because it is able to provide an overview and
collection information about the Perpustakaan BPK RI, has navigation that is easy to
move, and presents visual images and videos that look real.

Likewise, the results of the descriptive analysis of the variable “Library Image” which
get an average value in the “Very High” category, this also shows that the formation of the
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image of the Perpustakaan BPK RI gets very good results, seen from each measurement
indicator in the three dimensions of the library image. (Cognitive Image, Affective Image,
and Conative Image) get an average value in the “Very High” category based on user
ratings, including cognitive image indicators that let users know that the Perpustakaan
BPK RI has a clean and tidy environment, affective images that make users feel happy
when using virtual tours and feel that the Perpustakaan BPK RI will provide comfort
when they visit and use the library directly, as well as a conative image indicator that
shows that after using the virtual tour, users are interested in visiting the Perpustakaan
BPK RI even they are willing to recommend library virtual tours to others. Thus, it can
be concluded that the Perpustakaan BPK RI Virtual Tour is able to form a very good
user image (cognitive, affective, and conative) regarding the BPK RI Library or in other
words, shows that the Perpustakaan BPK RI has a very good image in terms of users.

5.3 There is a Strong Relationship with Positive Direction Between Library
Virtual Tour with Library Image

The Pearson Correlation test shows that there is a strong relationship with a positive
direction between “Library Virtual Tour” and “Library Image”. This can be seen based
on the significance value <0.05 which indicates that there is a relationship between
the two variables, besides the Pearson Correlation value of “Library Virtual Tour” with
“Library Image” is 0.778 which is included in the “Strong” category based on the degree
of relationship (Raharjo, 2017) with a positive relationship direction.

5.4 Library Virtual Tour Affects Library Image

The Simple Linear Regression Test shows that there is an effect of “Library Virtual
Tour” on “Library Image”. This can be seen from the t-count value of 24.232 which is
greater than the t-table of 1.966, where this result also indicates that the hypothesis Ha.
The Library Virtual Tour has an effect on the library image is accepted, the results of
the Correlation Test and Simple Linear Regression Test are also in accordance with the
research of Lee, et al. (2020), McFee, et al. (2019), and Kim, et al. (2017), where the
results of their study found that there is a positive relationship and influence of virtual
tours on images from the user perspective, both cognitive images, affective images, and
conative images. This also indicates that library virtual tours are not only able to shape
and influence user responses or assumptions about the library, but are also able to shape
and influence user behavior related to their future intentions and actions regarding the
library.

5.5 Constraints/Barriers in Utilizing the Perpustakaan BPK RI Virtual Tour

Based on the results of observations and utilization of the Perpustakaan BPK RI Virtual
Tour, found a technical error (error) from the Perpustakaan BPK RI Virtual Tour. This
can be seen from the information points provided that are not very clear and errors
(can be seen in the information point of the “Journal” section and the “Accounting and
Auditing” shelf, which provides information that is not so clear and even inaccessible
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to users) and also navigation that is not easy to access, not clickable and does not direct
the user to the next section (can be seen in the navigation to want to go to the 2nd floor
stairs). This fact becomes the basis for the Perpustakaan BPK RI to conduct a review of
the virtual tour that has been made, as well as carry out continuous improvement and
development. In addition, by looking at the fact that there is a relationship and effects
between the “Library Virtual Tour” on the “Library Image”, it also becomes a strong basis
that improvements and enhancements to the virtual tour are very necessary, because it is
able to shape the user’s image of the library, and also influences user behavior. against
the library.

The fact shows that there is a significant relationship and effects between “Library
Virtual Tour” and “Library Image”, which of course becomes a strong basis for infor-
mation institutions (Libraries, Archives, Museums, and Galleries) to start increasing the
application of information technology in adapting to current developments. This fact
also shows that virtual tours can not only be a means of promotion, but can also be
a medium of information, recreation and entertainment for the community, and this is
very important to be implemented and improved in information institutions, especially in
museums and galleries. By starting to implement and improve information technology,
especially virtual tours, it is able to become a progressive step for information institu-
tions to continue to survive, compete, and show seriousness to the wider community, that
information institutions are not only able to meet primary needs such as information,
but also strive to fulfill their recreational and entertainment needs of the community.

In addition, various facts found from research also show that by implementing a vir-
tual tour into the world of libraries, of course, being able to encourage the development
of the concept of digital libraries in the future. A digital library [15] is defined as “a
collection that focuses on digital objects, including text, video, and audio, which is also
related to access and retrieval methods, and has functions for selecting, organizing, and
maintaining collections” (Witten, Bainbridge, & Nichols., 2010), with the implementa-
tion of virtual tours in libraries, of course it will encourage the development of digital
libraries, which are no longer limited to library websites that provide virtual collec-
tions and services, but also allow users to navigate and interact virtual (such as utilizing
collections and virtual services) in real-time, so that the current pandemic (Covid-19)
is no longer an obstacle for libraries to continue to provide services excellence to the
community, especially the potential community of libraries.

6 Conclusions and Suggestions

This research contributes in 3 (three) ways. First, this study shows that the Perpustakaan
BPK RI Virtual Tour has very good quality and the Perpustakaan BPK RI has a very
good image based on user assessments, by adapting the virtual tour evaluation model
and Image Construction model, so that it certainly helps the Perpustakaan BPK RI in
evaluating the Perpustakaan BPK RI Virtual Tour in user perspective.

Second, the research shows that there is a significant relationship and influence
between the Perpustakaan BPK RI Virtual Tour and the Perpustakaan BPK RI image. It
can be seen based on the results of the analysis of the Pearson Correlation Test and the
Simple Linear Regression Test, which of course proves that the research hypothesis can
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be accepted, that are “Library Virtual Tour” has effects on “Library Image”. In addition,
this study also suggests that information institutions (Libraries, Archives, Museums, and
Galleries) need to implement and improve the application of information technology and
social media in carrying out their business activities, especially virtual tour technology,
which can not only be a means of promotion for institutions, but can also be an effective
information medium that is able to meet and satisfy the information, recreation, and
entertainment needs of users.

Finally, this research also contributes to the development of literature related to virtual
tours, especially in the field of libraries and library Image Construction. In addition, based
on the literature review that has been carried out in the study, this research is the first
study in evaluating library virtual tours from a user perspective that provides empirical
evidence to support research ideas. Therefore, this research is expected to be a reference
for further research in a wider scope.
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Abstract. Researchers wishing to study the Japanese visual media
domain do not currently have access to a large set of descriptive data
for analysis. To remedy this, the Japanese Visual Media Graph project
(JVMG) seeks to build a knowledge graph consisting of descriptive meta-
data sourced from various online fan communities, described using RDF
ontologies. To better understand how this informal, crowdsourced data
can be both described using a formal ontologies, and made useful to
researchers, this paper presents a summary of the properties of com-
munity data from a number of fan sites, and discusses the impact it
has on the creation of a unified dataset and on possible research use
cases. We find that the data sources are of high quality and coverage.
They complement each other well and our central ontology should enable
these connections between related resources across communities. Certain
niche research topics are enabled by the use of community created data
alone, but others encourage the incorporation of additional authoritative
sources.

Keywords: Ontologies - Knowledge graphs - Visual media - Fan
communities + Data integration

1 Introduction

Japanese visual media, such as animation, manga, and video games, is a topic of
interest for researchers of a variety of disciplines. As global interest in Japanese
visual media has grown commercially, so too has academic interest [1]. This
interest ranges from studying the domain broadly [2], to research on fandom
interaction with the domain online [3]. This latter group includes studies on the
utility of user-generated content [4], and intersects with more general studies on
fandom and participatory culture [5,6]. Those wishing to conduct data-driven
research on topics such as these are faced with the fact that there is no central
database on the domain and authoritative data, e.g. from libraries, is limited in
detail and coverage. On the other hand there are a lot of fan communities that
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create and curate a significant amount of unique and granular information on the
domain of Japanese visual media. But these communities are focused on different
aspects of the domain and while data across these communities often deals with
the same resources, the fact is that these draw from different data sources, use
distinct data models and vocabularies and describe the resources at different
granularity levels. This results in a level of heterogeneity that can be an obstacle
for researchers wishing to analyze the domain broadly, or who desire as much
data as possible. The Japanese Visual Media Graph project (JVMG)! seeks to
address these issues through the creation of a central knowledge graph which
combines data from multiple community providers and a unified, RDF-based
ontology.

Foundational to the creation of this knowledge graph is the collection and
analysis of descriptive data from a number of online fan communities. This not
only serves as a necessary step in the technical development, but also functions
as a type of limited domain analysis, resulting in a unified ontology that bet-
ter reflects the ways that different communities understand and describe their
data. Additionally, this allows for fundamental aspects and limitations of the
domain to be better communicated to researchers, such as levels of data quality
and authority, descriptive granularity of various resource types and entities, and
domain coverage, to better guide and inform their prospective studies.

In early phases of the project we identified and analyzed over 70 online com-
munity databases and selected several based on quality and quantity of data,
diversity in coverage and languages, and unique site-specific information. In
instances where the data was not already openly available, agreements on data
exchange were made, followed by the collection and processing of data for each
community separately. In order to preserve as much of the semantic richness and
diversity of the sources, a Resource Description Framework (RDF) based ontol-
ogy consisting of a class structure and vocabulary is created for each dataset.
The processing consists primarily of a transformation from the source formats,
typically SQL tables, to an RDF serialization based on the respective ontologies.
While more labor intensive than simply mapping the heterogeneous community
data to a central ontology, this provides several advantages[7]. Most importantly,
it means that the semantic richness of each source dataset is maintained, as the
meanings and constraints of individual properties reflect the original data, while
also allowing for easier alterations or updates based on changes made to the
original source data.

In this paper, we will provide an overview of the individual communities from
which data was collected in order to show how a more thorough understanding
of the domain based will both impact our unified ontology, and impact the types
of research and analysis that can be performed using this data.

2 Data Structures and Vocabularies of Community Data

Community data that the JVMG has already or seeks to incorporate into
its knowledge graph can be organized into three general categories. First,

! https://jvmg.iuk.hdm-stuttgart.de/.
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communities that cover the Japanese visual media domain broadly, or contain
data for the domain as part of a larger subset. These include the Media Arts
Database?, Wikidata® and AnimeClick*. Second are sources that cover a partic-
ular medium within the domain, such as anime or video games. Examples of this
type are AniDB®, and the Visual Novel Database®, for anime and visual novels,
respectively. The last group are communities that focus on a single aspect of
the domain, but without a medium restriction, such as the Anime Characters
Database’.

The communities we have collaborated with all offer large amounts of data for
different resource types, a varying but often high amount of descriptive granu-
larity, and structured, though informal, data models. To illustrate these aspects,
this section will feature a representative of each group and briefly discuss impor-
tant features of each, such as the coverage and scope, primary entities and rela-
tionships, and descriptive properties. A table summarizing the data quantity of
these three communities is shown in Table 1.

Table 1. Approximate quantities of sample community data.

Community Works | Characters | Tags | Producers
AnimeClick 120,000 | 102,000 5,000 | 67,000
Visual Novel Database 28,000 | 91,000 5,400 | 31,000
Anime Characters Database | 11,000 | 101,000 5,000 | 4,900

2.1 The Visual Novel Database

The Visual Novel Database (VNDB) is an online database for the visual novel
genre of video games. This community focuses solely on visual novels (VNs),
but features an extremely high granularity for most aspects of the genre, such
as creative works, characters, and contributors. Interestingly, this granularity
extends to the carriers of VNs (i.e. physical items for sale, or digital downloads)
rather than only the content, which is the primary focus of most other com-
munities. Both the content and carrier are represented by distinct entity types,
Visual Novel and Release, with each having its own set of distinct properties and
values. Content entities include those such as Characters and descriptive Trait
and Tags, along with entities representing contributor roles such as Staff and
Producer.®

2 https://mediaarts-db.bunka.go.jp/.

3 https://www.wikidata.org)/.

4 https://www.animeclick.it/.

5 https://anidb.net/.

5 https://vndb.org/.

" https://www.animecharactersdatabase.com/.

8 A description of the dataset, along with the RDF ontology created by the authors
for the VNDB is available at https://doi.org/10.5281/zenodo.5506936.
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Though the scope of VNDB is limited to a single medium, it is by far the
most thorough dataset for that medium. Both creative works and their contents
are described in extreme detail, and connections between relevant entities have
been established. Relationships between entities are plentiful, with all related
characters, releases, contributors, and other VNs being connected via a single
umbrella VN entity. The granular description of contents is perhaps the greatest
strength of VNDB, as the Tag and Trait hierarchies are robust, logically con-
nected, and occasionally informally defined through links to external resources,
primarily Wikipedia. Other communities may apply a trait such as “criminal”
to a character, whereas VNDB features the more specific “blackmails” trait,
which is a part of the “Engages In — Crime — Blackmail” hierarchy, is defined
via a scope note, contains a link to the Wikipedia article on Blackmail, and
provides “extortion” as an alias. This granularity extends to Tags attributed
to VNs, where the parent group “Theme” extends to “Drama-Health Issues—
Psychological Problems—Eating Disorder”. Though this hierarchy is not a tra-
ditional subject authority file, building formal vocabularies of descriptive tags
for niche mediums with user-generated content has previously been undertaken
[4]. While the focus on a single medium is a clear limitation for a database cov-
ering Japanese visual media broadly, and descriptive data regarding content is
arguably subjective, the opportunity to extend VNDB’s Tag and Trait hierar-
chy to a wide range of applicable Japanese visual media, along with its fairly
thorough coverage of an entire medium, are important reasons for its inclusion
in a unified community dataset.

2.2 The Anime Characters Database

The Anime Characters Database (ACDB) is a community database dealing pri-
marily with anime characters, though characters sharing an ‘anime aesthetic’
from other mediums, such as original art, video games, and manga, are also
included. ACDB refers to itself as a ‘visual search engine’, and indexes charac-
ters according to a specific set of traits, such as hair and eye color, age, and type
of clothing worn. This results in a uniform set of available traits for characters,
and less ambiguity due to the limited numbers of descriptive traits available,
but also results in a limited level of granularity compared to what a charac-
ter may receive on VNDB. For example, characters can have their general hair
length identified, but not a specific cut or style name. In addition to the central
Character entity are People entities that represent voice artists, Work entities
which are the source material for characters, and the descriptive Character Tag
and Series Tag entities describing characters and works respectively.”

Though descriptive granularity is limited when compared to VNDB, ACDB
contains data for a variety of mediums, and this has significant implications for
the types of relationships between entities in the dataset. While both VNDB
and ACDB contain relationships between creative works and characters, ACDB

9 A description of the dataset, along with the RDF ontology created by the authors
for the ACDB is available at https://doi.org/10.5281 /zenodo.5508699.
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covering a variety of mediums beyond VNs means that descriptive data applied
to a character is applied to many more instances of that character than those
in VNDB. Similarly, while both contain recursive relationships between creative
works, these relationships in ACDB extend beyond related VNs found in VNDB.
One unique outcome of this is that ACDB can connect Work entities represent-
ing specific medium instances to a Work entity representing a broad series or
franchise, something not possible in VNDB, as it by nature does not feature
entities representing multimedia franchises. While the descriptive properties are
still useful and do contribute unique data, relationships between entities are the
most significant contribution of ACDB to a unified community dataset.

2.3 AnimeClick

AnimeClick is an Italian language fan site for Japanese anime, manga, and live
action drama. The site is a general fandom wiki, and covers these mediums
broadly, without a particular focus. Data are represented by four primary entities
- Animation Work, Comic Work, Character and Staff. The Animation Work
entity includes various animated formats, such as TV series, films, or original
video animations, while Comic Works are primarily manga. The granularity of
the data varies between entity types, with work entities being fairly detailed, and
information on characters being more limited. Relationships between relevant
entities are present, including adaptations of Animation and Comic Works to one
another, and Characters to the Staff that voiced them. While some descriptive
data is of limited utility due to it being in Italian, there is also a significant
amount of useful language-agnostic data, such as episode counts, completion
statuses, and connections between related resources.®

AnimeClick’s dataset can be seen as a type of broad middle ground between
the types of datasets represented by VNDB and ACDB. While VNs are largely
absent from AnimeClick’s dataset, it does describe multiple mediums, similar
to ACDB. Descriptive granularity for characters is quite low, while works are
described in greater detail. AnimeClick also features the parent-child relationship
found in ACDB, connecting individual entities to a high-level franchise. Unlike
ACDB, relationships are also present between members of a given franchise, with
their relationship type defined, indicating sequels, prequels, derivative works,
etc. Descriptive data for mediums beyond those covered in VNDB, provided by
additional relationships between entities than those provided by ACDB, are the
primary contributions that AnimeClick provides to a unified community dataset.
Additionally, the ability to incorporate Italian data that is able to contribute
usable and relatable data to a largely English dataset encourages the inclusion of
other international communities, both for any additional data they may provide,
and to expand the audience of the JVMG database.

10°A description of the dataset, along with the RDF ontology created by the authors
for AnimeClick is available at https://doi.org/10.5281/zenodo.5508683.
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3 Discussion and Impact of the Data Analysis

After having summarized each community’s data in Sect. 2, this section explains
the impact that the analysis of the data has had, and continues to have, on the
ongoing development of the JVMG project.

3.1 Impact on the JVMG Ontology

The intention of the JVMG is to present a unified view on the domain of Japanese
visual media and as such a unified domain model is needed. The analysis of the
models derived from the fan databases has been very helpful in determining key
aspects of the unified domain model. In particular, analyzing VNDB revealed
that, while limited to only describing VNs and their contents, the granularity
was unmatched by other sources, even when compared to other sources, such as
Wikidata or the Media Arts Database. The benefits of this for researchers inter-
ested in VNs is clear, but immediate advantages for those interested in Japanese
visual media more broadly, or simply other mediums, are less so. However, the
phenomenon of multimedia franchises or ‘media-mix’ in Japan is extremely com-
mon, meaning a lot of VNDB’s data, particular for characters and producers,
can be used in conjunction with other datasets, once relationships between them
have been established. For example, the granular trait data based on a charac-
ter’s appearance in a VN may be able to be applied to the same character’s
appearance in a manga, anime, or live action adaptation.

The need to facilitate and establish relationships between communities were
also the takeaways of both the ACDB and AnimeClick datasets. Though descrip-
tive granularity from these communities is limited when compared to VNDB,
their inclusion of more media types and their ability to contribute unique data
means that the linking of data from communities is greatly expanding the
amount of information available to JVMG database users, and not simply provid-
ing redundant data from multiple sources. The media-mix mentioned previously
is again important here; opportunities for connections between related works,
creators, and characters from VNDB, ACDB, and AnimeClick are plentiful, so
long as relationships can be identified and established. The importance of these
relationships has informed the development of the JVMG RDF ontology, affect-
ing both its properties and classes. First, the vocabulary needs properties that
are able to link related entities. While this type of property is common in many
ontologies, such as the relation or isVersionOf properties from the DCMI
Terms vocabulary!!, the granularity of community data means that relation-
ship types are often defined, e.g. sequels, prequels, or adaptations. To maintain
the semantic richness of the source data, the granularity of relationship prop-
erties in our ontology should be equal to community data that the ontology is
describing. While relational properties can link related resources while maintain-
ing entity separation, combining related data into a single entity is beneficial for
the visual browsing of multi-community data via a single access point. Research

1 https://www.dublincore.org/specifications/dublin-core/dcmi-terms /.
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has shown that this is a preferred method for accessing a group of related media
by various audiences [8,9], and its use for Japanese visual media can be seen
online in Wikipedia articles that describe multimedia franchises rather than
single medium instantiations. The ontology should therefore also provide classes
able to represent a similar set of related data from varying mediums and entities.
This has been the subject of past research [10], and Sect.2 touched upon how
AnimeClick and ACDB have versions of this, but an extension of this concept
and its modeling in the JVMG dataset should be implemented. The merging of
data from multiple sources into franchise entities can also create problems relat-
ing to redundant or conflicting data stemming from communities using different
primary source data, differing transliteration styles for Japanese titles or names,
etc. Providing a way to mitigate these issues by creating properties allowing
for the labeling of specific data as ground truth, where it has been able to be
accurately identified, is also a feature that the ontology should support.

3.2 Impact on Researchers

The impact that community data has on research avenues was determined in
part by three primary researchers that are a part of the internal JVMG team,
and whose areas of interest include digital humanities and media studies. While
additional external researchers have been collaborative partners as the project
has progressed, with more planned in the future, feedback from these internal
researchers during ongoing development was helpful in guiding various factors
of the database; some of their findings and concerns are discussed here.

One example research question focussed on the relationship between charac-
ter archetypes and the audience. Here, the VNDB data proved extremely valu-
able, as this medium often deals with romance as a theme, with the player
taking the role of the protagonist. Due to the high granularity of the data, the
researcher was able to identify and define distinct archetypes through analyz-
ing co-occurring traits, and hypothesize the reasons for the frequency of certain
archetypes and the effects they may have on the audience. While the preliminary
analysis used only the VNDB dataset, it can be expanded on other media using
the connections between the data sources.

Another researcher conducting more broad data-driven research found that
despite the accumulation of multiple datasets providing a significant quantity
of granular data, issues still arose when attempting to definitively address their
various hypotheses. Research into topics such as the existence or lack of tempo-
ral changes in the relative frequency of shared character traits, and comparing
networks of creators of large multimedia franchises, were impeded by either a
limited level of data granularity, or by missing or conflicting data. These cri-
tiques suggest that the knowledge graph needs both additional granular data, as
well as some amount of authoritative data and quality control.

As we are constantly seeking to incorporate additional data into the JVMG,
the former of these concerns will hopefully be addressed as the project progresses,
but the amount of extreme granular data for Japanese visual media is often
limited, and there may simply be research questions that desire a subset of data



Exploring the Research Utility of Fan-Created Data 217

that is not readily available. With regards to data quality concerns, we have
already begun to address this through the inclusion of data from the Media Arts
Database (MADB). This source is a Japanese government funded database that
includes descriptive metadata for anime, manga, and video games. Unlike the fan
community data, MADB’s data is, depending on the medium, sourced directly
from producers, publishers, and library catalogues. While this will not result in
a lot of additional granular data, specifically for the contents of creative works,
it will be able to act as an authoritative source for important fields such as titles
and names, addressing some data conflicts between different communities and
acting as the source of ground truth mentioned in Sect. 3.1.

4 Conclusion and Future Work

In this paper, we have examined the current landscape of descriptive data for the
Japanese visual media domain from the perspective of fan communities online,
and the role that this data has had in informing the JVMG. We have identi-
fied three categories of fan communities and presented a representative example
for each. We have shown that the data models can be connected to merge the
information that is present in the individual datasets into a larger model. Also,
while some data might be redundant, given the diverse interests of the individ-
ual communities, a significant part of the data augments the other sources and
allows for the creation of a richer, more granular description of the included
entities. This better understanding of the domain informed key aspects of the
JVMG, including how the central ontology should enable as many meaningful
connections between community data as possible, and how we can better meet
the needs of prospective researchers by continuing to incorporate more granular
and more authoritative data into the knowledge graph.

Plans for future work are to address the issues revealed during the data anal-
ysis and impact assessments, i.e. concerns with data quality/authority, and the
ability to establish relationships between community data. A separate analysis
on data quality within the communities is currently underway, and the previ-
ously mentioned incorporation of the Media Arts Database dataset will directly
address some authority concerns. The identification of related data available to
connect is an ongoing process, and we are continuing to explore ways in which
this can be done. Matching fields such as titles and creators has been success-
ful, but we are currently exploring other ways to identify eligible data, such
as via characters or matching Wikipedia links. After additional data has been
connected and data quality further addressed, we hope to work with additional
outside researchers and collect more feedback to further expand and improve the
knowledge graph.
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Abstract. Digital libraries often contain many heterogeneous docu-
ments and cover a variety of topics. Computer generated virtual maps
of such collections can help to get an overview and explore the data.
The position of each document from the corpus on this virtual two-
dimensional map is determined by its semantic similarity to the other
documents. However, the computed layout of the data may not adhere
to the expectation of domain experts. To this end, we propose a novel
approach that enables users to interactively curate the layout of the data.
By dragging only a few documents on the canvas, the user can adjust
the computed layout to better reflect the expected interpretation of the
underlying data. We demonstrate the effectiveness and robustness of our
approach using a series of real world datasets.

Keywords: Artificial intelligence for digital libraries + Dimensionality
reduction - Data visualisation * Interactive machine learning

1 Introduction

Many digital libraries contain large numbers of heterogeneous documents cover-
ing a variety of topics. In order to get an overview and explore these collections,
suitable semantic representations are needed to allow intuitive visualisations
later. Deep learning methods provide one way to embed documents into semantic
spaces, where each document can be represented by a high-dimensional vector.
Vectors of semantically similar documents hereby reside closer to one another
in this space. In the context of digital libraries, there is a plethora of related
work on learning and applying representations for documents. High-dimensional
vector representations are utilised in explainable models to interactively gather
insights into a digital library [36,37], for visual search interfaces [25,34,38], as
well as for interactive clustering or classification [11,12]. Visualisations, such
as overview maps of an entire digital library, are powerful tools to explore the
data [15]. On such a map of a digital library, which we call the document land-
scape, each document is represented by a point on a two-dimensional canvas,
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such that semantically similar documents are near one another. The layout of
the points on the document landscape is typically done by a dimensionality
reduction algorithm that projects the high-dimensional representations into a
two-dimensional space, while preserving their pairwise cosine similarities as best
as possible. This process has several drawbacks: First, the dimensionality reduc-
tion inevitably looses information and usually only favours local similarities.
Second, the underlying data may be interpreted in different ways depending on
the use-case and fine-tuning the embedding model in an unsupervised setting is
also not possible. Once domain experts can explore the layout using an appro-
priate interactive visualisation, they may be able to suggest edits by dragging
documents to different locations to better fit their mental model based on their
valuable background knowledge. For example, assuming the documents mostly
consist of business reports, a financial expert may want to group documents by
industry sectors, whereas an environmental expert may prioritise geographical
and technological aspects. The ability to interactively curate the visualisation of
embedded documents is easier than, for example, developing a special document
embedding model for fiction novels that learns explicitly designed aspects [30].
Therefore, we propose to use an algorithm, that enables users to manipulate the
layout with only a few drag-and-drop edits of data-points. The algorithm should
update the layout accordingly, while preserving the overall arrangement where
possible. This reduces the manual effort to create usable maps of a dataset for
a specific use-case, as single edits are augmented. Such an algorithm needs to
take the intent behind a user’s edit into account. We define an edit to be the
action of dragging a single point on the map to a new location. There are three
fundamental intents, namely Separate, Merge, and Arrange.

In this paper, we propose ediMA P, which is based on UMAP [23] to augment
the curation of two-dimensional maps of data. The feedback provided by the user
by updating the position of a few data points on the map is used to update the
underlying similarity graphs and thus the two-dimensional layout of the data. We
demonstrate the effectiveness of our approach using several real-world datasets.

2 Related Work

Visualisations are valuable tools to explore digital libraries and gain insights in
an intuitive manner. In this paper, we focus on the computer assisted interactive
curation of map-like visualisations, which are two-dimensional semantic layouts
of a digital library. This form of visualisation has been used on text corpora in
different domains, for example in medicine [37], for climate change research [6],
and patents [16]. Pang et al. [27] found that transferring concepts and analogies
from geographic maps to these artificial maps helps users to get a better overview
of their digital library. Depending on the use-case, users may want to be able
to interactively manipulate the layout of the data. We identify three ways to
incorporate user feedback into the layout process. First, by preconditioning the
layout process. Therefore, dimensionality reduction algorithms either use (par-
tially) user annotated data [3,26], manually annotated pairs of very similar or
dissimilar items from the digital library [24], or the map is initialised by placing
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a few items on the empty canvas [31]. Second, by interactive model parametrisa-
tion, which allows users to update the layout by changing model parameters [32]
or composing a mixture of multiple models [14]. Third, by directly editing exist-
ing layouts, where users can manipulate the position of points in an existing
two-dimensional layout by dragging.

In this paper, we focus on the third way of incorporating user feedback.
Endert et al. [10] discussed interaction patterns for semantic landscapes. In their
work, they also proposed a framework of updating a force-based layout of the
data. Spathis et al. [33] use a very similar framework. They however use a neural
network to first replicate a reference layout provided by an arbitrary dimension-
ality reduction algorithm. Edits made by a user are then used to update the
model. Both these approaches are limited to handle only very small datasets.
Contrary to directly editing the landscape, Yuan et al. [18] proposed a dimen-
sionality reduction algorithm that can be influenced by combinations of quality
metrics. However, their goal is to optimise visualisations of multi-variate data
reduced to more than two dimensions. In either of these setups, a fundamental
requirement is the interpretability of the resulting visualisation as discussed by
Ding et al. [9]. Furthermore, Lespinats et al. [22] raised the question, whether it
is even possible to find faithful two-dimensional mappings of the originally high-
dimensional data. Bian et al. [5] avoid this issue by updating the input data
itself. Each edit done by a user in the two-dimensional visualisation produced by
multi-dimensional scaling of a pre-trained BERT model [8] is propagated back
to update the model’s last layer.

In our work, we acknowledge the fact, that a layout cannot preserve both,
the global and local similarities of all points. Especially in embedding models of
textual corpora, there are many ambiguities and overlapping word senses [4] as
well as semantic and syntactic subspaces [28]. Others argue that the concept of
proximity in a high-dimensional space may not be qualitatively meaningful [1]
or that the distribution of distances in this space is closely related, among other
characteristics, to the discriminability of the data [17]. Therefore it is essential
to identify different interpretations and aspects of the data a user intents to
prioritise by their edits. Kobak et al. [19] have demonstrated that dimensionality
reduction algorithms can be strongly influenced by their initialisation. User edits
could be incorporated in the initialisation to influence the overall result. This
approach would be limited to very coarse-grained changes to the overall layout.
Most of the recent state-of-the-art algorithms for dimensionality reduction are
based on a graph representation of similarity neighbourhoods: either by directly
embedding graphs using a neural model [35], manifold approximation [23], or
as most recently proposed by minimising distortion functions [2]. We utilise the
representation of the data as simplicial sets in UMAP [23] by updating the
simplices based on the similarity neighbourhoods affected by user edits.

3 Computer-Assisted Curation of Document Landscapes

The layout of a document landscape of a digital library is typically computed
by reducing the dimensionality of high-dimensional semantic representations of
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all documents from that library. We assume this set of high-dimensional vector
representations x; € X C R™ to be given. Dimensionality reduction algorithms
use a similarity metric, defined by a distance measure d(z;, ;) between high-
dimensional points, to compute a projection that faithfully preserves pairwise
similarities in the layout. This projection P : R"™ + R? maps each item z; to
its two-dimensional counterpart y; € Y. For the scope of this work, we assume
that such an initial layout already exists. Given the initial layout of the digital
library, a user curates the map by dragging points from their source location yy
to their target location yy. The proposed algorithm assists this curation process
by using these changes and computing an updated layout of the digital library.
Thereby, the updated layout should fulfil the following set of objectives.

1. A manipulated point should be positioned at or near the target location in
the updated layout.

2. The position of points in the proximity of the target location shall not differ
significantly from the initial layout.

3. Points in the proximity of the source location may also move to a different
location if necessary.

4. Changes to the general layout of the map shall be minimal to preserve the
user’s mental map of the data. This can also be referred to as stability or
robustness.

Note, that algorithms for assisting the curation process may not be able to
accommodate all these objectives, as the actually intended edit may contradict
some of these objectives.

Our proposed algorithm assisting the curation of document landscapes is
based on the popular UMAP algorithm [23]. The core principle of UMAP is to
use a network of similar items from the dataset to create the two-dimensional
layout of the data. The similarities are represented as a weighted network of items
that are neighbours in the high-dimensional space, so-called fuzzy simplicial sets.
A spectral embedding of this network is used to initialise the layout, which is
then fine-tuned with a force-directed layout algorithm.

We utilise this concept of manifold approximation and force-directed graph
drawing in ediMAP. Hereby, the edits to the document landscape suggested by
a user are used to update the similarity network. As shown by related work, the
starting point of any (re-)layout process has a significant impact on the resulting
layout [19,29]. By continuing to update the initial layout and only partially
changing the underlying similarities, we preserve the mental map of the data as
much as possible. Since we assume that only the layout of a digital library is
provided and not a fitted UMAP model, we first need to construct the normalised
similarity graph. The similarities are based on the distance measure d(z;,z;)
between high-dimensional vectors, each representing a respective document from
the library. Let N’ * be the set of k nearest neighbours of document z;. For each
x; € Nf , we add an edge (x;,x;) to the similarity graph. The edge weights are
defined as exp(—max{0, d(x;, z;) — p}/o), where p is the distance to the closest
neighbour to x; and ¢ the distance to the k-th closest neighbour to ;. Note, that
UMAP is actually defining o to be the smoothed k nearest neighbour distance.
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This similarity graph is based on the high-dimensional vector representations,
but should also reflect the proximity between documents in the initial layout,
as most dimensionality reduction algorithms commonly aim to preserve local
similarity neighbourhoods.

As a user moves a document x; from its source location y; in the initial lay-
out to its target location y;, we update the similarity graph as follows. First,
we determine the k& nearest neighbours Ngf of the manipulated document at
the target location 1;. As before, we add edges for each neighbour to the simi-
larity graph and weigh them by their normalised distance. This time, however,
we use the average of the normalised distances in the high-dimensional and two-
dimensional space. Using only either one space to determine the similarity weight
would either neglect the actual similarity in the semantic representation or what
the user actually sees while curating the document landscape. Furthermore, we
update the edge weights of the original neighbourhood of the manipulated doc-
ument x; in the similarity graph as follows. Edges, if they exist, connecting x;
to the k nearest neighbours z; € /\/;f at the source location y;, are reduced by
the factor £ € (0,1). All edges, apart from the aforementioned, connecting any
T € Nzﬁ are reduced by the factor of £2. This reduction of edge weights limits
the otherwise counteracting forces in the update phase of the layout. Further-
more, it could be exposed in a user interface for curating document landscapes
as a user defined parameter to influence, how much the documents in the source
neighbourhood should be moved along with the document that was edited.

Finally, we revise the layout of the document landscape using a force-directed
layout algorithm based on the updated similarity graph. For each node that was
affected by updating the similarity graph, we iteratively update the location of
the respective document’s position y; on the landscape over several epochs. In
each epoch of the layout optimisation, the location is updated to g; using

Yi=Yi— 1 Z w i~ 9y)
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where 7 is the learning rate, which decays with each iteration. Typically, force
directed layout algorithms require an additional repelling force. However, since
we only manipulate the locations of documents affected by the update of the
similarity graph and use all the remaining that are connected to these documents
in the graph as fixed references, we only need the attracting force defined above.

4 Evaluation

In this section, we apply our model for interactive dimensionality reduction to
several real world datasets. We simulate user interactions to measure how well
our model can fulfil the expectations and objectives we defined earlier across
several different setups. The resulting maps of the datasets are quantitatively
and qualitatively evaluated in a series of experiments.

For our experiments, we use six datasets with different characteristics: real
world datasets with multivariate, image, and text data, as well as an artificial
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dataset. This includes the well-known MNIST' dataset of written digits [21] and
the MNIST-1D? variant, which is derived from the original data but harder to
separate [13]. We also use FashionMNIST?, which contains greyscale images of
fashion articles like shoes and sweaters across ten categories [39]. Aside from
image data, we also use the multivariate Seeds® dataset [7]. It is comprised
of measurements of wheat kernels and thus provides intuitively interpretable
dimensions. Furthermore, we evaluate our approach on textual data using the
20-Newsgroups® dataset [20]. Real-world datasets often contain overlapping or
ambiguous latent aspects, which makes them difficult to use for evaluation. Thus
we generate the artificial Blobs dataset to control the latent aspects within the
high-dimensional space.

A . ®,
AL e
200F
= 55 g i N
R e
"
s 3 )
T .
.
h
& ?
(a) Blobs (b) 20-Newsgroups (tf-idf) (c) FashionMNIST

Fig. 1. Scatterplots of dataset layouts before (top) and after (bottom) curation.

We simulate user edits by moving one or more points with a specific label
towards the centroid of points with another label. In this way, we mimic the
user intent of merging two clusters of points. This procedure is repeated for dif-
ferent numbers of manipulated points and different sets of labels. In particular,

! http://yann.lecun.com/exdb/mnist/.

2 https://github.com/greydanus/mnist1d.

3 https://github.com/zalandoresearch/fashion-mnist.
4 https://archive.ics.uci.edu/ml/datasets/seeds.

5 http://qwone.com/~jason/20Newsgroups/.
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we simulate the following sets of edits: For the 20-Newsgroups dataset, we sim-
ulate edits with the intent to create a document landscape of four clusters of
messages. These four clusters are based on the respective subtopics of computer
(comp.*), recreational (rec.*), science (sci.*), and talk (talk.*). Similar to
the 20-Newsgroups dataset, we simulate a curation of merging clusters for the
Fashion MNIST dataset. Of the originally more fine-grained labels, the intent is
to form groups of articles, in particular footwear (sneaker, boot, sandal), tops
(tshirt, pullover, shirt, coat), and others (trouser, dress, bag). Lastly, for the
Blobs dataset, we simulate the intended merging of two clusters.

Note, that in an actual interface for curating document landscape, the data
may not be annotated as described here. We only use these datasets for a clear
definition of semantically similar groups of items in a dataset. Figure1l shows
the three datasets before and after applying edits and adapting the layout
with ediMAP. The artificially generated Blobs dataset has a clear separation
between differently labelled points in the initial layout. ediMAP is able to per-
fectly achieve the goal of merging the orange and blue clusters without altering
the location of any other points. When moving many points from different source
locations, as done for the 20-Newsgroups and FashionMNIST datasets, the indi-
vidual intents are hard to distinguish and many points overlap in the resulting
layout. To circumvent this issue, we split the edits across smaller batches and
do repeated partial updates. In these settings, adding a repulsion factor as in
traditional force directed layout algorithms may resolve this issue.

We also evaluate our approach quantitatively and compare the results to
1SP, a neural network based approach that learns to replicate the initial layout
and can be retrained after edits [33]. We improved the performance by adding
another term to the objective function of 4SP in order to stabilise the layouts.

Table 1. Displacement measures after updating the layout with iSP (left) and ediMAP
(right) based on simulated edits of 10% of points.

Blobs News Seeds MNIST MNIST1D | F-MNIST

ToTAL 0.41| 0.08| 0.50| 0.01| 0.45| 0.13| 0.43| 0.06 | 0.57| 0.06 | 0.36| 0.07
TARGET | 0.39| 0.09| 0.55| 0.00| 0.51| 0.25| 0.45| 0.08 | 0.59| 0.08| 0.33| 0.10
DisT 0.43| 0.39| 0.60| 0.26| 0.58| 0.22| 0.49| 0.17| 0.62| 0.13| 0.39, 0.24
DTT -0.39 | -0.03 | -0.27 | -0.06 | —0.23 | —0.04 | -0.29 | -0.01 | -0.12 | -0.02 | -0.31 | —0.02

Corresponding to the previously defined objectives for the updated layout,
we determine (1) the distance of the manipulated points between the target
location and their location in the updated layout (DisT); (2) the displacement
of points between the initial layout and the updated layout of points near the
target location (TARGET); (3) the difference between all pairwise distances of all
points in the source and target cluster, based on the label information, before
and after updating the layout (DT'T); and (4) the total displacement of all points
between the two layouts (TOTAL). Smaller numbers are better, DTT should be
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negative in most cases. However, since the overall purpose of our approach is to
update the layout, some movement has to necessarily occur. Thus, we exclude all
points from the calculations that were explicitly edited. All results are averaged
over multiple runs and normalised by the relevant total number of points and
the size of the respective landscape. We move randomly selected points that
have the same label towards the centroid of points that have a different label
and repeat this process for multiple pairs of labels. All values are normalised to
reduce the effect of different sizes of the initial layouts and the varying sizes of
the datasets. We list the results for all metrics and configurations after updating
the layout in Table 1. Here we can see, that the layouts updated using ediMAP
generally cause less displacement to the overall layout, as shown by the TOTAL
and TARGET metrics. Although iSP uses a mask to minimise the effect it has on
the general layout, there is still more movement overall. Both algorithms show
a similar performance in the DTT and DIST metrics, however ediMAP requires
less points to be edited to minise these numbers.

In conclusion, we were able to demonstrate that our proposed ediMAP algo-
rithm provides useful assistance for curating a document landscape. In judging
the performance of ediMAP or any other curation assistance it is important to
note, that identifying the intent of a user’s edit is almost impossible. Using only
the feedback of dragging a document to a new target location can be interpreted
in many different ways. With ediMAP, we focused on one aspect, the intent of
merging clusters of documents a user determined to be similar and were able to
show its effectiveness to achieve that goal.

5 Conclusion

In this paper, we presented an approach for the interactive curation of semantic
representations in digital libraries. Given a two-dimensional projection, which we
call the document landscape, our algorithm is able to assist the curation process
based on only a few suggested edits by a user. We described, how our ediMAP
algorithm uses a similarity graph to update existing layouts of document land-
scapes. Additionally, we improved a neural network based model from related
work to use as a baseline. In the evaluation on several real-world datasets, we
were able to demonstrate the effectiveness of our approach.

However, as discussed in the evaluation, identifying the user’s edit intent is
important, yet very challenging. Conditioning models on specific intents to gen-
erate several suggested updated document landscapes for a given edit will be
part of future work, along with an actual user interface. Intuitive and seman-
tically meaningful visualisations of digital libraries heavily rely on good high-
dimensional semantic representations of the documents. Utilising the user feed-
back given during the curation process could be propagated back to a representa-
tion model to improve the model itself, not just the 2-dimensional visualisation.
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