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Abstract. Background: Context modeling to support the elicitation of context-
aware functionalities has been overlooked due to its high complexity. To help
overcome this, we have implemented a data-driven process that analyzes contex-
tual data and generates data-driven context models. Objective: We aim at investi-
gating to which extent a data-driven context model supports the identification of
more complex contexts (i.e., contexts that combine several contextual elements)
and unexpected context-aware functionalities. Method: We used a one factor with
two treatments randomized design with 13 experienced software engineers. Given
a specific system-supported user task, the participants were asked to come up with
requirements that describe context-aware functionalities to improve the user task.
Results: Use of the data-driven context model increased the average number of
contextual elements used to describe requirements from 1.77 to 4.23. No partici-
pant from the control group was able to identify by themselves any of the contexts
included in the model. All comparisons between groups had sufficient effect size
and power. The participants regarded the data-driven context model as a useful
tool to support the elicitation of context-aware functionalities. Conclusion: The
data-driven context model has shown potential to support the identification of
relevant contexts for given user tasks.

Keywords: Context awareness * Data-driven - Model - Requirements -
Experiment

1 Introduction

Computers are part of everyday life and, in recent decades, have become increas-
ingly ubiquitous. The number of software-based solutions that surround us constantly
increases. Just to mention the mobile world, millions of apps are readily available in a
market where competitors yearn to release new features to their users as fast as possible
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— but not just any feature. Ideally, competitors want to deliver delightful features, which
amaze and capture their audience. These features fall into the category of unconscious
requirements [16]; as such, they are hard to elicit.

Context-aware functionalities are perceived as a way to delight users (e.g., [7,8,
15]). They consider context to produce a certain system behavior, typically a recom-
mendation or an adaptation. These types of features can be mapped to Dey’s defini-
tions of the context-aware features “presentation” and “execution” [5], respectively. The
elicitation of context-aware functionalities, in turn, demands context modeling, which
involves an analysis of the relevance of contextual elements (CEs) (e.g., [4,21]) and an
analysis of combinations of CEs (e.g., [4, 10]) for a given user task (e.g., [5,6]). Accord-
ing to practitioners, these are challenging steps and have been overlooked due to their
high complexity: In a scenario with dozens of CEs, identifying which CEs influence a
given user task, either individually or in combination with others, is time-consuming,
non-intuitive, and error-prone [6].

Data-driven approaches have been named as promising to improve requirements
engineering (RE) in general [14] and context modeling in particular [22]. Therefore, we
formulate the following research question (RQ1): To which extent does a data-driven
context model support the identification of more complex contexts and unexpected
context-aware functionalities? We implemented a data-driven context modeling pro-
cess to identify relevant contexts and create context models to support practitioners in
the elicitation of context-aware functionalities. We used our implementation to generate
a context model for the system-supported user task “create a comment” of DorfFunk!,
a communication app with characteristics of a social network that has approximately
25,000 active users. DorfFunk was developed and is maintained by Fraunhofer IESE.
In this paper, we report on a controlled experiment carried out to verify to which extent
the data-driven context model supports the identification of more complex contexts (i.e.,
contexts combining several CEs) and unexpected context-aware functionalities from
contexts that, without the data-driven context model, would require more time to be
identified.

This paper is organized according to the guidelines for reporting experiments in
software engineering proposed by Jedlitschka et al. [12]. It is structured as follows:
Sect. 2 discusses related work and summarizes the data-driven context modeling pro-
cess; Sect. 3 contains the plan for the experiment; Sect. 4 describes the execution; Sect. 5
contains the analysis; Sect. 6 discusses the results; and Sect. 7 concludes the paper.

2 Background

Proposals for representing context models concerning RE are diverse; however, the
challenge of identifying the relevant contexts remains high, independent of the chosen
representation, especially when the context modeling activity is performed by humans.
Alegre el al. [1], for example, surveyed existing RE modeling techniques for context-
aware systems and mention no data-driven approach. Data-driven approaches have been
used to improve context-aware systems, though: Saputri and Seok-Won [18] reviewed
the use of machine-learning techniques (which are data-based approaches) in self-
adaptive systems and found that in 41% of them, the purpose was to support modeling.

! https://www.digitale-doerfer.de/unsere-loesungen/dorffunk/.
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- _ day type = USER PREPARES coffee size =
location = HOME I——lmme =MORNING I——l WEEKEND COFFEE LARGE
time = USER PREPARES
focation = WORK H AFTERNOON » COFFEE

Fig. 1. Example of a data-driven context model.

Among these papers, only the work by Rodrigues et al. [17] is related to RE. In their
work, data mining was employed to identify relevant contexts for dependable systems,
which were later mapped manually to a contextual goal model [2]. Nonetheless, ad-hoc
context modeling has been the state of the practice [6].

In our approach, we implemented a data-driven context modeling process intro-
duced by Falcdo [7] that creates context models to support the elicitation of context-
aware functionalities. These models contain contexts that were found to influence a
given user task. We define “context” as a set of instantiated CEs. For example, given a
CE “time” and another CE “location”, examples of contexts include “afternoon” (1 CE:
Time), “home” (1 CE: Location), and “afternoon at home” (combination of 2 CEs: Time
and location). The more CEs we have in a context, the more complex the context is. In
the data-driven process, contextual data is collected from available sources based on the
user task in focus, and then processed to generate a context model. The data collection
is manual and the data processing (including the model generation) is automated. We
classified the CEs as continuous or categorical, and used statistical methods to search
for correlations among them. The outcomes were transferred to a diagram referred to
as “data-driven context model”, which is a directed acyclic graph with one root node.
Each path from the root node towards a leaf describes how a context influences a user
task of interest. Figure 1 shows an example. Consider that the user task is “Prepare a
coffee”. Each of the two paths contains a set of instantiated CEs (white boxes) that,
together, were found to influence the task (e.g., “When location = WORK and time =
AFTERNOON then user prepares coffee”, i.e., the context “location = WORK and time
= AFTERNOON” influences the user task “Prepare a coffee”, according to the model).

3 Experiment Planning

3.1 Goals
From RQ1, we derived the following study goals using the GQM template [3]:

Goal1 Increase the ability of practitioners to identify complex contexts to describe
context-aware functionalities from the point of view of the researcher in the
context of a controlled experiment with practitioners using a data-driven
context model based on DorfFunk data.

Goal 2  Improve the efficiency of the identification of relevant contexts from the
researcher’s point of view in the context of a controlled experiment with
practitioners using a data-driven context model based on DorfFunk data.

Goal 3  Improve the effectiveness of the identification of relevant contexts from the
researcher’s point of view in the context of a controlled experiment with
practitioners using a data-driven context model based on DorfFunk data.
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Goal4  Verify the usefulness of the data-driven context model from the point of
view of practitioners in the context of a controlled experiment with practi-
tioners using a data-driven context model based on DorfFunk data.

3.2 Design

The controlled experiment had a one factor with two treatments randomized design
[23]. The primary factor was the context modeling technique. The participants of the
treatment group were assigned to the data-driven context model, whereas the partici-
pants of the control group received the list of available CEs.

3.3 Participants

In practice, elicitation of context-aware functionalities is an activity that can be per-
formed by a large range of professionals, including requirements engineers, UX design-
ers, software architects, and developers, among others [6]. Therefore, we generalized
our population as software engineers with experience in information systems. No prior
experience in context awareness was required. We drew a convenient (non-probabilistic)
sample of it in the Information Systems Division at Fraunhofer IESE. We invited all 34
professionals in the division through a corporate email list. Participation was voluntary.
In order to motivate the invitees, they were informed that in the experiment they would
have the opportunity to learn about requirements elicitation of context-aware function-
alities and to participate in a practical activity about it. The informed consent form was
attached to the email. We had 21 volunteers, which was our initial sample size (it was
later reduced to 13 participants due to a deviation in the execution — see Sect. 4.2).

3.4 Participants’ Task

The participants were asked to create requirements in written form, in English, to
describe context-aware functionalities for one given system-supported user task of the
app DorfFunk. The control group participants were told that they were constrained to
stick to the list of CEs they had received to elaborate the requirements, whereas the
treatment group participants were asked to stick to using the data-driven context model
to elaborate theirs. Note that for the treatment group participants, using the data-driven
context model implied that they would be constrained by the same CEs available to the
control group participants. All participants were informed that there was no minimum
number of requirements they should create.

3.5 Hypotheses and Variables

— H1: Use of the data-driven context model influences the ability of individuals
to elaborate requirements with more complex contexts. The contexts used in the
requirements varied regarding the number of CEs they combined. We wanted to
check whether the requirements elaborated by the treatment group participants were
more (or less) complex, with complexity measured by the number of CEs combined
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to describe the context used in the requirement (see Goal 1). The independent vari-
able was the context modeling technique (ad-hoc or data-driven), and the dependent
variable was the number of CEs combined to describe the contexts of each require-
ment created by the individuals. The null and alternative hypotheses were formulated
as follows: H01 P M1 control = M1 treatment and H11 * M1 control 7é M1 treatment-

— H2: Use of the data-driven context model influences the efficiency of individuals
to identify the relevant contexts included in the data-driven context model. We
wanted to check whether the data-driven context model included relevant contexts
that, within a limited amount of time, would not be found by the participants of either
group (see Goal 2). The independent variable was the context modeling technique
(ad-hoc or data-driven), and the dependent variable was the percentage of relevant
data-driven contexts found by the individuals. The null and alternative hypotheses
were formulated as follows: Ho, : t2 control = 12 treatment a0d H1, @ f2 control 7
H2 treatment-

— H3: Use of the data-driven context model influences the effectiveness of individ-
uals to identify the relevant contexts included in the data-driven context model.
We wanted to verify whether the data-driven context model included relevant con-
texts that, within a limited amount of time, would be used more often by individuals
of either group (see Goal 3). The null and alternative hypotheses were formulated as
follows: H(]g * M3 control = M3 treatment and ng * M3 control 7& K3 treatment-

— H4: The data-driven context model is perceived by individuals as a useful
instrument to support the elicitation of context-aware functionalities. The data-
driven context model is a new artifact aimed at improving the way individuals elicit
context-aware functionalities. We wanted to verify how much the participants valued
it (see Goal 4).

3.6 Experimental Materials

Informed consent: The informed consent form contained partial disclosure of the
experiment in order to prevent undesirable change of behavior by the participants [23]%.
Briefing questionnaire: This contained three questions to characterize their profes-
sional experience. They were asked about the number of years of professional expe-
rience (less than 5 years, or 5 years or more), whether their professional experience
included requirements elicitation (yes/no), and to which role most of their professional
experience was related. Instructions about the data-driven context model: The treat-
ment group participants received in advance a PDF file introducing the syntax and
semantics of the data-driven context model they would use during execution of the
experiment. Introductory presentation: A set of slides introducing the participants
to the experiment was presented. The slides contained information about the concept
of context awareness, examples of context-aware functionalities in well-known appli-
cations, a description of context modeling activities performed to support the elicita-
tion of context-aware functionalities, and a presentation of the participants’ task in the
experiment. It included a video introducing the app DorfFunk, for which the partici-
pants were to create requirements. Data-driven context model: During the execution

2 All materials are available at https://doi.org/10.5281/zenodo.5090748.


https://doi.org/10.5281/zenodo.5090748

124 R. Falcdo et al.

of the experiment, the treatment group participants received a PDF file containing the
data-driven context model generated based on the analysis of contextual data of the
app DorfFunk, with focus on a specific user task. List of CEs: During the execution
of the experiment, the control group participants received a PDF file containing the list
of CEs they could use to elaborate context-aware functionalities. There were 15 CEs.
Debriefing questionnaire: Right after the participants had performed their task in the
experiment, they were asked to answer a debriefing questionnaire about the experience.
Three questions were posed to all participants: whether their task in the experiment was
clearly explained; whether the time they had to participate was adequate; and whether
they perceived their task as easy or not. They were also asked about how well they knew
the app DorfFunk, because we regarded the amount of previous knowledge about the
app as a possible confounding factor. The treatment group participants were asked addi-
tional questions about the data-driven context model they received to support the task.
For this purpose, we employed the UTAUT (Unified Theory of Acceptance and Use of
Technology [20]), tailoring the items to our case. Requirements validation checklist:
We defined and used a checklist to guide the validation of the requirements generated
by the participants in the analysis phase (see Sect. 5.2).

3.7 Procedure

The execution of the experiment was subdivided into three parts. In the first part, they
were introduced to the concepts of context awareness, elicitation of context-aware fea-
tures, and context modeling using the “introductory presentation”. Then, they received
a step-by-step introduction to the tool they would use to provide data during the exe-
cution of the experiment. At the end of the introduction, they were informed that the
specific system-supported user task they should try to improve using context awareness
was “create a comment”, and a story board illustrating the as-is situation of the system-
supported user task was shown. The user task was revealed only at the end of the intro-
duction in order to prevent the participants from thinking about possible context-aware
functionalities in advance. In the second part, the participants had 30 min to perform
their task (see Sect.3.4). When the time was over, they were informed and proceeded
to the last part, the debriefing questionnaire. At the end of the debriefing questionnaire,
the control group participants were told that some participants received different arti-
facts to perform the task, and were given the opportunity to download these artifacts,
namely the instructions about the data-driven context model and the data-driven con-
text model. Due to the COVID-19 pandemic [24], all sessions were performed online
via MS Teams®. In order to ensure that the same instructions would be provided to all
participants across the sessions, the instructions were written down before and read at
the time of the execution. After the completion of the questionnaire, they were asked to
keep the participation confidential, since other participants would join different sessions
in different date/times.

3 https://www.microsoft.com/en-us/microsoft-teams/group-chat-software.
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4 Execution

4.1 Preparation

Before the execution of the experiment, the participants were asked via email to answer
the briefing questionnaire about their professional experience (see Sect. 3.6). The input
was used to block participants before the randomization procedure. There were two
blocks: those with less than 5 years of professional experience (N = 6), and those
with 5 years or more of experience (N = 15). The other questions (experience with
elicitation and major role) were not used to block the participants because they led
to very small odd blocks in some cases, which would compromise the randomization.
Within the blocks, the participants were randomly assigned to either the control group
(N = 11) or the treatment group (N = 10). The treatment group participants received
an email with a set of slides containing instructions about the data-driven context model,
so they would know how to use it in the experiment. They were asked to read the
material before the execution and to keep all information confidential.

Next, all participants were asked to provide their availability to participate in the
experiment. Multiple time slots were offered over a period of two weeks. Based on
their responses, we prepared and executed eight sessions between 18 and 27 May 2021.

4.2 Deviations

On the first day (18 May 18 2021), there were two sessions, with 9 participants (p; —pg)
in total, 5 of them belonging to the treatment group. At the end of the day, we performed
a data validation to check the input provided by the participants. We noticed that the
treatment group participants had apparently deviated from their task, as the results indi-
cated that they did not use the data-driven context model as intended. Furthermore,
there was a question to be answered in the debriefing questionnaire on a 5-point Likert-
like rating scale about how clearly their task in the experiment was explained, and 60%
of the treatment group participants did not agree that their task was clearly explained.
In fact, one participant contacted the moderator via private chat during the execution
to ask how they should use the data-driven context model. In addition to that, we had
the chance to talk to one participant after the experiment and they confirmed that they
did not quite understand how they should use the data-driven context model to per-
form their activity. For this reason, we changed the procedure of the experiment for the
future treatment group participants: They would be explicitly introduced to the material
“Instructions about the data-driven context model” (see Sect. 3.6), which they received
before the experiment to read by themselves. For the control group participants, the pro-
cedure was not changed. In none of the remaining six sessions, participants from both
groups took part, so we could change the procedure for the treatment group participants
without having to reschedule sessions. As a consequence of the early data validation,
where some participants were found to have misunderstood the task, the data collected
should be considered invalid [23]. As we changed the instructions for the next treatment
group participants, we also removed from the analysis all 5 subjects who had received
the original instructions. Of these, 3 belonged to the less experienced block. The other
3 less experienced participants belonged to the control group, and were therefore also
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removed from the analysis; otherwise we would have had less experienced profession-
als only in the control group. For that reason, we were left with 13 participants (p4 who
participated in the first session, and po — p21 Who participated in the later sessions), all
of them professionals with 5 years or more of experience.

5 Analysis

We used quantitative methods to analyze the data. For the briefing and debriefing
questionnaires, we used central tendency and data visualization measures. The con-
texts used in each valid requirement were extracted. If these contexts contained any of
those included in the data-driven context model, the corresponding contexts included
in the models were classified as relevant data-driven contexts. Once the contexts were
extracted, we were able to calculate the average number of CEs in the context of each
group, as well as the effectiveness and efficiency of each participant in identifying the
relevant data-driven contexts. We compared both groups using statistical tests and ver-
ified the effect size using Hedges’s g, a d family effect size measure recommended for
small sample sizes [13].

5.1 Descriptive Statistics

Among the 13 participants, 12 (92.3%) reported that their professional experience
included requirements elicitation. Figure 2a shows the participants’ main professional
role, organized by group. There was a prevalence of RE-related professionals (require-
ments engineers, UX designers) in the treatment group. With respect to the participants’
previous knowledge about the app DorfFunk, Fig. 2b shows that the control group par-
ticipants were more familiar with it (more subjects were users of the app or even par-
ticipated in the development team).

We asked the participants to rate their agreement with the statement “My task in
this experiment was clearly explained”. For this purpose, we used a 5-point Likert-
like scale (Strongly disagree, Disagree, Neutral, Agree, and Strongly agree) and found
that 11 participants (84.6%) strongly agreed and 2 (15.4%) agreed (median = mode =
“Strongly agree”). Similarly, another statement was formulated with respect to the time
the participants had to perform their task (see Fig.2c). The mode and the median for
the control group participants was “Strongly agree”, whereas for the treatment group
participants, both mode and median were “Neutral/Agree”. Finally, a statement was
formulated to get the participants’ perception of the ease of their task. As can be seen
in Fig. 2d, the mode and the median for both groups were ‘“Neutral”’; however, for the
control group participants, the distribution of responses was spread wider, varying from
“Strongly disagree” to “Strongly agree”, whereas for the treatment group, it varied from
“Disagree” to “Agree”.

5.2 Data Set Preparation

The participants generated a total of 105 requirements; 55 (52.4%) came from the con-
trol group and 50 (47.6%) from the treatment group. Before carrying out hypothesis
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Fig. 2. Frequency of responses in the debriefing questionnaire.

testing, it was necessary to validate the requirements. As validation technique, we used
a checklist with quality criteria for requirements as presented by Pohl and Rupp [16].
According to them, this technique improves the reproducibility of the validation. Our
checklist covered the following quality criteria (derived from [16] and [11]), which were
applied sequentially:

1. Agreed: A requirement should be directly related to the system-supported user task
in focus. Moreover, it should describe a context-aware feature — in our case, either
a recommendation or adaptation based on the context. In total, 24 requirements
(58.3% of them from the treatment group) failed in this criterion, e.g., “The sys-
tem should ask the user to turn on the notification of DorfFunk when the user is
in the home network after 17:00” (no direct connection to the user task “Create a
comment”).

2. Feasible: A requirement should only use CEs available in the model; otherwise they
would by technically unfeasible. In total, 5 requirements (80% of them from the
treatment group) failed in this criterion, e.g., “User in the role of suggestion worker
should have predefined answers based on the content of the suggestion.” (The content
of the suggestion was not available).

3. Necessary: A requirement must be currently applicable to the app DorfFunk. In
total, 15 requirements (53.3% of them from the treatment group) failed in this crite-
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Fig. 3. Frequency of requirements after each validation step, by group.

rion, e.g., “If user is the author of a post, the system should set the type of post to
clarification when the user writes a new post for the same event, but allow the user
to change it if necessary”. (There is no post type “clarification”).

4. Complete: A requirement is described in such a way that no additional information
is needed to understand it. In total, 4 requirements (75% of them from the treatment
group) failed in this criterion, e.g., “The system should give a suggestion for content
type when posting a comment on an event”. (There is no information about what
criteria should be used to give the suggestion).

In the introduction of the experiment, the participants were indirectly informed
about the criteria 1, 2, and 4. After the validation steps, we had 57 valid requirements,
29.9% of them from the treatment group (see Fig.3). In this process, participant ps;
(treatment group) was removed because none of their 6 requirements were valid (two
were not feasible and four were not necessary). The validation was performed by the
first author, who is an experienced software engineer specializing in context awareness
and with a broad understanding of the app DorfFunk. Whenever doubts came up con-
cerning the criterion “necessary”, the opinion of the product owner was heard. Next,
we extracted the contexts of these 57 requirements and counted for each how many
CEs were used to compose the context. Then we checked which of these contexts were
included in the data-driven context model in order to define a list of relevant data-driven
contexts according to the participants. The number of CEs used to describe contexts as
well as the list of relevant data-driven contexts were used to support hypothesis testing.
Due to space limitations, the raw data is not included here?.

5.3 Hypothesis Testing

H1 (“more complex contexts”). The mean number of CEs that the control group par-
ticipants used to describe their 40 contexts was ti1 controi = 1.77 (SD = 0.80, min =
1, max = 5, median = 2), whereas the mean from the treatment group (17 contexts)
Was [ treatment = 4.23 (SD = 0.97, min = 3, maxz = 5, median = 5)°. We
applied the Shapiro-Wilk normality test to the distributions and rejected the hypoth-
esis of normality (control: W = 0.73036, p — value = 3.183e — 07; treatment:

* The anonymized raw data is available at https://doi.org/10.5281/zenodo.5090748.
3 For H1, H2 and H3, we used o = 0.05 as significance level and 8 = 0.2.
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W = 0.66011, p — value = 4.226e — 05). Then we applied the non-parametric
Wilcoxon rank sum test to compare the distributions and found that the difference
between the means was significant (p — value = 7.071le — 09); consequently, Hy,
can be rejected. The effect size was large (Hedges’s g = 2.84, 95% confidence interval:
2.06 to 3.62). We did a post-hoc power analysis and found power 1 — 3 = 0.9880658;
therefore, we can accept I1,. Conclusion: Individuals who had the model used more
complex contexts ({41 treatment > M1 control) t0 €laborate their requirements.

H2 and H3 (“efficiency”” and “effectiveness’). In total, 6 contexts included in the
data-driven context model were used by participants to describe their context-aware
functionalities. None of these contexts were found by participants of the control group,
SO 42 control = I3 control = 0%. The efficiency and the effectiveness of the treatment
group participants is shown in Table 1. The mean efficiency of the treatment group in
identifying the relevant data-driven context was 12 ¢reqtment = 36.6% (SD = 0.217),
whereas their effectiveness was 3 ¢reatment = 74.6% (SD = 0.347). As we cannot
assume normal distribution from the control group, we again used the Wilcoxon rank
sum test to compare the differences and found that Hy, and Hy, were rejected (p —
value = 0.002033 and p — value = 0.001645, respectively). In both cases, the effect
size was large (efficiency: Hedges’s g = 2.46, 95% confidence interval: 0.87 to 4.05;
effectiveness: Hedges’s g = 1.74, 95% confidence interval: 0.33 to 3.14). We did a
post-hoc power analysis and found for efficiency power 1 — 3 = 0.9556588, and for
effectiveness power 1— (3 = 0.7392546; therefore, we can accept H;,, and cannot accept
H,,. Conclusion: Individuals who had the model were more efficient (13 treatment >
143 control)- NO conclusion can be drawn about effectiveness.

H4 (““a useful instrument”). With respect to the usefulness of the data-driven context
model, the participants provided their perception regarding 18 statements adapted from
UTAUT [20], covering the following aspects: performance expectancy (PE, 3 ques-
tions), effort expectancy (EE, 4 questions), attitude toward using technology (AT, 4
questions), self-efficacy (SE, 4 questions), and anxiety (AX, 3 questions). We coded the
answer options numerically (1 to 5). We reversed the code in item AT.1 of aspect AT,
and in all items of aspect AX, for they were stated in a negative way. Figure 4 shows
the distributions of the responses of each aspect.

Table 1. Efficiency and effectiveness of the treatment group participants.

Participant ID | Modeled Total contexts | Efficiency | Effectiveness
contexts used | used

pl6 1 3 16.7% 33.3%

pl7 3 3 50% 100%

pl8 1 1 16.7% 100%

p19 2 5 33.3% 40%

p20 4 4 66.6% 100%
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Fig. 4. Participants’ assessment with respect to usefulness of model.

Table 2 shows the scores of each aspect and their reliability. The item scores were
calculated based on the mean value of the participants’ ratings; the aspect score was
calculated as the mean of the item scores composing each aspect. To verify the reliabil-
ity of the scores, we calculated their Cronbach’s alpha, which was higher than 0.7 for
PE, AT, SE, and AX, hence acceptable [9], whereas for EE it was not acceptable. Con-
clusion: Apart from the aspect Self-efficacy (SE), all aspects had high scores (> 0.4),

meaning that the participants evaluated the model positively.
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Table 2. The five investigated aspects of usefulness of the data-driven context model.

Aspect Item |Item |Aspect |Cronbach’s
score | score alpha

PE - Performance expectancy PE.1 |48 |4.6 0.778
PE2 |44
PE3 4.6
EE - Effort expectancy EE.1 |3.8 |4.05 0.468
EE.2 |42
EE.3 | 3.8
EE4 | 4.4
AT - Attitude toward using technology | AT.1 |5 4.34 0.804
AT2 |42
AT.3 |3.8
AT4 |44
SE - Self-efficacy SE.1 |32 [3.75 0.752
SE2 |44
SE3 |44
SE4 |3

AX - Anxiety AX.1|38 |42 0.903
AX.2|4.6
AX.3 |42

6 Discussion

6.1 Evaluation of Results and Implications

The data-driven context model (and the process that creates it) is not about complete-
ness: There is no claim suggesting that all relevant contexts for the user task in focus
would be included in the model. Furthermore, these contexts were not said to be nec-
essarily better than others. The point is that the data-driven context model is able to
provide shortcuts in the solution space of a complex activity: context modeling. We
confirmed in the experiment that, with its support, individuals were able to find some
unexpected contexts — and to do so faster, for with unlimited time, we expect that indi-
viduals would eventually find these contexts anyway (which is a hypothesis to be inves-
tigated). As participants who used the data-driven context model were able to elabo-
rate requirements with more complex contexts, we accepted H1. Our findings back the
results of a previous empirical study performed by Falcao et al. [6], where they found
that practitioners regard the analysis of combinations of CEs as a highly complex activ-
ity. We observed this in our experiment, as a significantly lower number of CEs were
found in the contexts of the control group. In addition, this shows that the data-driven
context model contained meaningful contexts with a larger number of CEs.
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We measured the participants’ efficiency and effectiveness in finding relevant data-
driven context models included in the model. Although we had expected that the treat-
ment group participants would perform better since they received the data-driven con-
text model, we assumed that some of the contexts found in the data-driven context
model would be “too obvious”, and therefore participants of the control group would
be able to identify them despite not having received the data-driven context model (and
this expectation would be even higher if we knew in advance that the control group par-
ticipants had better background knowledge about the app DorfFunk — see Sect. 5.1). For
this reason, it was unexpected for us that not a single control group participant was able
to identify by themselves any of the contexts included in the data-driven context model,
which led to zero efficiency and zero effectiveness in identifying such contexts. It is
worth noting that the result would be the same if we had considered all requirements
generated by the control group before reducing the data set as presented in Sect.5.2.
Therefore, the treatment group participants were more efficient in finding relevant con-
texts included in the data-driven context model, which speaks (at least partially) in favor
of the representation of the model and its content. We also found higher effectiveness,
but without statistical power, which we believe was due to the sample size, since the
effect size was large.

In fact, in all tests performed (H1, H2, and H3), the effect size can be consid-
ered large (according to Kampenes et al. [13]); however, for effectiveness (H3), it is
worth noting that the 95% confidence interval ranged from small (g < 0.376) to large
(g > 1.002) effect sizes, and we could not accept H,. This may have been caused by
participant p1g, who created 3 valid requirements, but 2 of them could not be directly
mapped to the data-driven context model, even though they were clearly inspired by
contexts presented in the model. This added to the practical utility of the model, but
is not captured by the pragmatic evaluation we chose (e.g., in one case, pig cleverly
inverted a context described in the model to describe a context-aware functionality). In
order to be consistent with our analysis procedure and give less room to subjectivity,
we did not include such cases in the baseline of relevant data-driven contexts.

We generally found a positive trend towards acceptance of the data-driven context
model in all aspects investigated, as can be seen in Fig. 4. One exception could be the
aspect “self-efficacy”, which had the lowest score. To a certain extent, it reflects our
need to adjust the procedure after the first two sessions of the experiment (see Sect. 4.2),
as we realized that the participants needed additional explicit instructions to understand
how to use the data-driven context model. With respect to effort expectancy, the aspect
whose reliability was not acceptable (see Sect.5), we found the cause in item EE.1,
which referred to how clear and understandable the usage of the data-driven context
model would be. If EE.1 was removed, the aspect score would be 4.13 and the reliability
would be acceptable (0.733).

Regarding RQ1, we conclude that the approach supports the identification of more
complex contexts as well as unexpected functionalities. In a practical setting, we think
the data-driven context model should be used to support creativity group sessions, pro-
viding individuals with triggers and input that can be copied as-is, combined, or trans-
formed (the basic elements of creativity [19]) to generate new ideas — as happened, for
example, with participant p;¢. Working together, individuals will be in a better position
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to evaluate the meaning of contexts, judge their value, discard what is irrelevant, and
leverage the shortcuts to insightful contexts provided by the model. Although, on the
one hand, the automated process helps people identify some relevant contexts faster, on
the other hand human participation remains a fundamental piece in the validation and in
the creativity steps that follow context modeling. Moreover, we expected the outcomes
to be more sound when contextual data is collected with context modeling in mind (in
the experiment, we used available data for the sake of convenience) and when more CEs
are included in the analysis, which is expected in a smart scenario [6,7].

6.2 Threats to Validity

Construct validity: Mono-operation bias: All participants performed the same task
within the context of the same application, meaning that the results can reflect the partic-
ularities of the specific setting. Confounding constructs or level of constructs: The data-
driven context model was created based on available CEs. A lower effect is expected, as
fewer CEs were involved, whereas the results may be more pronounced, as more CEs
were included in the analysis. Restrict generalizability across constructs: The process
of generating the data-driven context model may have had an impact on the overall effi-
ciency of the elicitation process. Internal validity: Interaction with selections: In the
random assignment of participants to groups, those with major background experience
in RE-related roles were concentrated in the treatment group, which may have bene-
fited the group. On the other hand, the control group had participants with more prior
knowledge about DorfFunk, which could also have been advantageous for the group.
External validity: Interaction between selection and treatment: It is possible that the
selection was not representative and the results are not generalizable, given the number
of participants and the sample strategy. Moreover, if participants with particular exper-
tise in the elicitation of context-aware functionalities had been involved, the outcomes
might be different. However, such professionals belong to a hard-to-spot population
[6]. Conclusion validity: Reliability of measures: The participants provided written
requirements, and there was a manual activity to prepare the data set (see Sect.5.2),
extract contexts from the requirements, and count the number of CEs of each context.
Mistakes in these manual steps, especially in the preparation of the data set, may have
compromised the conclusions. Experimental setting: The experiment was performed in
online sessions via the Internet. In such settings, it is harder to check the participants’
compliance with the procedure, in particular to ensure that they focus exclusively on
the activity during the experiment.

7 Conclusion and Future Work

Context modeling to support the elicitation of context-aware functionalities is a needed
but rather overlooked activity due to its complexity, especially concerning the anal-
ysis of relevance and combinations of contextual elements. We implemented a semi-
automated data-driven approach to analyze contextual data and generate context mod-
els that revealed relevant contexts that influence a given user task of interest. We used
data from an app in use to create a data-driven context model. In this paper, we reported
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its evaluation in the context of a controlled experiment with experienced software engi-
neers. The results showed that participants using the data-driven context model were
able to describe requirements with more complex contexts, while participants without
the context model were not able to identify any of the relevant contexts included in
the model. Moreover, participants using the data-driven context model regarded it as a
useful instrument to support the elicitation of context-aware functionalities. To the best
of our knowledge, this paper contributes the first controlled experiment evaluating the
usage of data-driven context modeling on the elicitation of context-aware functionali-
ties.

A limitation of the data-driven approach is that it can only draw conclusions from
existing data, and the universe of relevant combinations of CEs is much larger than what
can be inferred via data analysis. Therefore, it must be clear that the data-driven context
model reveals some relevant contexts, but never all of them. The data-driven context
model anticipates the identification of relevant contexts for a given user task, mean-
ing that part of the time-consuming work of analyzing relevant combinations can be
skipped. Nonetheless, implementing the data-driven context modeling approach intro-
duces effort as well; however, this is operational effort, which takes place in polynomial
time, taking the list of CEs as input, whereas the analysis of relevant combinations is
creative work requiring exponential time with the same input.

We want to run the experiment again with less experienced participants in order to
check whether it can attenuate the experience factor in the elicitation of context-aware
functionalities. We also consider it essential to generate the data-driven context model
using a different application in order mitigate the mono-operation bias. Furthermore,
we want to perform a case study where the participants would work together to create
context-aware functionalities based on the data-driven context model. Finally, we plan
to modify the data processor using different algorithms and evaluate which strategy
reveals more relevant contexts — which might lead to a multi-strategy approach.
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