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Abstract. Extract summarization algorithms help identify significant informa-
tion from the news by extracting meaningful sentences from the original text. The
information background existing at the time of the news release often significantly
affects its content. Such background can distort the text summarization algorithm
working results. The study was conducted with the example of the theme “coro-
navirus” (COVID-19), which at the time of the study was one of the main topics
in news feeds. Experiments were carried out on sports news articles, concerned
football. This news area was selected because it is not related to medical topics.
The TextRank algorithm for sport news extraction was applied in two ways. First,
the key information from the source text of news was extracted. Then, a list of
the COVID related words was created and the key information from news without
considering words from this list was extracted. Our approach showed that men-
tioning a popular theme such as COVID that is not related to sports can have a
negative impact on the text summarization algorithm. We suggest that to obtain
accurate results of the algorithm operation, it is necessary to first compile a dic-
tionary of terms related to the coronavirus theme and then exclude them when
identifying the main content of news texts.
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1 Introduction

The problem of texts summarizing is important because of the ever-growing flow of
information. Text summarization systems extract brief information from it. Using the
resulting summary, the users can select the news related to their needs. Note that, influ-
encing factors for content of news feeds are e.g. specifics of the area and information
background relevant at the time of news are published. In usage of automatic text sum-
marizing one needs to realize that temporary information background is influencing the
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results and also that results will be affected if it is applied to texts that do not take into
account words related to such background.

At the present time coronavirus (COVID-19) is a major theme in news. Effect of
coronavirus to media space has been interest of several researchers (see e.g. [1–4]. This
has influenced e.g. the area of fakes news [1] and it has had an impact on financial
markets [2, 3].

In this paper we are interested in examining: 1) Has coronavirus theme a significant
semantic impact on the content of news; 2) Does coronavirus theme affect the results of
summarizing news text algorithm?

2 Research Method

Research on Automatic Text Classification (ATC) can be traced back to seminal work
of Luhn [5]. First studies were mainly centered on text categorization [6, 7]. Theoretical
approaches for automatic indexing were developed in the 60’s by several authors. For
example in [6] proposed probabilistic approach using clue-words derived using frequen-
cies with subject categories. Factor analysis is used in [7] and discriminant analysis for
automatic indexing is used in [8]. Due to increased computational power in the late 90’s
research in the area started to shift from rules based on expert knowledge to learning
based methods and machine learning based approaches started to emerge for solving
text classification tasks. These include e.g. k-nearest neighbors [9, 10], decision trees
[11], Bayesian classifiers [9, 11] and boosting methods such as AdaBoost [12].

There are two major categories of text summarization – Extractive and Abstractive
Summarization [13]. Extractive summarization methods are based on extracting several
parts, such as phrases and sentences from a text and stack them together to create a
summary. These methods select the most significant words or sentences from the text.
The other type, Abstract summation, uses advanced NLP techniques based on recurrent
neural networks to create a new resume.

The aimof this article is to identify the influence of the current coronavirus news topic
on the text summarization algorithm. Therefore, abstract summarization algorithms are
irrelevant in this case, since they are based on memorizing certain sequences of words.
This creates a serious obstacle for creating a model that does not take into account
coronavirus theme. In our study we use the extractive summarization algorithm based
on the graph approach. In [14, 15], extractive summarization is used to extract keywords.
In our research, we need to extract the entire sentences to reveal the key idea embedded
in the text. In [16], a comparison of PageRank algorithms and Shortest-path algorithms
is made. Authors note that the PageRank algorithms do not depend on the language
specifics, and the Shortest-pathAlgorithmgenerate summaries, which is not so “smooth”
to read as a manually written summary.

In this study, a TextRank algorithm based on an extractive approach was constructed.
This algorithm was originally proposed by Balcerzak et al. [17, 18]. It is based on
the principles of the more famous PageRank algorithm [19], which is mainly used for
ranking web pages in online search results. PageRank is a link analysis algorithm that
assigns a numerical weighting to each element of a hyperlink document set, to measure
its relative importance within the set. The algorithm can be applied to any collection of
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objects with mutual quotes and links. In [20], experiments were carried out on extraction
to determine the reliability of web content (for identifying web content credibility).
Although the method did not show top quality, the authors note that it can help with
manual evaluation.

TextRank algorithmworkswith the same principle, but uses sentences instead of web
pages. The similarity level between any two sentences is equivalent to the probability of
clicking on a web page. In our study cosine distance was used for similarity calculations.
Each word was matched with a numeric vector of a fixed dimension so that the words
close in meaning correspond to the vectors close in meaning. Then to get a general
sentence vector, the vectors of all the words in the sentence were summed up and divided
by the number of words. The coefficients of similarity for each pair of sentences is stored
in a square matrix, which is used to build the graph for analyzed text.

Thus, the stages of the TaxtRank algorithm are the following:

1. Split the text into separate sentences.
2. Find a vector representation for each sentence.
3. Calculate the similarities between sentence vectors and put them to the matrix.
4. Transform the similarity matrix into a graph with sentences as vertices and similarity

estimates as edges.
5. Calculate the rank of sentences using a graph.
6. Form the final summary with a certain number of top-level ranking sentences.

3 Data Sources and Modelling

In our study, we experimented with a collection of texts from sports news articles, con-
cerned football. We collected the data from a Russian-language sport information source
[21]. We wanted to explore how the coronavirus theme affects the news feed in a partic-
ular area that is least related to medicine sphere. The corpus of 30,000 news published in
the period from 07.09.2019 to 25.04.2020 was collected to create a dictionary containing
vector representations of words to form a matrix of similarity of sentences. For this we
used the standard libraries of Python programming language (such as nltk, nltk.tokenize,
genism.models, rusenttokenize and so on) and developed our own functions for data
collecting, processing, and algorithm constructing.

The next important step before building the model was to clean the texts. We created
a function for clearing texts, which included the use of both the built-in stop-word library
and regular expressions written for processing Russian-language texts, comprises:

• lowercase translation of texts,
• deleting all characters except Russian words,
• deleting stop words,
• deleting short words (less than 3 letters in length).

As a result, we compiled the dictionary with 91825 words mapped each word to
a vector of dimension 100, using the Word2Vec library. In particular, the word coron-
avirus corresponds to the following top 10 words in the collected corpus, the degree of
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compliance (probability of being in one sentence) is indicated in brackets1: test (0.890),
positive (0.858), passed (0.848), suspicion (0.809), passed (plural, 0.797), discovered
(0.784), condition (0.781), relative (0.777), informal (0.774), confirmed (0.771).

Figure 1 created using the T-SNE dimension reduction method [22], shows groups
of tokens (words) similar in meaning.

Fig. 1. Displaying word vectors with T-SNE algorithm. Examples of two groups of words are
shown: words related to the “coronavirus” theme and words related to the “tournament table”
theme.

Described procedure allows us to create a commonvector for each sentence fromana-
lyzed texts. For these texts we built the graphs, using the TextRank algorithm discussed
above to get a ranking of sentences.

Thus, our algorithm extracts the key information from the textwhere sentence vectors
are based on allwords from the created dictionary. Tomore thoroughly test the hypothesis
about the impact of the coronavirus theme on the algorithm, we compiled a list of
words that contained the major words associated with this virus: “coronavirus”, “virus”,
“pandemic”, “infection”, “lethal”, “disease”, “patient”, “death”, “died”, “discovered”,
“symptom”, “suspicion”, “quarantine”2. Then we implemented the same algorithm, but
do not consider words from the created list in sentence vectors. We did not remove
all sentences related to the virus theme from the news, but rank sentences according
to the algorithm without taking into account the most popular words associated with
coronavirus theme in them.

4 Results and Discussion

We tested each algorithm on original sports articles included a coronavirus theme. We
considered the two most popular sentences of texts that should determine its content. To

1 In the original corpus, these are Russian words.
2 In the original corpus, these are Russianwords in different forms (noun cases, verb conjugations
etc.).
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identify the most significant sentences from the text, we developed a web service that
gives as an output results of both algorithms.

First, we illustrate our approach with the four following texts (analyzed texts in
original language are presented in Appendix):

Text 1: {1} To complete the English championship, teams will have to play on neu-
tral fields, the BBC reports. {2} The Season was interrupted because of the coronavirus
pandemic. {3} It is reported that up to 10 stadiums will be needed to continue the tourna-
ment. {4} The Premier League Will also need up to 40,000 coronavirus tests for players
and club employees. {5} Earlier, the clubs expressed their readiness to continue the
championship when it is possible. {6} According to the source, the resuming football
process tournaments in England will be lengthy. {7} Its timing has not yet been deter-
mined. {8} It is Planned that the matches will be held without spectators. {9} According
to AR, the tournament can start on June 8. {10} According to Worldometer, the total
number of people infected with coronavirus in the world has reached 3402886. {11}
239653 deaths were Recorded, and 1084606 people recovered.

Text 2: {1} Romawill suffer serious financial losses at the end of the 2019/20 season,
Calciomercato reports. {2} According to the source, the Rome club will suffer losses
of $110 million. {3} It is reported that this is due to the financial crisis caused by the
coronavirus pandemic. {4} “Roma did not manage to reduce losses even though the
salaries of players and staff were reduced. {5} According to the latest Worldometers
data, there are 203,591 cases of coronavirus infection have registered in Italy. {6} 27682
deaths were recorded, and 71252 people recovered.

Text 3: {1} Spain’s health Minister, Salvador Ilya, believes that football matches
in the country will not be resumed until the summer. {2} Competitions in Spain were
suspended due to the coronavirus pandemic on March 12. {3} – It is reckless to say
that football will return before the summer – quotes AP El Salvador Ilya. {4} – We
continue to monitor the evolution of the virus. {5} Recommendations will show how
life can return in original areas of activity. {6} According to Worldometers, the world
revealed 2977188 cases of infection with coronavirus. {7} 206 139 people died, 874587
recovered. {8} Spain is one of the most affected countries. {9} It recorded 226629 cases
of infection, 23190 cases were fatal.

Text 4: {1}BorussiaMonchengladbach released a special version of the club’s t-shirt.
{2}All themoneywill be used to supportmedical personnel fighting the coronavirus. {3}
Purchase is only possible through an online store. {4} Almost all sporting events were
postponed or canceled because of the coronavirus epidemic. {5} According to Worl-
dometer on the night of May 1 to 2, the coronavirus was confirmed in 3,389,933 people
worldwide. {6} Dead – 239029, recovered – 1076487. {7} According to Rospotrebnad-
zor, in Russia on the day of May 1, a total 114431 cases of coronavirus were registered
in 85 regions. {8} Over the entire period, 1169 deaths were recorded, and 13220 people
recovered.

Results from the created algorithm to four texts above are presented in Table 1. In
the Table 1 two most important sentences are reported from both cases, news items for
text including and excluding the coronavirus theme.

As we can see applying algorithm to news content without words related to coron-
avirus allows indicate in texts 1–3 a significant information. For example, the sentence
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Table 1. Results of algorithm application to four texts.

News Content with all words Content without words related to
coronavirus

The most important
sentence in the text

The second in
importance

The most important
sentence in the text

The second in
importance

Text 1 {2} {6} {9} {6}

Text 2 {3} {5} {4} {3}

Text 3 {4} {8} {8} {1}

Text 4 {5} {7} {5} {3}

{9} in news 1 gives informationwhich can be used for decisionmaking, but sentence {2}
gives only part of important information. Applying algorithm to original texts in gives
noisy information: sentences {5} and {4} respectively. We can note that in news 4 (see
Table 1), the sentence related to the coronavirus theme that is not important within the
meaning of the news remained in the top. In many cases sentences related to coronavirus
remain after deleting the created word list. Sometimes the algorithm pays attention to
other words in such sentences that may also be significant for it and it focuses on words
that go in combination with words associated with the virus. Examples of such words:
“world”, “confirmed”, “crisis” and others. These words can’t be discarded from texts,
because they can also appear in another context.

Result for Full Dataset. We analyzed all news for the period from 25.04.2020 to
02.05.2020: the total number of news is 921. Of these, 116 news contain the coron-
avirus theme. In 81 of the original news, the dominant topic is related to coronavirus
theme. Of these, in 17 news are no longer the dominant topic is related to corona-virus
theme after removing the most popular words associated with this theme.

Thus, 12.6% of news published during the analyzed period contains the virus theme.
In almost 70%of cases, this theme is the key topic. The algorithmmodification described
above allows us to correct this result – the coronavirus theme is the key one in 55.1% of
news containing it. Our result shows that in almost half of the cases, the virus theme is
only the background context of current events feed of the topic football in Russia. This
theme clutter up the news and does not add information.

To test coronavirus theme impact on news we used the following approach. We
considered themost popular sentence in the text that can be used as a news headline or can
help with creating a headline. We compared the actual news headline that was written by
experts and the headline predicted by algorithms using the BLEU (Bilingual Evaluation
Understudy) [23] andROUGE (Recall-OrientedUnderstudy forGistingEvaluation) [24]
metrics. Table 2 shows the metrics values for original news and news without the most
popular words associated with coronavirus theme. ROUGEmetrics refers to the overlap
of unigram (ROUGE-1), Bigrams (ROUGE-2) and longest common subsequence of
texts were applied.
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Table 2. Comparing metrics values for original news and news without words related to
coronavirus.

Used metric Metric value for content with all words Metric value for content without words
related to coronavirus

BLEU 0.216 0.220

ROUGE-1 0.128 0.132

ROUGE-2 0.047 0.049

ROUGE-L 0.120 0.124

Thus, we note an improvement in the quality of the algorithm after deleting words
associated with the coronavirus. Our results show that the appearance of a new topic in
the media that is not related to sports can negatively affect the quality of the extraction
algorithm. In some cases, the words associated with the virus are information noise and
do not define the main idea of the article.

The topic of coronavirus affects the operation of the TextRank algorithm. However,
we note that the characteristics of the data used in the study affected the result. In
particular, coronavirus theme distorted the corpus on which we trained the algorithms.
Words related to this theme are present in the texts for training many times. For example,
the word “koponavipyca” (one of the forms of the word “coronavirus”) was found
in the texts 3540 times and ranked 51th in frequency of use (see Fig. 2). The word
“koponavipycom” (another form of the word “coronavirus”) was found 1703 times and
was placed in 145 places. Our total dictionary comprise 91 825 words. It means that a
lot of attention is paid to the coronavirus pandemic despite the sports theme of the news.

Fig. 2. Words from 45 to 55 places by frequency of use.
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5 Conclusion

In this paper, we explored whether the coronavirus theme is noisy information or has a
significant semantic impact on the content of news. We applied a graph-based ranking
algorithm TextRank for sport news processing. We identified the key information from
news containing the coronavirus theme. Our results show a negative impact on news
headline extraction algorithms when there also exists a popular unrelated general topic.
To identify significant information during periods when there is a dominant theme more
properly, it is necessary to cleanse the source texts from the most popular words associ-
ated with this theme. Otherwise, the summarization algorithms may produce distorted
results that are not relevant to users’ needs.

Acknowledgments. The authors are grateful to participants at the Centre for Econometrics and
Business Analysis (CEBA, St Petersburg University) seminar series for helpful comments and
suggestions.

Appendix

Analyzed news examples in original (Russian) Language
Text 1: Dl� zavepxeni� qempionata Anglii komandam ppidetc� igpat�

na ne�tpal�nyx pol�x, coobwaet BBC. Cezon byl ppepvan iz-za pandemii
koponavipyca. Coobwaetc�, qto dl� ppodol�eni� typnipa ponadobitc� do
10 ctadionov. Tak�e ppem�ep-lige ponadobitc� do 40 tyc�q tectov na
koponavipyc dl� igpokov i pabotnikov klybov. Panee klyby vypazili
gotovnoct� ppodol�it� qempionat, kogda �to bydet vozmo�no. Po dannym
ictoqnika, ppocecc vozobnovleni� fytbol�nyx typnipov v Anglii bydet
dlitel�nym. Ego cpoki poka ne oppedeleny. Planipyetc�, qto matqi bydyt
ppoxodit� bez zpitele�. Po dannym AP, typnip mo�et naqat�c� 8 i�n�. Po
dannymWorldometer, obweeqiclo zapa�ennyx koponavipycomvmipedoctiglo
3402 886 qelovek. Zafikcipovano 239653 letal�nyx icxoda, 1084606 qelovek
vyzdopoveli.

Text 2: «Bapcelona» ob��vila, qto klyb pepedaet ppava na nazvanie
ctadiona «Kamp Hoy» cobctvennomy fondy Barca Foundation. Fond za�metc�
poickom cponcopa, kotopy� polyqit ppavo na im� apeny na odin cezon –
2020/21. Bypyqennye cpedctva po�dyt na bop�by c koponavipycom. Takim
obpazom, ctadion polyqit cponcopckoe nazvanie vpepvye v cvoe� ictopii.
Den�gi ot kontpakta po�dyt na iccledovatel�ckie ppoekty, cv�zannye c
bop�bo� c koponavipycom vIcpanii i vo vcemmipe. Ctadion «KampHoy» byl
otkpyt v 1957 gody. Ego vmectimoct� coctavl�et 99 354 zpitel�. On ppinimal
matqi qempionata Evpopy i mipa, final Ligi qempionov, fytbol�ny�
typnip Olimpiady-1992, a tak�e koncepty zvezd mipovo� myzyki.

Text 3: «Poma» ponecet cep�eznye financovye potepi po itogam cezona-
2019/20, coobwaet Calciomercato. Po infopmacii ictoqnika, pimcki� klyb
ponecet ybytki v pazmepe 110 millionov dollapov. Coobwaetc�, qto �to
cv�zano c financovym kpizicom iz-za pandemii koponavipyca. «Pome» ne
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ydaloc� cokpatit� potepi da�e necmotp� na cokpawenie zapplaty igpokami
i pepconaly. Po poclednim dannym Worldometers, v Italii zapegictpipovan
203 591 clyqa� zapa�eni� koponavipycom. Zafikcipovano 27 682 letal�nyx
icxoda, vyzdopoveli 71 252 qeloveka.

Text 4: Minictp zdpavooxpaneni� Icpanii Cal�vadop Il�� cqitaet, qto
fytbol�nye matqi v ctpane ne bydyt vozobnovleny do leta. Copevnovani� v
Icpanii byli ppioctanovleny iz-za pandemii koponavipyca 12 mapta.

− Bezpaccydno govopit�, qto fytbol vepnetc� do leta, − citipyet AP
Cal�vadopa Il��.

−My ppodol�aem cledit� za �vol�cie� vipyca. Pekomendacii poka�yt,
kak �izn� cmo�et vepnyt�c� v paznyx cfepax de�tel�nocti.Po dannymWorl-
dometers, v mipe vy�vleno 2 977 188 clyqaev zapa�eni� koponavipycom. 206
139 qelovek ymepli, 874 587 vyzdopoveli. Icpani� − odna iz naibolee
poctpadavxix ctpan. B ne� zafikcipovano 226 629 clyqaev zapa�eni�, 23 190
clyqaev ctali letal�nymi.
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