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Abstract. Submodular functions play a key role in combinatorial
optimization field. The problem of maximizing submodular and non-
submodular functions on the integer lattice has received a lot of recent
attention. In this paper, we study streaming algorithms for the problem
of maximizing a monotone non-submodular functions with cardinality
constraint on the integer lattice. For a monotone non-submodular func-
tion f : Zn

+ → R+ defined on the integer lattice with diminishing-return
(DR) ratio γ, we present a one pass streaming algorithm that gives a
(1 − 1

2γ − ε)-approximation, requires at most O(kε−1 log k/γ) space and
O(ε−1 log k/γ· log ‖B‖∞) update time per element. To the best of our
knowledge, this is the first streaming algorithm on the integer lattice for
this constrained maximization problem.

Keywords: Streaming algorithm · Cardinality constraint ·
Non-submodular maximization · Integer lattice

1 Introduction

A set function f : 2E → R with a ground set E is called submodular if for
any A,B ⊆ E, it holds that f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B). There is an
equivalent definition of submodularity which called diminishing marginal return
property, i.e. for any S ⊆ T ⊆ E and e ∈ E \ T , we have f(S ∪ {e}) − f(S) ≥
f(T ∪ {e}) − f(T ). We say a set function f is monotone if for any S ⊆ T ⊆ E,
it holds f(S) ≤ f(T ). Submodular functions play a key role in combinatorial
optimization, as they capture many instances such as rank functions of matroids,
cuts functions of graphs and covering functions [1,8]. The few decades have
seen a proliferation of works on submodular maximization. In particular, there
are many algorithms for maximizing a submodular function subject to various
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constraints such as greedy algorithms, random sampling algorithms and local
search algorithms which achieve constant factor approximation guarantees.

Due to the phenomenon of big data, constrained submodular maximization
has found many new applications, including data summarization [2,3], general-
ized assignment [4] and influence maximization in social networks [5–7]. In some
of the above applications, the amount of input data is much larger than the data
that the individual computers can store. This issue motivates us to use stream-
ing computation approach to process the data which uses only a small amount
of memory and only a single pass over the data ideally. That is, when each item
in the ground set E = {e1, ..., en} arrives, the streaming algorithm must decide
whether to keep the current item before the arrival of the next item. Gener-
ally, there are four indicators to measure the streaming algorithm, which are
approximation ratio, query complexity, memory complexity and the number of
passes to scan all data. Up to now, much work has been done on submodular
maximization in the streaming model [9–12].

Set functions are powerful tools to describe the problem of elements selec-
tion. However, in practice, we sometimes face situations that cannot be solved
with set functions such as problems that allow multiple choices of an element
in the ground set. Thus it is nature for us to generalize a submodular func-
tion from set E to integer lattice ZE . Recently, much work has studied the gen-
eralization of submodular functions on bounded integer lattice [13–15]. But in
instances, functions with many problems are non-submodular [16,17]. To solve
this problem, some parameters were proposed to describe the closeness of non-
submodular function and submodular function, such as diminishing-return ratio,
submodularity ratio and generic submodularity ratio [16,21,22]. In this paper,
we describe a streaming algorithm for non-submodular maximization with a car-
dinality constraint on the integer lattice. Let B ∈ Zn

+ be an integer vector and
[B] = {x ∈ Zn

+|0 ≤ x(i) ≤ B(i),∀1 ≤ i ≤ n} be an integer lattice domain, where
x(i) denotes the i-th component of vector x . Our problem is described as follows

max f(x )
s. t. ‖x‖1 ≤ k, (1)

x ≤ B.

where f : ZE
+ → R is a non-negative monotone non-submodular function with

f(0) = 0, and k is a positive integer.

Our Contribution. In this paper, we focus on maximizing non-submodular
functions subject to a cardinality constraint on the integer lattice. Inspired by
the Sieve-Streaming algorithm introduced by Badanidiyuru et al. [9], we propose
a one pass streaming algorithm. For each arriving item with its copies, we employ
a modified binary search algorithm (cf. Sect. 2) to determine the amount of the
current item that should be kept. Finally, we give a (1 − 1

2γ − ε)-approximation
algorithm with memory O(kε−1 log k/γ) and update time O(ε−1 log k/γ log lmax)
per element, where γ is the diminishing return (DR) ratio (cf. Definition 1) for
non-submodular functions on the integer lattice. To the best of our knowledge,
this is the first streaming algorithm on the integer lattice for this constrained
maximization problem.



Streaming Algorithms for Maximizing Non-submodular Functions 5

1.1 Additional Related Work

The research on submodular and non-submodular optimization is too extensive
to give a comprehensive description. In the following, we only describe the related
work of this paper.

Integer Lattice. As a generalization of submodular set functions, a func-
tion is called lattice submodular function if for any x ,y ∈ ZE , we have
f(x ) + f(y) ≥ f(x ∨ y) + f(x ∧ y), where ∨ and ∧ are coordinate-wise max
and min. However, unlike set functions, submodularity on integer lattice is not
equivalent to diminishing returns property. A function f : ZE → R satisfy-
ing f(x + Xe) − f(x ) ≥ f(y + Xe) − f(y) is called diminishing-return(DR)
submodular function for any x ,y ∈ ZE with x ≤ y and e ∈ E, where Xe

denotes the unit vector with coordinate e being 1 and other components are
0. Note that lattice submodularity is weaker than DR-submodularity in general
[14]. For maximizing a monotone submodular function subject to a knapsack
constraint on the integer lattice, Soma et al. [14] proposed a pseudo-polynomial-
time algorithm with approximation ratio 1 − 1/e. Later, the running time is
significantly improved. Soma et al. [13] proposed polynomial-time algorithms
which use threshold greedy technique to achieve an arbitrarily close to 1 − 1/e
approximation for both lattice and DR-submodular maximization under a cardi-
nality constraint, DR-submodular maximization under a polymatroid constraint
and a knapsack constraint.

Streaming Model. For monotone submodular maximization subject to a
cardinality constraint, Badanidiyuru et al. [9] presented the first one pass
1/2-approximation streaming algorithm named Sieve-Streaming with memory
O(k log k/ε) and update time O(log k/ε) per element. In contrast, Buchbinder et
al. [10] designed a streaming algorithm with a lower ratio of 1/4 but an improved
memory complexity O(k). For this problem, Norouzi-Fard et al. [11] proved that
with memory O(n/k), the best approximation ratio of the one pass streaming
algorithm for this problem is 1/2. Kazemi et al. [12] described a streaming algo-
rithm called Sieve Streaming++, which obtained a approximation of 1/2 with
memory O(k/ε). Following this vain, [17] studied the non-submodular function
with cardinality constraint and give a (1 − 1

2γ − ε)-approximation streaming
algorithm with memory O(k log(k/γ)/ε) and update time O(log(k/γ)/ε) per
element.

In the streaming setting, besides the set functions we mentioned above,
there are also works considering submodular maximization on the integer lat-
tice. Zhang et al. [19,20] gave (1/2 − ε) algorithms for DR-submodular and
lattice submodular maximization with cardinality constraint, respectively. For
DR-submodular maximization subject to knapsack constraint, Tan et al. [18]
proposed a (1/3 − ε)-approximation algorithm with a single pass.

Non-submodular Functions. Das and Kempe [21] gave the concept of sub-
modularity ratio γs to describe how close a function is from being submodular.
Kuhnle et al. [16] proposed the diminishing-return (DR) ratio γd on the integer
lattice, and generalized the definition of submodularity ratio γs in [21] from set
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functions to the integer lattice. Later, Nong et al. [22] defined the generic sub-
modularity ratio γ to measure the diminishing return property of a set function.
DR ratio defined in [16] is the extension of generic submodularity ratio defined in
[22] from set to the integer lattice. For maximizing a monotone non-submodular
function subject to cardinality constraint, Nong et al. [22] proved that standard
greedy algorithm achieves a (1 − e−γ)-approximation with query complexity
O(nk). Wang et al. [17] introduced a streaming algorithm with approximation
1 − 1

2γ − ε. In addition, Kuhnle et al. [16] utilized threshold greedy technique to
obtain a algorithm for maximizing monotone non-submodular functions on the
integer lattice whose approximation ratio arbitrarily approaching (1 − e−γsγd).

The rest of this paper is organized as follows. The necessary notations and
subproblems that our algorithms need to solve are introduced in Sect. 2. In Sect. 3
we first propose a streaming algorithm with known optimal value. Then in Sect. 4
we introduce a streaming algorithm with known value of the unit standard vec-
tor. Finally, we present the one pass streaming algorithm for the non-submodular
functions in Sect. 5.

2 Preliminaries

In this section, we will define the DR ratio and introduce some notations and
properties about non-submodular function on a bounded integer lattice.

Notations. Denote Z+ and R+ be the non-negative integers and non-negative
reals, respectively. Let E represent a finite ground set of size n. For each e ∈ E,
we use x(e) to denote the component of a vector x ∈ ZE

+ corresponding to
element e. Let B ∈ Zn

+ be an integer vector and [B] = {x ∈ Zn
+|0 ≤ x(i) ≤

B(i),∀1 ≤ i ≤ n} be an integer lattice domain. Specially, [k] = {1, 2, ..., k} for
any integer k ∈ Z+. For any ei ∈ E, let Xi denote the unit vector in which
the i-th component is 1 and the other components are 0. The zero vector is
represented by 0. For vectors x ,y ∈ ZE

+, we define fy (x ) = f(y + x ) − f(y).
For a vector x ∈ ZE

+, let supp+(x ) be the set {e ∈ E|x(e) > 0}, and {x} be
the multiset corresponding to vector x . Finally, we define x ∨y to be the vector
whose i-th coordinate is max{x (i),y(i)}, and x ∧ y to be the vector whose i-th
coordinate is min{x (i),y(i)}.

Using this notations we can now define DR ratio as follows.

Definition 1 (DR Ratio [16]). Let function f : ZE
+ → R, the diminishing-

return (DR) ratio of f , γ, is the maximum value in [0, 1] such that for any
e ∈ E, and for all x ≤ y, such that y + Xe ≤ B,

γfy(Xe) ≤ fx(Xe).

Next, we describe a subproblem of our algorithm need to solve, namely, binary
search pivot subproblem.

BinarySearchPivot. Integer lattice can be represented as a multiset, where
elements can be contained repeatedly. In a streaming algorithm on the inte-
ger lattice, when element e and its copies arrive, any l satisfying (1)fy (lXe) ≥
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lτ ; (2)fy ((l + 1)Xe) < (l + 1)τ is named as a pivot with respect to y , e, τ . The
subproblem is described as follows: given a threshold τ , determine a valid pivot
which satisfies both (1) and (2). In the literature, Soma et al. [13] studied the
maximization of DR-submodular functions f on the integer lattice, and they used
the standard Binary Search algorithm to obtain a valid pivot. Meanwhile, when
f is non-submodular, BinarySearchPivot algorithm of Kuhnle et al. [16] ensures
the average marginal contribution of elements added exceeds τ . In this paper,
we focus on non-submodular functions, thus we analyze our algorithms using the
BinarySearchPivot as a subroutine. The full algorithm for BinarySearchPivot is
given in Appendix A. Next, we use the following lemma of Kuhnle et al. [16].

Lemma 1 ([16]). BinarySearchPivot finds a valid pivot l ∈ {0, .., lmax} in
O(log lmax) queries of f , where lmax = min{B(e) − y(e), k − ‖y‖1}.

3 Streaming Algorithm with Known OPT

In this section, we assume that the optimal value of the problem (1) is known.
Then we present an algorithm that obtains a constant ratio with polynomial
query complexity. Procedure for BinarySearchPivot is desired; see section 2 for
an analysis of this subproblem.

Overview of Algorithm. Inspired by [9], we present a threshold greedy algo-
rithm in the streaming model. Suppose that a parameter v with λOPT ≤ v ≤
OPT is known, where λ ∈ [0, 1]. When element ei and its B(ei) copies arrive,
we utilize the BinarySearchPivot algorithm with threshold τ = γv

2γk to obtain a
valid pivot li. That is, when algorithm runs to element ei, we employ Algorithm
BinarySearchPivot to obtain a appropriate li which satisfies

fy (liXi)
li

≥ γv

2γk
.

and
fy ((li + 1)Xi)

li + 1
<

γv

2γk
.

Finally, we add liXi to the current solution y .

Algorithm 1. Streaming-Know-OPT
Require: function f , cardinality k, ground set E, B and v such that λOPT ≤ v ≤

OPT .
1: y ← 0
2: for i = 1, 2, ..., n do
3: if ‖y‖1 ≤ k then
4: li ←BinarySearchPivot(f, y , B(ei), ei, k, γv

2γk
)

5: y ← y + liXi

6: end if
7: end for
8: return y
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Lemma 2. For the i-th iteration, Algorithm BinarySearchPivot considers the
element ei and its copies B(ei). Let yi be the current solution y at the end
of iteration i of Algorithm1. Then for each vector yi ≤ v ≤ w ≤ B, where
i = 1, 2, ..., n, we have

f(w) − f(v) ≤ 1
γ

∑
ei∈supp+{w−v}(w(ei) − v(ei))fyi

(Xi).

The above lemma is proven in Appendix B. From Lemma 2, it is clearly to
see that for any vector y ≤ v ≤ w ≤ B , we also have

f(w) − f(v) ≤ 1
γ

∑

ei∈{w−v}
fy (Xi). (2)

Lemma 3. Let yi be the vector y following the i-th update of Algorithm1, then
it satisfies

f(yi) ≥ γv‖yi‖1
2γk

. (3)

Proof. The proof is by induction. First, since f is normalized, we have f(0) =
0. Next, we suppose that for vector y i−1 the result holds, that is, f(y i−1) ≥
γv‖yi−1‖1

2γk . Let li be the valid pivot returned by Algorithm BinarySearchPivot
during the i-th iteration of Algorithm 1, then we have y i = y i−1 + liXi. We now
show inequation 3 holds.

By Algorithm BinarySearchPivot we know

f(y i−1 + liXi) − f(y i−1) ≥ li
γv

2γk
. (4)

Using the above assumption and the equality 4, we have

f(y i−1 + liXi) ≥ f(y i−1) + li
γv

2γk

≥ γv‖y i−1‖1
2γk

+ li
γv

2γk

=
γv(‖y i−1‖1 + li)

2γk

=
γv‖y i‖1

2γk
.

Thus the lemma follows.

Theorem 1. Let f be a non-submodular function with DR ratio γ ∈ [0, 1]. For
any given λ ∈ [0, 1], denote y be the output of Algorithm1. Then we have

– f(y) ≥ min{λγ/2γ , 1 − 1/2γ}OPT , where OPT is the optimal value.
– Algorithm1 requires one pass, at most k space and O(log ‖B‖∞) update time

per element.
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Proof. The proof splits into two cases depending on the cardinality of solution
y returned by Algorithm1.

1. At the end of the algorithm we have ‖y‖1 = k, then by Lemma 3 we get

f(y) ≥ γv‖y‖1
2γk

=
γv

2γ
≥ λγ

2γ
· OPT.

2. We consider the case ‖y‖1 < k. Suppose that y∗ is the optimal solution of
Algorithm 1, then it is easy to see that ‖y∗‖1 = k. Let x = (y∗ − y) ∨ 0.
Denote y i be the vector at the end of i-th iteration of Algorithm 1, y i =
l1X1 + ... + liXi. Then by Lemma 1 and Algorithm BinarySearchPivot, we
have

fyi
(Xi) <

γv

2γk
. (5)

Next, from 5, the monotonicity of f , Lemma 2 and the choice of v, we have
that

OPT − f(y) ≤ f(y∗ ∨ y) − f(y)
≤ f(y + x ) − f(y)

≤ 1
γ

∑

ei∈supp+{x}
x(ei)fyi

(Xi)

≤ 1
γ

∑

ei∈supp+{x}
x(ei)

γv

2γk

≤ v

2γ

≤ 1
2γ

OPT.

Rearranging the above inequality, we get

f(y) ≥ (1 − 1
2γ

)OPT.

From the above two cases, we have

f(y) ≥ min{λγ

2γ
, 1 − 1

2γ
} · OPT.

4 Streaming Algorithm with Known f(Xe)

The premise of Algorithm 1 is that we know the value of the optimal solution
OPT , which is unrealistic. To address this issue, we present the next algorithm,
which is instantiated with different guesses of OPT . Suppose that we know the
maximum values α = maxe∈E f(Xe). Combining with the DR ratio of f , it is
easy to see the guesses v ∈ Vε of OPT are increasing from α to kα/γ. For each
guesses v, Algorithm 2 outputs a feasible solution yv. Finally, the best of these
candidate vectors is returned.
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Algorithm 2. Streaming-Know-MAX VAL
Require: function f , cardinality k, ground set E, B, α = maxe∈E f(Xe).
1: Vε = {(1 + ε)i|i ∈ Z, α/(1 + ε) ≤ (1 + ε)i ≤ kα/γ}
2: for each v ∈ Vε, set yv ← 0
3: for i = 1, 2, ..., n do
4: for v ∈ Vε do
5: if ‖yv‖1 ≤ k then
6: li ←BinarySearchPivot(f, yv, B(ei), ei, k, γv

2γk
)

7: yv ← yv + liXi

8: end if
9: end for

10: end for
11: return arg maxv∈Vε f(yv)

The next lemma is proven in Appendix C.

Lemma 4. There is a guesses v ∈ Vε such that (1 − ε) · OPT ≤ v ≤ OPT .

Theorem 2. Let f be a non-submodular function with DR ratio γ ∈ [0, 1]. For
any given ε ∈ [0, 1], denote y be the output of Algorithm2. Then we have

– f(y) ≥ (1 − 1/2γ − ε)OPT , where OPT is the optimal value.
– Algorithm2 requires one pass, at most O(kε−1 log k/γ) space and

O(ε−1 log k/γ log ‖B‖∞) update time per element.

Proof. By the result of Lemma 4, we know that there must be a v0 such that
(1 − ε)OPT ≤ v0 ≤ OPT . Let y0 denote the solution of Algorithm 2 output
corresponding to v0. For the rest of the proof, we suppose that the results of
Lemma 1, Lemma 2 and Lemma 3 all hold for the Algorithm2 with value v0.
Thus, in the same way as Theorem 1, we consider the following two cases

1. When ‖y0‖1 = k, by applying Lemma 3, we have

f(y0) ≥ γv0‖y0‖1
2γk

=
γv0
2γ

≥ (1 − ε)γ
2γ

· OPT.

2. When ‖y0‖1 < k, we have

f(y0) ≥ (1 − 1
2γ

) · OPT.

Obviously, we can get the following inequality

(1 − ε)γ
2γ

≥ 1 − 1
2γ

− ε,∀ε ∈ (0, 1), γ ∈ [0, 1].

From the above two cases, we have

f(y0) ≥ min{ (1 − ε)γ
2γ

, 1 − 1
2γ

} · OPT

≥ min{ (1 − ε)γ
2γ

, 1 − 1
2γ

− ε} · OPT

= (1 − 1
2γ

− ε) · OPT.
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Memory and Query Complexity. We first argue that the amount of Vε is
O(ε−1 log k/γ). For each arriving element e, we need to consider all the parame-
ters in Vε to get O(ε−1 log k/γ) different solutions. This implies that the memory
of Algorithm 2 is O(kε−1 log k/γ). Further, suppose that the element e is fixed,
then for each v ∈ Vε, we have to call to Algorithm BinarySearchPivot to get a
valid pivot. Combine with Lemma 1, we conclude that the query complexity is
O(ε−1 log ‖B‖∞ log k/γ).

5 The One Pass Streaming Algorithm

Algorithm 3. Streaming Algorithm
Require: function f , cardinality k, ground set E, B and ε ∈ (0, 1).
1: Vε = {(1 + ε)i|i ∈ Z+}
2: for each v ∈ Vε, set yv ← 0
3: α ← 0, β ← 0
4: for i = 1, 2, ..., n do
5: α ← max{α, f(Xi)}, β ← {β, f(B(ei)Xi)}
6: Vi

ε = {(1 + ε)s|s ∈ Z, α/(1 + ε) ≤ (1 + ε)s ≤ 2γkβ/γ}
7: Delete all yv, where v /∈ Vi

ε

8: for v ∈ Vi
ε do

9: if ‖yv‖1 < k then
10: li ←BinarySearchPivot(f, yv, B(ei), ei, k, γv

2γk
)

11: yv ← yv + liXi

12: end if
13: end for
14: end for
15: return arg maxv∈Vn

ε
f(yv)

Both Algorithm 1 and Algorithm 3 are idealized versions. This is due to the fact
that we do not know the exact value of OPT and α defined in Algorithm 2. To
solve this problem, we present a new one-pass algorithm in this section, in which
we estimate the values of α and a new parameter β. For each element e, denote
α and β be the current maximum f(Xe) and f(B(e)Xe). This implies that when
element ei and its copies arrive, their corresponding set Vi

ε will be updated,
which is recorded as Vi

ε = {(1+ ε)s|s ∈ Z, α/(1+ ε) ≤ (1+ ε)s ≤ 2γkβ/γ}. When
the parameter v first appears in Vi

ε, the value of the vector yv is 0. When the
parameter v is not in Vi

ε, we delete the vector yv to save memory. Finally, the
best of yv is returned.

Lemma 5. For any v ∈ ∪n
i=1Vi

ε, denote yv be the final solution of Algorithm3
and xv = (y∗ − yv) ∨ 0. Suppose that v first appears in Vm

ε . Then for each
ei, i ∈ [m − 1], it always satisfies

f(xv(ei)Xi) < xv(ei) · γv

2γk
. (6)



12 B. Liu et al.

Proof. The proof is by contradiction. Suppose that there exists a i0 ∈ [m − 1]
such that

f(x v(ei0)Xi0) ≥ x v(ei0)
γv

2γk
. (7)

Let αi = maxj∈[i] f(Xj) and βi = maxj∈[i] f(B(ej)Xj). Then combine the mono-
tonicity of f and (6), we have

v ≤ f(x v(i0)Xi0)2
γk

x v(ei0)γ
≤ 2γk

γ
f(B(ei0)Xi0) ≤ 2γkβi0

γ
.

Since v ∈ Vm
ε , we get

v ≥ αm

1 + ε
≥ αi0

1 + ε
.

Using the above two inequalities, we have αi0
1+ε ≤ v ≤ 2γkβi0

γ . That implies
that v ∈ Vi0 , which contradicts the fact v first appears in Vm

ε . Thus we get the
desired result.

Theorem 3. Let f be a non-submodular consider with DR ratio γ ∈ [0, 1]. For
any given ε ∈ [0, 1], denote y be the output of Algorithm3. Then we have

– f(y) ≥ (1 − 1/2γ − ε)OPT , where OPT is the optimal value.
– Algorithm3 requires one pass, at most O(kε−1 log k/γ) space and

O(ε−1 log k/γ log ‖B‖∞) update time per element.

Proof. By the result of Lemma 4, we know that there must be a v0 such that
(1 − ε)OPT ≤ v0 ≤ OPT . From Lemma 5, we can assume that v0 is considered
when the first element arriving. For the rest of the proof, we consider the quality
of yv0 . The analysis is similar as in Theorem 2, thus we have

f(yv0) ≥ (1 − 1/2γ − ε)OPT.

Since y is the maximum of all solutions, we have

f(y) ≥ f(yv0) ≥ (1 − 1/2γ − ε)OPT.

Thus, we complete the proof.
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