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Preface

The 10th International Conference on Computational Data and Social Networks
(CSoNet 2021), held online, is a premier interdisciplinary forum that brings together
researchers and practitioners from all fields of big data and social networks, such as
billion-scale network computing, social network/media analysis, mining, security and
privacy, and deep learning. CSoNet 2021 aims to address emerging, yet important
computational problems with a focus on the fundamental background, theoretical
technology development, and real-world applications associated with big data network
analysis, modelling, and deep learning. CSoNet 2021 welcomed both the presentation
of original research results, the exchange and dissemination of truly innovative theo-
retical advancements, as well as outcomes of practical deployments and real-world
applications in the broad area of information networks.

The core research topics include: theories of network organization; influence
modeling, propagation, and maximization; adversarial attacks of network; NLP and
affective computing; computational methods for social good; and security, trust, and
privacy, among others. We have selected 18 regular full papers, 8 short papers, along
with 4 two-page extended abstracts for presentation and publication. An additional 4
invited papers from active researchers in the related fields are also included. Similar to
previous years, a few special tracks with specific themes were organized. A special
track on Information Spread in Social, Data and Economic Networks accepted 2 papers
and 2 abstracts, and the 2nd International Symposium on Fact-Checking, Fake News
and Malware Detection in Online Social Networks (OSNs) accepted 3 papers along
with 2 abstracts. A number of selected best papers were invited for publication in the
Journal of Combinatorial Optimization, IEEE Transactions on Network Science and
Engineering, and Computational Social Networks.

This conference would not have been possible without the support of a large number
of individuals. First, we sincerely thank all authors for submitting their high quality
work to the conference, especially as the Covid-19 pandemic continues to ravage
communities and countries around the world. We fully understand the unique chal-
lenges facing authors during the pandemic. Our thanks also go to all Technical Program
Committee members and sub-reviewers for their willingness to provide timely and
detailed reviews of all submissions. Their hard work during the pandemic made the
success of the conference possible. We also offer our special thanks to the Publicity and
Publication Chairs for their dedication in disseminating the call and encouraging
participation in such challenging times, in addition to the preparation of the proceed-
ings. Special thanks are also due to the Special Tracks Chair, Finance Chair and the
Web Chair. Lastly, we acknowledge the support and patience of Springer staff mem-
bers throughout the process.

November 2021 Ruoming Jin
David Mohaisen
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Streaming Algorithms for Maximizing
Non-submodular Functions on the Integer
Lattice

Bin Liu'®, Zihan Chen', Huijuan Wang?, and Weili Wu?

1 School of Mathematical Sciences, Ocean University of China, Qingdao, China
binliu@ouc.edu.cn
2 School of Mathematics and Statistics, Qingdao University, Qingdao, China
3 Department of Computer Science, The University of Texas at Dallas,
Richardson, TX 75080, USA

Abstract. Submodular functions play a key role in combinatorial
optimization field. The problem of maximizing submodular and non-
submodular functions on the integer lattice has received a lot of recent
attention. In this paper, we study streaming algorithms for the problem
of maximizing a monotone non-submodular functions with cardinality
constraint on the integer lattice. For a monotone non-submodular func-
tion f: Z} — Ry defined on the integer lattice with diminishing-return
(DR) ratio v, we present a one pass streaming algorithm that gives a
(1- 2% — ¢)-approximation, requires at most O (ke " log k/) space and
O(e tlogk/y- log||B|ls) update time per element. To the best of our
knowledge, this is the first streaming algorithm on the integer lattice for
this constrained maximization problem.

Keywords: Streaming algorithm - Cardinality constraint -
Non-submodular maximization - Integer lattice

1 Introduction

A set function f : 2 — R with a ground set E is called submodular if for
any A, B C E, it holds that f(A) + f(B) > f(AU B) + f(AN B). There is an
equivalent definition of submodularity which called diminishing marginal return
property, i.e. for any S CT C F and e € E\ T, we have f(SU{e}) — f(S) >
f(@U{e}) — f(T). We say a set function f is monotone if for any S CT C E,
it holds f(S) < f(T). Submodular functions play a key role in combinatorial
optimization, as they capture many instances such as rank functions of matroids,
cuts functions of graphs and covering functions [1,8]. The few decades have
seen a proliferation of works on submodular maximization. In particular, there
are many algorithms for maximizing a submodular function subject to various

This work was supported in part by the National Natural Science Foundation of China
(11971447, 11871442), and the Fundamental Research Funds for the Central Universi-
ties.

© Springer Nature Switzerland AG 2021
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constraints such as greedy algorithms, random sampling algorithms and local
search algorithms which achieve constant factor approximation guarantees.

Due to the phenomenon of big data, constrained submodular maximization
has found many new applications, including data summarization [2,3], general-
ized assignment [4] and influence maximization in social networks [5—7]. In some
of the above applications, the amount of input data is much larger than the data
that the individual computers can store. This issue motivates us to use stream-
ing computation approach to process the data which uses only a small amount
of memory and only a single pass over the data ideally. That is, when each item
in the ground set F = {ey, ..., e, } arrives, the streaming algorithm must decide
whether to keep the current item before the arrival of the next item. Gener-
ally, there are four indicators to measure the streaming algorithm, which are
approximation ratio, query complexity, memory complexity and the number of
passes to scan all data. Up to now, much work has been done on submodular
maximization in the streaming model [9-12].

Set functions are powerful tools to describe the problem of elements selec-
tion. However, in practice, we sometimes face situations that cannot be solved
with set functions such as problems that allow multiple choices of an element
in the ground set. Thus it is nature for us to generalize a submodular func-
tion from set E to integer lattice Z¥. Recently, much work has studied the gen-
eralization of submodular functions on bounded integer lattice [13-15]. But in
instances, functions with many problems are non-submodular [16,17]. To solve
this problem, some parameters were proposed to describe the closeness of non-
submodular function and submodular function, such as diminishing-return ratio,
submodularity ratio and generic submodularity ratio [16,21,22]. In this paper,
we describe a streaming algorithm for non-submodular maximization with a car-
dinality constraint on the integer lattice. Let B € Z'} be an integer vector and
B] = {z € Z7|0 < z(i) < B(i), V1 < i < n} be an integer lattice domain, where
2 (i) denotes the i-th component of vector z. Our problem is described as follows

max f(x)
s. t. |z|p <k, (1)
xz < B.

where f : Zf — R is a non-negative monotone non-submodular function with
f(0) =0, and k is a positive integer.

Our Contribution. In this paper, we focus on maximizing non-submodular
functions subject to a cardinality constraint on the integer lattice. Inspired by
the Sieve-Streaming algorithm introduced by Badanidiyuru et al. [9], we propose
a one pass streaming algorithm. For each arriving item with its copies, we employ
a modified binary search algorithm (cf. Sect. 2) to determine the amount of the
current item that should be kept. Finally, we give a (1 — 2% — €)-approximation
algorithm with memory O(ke~!log k/~) and update time O (e~ log k/v1og lnaz)
per element, where v is the diminishing return (DR) ratio (cf. Definition 1) for
non-submodular functions on the integer lattice. To the best of our knowledge,
this is the first streaming algorithm on the integer lattice for this constrained
maximization problem.
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1.1 Additional Related Work

The research on submodular and non-submodular optimization is too extensive
to give a comprehensive description. In the following, we only describe the related
work of this paper.

Integer Lattice. As a generalization of submodular set functions, a func-
tion is called lattice submodular function if for any x,y € Z¥, we have
fle)+ f(y) > f(eVy)+ f(x Ay), where V and A are coordinate-wise max
and min. However, unlike set functions, submodularity on integer lattice is not
equivalent to diminishing returns property. A function f : Z¥ — R satisfy-
ing f(x + X.) — f(x) > fly + X.) — f(y) is called diminishing-return(DR)
submodular function for any x,y € Z¥ with ¢ < y and e € E, where X,
denotes the unit vector with coordinate e being 1 and other components are
0. Note that lattice submodularity is weaker than DR-submodularity in general
[14]. For maximizing a monotone submodular function subject to a knapsack
constraint on the integer lattice, Soma et al. [14] proposed a pseudo-polynomial-
time algorithm with approximation ratio 1 — 1/e. Later, the running time is
significantly improved. Soma et al. [13] proposed polynomial-time algorithms
which use threshold greedy technique to achieve an arbitrarily close to 1 — 1/e
approximation for both lattice and DR-submodular maximization under a cardi-
nality constraint, DR-submodular maximization under a polymatroid constraint
and a knapsack constraint.

Streaming Model. For monotone submodular maximization subject to a
cardinality constraint, Badanidiyuru et al. [9] presented the first one pass
1/2-approximation streaming algorithm named Sieve-Streaming with memory
O(klogk/e) and update time O(log k/€) per element. In contrast, Buchbinder et
al. [10] designed a streaming algorithm with a lower ratio of 1/4 but an improved
memory complexity O(k). For this problem, Norouzi-Fard et al. [11] proved that
with memory O(n/k), the best approximation ratio of the one pass streaming
algorithm for this problem is 1/2. Kazemi et al. [12] described a streaming algo-
rithm called Sieve Streaming++, which obtained a approximation of 1/2 with
memory O(k/e). Following this vain, [17] studied the non-submodular function
with cardinality constraint and give a (1 — 2% — ¢€)-approximation streaming
algorithm with memory O(klog(k/v)/€e) and update time O(log(k/~)/€) per
element.

In the streaming setting, besides the set functions we mentioned above,
there are also works considering submodular maximization on the integer lat-
tice. Zhang et al. [19,20] gave (1/2 — €) algorithms for DR-submodular and
lattice submodular maximization with cardinality constraint, respectively. For
DR-submodular maximization subject to knapsack constraint, Tan et al. [1§]
proposed a (1/3 — e)-approximation algorithm with a single pass.

Non-submodular Functions. Das and Kempe [21] gave the concept of sub-
modularity ratio vs to describe how close a function is from being submodular.
Kuhnle et al. [16] proposed the diminishing-return (DR) ratio 4 on the integer
lattice, and generalized the definition of submodularity ratio 7, in [21] from set
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functions to the integer lattice. Later, Nong et al. [22] defined the generic sub-
modularity ratio v to measure the diminishing return property of a set function.
DR ratio defined in [16] is the extension of generic submodularity ratio defined in
[22] from set to the integer lattice. For maximizing a monotone non-submodular
function subject to cardinality constraint, Nong et al. [22] proved that standard
greedy algorithm achieves a (1 — e~ 7)-approximation with query complexity
O(nk). Wang et al. [17] introduced a streaming algorithm with approximation
1- 2% — €. In addition, Kuhnle et al. [16] utilized threshold greedy technique to
obtain a algorithm for maximizing monotone non-submodular functions on the
integer lattice whose approximation ratio arbitrarily approaching (1 — e~7=74).

The rest of this paper is organized as follows. The necessary notations and
subproblems that our algorithms need to solve are introduced in Sect. 2. In Sect. 3
we first propose a streaming algorithm with known optimal value. Then in Sect. 4
we introduce a streaming algorithm with known value of the unit standard vec-
tor. Finally, we present the one pass streaming algorithm for the non-submodular
functions in Sect. 5.

2 Preliminaries

In this section, we will define the DR ratio and introduce some notations and
properties about non-submodular function on a bounded integer lattice.

Notations. Denote Z, and R be the non-negative integers and non-negative
reals, respectively. Let E represent a finite ground set of size n. For each e € E,
we use z(e) to denote the component of a vector # € Z¥ corresponding to
element e. Let B € Z'} be an integer vector and [B] = {z € Z7[0 < z(i) <
B(i),V1 < i < n} be an integer lattice domain. Specially, [k] = {1,2,...,k} for
any integer k € Z,. For any e; € FE, let X; denote the unit vector in which
the ¢-th component is 1 and the other components are 0. The zero vector is
represented by 0. For vectors z,y € Zf, we define fy(z) = f(y + ) — f(y).
For a vector € Z¥, let supp*(z) be the set {e € E|z(e) > 0}, and {z} be
the multiset corresponding to vector x. Finally, we define & VV y to be the vector
whose i-th coordinate is max{x (), y(i)}, and & A y to be the vector whose i-th
coordinate is min{x(7), y(i)}.
Using this notations we can now define DR ratio as follows.

Definition 1 (DR Ratio [16]). Let function f : Zf — R, the diminishing-

return (DR) ratio of f, v, is the mazimum value in [0,1] such that for any
e € E, and for all x <y, such that y+ X. < B,

Vfy(Xe) < falXe).

Next, we describe a subproblem of our algorithm need to solve, namely, binary
search pivot subproblem.

BinarySearchPivot. Integer lattice can be represented as a multiset, where
elements can be contained repeatedly. In a streaming algorithm on the inte-
ger lattice, when element e and its copies arrive, any [ satisfying (1)f,(IX,) >
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IT;(2) fy (1 +1)X.) < (I + 1)7 is named as a pivot with respect to y,e, 7. The
subproblem is described as follows: given a threshold 7, determine a valid pivot
which satisfies both (1) and (2). In the literature, Soma et al. [13] studied the
maximization of DR-submodular functions f on the integer lattice, and they used
the standard Binary Search algorithm to obtain a valid pivot. Meanwhile, when
f is non-submodular, BinarySearchPivot algorithm of Kuhnle et al. [16] ensures
the average marginal contribution of elements added exceeds 7. In this paper,
we focus on non-submodular functions, thus we analyze our algorithms using the
BinarySearchPivot as a subroutine. The full algorithm for BinarySearchPivot is
given in Appendix A. Next, we use the following lemma of Kuhnle et al. [16].

Lemma 1 ([16]). BinarySearchPivot finds a wvalid pivot I € {0,..,lmaez} n
O(log limaz) queries of f, where lyq, = min{B(e) —y(e),k — [|y|l1}.

3 Streaming Algorithm with Known OPT

In this section, we assume that the optimal value of the problem (1) is known.
Then we present an algorithm that obtains a constant ratio with polynomial
query complexity. Procedure for BinarySearchPivot is desired; see section 2 for
an analysis of this subproblem.

Overview of Algorithm. Inspired by [9], we present a threshold greedy algo-
rithm in the streaming model. Suppose that a parameter v with A\OPT < v <
OPT is known, where A € [0,1]. When element e; and its B(e;) copies arrive,
we utilize the BinarySearchPivot algorithm with threshold 7 = {7 to obtain a
valid pivot [;. That is, when algorithm runs to element e;, we employ Algorithm

BinarySearchPivot to obtain a appropriate I; which satisfies
fyi&i) o v
l; =k
and
fyllit DX) v
I +1 27k
Finally, we add [;X; to the current solution y.

Algorithm 1. Streaming-Know-OPT
Require: function f, cardinality k£, ground set E, B and v such that A\OPT < v <
OPT.

1: y—0

2: fori=1,2,...,n do

3 if ||y||: <k then
4 l; «—BinarySearchPivot(f, y, B(ei), e, k, 55%)

6

7

8

end if
: end for
: return y
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Lemma 2. For the i-th iteration, Algorithm BinarySearchPivot considers the
element e; and its copies B(e;). Let y; be the current solution y at the end
of iteration i of Algorithm 1. Then for each vector y; < v < w < B, where
i=1,2,...,n, we have

flw) ~ F) < 230 ) — ve)) i ().

The above lemma is proven in Appendix B. From Lemma 2, it is clearly to
see that for any vector y < v < w < B, we also have

fw) = fo) <= Y £, (2)

e;e{w—v}

=~

Lemma 3. Let y; be the vector y following the i-th update of Algorithm 1, then
it satisfies
Yvllyilla
) > 3
fly) = M 3)
Proof. The proof is by induction. First, since f is normalized, we have f(0)

0. Next, we suppose that for vector y,_; the result holds, that is, f(y,_;) >

% Let [; be the valid pivot returned by Algorithm BinarySearchPivot

during the i-th iteration of Algorithm 1, then we have y, = y,_; +;X;. We now
show inequation 3 holds.
By Algorithm BinarySearchPivot we know

Fyis +16X) = Fy; 1) 2 i @)

Using the above assumption and the equality 4, we have

flyio + LX) > fly,—q) + li;%ﬂ
Yolly,; 11 YU
= "ok gy
_ ollyidll + 1)
27k
_ ol
27k

Thus the lemma follows.

Theorem 1. Let f be a non-submodular function with DR ratio v € [0,1]. For
any given X\ € [0,1], denote y be the output of Algorithm 1. Then we have

- f(y) > min{\y/27,1 - 1/27}OPT, where OPT is the optimal value.
— Algorithm 1 requires one pass, at most k space and O(log || B||~) update time
per element.
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Proof. The proof splits into two cases depending on the cardinality of solution
y returned by Algorithm 1.

1. At the end of the algorithm we have ||y||; = k, then by Lemma 3 we get

yU”y”l yv )\’}/
fy > = >_1.0PT.
( ) 2k 27 27

2. We consider the case ||y||1 < k. Suppose that y* is the optimal solution of
Algorithm 1, then it is easy to see that ||y*|1 = k. Let ¢ = (y* — y) V0.
Denote y,; be the vector at the end of i-th iteration of Algorithml1, y, =
I1X) + ... + 1;X;. Then by Lemma 1 and Algorithm BinarySearchPivot, we

have Yo
fy, (X)) < T (5)

Next, from 5, the monotonicity of f, Lemma 2 and the choice of v, we have

that
OPT — f(y) < f(y*Vy)— f(y)
<fly+z)- fly)

Z z(€;) fy, (X5)

e;€suppt{x}

Yv
Z x(ei)ﬂ

e;Esuppt{z}

<

IN INA

IN

1
Q—WOPT.
Rearranging the above inequality, we get
1
f(y) = (1= 5-)OPT.

From the above two cases, we have

LAY 1
fly) > mln{2—7, 1-— 2—7} -OPT.

4 Streaming Algorithm with Known f(X})

The premise of Algorithm1 is that we know the value of the optimal solution
OPT, which is unrealistic. To address this issue, we present the next algorithm,
which is instantiated with different guesses of OPT. Suppose that we know the
maximum values @ = max.cg f(X.). Combining with the DR ratio of f, it is
easy to see the guesses v € V. of OPT are increasing from « to ka/~y. For each
guesses v, Algorithm 2 outputs a feasible solution y”. Finally, the best of these
candidate vectors is returned.
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Algorithm 2. Streaming-Know-MAX VAL
Require: function f, cardinality k, ground set E, B, o = maxeep f(Xe).
LVe={(1+eicZ,a/(1+¢) < (1+¢€)' <ka/y}
2: for each v € V., set y* «— 0
3: fori=1,2,....,n do
4 for v € V. do
5: if ||y¥||1 <k then
6.
7
8

l; «BinarySearchPivot(f, y", B(e:), e, k, 55%)
Yy’ —y' + LA
end if
9:  end for
10: end for

11: return arg maxyev, f(y”)

The next lemma is proven in Appendix C.
Lemma 4. There is a guesses v € V. such that (1 —e€) - OPT <v < OPT.

Theorem 2. Let f be a non-submodular function with DR ratio v € [0,1]. For
any given € € [0,1], denote y be the output of Algorithm 2. Then we have

- f(y) > (1—1/2Y —€)OPT, where OPT is the optimal value.
— Algorithm 2 requires one pass, at most O(ke llogk/vy) space and
O(e tlogk/vlog| Bl ) update time per element.

Proof. By the result of Lemma4, we know that there must be a vy such that
(1 —€e)OPT < vy < OPT. Let y, denote the solution of Algorithm2 output
corresponding to vg. For the rest of the proof, we suppose that the results of
Lemma 1, Lemma 2 and Lemma 3 all hold for the Algorithm 2 with value vy.
Thus, in the same way as Theorem 1, we consider the following two cases

1. When ||yqll1 = k, by applying Lemma 3, we have

Yoollyolli — yvo o (1 =€)y
f(yo) > ok o > o -OPT.

2. When ||y,ll1 < k, we have
1
f(¥o) > (1~ 57)-OPT.
Obviously, we can get the following inequality
(1—e)y
2
From the above two cases, we have

1
> 1—27—6,V6€ (0,1),7 € [0,1].

Flyy) > min{(l%w, 1- 5} OPT

(1—e)y 1

1

> min{
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Memory and Query Complexity. We first argue that the amount of V. is
O(e tlogk/v). For each arriving element e, we need to consider all the parame-
ters in V. to get O(e~'log k/7) different solutions. This implies that the memory
of Algorithm 2 is O(ke~!logk/v). Further, suppose that the element e is fixed,
then for each v € V., we have to call to Algorithm BinarySearchPivot to get a
valid pivot. Combine with Lemma 1, we conclude that the query complexity is
O(e ' og [|Bl|o log /7).

5 The One Pass Streaming Algorithm

Algorithm 3. Streaming Algorithm

Require: function f, cardinality k, ground set E, B and ¢ € (0, 1).
L Ve={(1+eiiczZ"}

2: for each v € V., set y” «— 0

3:a—0,8<0

4: fori=1,2,...,n do

5. a« max{a, f(X:)}, 8 — {8, f(B(e:)Xi)}

6: Vi={(1+e’|s€Z,a/(1+e)<(1+¢€)°<2kB/v}
7:  Delete all y*, where v ¢ V!

8  for v eV do

9: if ||y, < k then

10: l; «BinarySearchPivot(f, y*, B(e:), ei, k, 55%)
11: yv — yv + lle

12: end if

13:  end for

14: end for

15: return arg maxyevn f(y")

Both Algorithm 1 and Algorithm 3 are idealized versions. This is due to the fact
that we do not know the exact value of OPT and « defined in Algorithm 2. To
solve this problem, we present a new one-pass algorithm in this section, in which
we estimate the values of a and a new parameter (3. For each element e, denote
a and (3 be the current maximum f(X,) and f(B(e)X,). This implies that when
element e; and its copies arrive, their corresponding set V! will be updated,
which is recorded as V! = {(1+¢€)°|s € Z,a/(1+¢€) < (1+¢€)° < 27kB/v}. When
the parameter v first appears in V!, the value of the vector y? is 0. When the
parameter v is not in V!, we delete the vector ¥ to save memory. Finally, the
best of y? is returned.

Lemma 5. For any v € U™, V!, denote y* be the final solution of Algorithm 3
and ¥ = (y* — y”) V 0. Suppose that v first appears in V™. Then for each
ei,t € [m —1], it always satisfies

Ja () X) < 2 (e:) - 5 (6)
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Proof. The proof is by contradiction. Suppose that there exists a ig € [m — 1]
such that o

Fla®(ein)Xig) = @ (€io) 5 (7)
Let a; = max¢p;) f(X;) and B; = max¢f;) f(B(e;)X;). Then combine the mono-
tonicity of f and (6), we have

[ LBZE < 2 e, )0, < 220,

v <
wv(elh)ry Y

Since v € V", we get

> 2mos Yo
T 14+e€e " 14e€

27kBig

Using the above two inequalities, we have T ”’ <wv < . That implies
that v € V;,, which contradicts the fact v first appears in V. Thus we get the
desired result.

Theorem 3. Let f be a non-submodular consider with DR ratio v € [0,1]. For
any given € € [0,1], denote y be the output of Algorithm 3. Then we have

- f(y) > (1—1/2Y —€)OPT, where OPT is the optimal value.
— Algorithm 3 requires one pass, at most O(ke llogk/vy) space and
O(etlogk/vlog| Bl ) update time per element.

Proof. By the result of Lemma 4, we know that there must be a vy such that
(1-€)OPT < vy < OPT. From Lemma 5, we can assume that vy is considered
when the first element arriving. For the rest of the proof, we consider the quality
of y¥0. The analysis is similar as in Theorem 2, thus we have

F(y™) = (1-1/27 — OPT.
Since y is the maximum of all solutions, we have
fy) = f(y”*) = (1 -1/27 = )OPT.

Thus, we complete the proof.
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Abstract. Independent cascade (IC) model is a widely used influence
propagation model for social networks. In this paper, we incorporate the
concept and techniques from causal inference to study the identifiabil-
ity of parameters from observational data in extended IC model with
unobserved confounding factors, which models more realistic propaga-
tion scenarios but is rarely studied in influence propagation modeling
before. We provide the conditions for the identifiability or unidentifiabil-
ity of parameters for several special structures including the Markovian
IC model, semi-Markovian IC model, and IC model with a global unob-
served variable. Parameter identifiability is important for other tasks
such as influence maximization under the diffusion networks with unob-
served confounding factors.

Keywords: Influence propagation - Independent cascade model -
Identifiability + Causal inference

1 Introduction

Extensive research has been conducted studying the information and influence
propagation behavior in social networks, with numerous propagation models and
optimization algorithms proposed (cf. [2,16]). Social influence among individuals
in a social network is intrinsically a causal behavior—one’s action or behavior
causes the change of the behavior of his or her friends in the network. Therefore,
it is helpful to view influence propagation as a causal phenomenon and apply
the tools in causal inference to this domain.

In causal inference, one key consideration is the confounding factors caused
by unobserved variables that affect the observed behaviors of individuals in the
network. For example, we may observe that user A adopts a new product and a
while later her friend B adopts the same new product. This situation could be
because A influences B and causes B’s adoption, but it could also be caused by an
unobserved factor (e.g. an unknown information source) that affects both A and
B. Confounding factors are important in understanding the propagation behavior
© Springer Nature Switzerland AG 2021
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in networks, but so far the vast majority of influence propagation research does
not consider confounders in network propagation modeling. In this paper, we
intend to fill this gap by explicitly including unobserved confounders into the
model, and we borrow the research methodology from causal inference to carry
out our research.

Causal inference research has developed many tools and methodologies to
deal with such unobserved confounders, and one important problem in causal
inference is to study the identifiability of the causal model, that is, if we can
identify the certain effect of an intervention, or identify causal model param-
eters, from the observational data. In this paper, we introduce the concept of
identifiability in causal inference research to influence propagation research and
study whether the propagation models can be identified from observational data
when there are unobserved factors in the causal propagation model. We propose
the extend the classical independent cascade (IC) model to include unobserved
causal factors, and consider the parameter identifiability problem for several
common causal graph structures. Our main results are as follows. First, for the
Markovian IC model, in which each unobserved variable may affect only one
observed node in the network, we show that it is fully identifiable. Second, for
the semi-Markovian IC model, in which each unobserved variable may affect
exactly two observed nodes in the network, we show that as long as a local
graph structure exists in the network, then the model is not parameter iden-
tifiable. For the special case of a chain graph where all observed nodes form
a chain and every unobserved variable affect two neighbors on the chain, the
above result implies that we need to know at least n/2 parameters to make the
rest parameters identifiable, where n is the number of observed nodes in the
chain. We then show a positive result that when we know n parameters on the
chain, the rest parameters are identifiable. Third, for the global hidden factor
model where we have an unobserved variable that affects all observed nodes in
the graph, we provide reasonable sufficient conditions so that the parameters are
identifiable.

Overall, we view that our work starts a new direction to integrate rich
research results from network propagation modeling and causal inference so that
we could view influence propagation from the lens of causal inference, and obtain
more realistic modeling and algorithmic results in this area. For example, from
the causal inference lens, the classical influence maximization problem [16] of
finding a set of k nodes to maximize the total influence spread is really a causal
intervention problem of forcing an intervention on k& nodes for their adoptions,
and trying to maximize the causal effect of this intervention. Our study could give
a new way of studying influence maximization that works under more realistic
network scenarios encompassing unobserved confounders. Due to the limitation
of space, the complete proofs of some of the theorems are placed in the full
version [8] on arXiv, and only outlines are given in this version.
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2 Related Work

Influence Propagation Modeling. As described in [2], the main two mod-
els used to describe influence propagation are the independent cascade model
and the linear threshold model. Past researches on influence propagation mostly
focused on influence maximization problems, such as [16,23]. In these articles,
they select seed nodes online, observe the propagation in the network, and opti-
mize the number of activated nodes after propagation by selecting optimal seed
nodes. Also, some works are studying the seed-node set minimization problem,
such as [12]. However, in our work, we mainly consider restoring the parame-
ters in the independent cascade model by observing the network propagation.
After obtaining the parameters in the network, we can then base on this to
accomplish downstream tasks including influence maximization and seed-node
set minimization.

Causal Inference and Identifiability. For general semi-Markovian Bayesian
causal graphs, [14] and [22] have given two different algorithms to determine
whether a do effect is identifiable, and these two algorithms have both soundness
and correctness. [15] also proves that the ID algorithm and the repeating use of
the do calculus are equivalent, so for semi-Markovian Bayesian causal graphs,
the do calculus can be used to compute all identifiable do effects.

In addition, for a special type of causal model, the linear causal model, arti-
cles [4] and [9] have given some necessary conditions and sufficient conditions on
whether the parameters in the graph are identifiable with respect to the structure
of the causal graph. However, the necessary and sufficient condition for param-
eter identifiability problem is not addressed and it remains an open question. In
this paper, we study another special causal model derived from the IC model.
Since the IC model can be viewed as a Bayesian causal model when the graph
structure is a directed acyclic graph and it has some special properties, we try
to give some necessary conditions and sufficient conditions for the parameters
to be identifiable under some special graph structures.

3 Model and Problem Definitions

Following the convention in causal inference literature (e.g. [20]), we use capital
letters (U, V, X,...) to represent variables or a set of variables, and their corre-
sponding lower-case letters to represent their values. For a directed graph, we
use U’s and V'’s to represent nodes since each node will also be treated as a
random variable in causal inference. For a node V;, we use N*(V;) and N~ (V)
to represent the set of its out-neighbors and in-neighbors, respectively. When
the graph is directed acyclic (DAG), we refer to a node’s in-neighbors as its
parents and denote the set as Pa(V;) = N~ (V;). When we refer to the actual
values of the parent nodes of V;, we use pa(V;). For a positive integer k, we use
[k] to denote {1,2,...,k}. We use boldface letters to represent vectors, such as
T = (7“17’/'2, ces ,’I“n) = (Ti)iG[n]-

The classical independent cascade model [16] of influence diffusion in a social
network is modeled as follows. The social network is modeled as a directed graph
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G = (V,E), where V.= {V1,V5,--- ,V,} is the set of nodes representing individ-
uals in the social network, and £ C V xV is the set of directed edges representing
the influence relationship between the individuals. Each edge (V;, V;) € E is asso-
ciated with an influence probability p(i, j) € (0,1] (we assume that p(i,j) = 0 if
(Vi,V;) ¢ E). Each node is either in state 0 or state 1, representing the idle state
and the active state, respectively. At time step 0, a seed set Sy C V of nodes
is selected and activated (i.e. their states are set to 1), and all other nodes are
in state 0. The propagation proceeds in discrete time steps ¢t = 1,2,.... Let Sy
denote the set of nodes that are active by time ¢, and let S_; = (). At any time
t=1,2,..., the newly activated node V; € S;_1\ S;_» tries to activate each of its
inactive outgoing neighbors V; € N (V;), and the activation is successful with
probability p(4, j). If successful, V; is activated at time ¢t and thus V; € S;. The
activation trial of V; on its out-neighbor Vj is independent of all other activation
trials. Once activated, nodes stay as active, that is, S;_; C S;. The propagation
process ends at a step when there are no new nodes activated. It easy to see that
the propagation ends in at most n — 1 steps, so we use S,,_1 to denote the final
set of active nodes after the propagation.

Influence propagation is naturally a result of causal effect—one node’s acti-
vation causes the activation of its outgoing neighbors. If the graph is directed
and acyclic, then the IC model on this graph can be equated to a Bayesian
causal model. In fact, we can consider each node in the IC model as a vari-
able, and for a node V;, it takes the value determined by P(V; = 1|pa(V;)) =
L= 1Liv,e Pa(vi)o;=1 in pa(vi) (1 = Pji)- Obviously, this is equivalent to our defi-
nition in the IC model. IC model is introduced in [16] to model influence propa-
gation in social networks, but in general, it can model the causal effects among
binary random variables. In this paper, we mainly consider the directed acyclic
graph (DAG) setting, which is in line with the causal graph setting in the causal
inference literature [20]. We discuss the extension to general cyclic graphs or
networks in the full version [8].

All variables Vi, V5, ..., V,, are observable, and we call them observed vari-
ables. They correspond to observed behaviors of individuals in the social network.
There are also potentially many unobserved (or hidden) variables that affecting
individuals’ behaviors. We use U = {Uy,Us, ...} to represent the set of unob-
served variables. In the IC model, we assume each U; is a binary random variable
with probability r; to be 1 and probability 1 — r; to be 0, and all unobserved
variables are mutually independent. We allow unobserved variables U;’s to have
directed edges pointing to the observed variables V;’s, but we do not consider
directed edges among the unobserved variables in this paper. If U; has a directed
edge pointing to Vj, we usually use g; ; to represent the parameter on this edge.
It has the same semantics as the p; ;’s in the classical IC model: if U; = 1, then
with probability ¢; ; U; successfully influence V; by setting its state to 1, and with
probability 1—g; ; V;’s state is not affected by U;, and this influence or activation
effect is independent from all other activation attempts on other edges. Thus,
overall, in a network with unobserved or hidden variables, we use G = (U, V, E)
to represent the corresponding causal graph, where U is the set of unobserved
variables, V' is the set of observed variables, and £ C (V x V) U (U x V) is
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the set of directed edges. We assume that G is a DAG, and the state of every
unobserved variable U; is sampled from {0, 1} with parameter r;, while the state
of every observed variable V; is determined by the states of its parents and the
parameters on the incoming edges of V; following the IC model semantics. In
the DAG G, we refer to an observable node V; as a root if it has no observable
parents in the graph. Every root V; has at least one unobserved parent. We
use vectors p, q,r to represent parameter vectors associated with edges among
observed variables, edges from unobserved to observed variables, and unobserved
nodes, respectively. We refer to the model M = (G = (U,V, E),p,q,r) as the
causal IC model. When the distinction is needed, we use capital letters P,Q, R
to represent the parameter names, and lower boldface letters p, g, r to represent
the parameter values.

In this paper, we focus on the parameter identifiability problem following the
causal inference literature. In the context of the IC model, the states of nodes
V = {Vy,Va,...,V,} are observable while the states of U = {U;,Us,...} are
unobservable. We define parameter identifiability as follows.

Definition 1 (Parameter Identifiability). Given a graph G = (U, V, E), we
say that a set of IC model parameters @ C PUQ U R on G is identifiable if
after fizing the values of parameters outside @ and fizing the observed probabil-
ity distributions P(V' = ') for all V! CV and all v' € {0,111V, the values of
parameters in @ are uniquely determined. We say that the graph G is parameter
identifiable if ® = P U Q U R. Accordingly, the algorithmic problem of parame-
ter identifiability is to derive the unique values of parameters in © given graph
G = (U,V, E), the values of parameters outside @, and the observed probability
distributions P(V' = v') for all V' C 'V and allv' € {0, 11V'|. Finally, if the algo-
rithm only uses a polynomial number of observed probability values P(V' = v')’s
and runs in polynomial time, where both polynomials are with respect to the graph
size, we say that the parameters in © are efficiently identifiable.

Note that when there are no unobserved variables (except the unique unob-
served variables for each root of the graph), the problem is mainly to derive the
parameters p; ;’s from all observed P(V’ = v')’s. In this case, the parameter
identifiability problem bears similarity with the well-studied network inference
problem [1,3,5-7,10,11,13,17-19,21]. The network inference problem focuses
on using observed cascade data to derive the network structure and propagation
parameters, and it emphasizes on the sample complexity of inferring parameters.
Hence, when there are no unobserved variables in the model, we could use the
network inference methods to help to solve the parameter identifiability prob-
lem. However, in real social influence and network propagation, there are other
hidden factors that affect the propagation and the resulting distribution. Such
hidden factors are not addressed in the network inference literature. In contrast,
our study in this paper is focusing on addressing these hidden factors in net-
work inference, and thus we borrow the ideas from causal inference to study the
identifiability problem under the IC model.

In this paper, we study three types of unobserved variables that could com-
monly occur in network influence propagation. They correspond to three types
of IC models with unobserved variables, as summarized below.
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Markovian IC Model. In the Markovian IC model, each observed variable
V; is associated with a unique unobserved variable U;, and there is a directed
edge from U; to V;. This models the scenario where each individual in the social
network has some latent and unknown factor that affects its observed behavior.
We use ¢; to denote the parameter on the edge (U;, V;). Note that the effect of
U; on the activation of V; is determined by probability r; - ¢;, and thus we treat
r; = 1 for all i € [n], and focus on identifying parameters ¢;’s. Thus the graph
G = (U,V, E) has parameters ¢ = (¢i)ic[n], and p = (pij)(v;,v,)er- Figurel
shows an example of a Markovian IC model. If some ¢; = 0, it means that the
observed variable V; has no latent variable influencing it, and it only receives
influence from other observed variables.

Uv,‘(r»,) “U1(7'1)

Fig.1. A Markovian IC model with Fig. 2. A Markovian IC model with five
five nodes. nodes and a global unobserved variable.

Semi-Markovian IC Model. The second type of unobserved variables is the
hidden variables connected to exactly two observed variables in the graph. In
particular, for every pair of nodes V;, V; € V, we allow one unobserved variable
U;,; that has two edges, one pointing to V; and the other pointing to V;. This
models the scenario that two individuals in the social network has a common
unobserved confounder that may affect the behavior of two individuals. We call
this type of model semi-Markovian IC model, following the common terminology
of the semi-Markovian model in the literature [20]. In this model, each U; ;
has a parameter r; ;, and edges (U, ;,V;) and (U; ;,V;) have parameters g¢; ;1
and g¢; ;o respectively. Therefore, the graph has parameters r = (TW‘)(Vi V,)EEs
q = (4i,j,1,4i,5,.2) (vi,vy)ers and p = (Pi ;) (vi,v;)eE-

Within this model, we will pay special attention to a special type of graphs
where the observed variables form a chain, i.e. Vi — Vo — -+ — V,,, and the
unobserved variables always point to the two neighbors on the chain. In this case,
we use U; to denote the unobserved variable associated with edge (V;, V;11), and
the parameters on the edges (U;,V;) and (U;, Vi41) are denoted as ¢; 1 and ¢; 2,
respectively. Figure 3 represents this chain model.
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Uy(r1) Us(12) Us(rs) Un_o(tn-2)  Up1(rn-1)
A A A A 2
V2N RN RN RN \
1,2 2.2 . ds.2 qn-2.17 / \qn-12
S {I\ S N s N T, N R
v D1 v, P2 Vs P3 Vi Voo Pn—2 Vi Pn-t Vi

Fig. 3. The semi-Markovian IC chain model.

IC Model with A Global Unobserved Variable. The third type of hidden
variables is a global unobserved variable Uy that points to all observed variables
in the network. This naturally models the global causal effect where some com-
mon factor affects all or most individuals in the network. For every edge (Up, V;),
we use go; to represent its parameter.

Moreover, we can combine this model with the Markovian IC model, where
we allow both unobserved variable U; for each individual and a global unobserved
varoable Uy. Figure 2 represents this model.

4 Parameter Identifiability of the Markovian IC Model

For the Markovian IC model in which every observed variable has its own unob-
served variable, we can fully identify the model parameters in most cases, as
given by the following theorem.

Theorem 1 (Identifiability of the Markovian IC Model). For an arbi-
trary Markovian IC model G = (U,V, E) with parameters q = (q;)icn) and
p= (pi,j)(vi,vj)eE; all the q; parameters are efficiently identifiable, and for every
i € [n], if ¢; # 1, then all p;; parameters for (V;,V;) € E are efficiently identi-
fiable.

Proof. For an observed variable (node) V;, suppose that its observed parents are
Viis Vig, - -+, Vi,. Therefore, we have

PV, =0|Vi, =0,--,V;, =0) =1— g, (1)

P(Vi=0V;; =1,Viy =0, Vi, =0,Vi,,, =0, , Vi, =0) = (1 —g)(1—pi; ). (2)

.
From Eq. (1), we can obtain the value of ¢;. Then if ¢; # 1, from Eq. (2), we
can derive the value of p;; ;. Moreover, for each root node V;, we can get ¢; by
computing ¢; = P(V; = 1). The computational efficiency is obvious. O

The theorem essentially says that all parameters are identifiable under the
Markovian IC model, except for the corner case where some g; = 1. In this case,
the observed variable V; is fully determined by its unobserved parent U;, so we
cannot determine the influence from other observed parents of V; to V;. But the
influence from the observed parents of V; to V; is not useful any way in this
case, so the edges from the observed parents of V; to V; will not affect the causal
inference in the graph and they can be removed.
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5 Parameter Identifiability of the Semi-Markovian IC
Model

Following the definition in the model section, we then consider the identifiabil-
ity problem of the semi-Markovian models. We will demonstrate that in most
cases, this model is not parameter identifiable. Actually, from [22] we know that
the semi-Markovian Bayesian causal model is also not identifiable in general.
Essentially, our conclusion is not related to their result. On the other side, we
will show that with some parameters known in advance, the semi-Markovian IC
chain model will be identifiable.

5.1 Condition on Unidentifiability of the Semi-Markovian IC Model

More specifically, the following theorem shows the unidentifiability of the semi-
Markovian IC model with a special structure in it.

Theorem 2 (Unidentifiability of the Semi-Markovian IC Model). Sup-
pose in a general graph G, we can find the following structure. There are three
observable nodes Vi, Vo, V3 such that (V1,Vs) € E, (V2,V3) € E and unobservable
Uz, Us with (Uy, V1), (U, V2), (U2, V2), (U2, V3) € E. Suppose each of Uy, Uz only
has two edges associated to it, the three nodes V1, Va, V3 can be written adjacently
in a topological order of nodes in U UV . Then we can deduce that the graph G
s mot parameter identifiable.

Figure4 is an example of the structure described in the above theorem.

AU 1(ro)

Fig. 4. An example of the structure in Theorem 2.

Proof (Outline). To prove that the parameters in the model with this structure
are not identifiable, we give two different sets of parameters directly. We show
that these two different sets of parameters produce the same distribution of
nodes in V, and thus the set of parameters is not identifiable by observing
only the distribution of V. The details of these two sets of parameters and the
distributions they produce are included in the full technical report [8]. a
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5.2 Identifiability of the Chain Model

We now consider the chain model as described in Sect. 3 and depicted in Fig. 3.
In this structure, we present a conclusion of identifiability under the assumption
that the valuations of some parameters are our prior knowledge.

We divide the parameters of the graph into four vectors

q, = ((I1,17Q2,17 ce »%-1,1%‘12 = ((I1,2,QQ,2, s 7%—1,2)7 (3)
p:(plap2a"' 7pn—1)ar:(7‘17r27"' 7Tn—1)- (4)

For the chain model, our theorem below shows that once the parameters p;
is known, g, or r is known, the set consists of remaining parameters in the chain
is efficiently identifiable.

Theorem 3 (Identifiability of the Semi-Markovian IC Chain Model).

Suppose that we have a semi-Markovian IC chain model with the graph
G = (U.V.E) and the IC parameters p = (pi)icpn1)s @1 = (@1)icin-1):
q> = (¢i2)ien—1) and T = (1i)icn—1), and suppose that all parameters are in
the range (0,1). If the values of parameter py is known, qo or v is known, then
the remaining parameters are efficiently identifiable.

Proof (Outline). We use induction to prove this theorem. Under the assumption
that p; is known and g, or r is known, suppose p1,p2, -+ ,Dt—2, T1,72, " ,Tt—2,
q1,15,92,15" 5 Gt—2,1 and q1.2,G2.2,° ,qi—2,2,Tt—1Gt—1,1 has been determined by
us, and we prove that q;—1,1,7¢—1,Pt—1,qe—1,2 and r:qs1 can also be determined.
In fact, by the distribution of the first t nodes on the chain we can obtain three
different equations, and after substituting our known parameters, the inductive
transition can be completed. It is worthy noting that this inductive process can
also be used to compute the unknown parameters efficiently.

The proof is lengthy because of the many corner cases considered and the
need to discuss the cases t =n,t =2 and 2 <t < n. [

According to Theorem 3 we get that the semi-Markovian chain is param-
eter identifiable in the case that n particular parameters are known. Simul-
taneously, by Theorem 2, we can show that if just less than L%J parame-
ters are known, then this semi-Markovian chain will not be parameter identi-
fiable. Actually, if the chain model is parameter identifiable, utilizing Theorem
2, we know that for each 2 < t < n — 1, at least one of parameters between
Dt—1,Pt,Tt—1,Tt, Q¢—1,1,qt—1,2,G¢,1 and gy 2 should be known. Therefore, we let
t=2,4,---,2[ 25|, we can deduce that at least |25 should be known. For-

2
mally, we have the following corollary of Theorem 2 and Theorem 3.

Corollary 1. For a semi-Markovian IC chain model, if no more than L%‘lj
parameters are known in advance, the remaining parameters are unidentifiable;
if it is allowed to know n parameters in advance, we can choose pi,qy 0T p1,T
to be known, then the remaining parameters are identifiable.



24 S. Feng and W. Chen

6 Parameter Identifiability of Model with a Global
Hidden Variable

Next, we consider the case where there is a global hidden variable in the causal
IC model, defined as those in Sect.3. If there is only one hidden variable Uy
in the whole model, we prove that the parameters in general in this model are
identifiable; if there is not only Uy, the model is also Markovian, that is, there
are also n hidden variables Uy, - - - , U, corresponding to V1, Vo, -, V,,, then the
parameters in this model are identifiable if certain conditions are satisfied.

6.1 Observable IC Model with only a Global Hidden Variable

Suppose the observed variables in the connected DAG graph G = (U, V, E) are
Vi,Va,---,V, in a topological order and there is a global hidden variable U
such that there exists an edge from Uy to the node for each observable variable
V;. Suppose the activating probability of Uy is r and the activating probability
from U to V; is ¢; € [0,1) (naturally, ¢g; # 0 and there are at least 3 of nonzero
g;’s). Now we propose a theorem according to these settings.

Theorem 4 (Identifiability of the IC Model with a Global Hidden
Variable). For an arbitrary IC model with a global hidden variable G =
(U,V,E) with parameters q = (¢i)icin), v and p = (pij)(vi,v;)ee such that
¢ # L,pi; # 1 andr # 1 for Vi, j € [n], all the parameters in p,r and q are
identifiable.

Proof (Outline). We discuss this problem in two cases, the first one is the exis-
tence of two disconnected points V;, V;,i < jin V and ¢;,q; # 0. At this point

_ P(V4=0,Va=0,-- ,V;=1,V; 41=0,--- ,V;=0)
we can use 1 —¢q; = POVI=0,Va =0, Vi=T,Vis1 =0, .V, -1=0) to solve out ¢;, and
then use P(V1 =0,Vo =0,---,V; =0) and P(V; =0,Vo=0,--- ,V;_1 =0) to
solve out r.

After getting r, by the quotients of probabilities of propagating results, we
can get all the parameters.

Another case is that there is no V;,V; as described above. At this point
there must exist three points V;, V;, Vi, that are connected with each other and
¢i,qj,qx 7# 0. We observe the probabilities of different possible propagating
results of these three points with all other nodes are 0 after the propagation.
From these, we can solve out ¢;, q;, gx, and then solve out all parameters by the
same method as in the first case. ad

6.2 Markovian IC Model with a Global Hidden Variable (Mixed
Model)

Suppose the model is G = (U,V, E), where U = {Uy,Uy,Us,--- ,U,}, V =
{V1,Va, -+, V,}. Here, V1, Vo, -+, V, are in a topological order. The parameters
are ro, qo = (QO,i)ie[n]a q= (Qi)ie[n] and p = (pi,j)(w,\/j)eE~
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Theorem 5 (Identifiability of Markovian IC Model with a Global Hid-
den Variable (Mixed Model)). For an arbitrary Markovian IC Model with
a Global Hidden Variable G = (U,V, E) with parameters 7o, do = (qo,i)ic[n],
q = (¢i)iein) and P = (pij)(v,,v; ek, we suppose that all the parameters are not
1. If 3i,j,k € [n],i < j < k such that each pair in V;,V;,Vj, are disconnected
and qo,i,qo,j, G0,k 7 0, then the parameters qo+,q: and py;,l >t > k are iden-
tifiable. Moreover, if V;,V;, Vi can be adjacently continuous in some topological

order, i.e. j =1+ 1,k =i+ 2 without loss of generality, all the parameters are
identifiable.

Proof (Outline). Assuming that there exist V;,V;,V; that satisfy the require-
ments of the theorem, then we can write expressions for the distribution of these
three parameters when all other nodes with subscripts not greater than [ are
equal to 0. In fact, we can see that with these 8 expressions, we can solve for
P(V1:O, ,W :O,U():].) and P(V1:O, 7W :O,U():O).

Since we have P(V; =0,--- ,V; =0,Uy =1) = rnizl(l —q)(1 —qo,) and
P(Vi=0,---,V; =0,Uy=0) = (1 — ) [T._, (1 — q;), we will be able to obtain
all the parameters very easily by dividing these equations two by two. This proof
has some trivial discussion to show that this computational method does not fail
due to corner cases. O

Notice that the parameters in this model are identifiable when and only when
a special three-node structure appears in it. Intuitively, this is because through
this structure we can more easily obtain some information about the parameters,
which does not contradict the intuition of Theorem 2.

7 Conclusion

In this paper, we study the parameter identifiability of the independent cascade
model in influence propagation and show conditions on identifiability or uniden-
tifiability for several classes of causal IC model structure. We believe that the
incorporation of observed confounding factors and causal inference techniques is
important in the next step of influence propagation research and identifiability
of the IC model is our first step towards this goal. There are many open prob-
lems and directions in combining causal inference and propagation research. For
example, seed selection and influence maximization correspond to the interven-
tion (or do effect) in causal inference, and how to compute such intervention
effect under the network with unobserved confounders and how to do influence
maximization is a very interesting research question. In terms of identifiability,
one can also investigate the identifiability of the intervention effect, or whether
given some intervention effect one can identify more of such effects.
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Abstract. Stimulated by practical applications arising from viral mar-
keting. This paper investigates a novel Budgeted k-Submodular Maxi-
mization problem defined as follows: Given a finite set V', a budget B and
a k-submodular function f : (k4 1)V — R4, the problem asks to find a
solution s = (S1,52,...,Sk), each element ¢ € V has a cost ¢;(e) to be
put into i-th set S;, with the total cost of s does not exceed B so that
f(s) is maximized. To address this problem, we propose two streaming
algorithms that provide approximation guarantees for the problem. In
particular, in the case of each element e has the same cost for all i-th
sets, we propose a deterministic streaming algorithm which provides an
approximation ratio of i —e when f is monotone and % —e when f is non-
monotone. For the general case, we propose a random streaming algo-

rithm that provides an approximation ratio of min{ ¥, (ﬁ_ﬁi)"kkﬁ} € when
_ (A-a)k }

25 F—35 € When f is non-monotone in

expectation, where 8 = maxcev,s,je[k],i; C—(e) and €, a are fixed inputs.

[ is monotone and min{ 5, 7

Keywords: k-submodular - Budget constraint + Approximation
algorithm - Streaming algorithm

1 Introduction

Maximizing k-submodular functions has attracted a lot of attention because
of its potential in solving various combinatorial optimization problems such as
influence maximization [8,9,11,12], sensor placement [9,11,12], feature selection
[14] and information coverage maximization [11]. Given a finite set V and an
integer k, we define [k] = {1,2,...,k} and (k + 1)V = {(X1, X2,..., X)|X; C
V,Vi € [k],X; N X; = 0,Yi # j} be a family of k disjoint sets. A function
f:(k+1)V — Ry is k-submodular iff for any x = (X1, Xa,...,X}) and y =
(Y1,Ya,...,Y;) € (k+ 1), we have:

f&) + fy) =2 fxNy) + f(xUy) (1)
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where
xMNy=(X;NYq,..., Xy NYy)

and

xUy = X1UY1\(UXiUYi),...,XkUYk\(UXiUYi)
i#1 i£k

Although there exists a polynomial time to maximize a k-submodular func-
tion [16], maximizing a k-submodular function is still NP-hard. Studying on
maximizing a k-submodular function was initiated by Singh et al. [14] with
k = 2. Ward et al. [17] first studied to maximize an unconstrained k-submodular
function for general k£ and devised a deterministic greedy algorithm which pro-
vided an approximation ratio of 1/3. Later on, [6] introduced a random greedy
approach which improved the approximation ratio to T]il by applying a proba-
bility distribution to select any larger marginal element that has a higher prob-
ability. The authors in [10] eliminated the random told above but the number
of queries increased to O(n?k?). The unconstrained maximizing k-submodular
function was further studied in [15] in online settings.

Under the size constraint, Oshaka et al. [9] first proposed 1/2-approximation
algorithm by using a greedy approach for maximizing monotone k-submodular
maximization functions. [13] showed a greedy selection that could give an approx-
imation ratio of 1/2 under the matroid constraint. The authors in [11] then
further proposed multi-objective evolutionary algorithms that provided 1/2-
approximation ratio under the size constraint but took O(kn log? B) queries in
expectation. Recently, Nguyen [12] et al. considered the k-submodular maximiza-
tion problem subjected to the total size constraint under noises and devised two
streaming algorithms which provided the approximation ratio of O(e(1 —¢)~2B)
when f was monotone and O(e(1 — ¢)3B) when f was non-monotone.

Although there have been many attempts to solve the problem of maximizing
a k-submodular function under several kinds of constraints, they did not cover
several cases that could happens frequently in reality in which each element
could be customized in terms of its private cost or a problem was provided with
just limited budgets. Let’s consider the following application:

Influence Maximization with k£ Topics. Given a social network under an
information diffusion model and k topics. Each user has a cost to start the
influence under a topic which manifests how hard it is to initially influence to
a respective person. Given a budget B, we consider the problem of finding a
set of users (seed set), each initially adopts a topic, with the total cost is at
most B to maximize the expected number of users who are eventually activated
by at least one topic. In this application, the expected number of influenced
users (objective) function is k-submodular where each user corresponds to each
element in the set V' [8,9,12].

Motivated by that observation, in this work, we study a novel problem named
Budgeted k-submodular maximization (BkSM), defined as follows:

Definition 1. Given a finite set V, a budget B and a k-submodular function
f:(k+1)V — Ry. The problem asks to find a solution s = (Si,Sa,...,Sk),
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each element e € V has a cost ci(e) > 0 to be put in to S;, with total cost
c(8) =D icph] Lees, Cile) < B so that f(s) is mazimized.

In addition, input data increasing constantly makes it impossible to be stored
in computer memory. Therefore it is critical to devise streaming algorithms which
not only reduce the requirement of stored memory but also be able to produce
guaranteed solutions in a single pass or some passes. Although streaming algo-
rithm is one of efficient methods for solving submodular maximization prob-
lems under various kinds of constraints such as cardinality constraint [1,3,7,18],
knapsack constraint [5], k-set constraint [4] and matroid constraint [2], it is not
potential to directly be applied to our BkSM problem due to intrinsic differences
between submodularity and k-submodularity.

Our Contributions. In this paper we propose several algorithms which provide
theoretical bounds of BkSM. Overall, our contributions are as follows:

— For a special case when every element has the same cost to be added to any
i-th set, we first propose a deterministic streaming algorithm (Algorithm 2)
which runs in a single pass, has O(k" log B) query complexity, O(g log B)
space complex1ty and returns an approximation ratio of 7 — € when f is
monotone and £ — e when f is non-monotone for any input Value of e > 0.

— For the general case, we propose a random streaming algorithm (Algorithm 4)
which runs in a single pass, has O(k—" log B) query complexity, O(B log B)
space complexity and returns an approximation ratio of min{§, (1 + 5) . [3}

_ (l-a)k }

when f is monotone and min{$, T =T € when f is non-monotone in

expectation where § = maxccv,; jek] i) CL(Z) and o € (0,1],¢ € (0,1) are
J
inputs.

Our algorithms is an inspired suggestion from [1,5] in which we also sequentially
make decision based on the value of incremental objective function per cost of
each element and guess the optimal solution through the maximum singleton
value. In addition, we introduce a new probability distribution to subsequently
select a new element to candidate solutions.

Organization. The rest of the paper is organized as follows: The notations and
properties of k-submodular functions are presented in Sect.2. Section3 and 4
present our algorithms and theoretical analysis. Finally, we conclude this work
in Sect. 5.

2 Preliminaries

Given a finite set V and an integer k, denote [k] = {1,2,...,k}, let (k+ 1)V =
{(X1,X2,...,Xp)|X; CV.Vi € [k],X;NX; =0,Vi# j} be a family of k disjoint
sets, called a k-set. We define supp;(x) = X, supp(x) = Uje[r) Xi, X; is called
i-th set of x and an empty k-set is defined as 0 = (0,...,0).

For x = (X1, Xo,... Xg) and y = (V1,Ys,...,Y3) € (k+ 1)V, if e € X;, we
write x(e) = i else if e ¢ U;c3 Xy, we write x(e) = 0 and i is called the position
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of e; adding e ¢ supp(x) into X; can be represented by x LI (e,4). In the case of
X, ={e}, and X; = 0,Vj # i, we denote x as (e,i). Wedenote x C y iff X; C Y]
for all ¢ € [k].

A function f : (k+1)V — R is k-submodular iff for any x = (X1, Xo, ..., Xz)
andy = (Y1,Y2,...,Y%) € (k+ 1)V, we have:

f)+fly) = fxNy) + flxUy) (2)

where
Xﬂy:(XlﬁYh...,XkﬁYk)

and

xUy= (X un\(JX;uv),... . X un\ (JXxuy)
i#1 i#k

A function f is monotone iff for any x € (k+ 1)V, e ¢ supp(x) and i € [k], we
have

Ae,if(x> = f(Xl, e 7XiflaXi U {e},Xi+1, e ,Xk) — f<X17 e ,Xk) Z O (3)
From [17], the k-submodularity of f implies the orthant submodularity, i.e.,

Ae,if(x) > Ae,if(Y) (4)

and the pairwise monotonicity, i.e.,
Acif(x) + A f(x) >0 (5)

for any x,y € (k+ 1)V with x C y, e ¢ supp(y) and i, j € [k] with i # j.
In this paper, we assume that f is normalized, i.e., f(0) = 0 and each element
e has a cost ¢;(e) to be added into i-th set of a solution and the total cost of

k-set x is
cx)= > ale)
i€[k],e€supp; (x)

We define (8 as the largest ratio of different costs of an element, i.e.,

06 = max cile)
eeV,i#j cj(e)

Without loss of generality, throughout this paper, we assume that every element
e satisfies ¢;(e) > 1,Vi € [k] and ¢;(e) < B, otherwise we can simply remove
it. We only consider & > 2 because if k¥ = 1, the k-submodular becomes to
submodular function.
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3 Deterministic Streaming Algorithm When 8 =1

In this section, we introduce a deterministic streaming algorithm for the special
case when 0 = 1, i.e., each element has the same cost for all i-th sets ¢;(e) =
cj(e),Ve € V,i # j. For simplicity, we denote c(e) = ¢;(e) = ¢;(e).

The main idea of our algorithms is that (1) we select each observed element e
based on comparing between the ratio of f per total cost at the current solution
with a threshold which is set in advance, and (2) we use the maximum singleton
value (€maz, imaz) defined as

(emaacy imaac) = arg max f((ea Z)) (6)
eeV,i€lk]
to obtain the final solution. We first assume that the optimal solution is known
and then remove this assumption by using the method in [1] to approximate the
optimal solution.

3.1 Deterministic Streaming Algorithm with Known Optimal
Solution

We first present a simplified version of our deterministic streaming algorithm
when the optimal solution is known. Denote o as an optimal solution and opt =
f(0), the algorithm receives v such that v < opt and a parameter « € (0, 1] as
inputs. The role of these parameters are going to be clarified in the main version.
The details of the algorithm are fully presented in Algorithm 1. We define the
notations as follows:

e (¢7,i7) as the j-th element and its position added in the main loop of the
algorithm;

s’ - the solution when adding j elements in the main loop of the algorithm;
o/ = (olUs/)Us’;

o/ 12 = (ous/)Usi;

s1=1/2. If €/ € supp(o), then s771/2 = 71 U (¢/,0(e?)). If &/ ¢ supp(o),
§i—1/2 — gi-1,

o u' = {(u1,71), (u2,72),-- ., (ur,jr)} - a set of elements that are in o’ but not
in 8!, r = |supp(u)|
b u?i = st U {(ulajl)a (u23j2)7 R (ul7.77.)}

The algorithm initiates a candidate solution s® as an empty k-set. For each

new incoming element e, the algorithm updates a tuple (€44, tmaz) to find the
maximal singleton then checks that the total cost c(s?)+c(e) exceed B or not? If
not, it finds a position ¢’ € [k] that f(s' L (e,7’)) is maximal and adds (e, 7) into
o it LoD > g
step helps the algorithm select any element which has high value of marginal
value per its cost as well as eliminate bad ones.

After finishing the main loop, the algorithm returns the best solution in {s’}U

{(emazsimaz)} When f is monotone or returns the best solution in {s/ : j < t}

. Otherwise, it ignores e and receives the next element. This
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Algorithm 1. Deterministic streaming algorithm with known opt
Input: a function f: (k+ 1)V — Ry, B >0, o € (0,1], v that v < opt
Output: a solution s
s —0,t—0
foreach e € V do
ie +— argmax;cpk f((e, 1))
(emaz, imas) < AIGMAX(e1,i1)E{(emazimas ), (eic)} S ((€1511))
if c¢(s') + c(e) < B then
i’ « argmax;ep f(s' U (e,14))

so f(sfu(e,i’)) av
if s(st)l-‘-c(e) > then
L st st (e, i), t—t+1

S B o

9. return arg MaXse(st}u{(emas imas)} 4 (5) if f is monotone,

Arg MAXg¢ (67:7<t}U{ (emasrimae)} J (3) if f 1S non-monotone.

U {(emaz, tmaz)} when f is non-monotone. We now analysis the approximation
guarantee of Algorithm 1. Denote e! is the last addition of the main loop of the
Algorithm 1. By exploiting the relation among o, o’ and s?, j < ¢, we obtain the
following Lemma.

Lemma 1. If f is monotone then v — f(o') < f(s') and if f is non-monotone
then v — f(o?) < 2f(s').

Due to the space constraint, we omit some proofs and presented them in a full
version of this paper. Lemma 1 plays an important role for analyzing approxi-
mation ratio of the algorithm, which stated in the following Theorem.

Theorem 1. Algorithm 1 is a single pass streaming algorithm and returns a
solution s satisfying:

— If f is monotone, f(s) > min{%,5%}v, f(s) is mazimized to ¥ when o = 5.
- Iff ;’5 non-monotone, f(s) > min{%, 5%}, f(s) is mazimized to ¥ when
a=%.
5

3.2 Deterministic Streaming Algorithm

We present our deterministic streaming algorithm in the case of 5 = 1 which
reuses the framework of Algorithm 1 but removes the assumption that o is
known. We use the dynamic update method in [1] to obtain a good approxi-
mation of opt.

To specific, denote m = max.cv,ic[k f((e,i)), we have m < opt < Bm.
Therefore we use the value v = (1 + €')? for {jlm < (1+¢€)? < Bm,j € Z,}
to guess the value of opt by showing that there exits v such that (1 — € )opt <
v < opt. However, in order to find m, we have to require at least one pass
over V. Therefore, we adapt the dynamic update method in [1] which updates
m = max{m, max;ep f((e,7))} with an already observed element e to determine
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the range of guessed optimal values. This method can help algorithm maintain
a good estimation of the optimal solution if that range shifts forward when next
elements are observed. We implement this method by using variables s* and ¢,
to store a candidate solution and the number of its elements in which v = (1+4¢’)
is an guessed value of opt.

We set the value of « by using Theorem 1 which provides the best approxi-
mation guarantees. The value of € is set to several times higher than e to reduce
the complexity but still ensure approximation ratios. The detail of our algorithm
is presented in Algorithm 2.

Algorithm 2. Deterministic streaming algorithm

Input: a function f: (k+ 1)V — Ry, B >0, ¢ > 0.
Output: a solution s
If f is monotone o «— %, € «— 4e else a — %,
foreach e € V do
ie «— argmax;cpk f((e, 1))
(€maz; imaz) < ATEMAX(e1 i1)e{(emas iman) (eie)} £ ((€1,71))
O — {jlf((emaz,imaz)) < (1 + €')) < Bf((€maz,imaz)),J € Z+}
for j € O do
if ¢(s%) + c(e) < B then
i’ « argmax;epr f(s" U (e, 1))
| sYth s (e i), t; —t;+1

€ «— be

if f(SJU(FZ ) > a(1+e )7 then
c(s'9)+e(e)

© ® N oA~ w N

Lemma 2. In Algorithm 2, there exists a number j € Z so thatv = (1+¢')7 €
O satisfies (1 — € )opt < v < opt

Proof. Denote m = f((€maxsimaz)). Duet to k-submodularity of f, we have
m < opt = f(0) < Z f(e,o(e)) < Bm
e€supp(o)
Let j = [log; . opt], we have v = (1 + ¢)? < opt < Bm and v > (1 +

6/)1og1+6,(opt)—1 _ 1(3;:2/ > Opt(l _ 6/).

The performance of Algorithm 2 is claimed in the following Theorem.

Theorem 2. Algorithm 2 is a single pass streaming algorithm that has
O(%log B) query complezity, O(%log B) space complezity and provides an
approximation ratio of i — ¢ when [ is monotone and % — € when f is non-
monotone.

Proof. The size of O is at most & log B, finding each s% takes at most O(kn)
queries and s% includes at most B elements. Therefore, the query complexity is
O(’%” log B) and total space complexity is O(% log B). 4

By Lemma 2, there exists an integer number j € Z, so that v = (14+€')? € O
satisfies (1 — ¢')opt < v < opt. Apply Theorem 1, for the monotone case we

have: f(s) > v > 1(1 — ¢/)opt = (1 — ¢)opt and for the non-monotone case:
f(s) > tv > 1(1—¢)opt = (f — €)opt. Hence, the theorem is proved. O
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4 Random Streaming Algorithm for General Case

In the case each element e has multiple different cost ¢;(e) for each i-th set, we
can not apply previous algorithms. Therefore, in this section we introduce one
pass streaming which provides approximation ratios in expectation for BkSM
problem.

At the core of our algorithm, we introduce a new probability distribution to
choose a position for each element to establish the relationship among o, o’ and
s (Lemma 3) and analyze the performance of our algorithm. Besides, we also use
a predefined threshold to filter high-value elements into candidate solutions and
the maximum singleton value to give the final solution. Similar to the previous
section, we first introduce a simplified version of the streaming algorithm when
the optimal solution is known in advance.

4.1 Random Algorithm with Known Optimal Solution

This algorithm also receives the inputs « € (0,1) and v that v < opt. We use
the same notations as in Sect. 3. This algorithm also requires one pass over V.
The algorithm imitates an empty k-set s® and subsequently updates the solution
after once passing over V. Be different from Algorithm 1, for each e € V being
observed, the algorithm finds a set collection J that contains positions satisfying
the total cost is at most B and the ratio of the increment of the objective function
per cost is at least a given threshold, i.e.,

7= i b ) o) 2 amg LELENZIED S on)

These constraints help the algorithm eliminate which position having low
increment of the objective function over its cost. If J # (), the algorithm puts e
into set i of st with a probability:

|J]-1 (f(s‘u(e,z‘))ff(s‘))um

p; _ ci(e) _ (8)
T ZieJ(f(s u(zz)e))—f(s ))|J|—1

Simultaneously, the algorithm finds the maximum singleton value
(émazs imaz) by updating the current maximal value from the set of observed
elements. As Algorithm 3, the algorithm also uses (€maz; imaz) as one of candi-
date solutions and finds the best among them. The full detail of this algorithm
is described in Algorithm 3.

Lemma 3 provides the relationship among 0,0/ and s7,j < ¢ that play an
importance role in analyzing algorithm’s performance.

Lemma 3. In Algorithm 3, if there is no pair (e,i) € o satisfying 3j € [t] : e ¢

supp(s’) so that % > 2 and c(s’) 4 ¢i(e) > B, we have:

— If f is monotone, then

1

(1) —E[f()] < B(1 = D)(E[f(s)] - F('71) +

ave-(e7)
kB
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Algorithm 3. Random streaming algorithm with known opt-
RanStreamWithOpt( f, opt, @)
Input: a function f: (k+ 1)V — Ry, B >0, a € (0,1], v,v < opt
Output: a solution s
sop—0,t—0
foreach e € V do
ie «— argmax;cpk f((e, 1))
(émaz, imaz) <= AIGMAX (e i1)e{(emaz imas).(eie)} S ((€1,1))
J—0
foreach i € [k] do
if c(s') + ci(e) < B and LRI > v then
Lp (_f(SU(PZ()é f(sh) J<—JU{’L}

® N o oe W

9. if J # 0 then

J|-1
10. T — Z’LEJ plz |
pl71=1
11. Select a position i € J with probability Z
12. sttt st (e,i);t—t+1

13. return arg maXse (st}uf(eman,imas)} J (8) if f is monotone,
Arg MAXge (677 <t}U{ (emassimas)} J (8) if f is non-monotone

— If f is non-monotone, then

1 2awc;- (e)

Fo!™h) ~ Elf (7)) £ 20(1 = DELF ()] — f(s11) + =20

Theorem 3. Algorithm 3 returns a solution s satisfying

~ If f is monotone, E[f(s)] > min{§, (1-51-B)ak k,B}U f(8) is maximized to 3+§_%
when o = 3+§_% .

~ If f is non-monotone, E[f(s)] > min{§, 1_~(_125)a]3k26}v f(8) is mazimized to
m when o = w

4.2 Random Streaming Algorithm

In this section we remove the assumption that the optimal solution is known
and present the random streaming algorithm which reuses the framework of
Algorithm 3.

Similar to the Algorithm 2, we use the method in [1] to estimate opt. We
assume that we know [ in advance. This is feasible because we can calculate the
value of § in O(kn). We set « according to the properties of f to provide the
best performance of the algorithm. The algorithm continuously updates O «—

{1f ((emazy imaz)) < (1 +€)7 < Bf((emaxsimaz)),J € Z4} in order to estimate
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the value of maximal singleton and uses s and ¢; to save candidate solutions,
which is updated by using the probability distribution as in Algorithm 3 with
(1+¢€)’ is an estimation of optimal solution. The algorithm finally compares all
candidate solutions to select the best one. The details of algorithm is presented
in Algorithm 4.

Algorithm 4. Random streaming algorithm

Input: a k-submodular function f: (k+1)V — Ry, B> 0, e >0, o € (0,1]
Output: a solution s

1. foreach e € V do
2 ie «— argmax;e(k f((e, 1))
3 (€maz, imaz) — AIEMAX (e i1)e{(emas iman)(eie)} F((€151))
1| O [l (emassima) € (1+6) < Bf((emassimar))i € Zy}
5. foreach j € O do
6 J—10
7 foreach i € [k] do
s, if c(s) + ci(e) < B and £t Ju(z LL) f(s') > a(1+e) then
9. Lpih—f(sm(;’()e)) f(SJ>,J<—JU{z}
10. T‘_ZzeriJ‘ 1
P11
11. Select a position i € J with probability *
12. B st st Li(e,i); t; —t; 4+ 1

13. return argmax . t;.:c o10{(eman imas) f(s) if f is monotone,
arg max f(s) if f is non-monotone

ti o o )
s{sij :5€0,i<j}YU{(emaz imaz)}

Theorem 4. Algorithm 4 is one pass streaming algorithm that has O(’%" log B)

query complea:ity, O(B log B) space complezity and provides an approximation

10¢k}

ratio of min{2, (H—B)k B} € when f is monotone and min{§, 25k =25

when [ is non-monotone in expectation.

Proof. By Lemma 2, there exists j € Z, that v = (1 + €)/ € O satisfies (1 —
e)opt < v < opt. Using similar arguments of the proof of Theorem 3, for the
monotone case

. (1-a)k . ca (1—a)k
f(s) > mln{ m}v > (mln{Z,WH} —6) opt

For the non-monotone case we also obtain the proof by applying the same argu-
ments O
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5 Conclusions

This paper studies the BkSM, a generalized version of maximizing k-submodular
functions problem. In order to find the solution, we propose several streaming
algorithms with provable guarantees. The core of our algorithms is to exploit
the relation between candidate solutions and the optimal solution by analyzing
intermediate quantities and applying a new probability distribution to select
elements with high contributions to a current solution. In the future we are going
to conduct experiments on so some instance of BkSM to show the performance
of our algorithms in practice.
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Abstract. Lower bounded correlation clustering problem is a general-
ization of the classical correlation clustering problem, which has many
applications in protein interaction networks, cross-lingual link detection,
and communication networks, etc. In the lower bounded correlation clus-
tering problem, we are given a complete graph and an integer L. Each
edge is labelled either by a positive sign + or a negative sign — whenever
the two endpoints of the edge are similar or dissimilar respectively. The
goal of this problem is to partition the vertex set into several clusters,
subject to an lower bound L on the sizes of clusters so as to minimize
the number of disagreements, which is the total number of the edges
with positive labels between clusters and the edges with negative labels
within clusters. In this paper, we propose the lower bounded correlation
clustering problem and formulate the problem as an integer program.
Furthermore, we provide two polynomial time algorithms with constant
approximate ratios for the lower bounded correlation clustering problem
on some special graphs.

Keywords: Lower bounded - Correlation clustering + Approximation
algorithm - Polynomial time

1 Introduction

Correlation clustering problem has numerous applications in the areas of machine
learning, computer vision, data mining, social networks and data compression.
It has been widely studied in the literature [1,11,13,18-20].

The correlation clustering problem was first introduced by Bansal et al. [4].
In this problem, we are given a complete graph G = (V, E), where each edge
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(u,v) € E is labelled by + or — based on the similarity of vertices u and v. The
goal is to find a clustering of vertices V' so as to make the edges within clusters
are mostly positive and the edges between different clusters are mostly negative.
Given a clustering, let each positive edge whose two endpoints lie in different
clusters and each negative edge whose endpoints lie in the same cluster be a
disagreement. Moreover, let each remaining edge be an agreement.

Based on the goal of the correlation clustering problem, there are two versions
of the correlation clustering problem: minimizing disagreements and maximizing
agreements. The goal of the former problem is to find a clustering so as to
minimize the number of disagreements. The goal of the latter problem is to find
a clustering so as to maximize the number of agreements. Given any instance
of the correlation clustering problem, the two different versions share the same
optimal solution. But the two versions of the problem are essentially different
from the point of view of approximation algorithm. In the rest of the paper,
we only consider the minimizing disagreements version of correlation clustering
problem.

The correlation clustering problem is N P-hard. Bansal et al. [4] give a 17433-
approximation algorithm, which is the first constant approximation algorithm
for the correlation clustering problem. Charikard et al. [7] first provide a very
natural linear programming formulation of the problem and prove that the inte-
grality gap of the linear program is 2. Secondly, they propose a 4-approximation
algorithm by using the method of region growth, which significantly improves the
approximation ratio of the algorithm provided by Bansal et al. [4]. Finally, for
the correlation clustering problem on general graphs, they provided an O(logn)-
approximation algorithm. The current best approximation algorithm is provided
by Chawla et al. [8], which achieves an approximate ratio of 2.06.

Because of the complexity of the practical applications, the correlation clus-
tering problem has some limitations in modelling real-life situations. In order to
adapt to the development of society and guide practice more effectively and real-
istically, various generalizations of the correlation clustering problem have been
proposed and widely studied. Such as the min-max correlation clustering [2], the
chromatic correlation clustering [5], the overlapping correlation clustering prob-
lem [6], the higher-order correlation clustering [9], the capacitated correlation
clustering problem [16], and the correlation clustering with noisy input [14,15],
among others.

Lower bound constraint is a natural constraint in combinatorial optimization
problems and it has been extensively studied [3,10,12,17]. However, there has
been no relevant research on the lower bounded correlation clustering problem.
Therefore, this work considers the lower bounded correlation clustering problem,
which is a new and natural variant of the correlation clustering problem. In this
problem, we are given a labeled complete graph G = (V| E) as well as an integer
L. The goal of this problem is to partition set V into several clusters with each
size at least L so as to minimize the total number of disagreements.

Note that the lower bounded correlation clustering problem includes the clas-
sical correlation clustering problem as a special case by letting L = 1. Note the
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case where L > |V|/2 is trivial because only one feasible solution exists for
the lower bounded correlation clustering problem. Therefore, we assume that
L < |V]/2 for the rest of the discussion.

There are three main contributions in this paper.

(1) We first propose the lower bounded correlation clustering problem and give
an integer programming formulation for the problem.

(2) We provide an algorithm which returns V' as the cluster. We show that the
algorithm always outputs an optimal solution for the lower bounded correla-
tion clustering problem on (2|V|/L—1)-positive edge dominant graphs (The-
orem 1). Moreover, we prove that the same algorithm is a 20-approximation
algorithm for the lower bounded correlation clustering problem on 4-positive
edge dominant graphs (Theorem 2).

(3) We present another algorithm which may return multiple clusters and prove
the algorithm is a 20-approximation algorithm for the lower bounded cor-
relation clustering problem on (5|V|/L — 1)-positive edge dominant graphs
(Theorem 3).

The rest of our paper is structured as follows. Section 2 presents some def-
initions as well as the formulation of the lower bounded correlation clustering
problem. The two algorithms are presented in Sects. 3 and 4, respectively. Some
discussions are provided in Sect. 5.

2 Lower Bounded Correlation Clustering Problem

In this section, we give some definitions used in this paper as well as the for-
mulation of the lower bounded correlation clustering problem. Given a complete
graph G = (V, E), let ET and E~ be the sets of all positive edges and all nega-
tive edges, respectively, For each positive integer k, denote set [k] = {1,2,...,k}.
The lower bounded correlation clustering is defined in Definition 1.

Definition 1 (Lower bounded correlation clustering problem). Given a
labelled complete graph G = (V, E) as well as an integer L, the goal is to find a
partition C = {C1,Ca,...,Cr} of V which satisfies |C;| > L,i € [k] such that

> ) €ET ruweCil+ Y [(u,w) € BT iue Civ e Cyi# |
i€ (k] 1,5€[k]
s minimized.
Definition 2 (M-positive edge dominant graph). Graph G = (V, E) is an
M -positive edge dominant graph if
B |

inf —— > M
veV ‘EU |

)

where E}f :={(u,v) € E*,u € V} and E; = {(u,v) € E-,u € V}.
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For each edge (u,v), we introduce a 0-1 variable x,, such that z,, = 1 when
the two vertices of edge (u,v) lie in different clusters and ., = 0 when the two
vertices of edge (u,v) lie in the same cluster. Based on the above variables and
Definition 1, we formulate the lower bounded correlation clustering problem as
the following integer program (1).

min Z Typ + Z (1 —xyy)

(u,v)EET (u,v)EE~
S. t. Tuw + Tow = Tuw, Yu,v,w €V, (1)
> (l—aw)>L,  VueV,
veV
Tyy = 0, Yu eV,
Ty € {0,1}, Yu,v € V.

The objective function is the total number of disagreements. The quantity
Z(u vyeE+ Tuv is the number of disagreements generated by the positive edges,
while the quantity Z (w0) B~
by the negative edges. There are three types of constraints in (1). The first one
is the triangle inequality, which insures the program returns a feasible cluster of
the correlation clustering problem. The second one is a lower bound constraint,
which guarantees that there are at least L vertices in each cluster. The third one
is the natural binary constraint. By relaxing above 0-1 variables, we obtain the
LP relaxation of (1).

min Z Typ + Z (1 —xyw)

(1—yy) is the number of disagreements generated

(u,v)EET (u,v)EE—
S. t. Tuw + Tow > Tuw, Yu,v,w €V, (2)
D (l—zw) =L,  VueV,
veV
v =0, Yu €V,
0<zy <1, Yu,v € V.

3 A Simple Effecient Algorithm

In this section, we provide Algorithm 1, which returns set V' as the only clus-
ter. Furthermore, we prove that Algorithm 1 achieves a constant approximation
ration for the lower bounded correlation clustering problem when restricted to
two special graphs.

Theorem 1 below can be shown based on the structure of the feasible solutions
of the lower bounded correlation clustering problem.

Theorem 1. Algorithm 1 is an optimal algorithm for the lower bounded corre-
lation clustering problem on (2|V|/L — 1)-positive edge dominant graphs.
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Algorithm 1
Input: Integer L, a labelled complete graph G = (V, E).
Output: A partition of vertices.

1: Let V be a cluster.

2: return cluster V.

Proof. For each (2|V|/L —1)-positive edge dominant graph G = (V, E), we have
|E,| < L/2,Yv € V. Moreover, for each feasible solution C = {Ci,...,Cp}
of the instance I = (G, L) which contains more than one cluster. There are
at least L cut edges generated by each vertex v. Moreover, there are at least
L/2 disagreements generated by the positive edges among these cut edges since
|E | < L/2. Therefore, Algorithm 1 returns an optimal solution since the dis-
agreements generated by each vertex v € V' is no more than |E, | and it can be
bounded by L/2. O

For any instance I = (G, L), where G = (V, E) is a complete 4-positive edge
dominant graph satisfying |E, | < (|[V| —1)/5,v € V, we solve (2) to obtain an
optimal fractional solution z* of I. For each vertex v € V, compute

2tev Ly
Avg, (V) = ==

Let
cen(V) := argmin Avg, (V).
veV

be the center vertex of set V. Then we can analyze the upper bound on the
number of disagreements based on the value of Avg,,, (V). Specifically, we
consider the following two cases:

(1) AVgcen(V) (V) < 17/80’
(2) AVgcen(V) (V) > 17/80

3.1 Avgcen(v)(V) S 17/80

Lemma 1. For each negative edge (u,w) with &,y Tpcen(

vy < 19/40. The
number of disagreement generated by the negative edge (u,w) is bounded by

20(1—x%,).

Proof. From the first constraint of (2) and the inequalities ), ., Trpcen(v) <
19/40, we have

* . " 38 1
1- Loyw >1- Lucen(V) ~ Lween(V) >1- E = 270

The number of disagreement generated by edge (u,w) =1 < 20(1 — «.,,).

We conclude the lemma. O
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Lemma 2. For each vertex w € V with xfucen(v) > 19/40, the number of dis-

agreements generated by the negative edges (u,w) with a::;cm(v) < ..
be bounded by

(ww)EET,a vy STh (v (ww)EE™ @3 ) ST en (v

() can

Proof. For each vertex w € V, denote

PU)(V) = {u €v: (u’w) < E+7x1*tcen(V) <z, } >

ween (V)

Ny(V) = {u €V :(uw) € B, xyen) < Ty, (V)}.

) ucen — wceen

Recall Avg..,v)(V) < 17/80 and 7,1, > 19/40. We obtain that there are

at least |V'|/2 vertices in P, (V) U N, (V). Moreover we have | P, (V)| > | N (V)]
since

V-1
M) < 17 < V2L
Then, we get
Z x:;w + Z (1 - x:;w)
u€P, (V) UEN, (V)
> Z <xfucen(V) - chen(V)> + Z (1 - x;kvcen(V) - chen(V)>
u€ P, (V) UEN,, (V)
= zTucen(V)‘Ru(V” + (1 - x*wcen(V)) |Nw(v)‘ - Z ‘T:,cen(V)
U€ Py (V)UNy, (V)
19 17
> —|Pu(V)| — =(|Pp(V N, (V
> P (V)] o (1PulV)] + [Nu(V))
1
> —|Py(V)].
> PV

Therefore, the number of disagreements generated by the negative edges (u,w)
with x*cen(v) < vacen(v) is bounded by

20 Z xZw + Z (1 - x;kuu)

u€EPy (V) uENy (V)

We conclude the lemma. O

3.2 Avgcen(v)(V) > 17/80

Lemma 3. For each vertexr w € V, the number of disagreements generated by
the negative edges (u,w) is bounded by

20 > Tl

(u,w)eEET uev



Approximation Algorithms 45

Proof. From the definition of cen(V'), we obtain that if Avg,., (V) > 17/80,
then for each vertex w € V

ZUEV x’TL’LU > 17

holds. Moreover, for each vertex w € V', we have

Combining (3) and (4), we obtain that for each vertex w € V,

ZueE;xzw>17 1 1

E5] T8 5 80
holds. Therefore, for each vertex w € V', the number of disagreements generated
by the negative edges (u,w) is no more than |E;|/4 and it is bounded by

Combining Lemma 1-3, we obtain Theorem 2.

Theorem 2. Algorithm 1 is a 20-approzimation algorithm for the lower bounded
correlation clustering problem on 4-positive edge dominant graphs.

4 A Complex Algorithm May Outputs Multiple Clusters

In Sect. 3, we give a algorithm which only return one cluster. However, in some
applications, we may need to output more than one clusters. Therefore, we pro-
vide Algorithm 2 for some special graphs in this section which may output mul-
tiple clusters. The detailed algorithm is shown in Algorithm 2.

We assume without loss of generality that the solution returned by Algo-
rithm 2 contains exactly k clusters. The center set of vertices of the solution
is C := {v1,v2,...,v;}. The corresponding clusters are Cy,,Cy,,...,Cy,. The
number of the disagreements generated by partition C is

Z |(u,v) € EY :u € Cy,,v € Upep\[i]Cu, | + Z [(u,v) € E™ :u,v € Cy,l.
ielk—1] i€[k]

The first part is the number of disagreements generated by the positive edges
and the upper bound on the number of these disagreements is analyzed in Sub-
sect. 4.1. The second part is the number of disagreements generated by the nega-
tive edges and the upper bound on the number of these disagreements is analyzed
in Subsect. 4.2.
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Algorithm 2

Input: Integer L, and a labelled complete graph G = (V, E) with |E; | < L/5,v € V.
Output: A partition of vertices.
1: Solve (2) to obtain an optimal fractional solution z*.
2: Initialize the un-cluster set S := V, and the center set of vertices C := (.
3: while S # () do
4:  for each vertex v € S do
5 Order the vertices in S in nondecreasing value of z* from v. Let set T, be the
first L vertices in S according to above order and T2 := {t € S : z}, < 1/2}.
Set T, = T} UT? and compute

ZtET Tyt
Avg, (T,) = =< 2
T
6: end for
7:  Choose vertex v with minimum Avg, (T3).
8: if |S\T,| > L and Avg,(T,) < 17/80 then
9: Let C, := T, be a cluster.
10: Update S := S\C, and C := C U {v}.
11:  else
12: Select .
xs
V= arg rsnég %
13: Let C, := S be a cluster.
14: Update S := 0 and C := C U {v}.
15:  end if

16: end while
17: return Set C and C = {C, : v € C}.

4.1 Disagreements Generated by Positive Edges

Recall Algorithm 2. For each i € [k—1], we have Avg, (C,,) < 17/80. We analyze
the upper bound on the number of disagreements generated by the positive edges
in the following lemma.

Lemma 4. For each i € [k — 1] and vertex v € V\ Uycp\[i) Cu,, the number of
disagreements generated by the positive edges (q,v),q € Cy, is bounded by

64
7 > mwt > (=)

(g,v)EET,qeCy, (g,v)€EE~ ,qeCy;
Proof. For each v € V\ Usei\[i) Co,, denote
E;(Cy) = {(qg.v) € ET :q€ Oy},
E; (Cy,) ={(q,v) EE~ :q€Cy,}.
From |E,; | < L/5 and |E, (C,,)| + |E}(Cy,)| > L, we have
By (Co,)| < 1B (Cuy)l/4. ()
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Combining (5) and Step 5 of Algorithm 2, we have

Yooant Y (1-ap)

qEEtJ)r(Cvi) qEE, (Cvi)
2 Z (J::’Uz B z;%) + Z (1 B x:'Ui o xZUz)
qui(Cvi) qEE, (cvi)
qeCy;
1. 7, . .
2 GBS (Co)l = g5 (1B (Co)) | + By (Coo)l)

17
> _|EF(C,.)].
> <IE(C)

Therefore, the number of disagreements generated by the positive edges
(q,v),q € Cy, equals |Ef (C,,)| and it is bounded by

64 " "
17 Z Tgy + Z (1 _mqv)

(q,v)€ET,qeCy, (a,v)€E™,q€Cy;

We conclude the lemma. O

4.2 Disagreements Generated by Negative Edges

In this subsection, we consider the disagreements generated by the negative
edges. Similar to Lemmas 2 and 3, we obtain the following two lemmas.

Lemma 5. For each cluster C,, with Avg, (Cy,) < 17/80 and vertex w € C,,, if

Ty, > 19/40, then the number of disagreements generated by the negative edges
(u, w) with x,, < xy,, is bounded by

20 Z x;iw + Z (1 - xZw)

ueCy, :(u,w)EE‘*',x;‘wi <z ueCy, :(v,w)eE+ x* <z

=Vwuv, i uv, wuy

Lemma 6. If Avg, (C,,) > 17/80, then for each vertexr w € C,,, the number
of disagreements generated by the negative edges (u,w),u € Cy, is bounded by

20 > Th

(u,w)GE*,uGCuk

Combining Lemmas 1, 4-Lemma 6, we obtain Theorem 3.

Theorem 3. Algorithm 2 is a 20-approzimation algorithm for the lower bounded
correlation clustering problem on (5|V|/L — 1)-positive edge dominant graphs.
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5 Discussions

In this paper, we first study the lower bounded correlation clustering problem
and give an integer programming formulation for the problem. We provide two
polynomial time approximation algorithms and prove that the algorithms in
this paper achieve constant approximate ratios for the lower bounded correlation
clustering problem on some special graphs. About the lower bounded correlation
clustering problem, we propose the following future research questions:

— In this paper, we prove that our algorithms achieve constant ratio for the
correlation clustering problem on some special graphs. It will be interesting
to design a polynomial time constant approximation algorithm for the lower
bounded correlation clustering problem on general complete graphs.

— In this paper, we study the minimizing disagreements version of the lower
bounded correlation clustering problem. There is no relevant research on the
maximizing agreements version of the lower bounded correlation clustering
problem. Therefore, another interesting future work is to study the maximiz-
ing agreements version of the lower bounded correlation clustering problem.
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Abstract. In recent years, submodularity has been found in a wide
range of connections and applications with different scientific fields. How-
ever, many applications in practice do not fully meet the characteristics
of diminishing returns. In this paper, we consider the problem of max-
imizing unconstrained non-negative weakly-monotone non-submodular
set function. The generic submodularity ratio - is a bridge connect-
ing the non-negative monotone functions and the submodular functions,
and no longer applicable to the non-monotone functions. We study a
class of non-monotone functions, define as the weakly-monotone func-
tion, redefine the submodular ratio related to it and name it weakly-
monotone submodularity ratio 7, propose a deterministic double greedy
algorithm, which implements the % approximation of the maximizing
unconstrained non-negative weakly-monotone function problem. When
~ = 1, the algorithm achieves an approximate guarantee of 1/3, achiev-
ing the same ratio as the deterministic algorithm for the unconstrained
submodular maximization problem.

Keywords: Non-submodular optimization + Unconstrained -
Submodularity ratio

1 Introduction

The research on combination problems with submodular property has received
extensive attention in recent years. We say the function f : 2V — R* is sub-
modular on the finite ground set N if and only if for any subsets S, T of N, we
have:
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fS)+ f(T) > fF(SUT) + f(SNT) (1)
i.e. for any two subsets SCT C Nandee N\ T

f(SU{e}) = f(8) = f(T'U{e}) — f(T).

We say the function f is monotone if for any two subsets S,7 of N such that
S C T, we have

£(5) < F(T) @)

Submodularity has a very intuitive interpretation in economics, which called
the diminishing marginal utility. The diminishing marginal utility enables sub-
modular functions to accurately simulate diversity and information gain in prac-
tical applications. At the same time, submodular functions can be solved accu-
rately to minimize and approximately maximize in polynomial time [16]. These
make submodular functions getting increasing attention in the field of artificial
intelligence [24] and data mining [1], such as: social network influence [19], deep
compressed sensing [22], sensor placement [21], targeted marketing [6], to name
a few.

Unconstrained submodular problems is one of the most basic problem in sub-
modular optimization. The factor of the approximation algorithm for the uncon-
strained submodular maximization problem is hardly better than 1/2 in polyno-
mial time [8]. In fact, many basic NP-hard problems are special cases of uncon-
strained submodular maximization, including undirected cut problems [11],
directed cut problems [14], the maximum facility location problems [18], and
some limited satisfiability problems. In addition, the approximation algorithms
of the unconstrained submodular maximization problem have been used as a
subroutine of many other algorithms, such as social network marketing [15], and
SO on.

The study of unconstrained submodular maximization problems began in
the 1960s [5]. Obviously, there are not many results. Feige et al. [9] were the
first team to rigorously study general unconstrained submodular maximization
issues: they proposed an uniform random subset algorithm and a local search
algorithm, then increased the approximation guarantee to 2/5 by adding noise
to the local search algorithm; they also showed that it may require exponential
query to achieve an approximate ratio of 1/2+4¢ in the value oracle model. Gharan
et al. [12] and Feldman et al. [10] used methods such as simulated annealing to
further improve the noisy local search technique. Buchbinder et al. [3] showed
that a simple random algorithm strategy can be used to achieve the tight 1/2-
approximate ratio. Later, their team [4] gave the de-randomized algorithm with
the same approximate ratio. Roughgarden et al. [20] studied online unconstrained
submodular maximization problem, provided a polynomial-time no-1/2-regret
algorithm for this problem.

The applicability of submodular function is quite convenient and extensive.
Is it possible to apply skills to connect the general function problem with the
submodular problem, and then use the algorithms for submodular problem to
solve the general problem effectively and securely? Based on one of the equivalent
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definitions of submodular functions, Das and Kempe [7] proposed the submodu-
larity ratio v, with respect to the ground set U and the parameter £, which is a
quantity characterizing how close a general set function is to being submodular.
Bian et al. [2] combined and generalized the ideas of curvature a and the sub-
modularity ratio vy . Gong et al. [13] provided a more practical measurement -y
which is called generic submodularity ratio which is depend on the monotonicity
of the function.

In application, the problem with monotonic and submodularity is an ideal-
ized situation. For social network marketing, participants’ decision-making are
affected by the following conditions in actual social networks [17]: the social
trust between participants, the social relationship between participants, and the
preference similarity between participants. An appropriate number of “Big V”,
“Opinion Leader”, “KOL” and “Online Celebrity” recommendations could make
things widely spread without causing too much disgust, so as to ensure the pos-
itive growth of marketing effect. For the facility location problems, suppose the
objective function is to evaluate the overall income of supermarkets in a city.
The scope of the city would not change in a short time, and the construction
and daily operation of the supermarket is a fixed cost. When the supermarket
supply meets the urban demand [23], the newly opened supermarkets and pre-
vious supermarkets have to carry out price reduction and promotion in order to
survive, which reduces the overall income.

Our Results. In this paper, we study a class of non-monotone functions which
is a relaxed version of the monotonicity called the weakly-monotone, and discuss
the problem of maximizing unconstrained weakly-monotone functions.

e We first give the definition of weakly-monotone function, then define the
weakly-monotone submodularity ratio 7.

e Second, we present a deterministic double greedy algorithm for the uncon-
strained weakly-monotone maximization problem, and prove the algorithm
achieves =15 -approximation ratio in 2n + 2 times query and in O(n) comput-
ing time.

In addition, when the 7 reaches 1(i.e. the function is submodular), the approx-
imation guarantee of the algorithm recovers the tight ratio as deterministic algo-
rithm for the unconstrained submodular maximization problem.

Organization. The rest of this paper is structured as follows. In Sect.2,
we introduce the basic definitions and symbols used throughout this article,
and give new definitions. We provide a deterministic algorithm for the uncon-
strained weakly-monotone functions maximization problem in Sect. 3, and give
the approximate ratio analysis. Section 4 offers direction of future work.

2 Preliminaries

In this paper, we consider the problem of maximizing an unconstrained non-
negative weakly-monotone function, the objective is to select a subset S of the
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ground set N to maximize f(.9). The set function f : 2V — R¥ is a non-negative
weakly-monotone set function with f(f#) = 0. This problem can be stated as:

max f(5). (3)

F(SUT)— f(S) denotes the marginal gain of adding the set T'C N to the set

S C N. Specially, when the set T = {e} € N \ S, the marginal gain of adding
the single element e to the set S is defined as f(S U {e}) — f(5).
Then, we defined the weakly-monotone function in following:

Definition 1. Weakly-monotone: Let f : 2V — RT be a non-negative set
function with for any two subsets of different sizes S,T of N that f(S) # f(T).
We say f is weakly-monotone if for any subset A C N and anye € N\ A,

1. if f(AU{e}) > f(A), for any S C N such that A G S, f(A) # f(S);
2. if f(AU{e}) < f(A), for any S € N such that AS S, f(A) > f(S).

Ezample 1. N ={1,2,3,4,5}, f(S) = min{|S|, |[N| — |S| + 0.5}.

When A =0, e € N\ A, f(AU{e}) =1>0= f(A): forany A S S C
(1,2,3,4,5), £(S) € {1,2,2.5,1.5,0.5} £0 = f(A);

When A € {{1},{2},{3},{4},{5}}, e e N\ A, f(AU{e})=2>1= f(A):
for any A G S C {1,2,3,4,5}, f(S) € {2,2.5,1.5,0.5} # 1 = f(A);

When A € {{1,2}, {1,3}, {1,4}, {1,5}, {2,3}, {2,4}, {2,5}, {3,4}, {3,5},
{4,5}},ee N\ A, f(AU{e}) =2.5>2= f(A): forany A G S C {1,2,3,4,5},
F(S) € {2.5,1.5,0.5) # 2 = f(A);

When A € {{1,2,3},{1,2,4},{1,2,5},{1,3,4},{1,
{2,3,5},{2,4,5},{3,4,5}}, e € N\ A, f(AU{e}) =
any AG S C{1,2,3,4,5}, f(S) € {15,0.5} < 2.5 = f(A

When A € {{1,2,3,4},{1,2.3,5}, {1,2,4,5},{1,3.4,5},{2,3,4,5}}, e € N'\
A, f(AU{e}) =05 < 1.5 = f(A): forany AG S C {1,2,3,475}, f(8)=05<
1.5 = f(A).

3,5}, {1,4,5},{2,3,4},
15 < 25 = f(A): for
);

For the function that does not conform to the strictly property, we only need
to add a small disturbance to the value of the function For example, if there are
two equal function values @, we could add - ok to the second function value,
and so on.

Then, we give the definition of the weakly-monotone submodularity ratio 7.

Definition 2. Weakly-monotone submodularity ratio: For a non-negative
weakly-monotone set function f : 2N — R, the weakly-monotone submodularity
ratio of f is the largest scalar 4 satisfied the corresponding inequailities under
these two cases, for any S C N and any e € N\ S:

1. When f(SU{e}) — f(S) >0, for any T C N \ {e} such that S CT:

f(SU{e}) = F(S) =7 [ F(TU{e}) = F(T) |;
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2. When f(SU{e}) — f(S) <0, for any T C N\ {e} such that S C T:

F(SUfe}) - £(8) > %[f(T U {e}) — F(T)].

Note 1. The weakly-monotone submodularity ratio 7 of f in Example 1 is 0.5.

For non-negative weakly-monotone set functions, the following lemma always
holds.

Lemma 1. Given a non-negative weakly-monotone set function f : 2N — R*
with weakly-monotone submodularity ratio 7, it always holds that

a. 7 € (0,1].
b. If the function f is submodular, then 7 = 1.

Throughout this paper, denotes S as the output solution by the algorithm;
denote O and OPT (i.e. f(O) = OPT) as the optimal set and the value of the
optimal sets respectively. We assume that a single query on the oracle value
requires O(1) time.

3 The Deterministic-Greedy Algorithm

In this section, we propose a deterministic algorithm for maximizing uncon-
strained weakly-monotone functions. The algorithm runs in n iterations. In the
i-th iteration, we only consider whether to keep the element e; in the solution.
The algorithm always maintains two feasible solutions S and T'. The initial set-
ting of S is an empty set and the 7' is the ground set N. The algorithm in
arbitrary sequence checks each element e; € N one by one to decide on adding it
to S or deleting it from T'. The decision is greedy depend on the size of marginal
gain a; of adding e; to S and marginal gain b; of abandoning e from S. If a; is
not less than b;, adding e; to .S; otherwise, removing e; from T. After traversing
all the elements in N, we get S =T which as the output of the algorithm. The
principle of double greedy is intuitive as the operation for the element that we
decide brings greater marginal benefits. A formal description of the algorithm
appears as Algorithm 1.

In order to prove the approximate ratio of the algorithm, we give some addi-
tional notations. According to the construction of S and T', S staring with the
empty set denotes Sy, T staring with the ground set N denotes Tp; in the i—th
iteration, the algorithm either adds e; to S;_1 or removes e; from T;_;. Record
the S as S; and record T as T; when we have finished the operation.

First, we introduce an intermediate function f((OUS;)NT;), using the change
of intermediate function to bound the loss of f(.S) and f(7T') in each iteration.

Lemma 2. Foralli=1,2,--- ,n:

FOUSi—)NTi—1) = fF((OUS)NTi) < =[f(Si) = f(Si—1) + f(T3) — f(Ti-1)]

=2 =
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Algorithm 1. Deterministic-Greedy

Input: evaluation oracle f : 2¥ — R™T
Output: the set S

1: Initialize S «— 0, T «— N

2: fort=1tondo

3: Initialize a; «— f(SU{ei}) — f(S)

4:  Tnitialize b; — f(T\ {e:}) — f(T)
5: if a; 2 bz then

6: S — SuU{e}

7 T—T

8: else

9: S— S

10: T —T\{e}

11: return S

Due to the length limitation, we only give the main idea of proof: from the
relationship between a; and b;, the proof is divided into two cases: a; > b; or
a; < b;. In each case, we need to find out the relationship between S;_1,T;_1
and S;, T;, and show one of a; and b; must more than 0; then we discuss whether
e; is in the optimal solution O and whether the value of f((OU S;—1) NT;—1)
increases; in the end, using the definition of 4 to find the relationship between
the f((OUS;—1)NTi—1) = fF((OUS;)NT;) and f(S;) = f(Si—1) + f(T5) — f(Ti-1).

Then, we use the total change of intermediate function f((O U S;) NT;) to
bound the total loss of f(S) and f(T) at the algorithm.

Lemma 3.

1

f((O U SO) N TO) - f((O U Sn) n Tn)) < ,y[f(Sn) + f(Tn) - f(SO) - f(TO)]

Proof. Summing up the inequalities in Lemma?2 for all i =1,2,--- ,n, we get

n

Y (FUOUSi1)NTioy) = fF(OUS)NT)))

-, (4)
[f(Si) = f(Si—1) + f(Ti) — f(Ti-1)]

=

S

<

=2 =

i
Combine the similar items, we have

F(OUS)NTo) — fF((OUSH) NTL))

%[f(Sn) + f(T) = f(To)] (5)

<

Notice, at the begining of the algorithm the intermediate function f((O U
SO) N T()) is f(O)
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Theorem 1. For any non-negative weakly-monotone function f : 2N — Rt
Algorithm Deterministic-Greedy is a ﬁ—appmm’mation algorithm, the query
complexity is 2n + 2, the computing time is O(n).

Proof. From the setting of S;, T; (¢ = 0,1, -- ,n), we can easily get S,, = T,, = S
(ousS,)NT,=S5,=S5.So

Thus,

i
f(S) > 5T 2OPT.

Then, we consider the queries of the algorithm by two parts. The first part is
to compute the value of a; when every element e; arrive, the number of queries
in this part is n 4+ 1. The second part is to compute the value of b; whenevery
element e; arrive, the number of queries in this part is also n + 1. Consequently,
the number of queries is 2n + 2. Thus, the computing time of the algorithm is
O(n) oracle queries plus O(n) other operations.

From [3], we know that for any e > 0, (1/3 + €)-approximation is tight for
deterministic algorithm for unconstrained submodular maximization problem.
When 7 = 1, the algorithm has an approximation ratio of 1/3. Therefore, we
can say our algorithm is tight.

4 Discussion

Today, we would face the increasingly large data sets that are ubiquitous in
modern machine learning and data mining applications. Greedy algorithm is
highly continuous and would no longer have advantages in large-scale data sets.
Various algorithms have been proposed to solve numerous submodular prob-
lems including large-scale problems according to application requirements, which
can be roughly divided into centralized algorithms, streaming algorithms, dis-
tributed algorithms and decentralized framework. My recent interest is parallel
algorithms for submodular problems. One future work is the research of paral-
lel algorithms for maximizing an unconstrained non-negative weakly-monotone
function on large-scale data sets or streaming setting.
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Abstract. Many machine learning problems, such as medical data sum-
marization and social welfare maximization, can be modeled as the prob-
lems of maximizing monotone submodular functions. Differentially pri-
vate submodular functions under cardinality constraints are first pro-
posed and studied to solve the Combinatorial Public Projects (CPP)
problem, in order to protect personal data privacy while processing sensi-
tive data. However, the research of these functions for privacy protection
has received little attention so far. In this paper, we propose to study the
differentially private submodular maximization problem over the inte-
ger lattice. Our main contributions are to present differentially private
approximation algorithms for both DR-submodular and integer submod-
ular function maximization problems under cardinality constraints and
analyze the sensitivity of our algorithms.

Keywords: Integer submodular - Differentially private -
DR-submodular

1 Introduction

Submodular set functions defined on a ground set V' containing n elements (or
equivalently the Boolean lattice B™ = {0,1}") have been extended to the inte-
ger lattice Z™ (cf. Soma et al. [16]; Soma and Yoshida [19]). Many combinatorial
optimization and machine learning problems can be unified under the more gen-
eral integer lattice Z, including budget allocation with a competitor (Soma et
al. [16]), causal structure discovery (Agrawal et al. [1]), sensor placement with
different power levels (Soma and Yoshida [17]), pareto optimization problem
(Qian et al. [11]) and social welfare maximization, etc.
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Submodular function maximization problems on the integer lattice Z" are
different from the traditional set submodular function on the Boolean lattice
B™ maximization, where we choose each element only once. The objective func-
tion is defined over multisets instead of subsets. Note that multiset theory is a
generalization of the set theory, whose multiple elements need to be calculated
according to the number of times they occur.

It is well-known that submodularity is equivalent to the diminishing return
property on the Boolean lattice. However, over the integer lattice, submodu-
larity is characterized of each individual dimension. If the function satisfies
submodularity in all dimensions, we call it a DR-submodular function. We
note that functions satisfying lattice submodularity do not necessarily sat-
isfy DR-submodularity. The problem of maximizing such DR-submodular func-
tions subject to different constraints has been extensively studied (Soma and
Yoshida [18,19]; Bian et al. [2,3]; Chen et al. [5]).

When sensitive information about individuals are involved, such as medical
data, sensor placement data and social welfare data, it is of great importance to
protect users’ privacy. Some of the most compelling use cases for these applica-
tions concern sensitive data about individuals. Effective optimization methods
are generally needed to ensure the privacy of individuals. Informally, a random-
ized algorithm is differentially private if changing a single entry in the input
database only results in a small distributional change in the outputs. There-
fore an adversary cannot information-theoretically infer whether or not a single
individual participated in the database.

Given a dataset to record some information from one domain, and if two
datasets differ by a single point, then they are neighboring. Formally, for €,§ > 0,
a randomized computation A is said to be (e, §)—differentially private if for any
set of outputs V' C range(A) and neighboring datasets D ~ D',

Pr[A(D) € V] < exp(e)Pr[A(D’) € V] + 4.

When § = 0, we say A is e—differentially private. For small changes in the input
dataset, differentially private algorithms adjust the sensitivity of the function to
ensure the performance of the algorithm.

In this paper, we consider differentially private integer submodular maxi-
mization under cardinality constraints. Our main contribution is to provide an
algorithm to maximize differentially private DR-submodular function and lattice
submodular function subject to cardinality constraint by using the exponential
mechanism. The problem we are interested in are described as follows.

Problem 1. Given a sensitive dataset D associated with a monotone integer sub-
modular function fp : ZK — R and a cardinality parameter r, the objective is
to find a multiset y of carnality no more than r to maximize fp(y) while guar-
anteeing differential privacy with respect to the input dataset D.

1.1 Owur Contributions

Our main contributions in this paper are listed as follows.
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1. To our knowledge, we give the first differentially private algorithm for a sub-
modular maximization problem under cardinality constraint over the integer
lattice.

2. We also provide a differentially private algorithm for DR-submodular function
over the integer lattice. And we provide the sensitivity proof for our algorithm.

3. We provide a simple proof that the sum of submodular functions on integer
lattices satisfies submodular property.

In order to devise polynomial-time algorithms to ensure differential privacy,
we adopt the decreasing-threshold greedy framework of the monotone lattice
submodular function and combine it with the Diff. Private Greedy algorithm
recently introduced by Mitrovic et al. [9], and find a solution in the following
way. We start from y = 0, and greedily increase a multiset {x;} if the expecta-
tion of the average gain in the increase is above a threshold in each iteration t.
The multiplicity of {x;} can be obtained by the binary search. While decreasing
the threshold, we repeat the greedy inner loop until the algorithm outputs a
solution.

1.2 Related Work

Integer Submodular Maximization. For maximizing non-negative monotone
submodular functions over the integer lattice, Soma and Yoshida [19] provide
polynomial-time (1 — 1/e — ¢)-approximation algorithms for various constraints.
Kuhnle et al. [7] provide a fast threshold greedy algorithm for maximizing mono-
tone non-submodular functions on the integer lattice. Qian et al. [12] consider
integer submodular maximization problem with a size constraint and propose
a randomized iterative approach POMS. Sahin et al. [14] introduce a proba-
bilistic integer submodular model and present generalized multilinear extensions
(GME) for integer submodular functions. For maximizing lattice submodular
functions over discrete polymatroid constraints, Sahin et al. [15] use the GME
tool to get an (1 — 1/e — ¢)-approximation guarantee with the monotone con-
dition and (1/e — €)-approximation guarantee for the non-monotone condition.
Recently, submodular functions with various constraints on integer lattices have
been studied as well, and approximation algorithms for maximizing these func-
tions can be found in [10,20,21].

Private Submodular Maximization. Under differential privacy constraints
and sensitive data sets, Gupta et al. [6] study a variety of combinatorial optimiza-
tion problems and give a differentially private algorithm for the combinatorial
public project problem (CPP). For submodular functions under certain con-
straints, Mitrovic et al. [9] provide differentially private greedy algorithms and
solve the facility location problem by using a dataset of Uber pickup locations
in Manhattan. Chaturvedi et al. [4] provide two private continuous greedy algo-
rithms for maximizing monotone and non-monotone decomposable submodular
functions. Recently, Rafiey and Yoshida [13] provide a (1 — 1/e)—approximation
differentially private algorithm for a monotone k-submodular function maxi-
mization problem under matroid constraints and the first 1/2-approximation
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differentially private algorithm for monotone k-submodular function maximiza-
tion problem under matroid constraints.

1.3 Organizations

The rest of this paper is organized as follows. Section 2 provides the preliminaries
for submodularity and differential privacy. Section 3 presents the main differen-
tially private algorithms for DR-submodular and integer submodular function
maximization problems subject to cardinality constraints. Section 4 provides the
concluding remarks for our work.

2 Preliminaries

The Problem. We denote the sets of integers and non-negative integers by Z
and Z., and the sets of reals and non-negative reals by R and R, respectively.
Given a finite set V' which we refer to as the groundset and a finite set X which
we refer to as the data universe. A dataset is an n-tuple D = {1,...,n} € X"™.
Assume that each dataset D is associated with a function fp : ZK — R over the
integer lattice Z"', or equivalently over M, the multiset of V. For a multiset {x},
we denote the multiplicity of one element v by x(v), and define [{x}| := z(V).

Definition 1. (Submodular function (Soma et al. 2014)) A function fp : ZV —
R is submodular if for any x,y € ZK,

fp(x)+ fp(y) > [p(xXAY)+ fD(XVY).

Definition 2. (DR-Submodular function (Soma and Yoshida 2016)) A function
fp:ZY — R is DR-submodular if for any x <y and i € [m],

fo(x+xi)— fo(x) > foly +xi) — fo(y).

In the above, xAy and xVy denote the coordinate-wise minimum and maximum,
ie, xAy = (min{xy,y1},...,min{xX,,,ymn}) and xVy = (max{x;,y1},...,max
{xXm, ym}). Let x; donate the i-th unit vector, i.e., the i-th entry of x; is 1 and
others are 0. We donate the all-zeros and all-ones vectors by 0 and 1.

A function fp : Z¥ — R is monotone if for any x <y, fp(x) < fp(y).
Assume that monotone functions are normalized, i.e., fp(0) = 0. Note that a
function fp : ZY — R is diminishing return submodular (DR-submodularity)
implies that it must be submodular, but not vice versa.

Differential Privacy. In our setting, a dataset D consists of private integer
submodular functions fi,..., f, : Z¥ — R. For given neighboring datasets D
and D’, differentially private algorithms adjust the sensitivity of the function to
ensure the performance of the algorithm, defined formally as follows.

Definition 3. For a given dataset D, the sensitivity of a function fp:V — U
1s defined as

phax max| fp(V) = for (V).

If a function has sensitivity o, it is called c— sensitive.
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2.1 Composition of Differential Privacy

The composition theorem of differential privacy is used to analyze the approxi-
mation ratio performance of our algorithms. Let {(e;, 8;)}7_, be an ordered set of
privacy parameters and A* be a mechanism that behaves as follows on an input
D. In each iteration t, the algorithm A* adopts an (e, d;)—differentially private
algorithm A; depending upon the preceding outputs A;(D),..., A;—1(D) and
obtains A;(D).

2.2 Exponential Mechanism

The key of our framework is the exponential mechanism of McSherry and Tal-
war [8]. Given a dataset D and a family of candidate result R, we can define the
exponential mechanism to a quality function qp : R — R.

Definition 4. (McSherry and Talwar (2007)). For e,c > 0, let gp : R — R be
a quality score function. Then, the exponential mechanism EM (e, 0,qp) outputs
R € R with probability proportional to exp (i - qp (R))

3 Algorithm

In this section, we provide a variant of decreasing-threshold greedy algorithm
which enable monotone submodular function maximization problems over the
integer lattice. Mitrovic et al. (2017) provide a differentially private greedy algo-
rithm for the class of low-sensitivity monotone submodular functions given in
Algorithm 1.

Algorithm 1: Diff. Private Greedy (Cardinality)

Input: Score function fp : QK — R4, sensitive dataset D, cardinality constraint
k, and the value of privacy parameters, €, do.

Output: Size k subset of V'

Initialize So = 0;

fori=1,...,k do
Define ¢; : (V\Si—1) x X™ — R via ¢;(v, D) = f5(Si—1 U {v}) — f5(Si-1)
Compute v; «—r O(gs; D; €0; o)
Update S; — (Si—1 U{vi})

end

Return Sk

3.1 Diff. Private DR-Submodular Algorithm

We consider a Diff. Private DR-Submodular algorithm for DR-submodular func-
tion with differential privacy. In our setting, we choose one dimension with a
differential privacy parameter. Firstly, we find the maximum marginal gain of a
single point v € V. In each iteration, we select the direction of iteration by the
exponential mechanism, and then use binary search to determine the step size
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of the greedy phase. As the algorithm iteration threshold keeps dropping, the
final algorithm outputs solution y. It means that the expectation of the aver-
age marginal benefit obtained by our algorithm can largely guarantee that the
approximate optimal solution can be obtained while protecting privacy.

Algorithm 2: Diff. Private DR-Submodular

Input: Submodular function fp : ZK — R4, dataset D, c € ZK, r € Z+, and
the value of privacy parameters, €g, do, p > 0.
Output: y <c
Initialize ro = 0, y = 0 and d <« maxyev f(Xv);
for (0 =d;0 > 2d;0 — 6(1 — p)) do
for t =0 to T do
Define ¢ : (V\Vi—1) x X — R via q(xv, D) = fp(y + {xo}) — f5(y)-
Compute x, <—r O(qi, D; €0, do).
Compute the maximum integer k < min{c(v) — y(v),r — y(V)} with
W by binary search.
if such k ezists then
| ¥yt —yi—1+kxo, 1t =11+ k
end

end
end
Return yr

Theorem 1. Suppose DR-submodular function fp : ZK — Ry is monotone
and has sensitivity o over the integer lattice. Then Alg. 2 with O = EM and
parameter € > 0 provides (e = re’,§ = 0)—differential privacy. It also provides
(e, 0)—differential privacy for every 6 > 0 with €. Moreover, for every D € X™,

1 2roIn|V
Elfp(y)] > (1 Sl p) opr - 27ulV]
where y —pr G(D). Moreover, Alg. 2 evaluates fp at most O(% log||c|| log %)
times.

We notice that integer submodular functions are different from set submod-
ular functions, because they add k; unit vectors x of the same dimension at the
same time in each iteration ¢. Hence we need to consider the average marginal
gain of each unit vector. We can prove that Algorithm 2 is e—differentially private
by the basic composition theorem.

Theorem 2. Algorithm 2 preserves O(ek?)— differential privacy.
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3.2 Diff. Private Integer Submodular Algorithm

Our algorithm for maximizing a differentially private integer submodular func-
tion is based on the decreasing threshold greedy framework and the exponen-
tial mechanism and uses subroutine BinarySearchLattice to find points whose
expectation of the average marginal gain is similar to that of the current thresh-
old. The proof of theorem 2 is similar to theorem 1, but due to the weak sub-
modularity, we need to find the gap between the optimal solution and the actual
solution in the iterative process.

Algorithm 3: Diff. Private Integer Submodular

Input: Submodular function fp : ZK — Ry, dataset D, c € ZY, r € Z, and
the value of privacy parameters, €g, do, p > 0.
Output: y <c
Initialize ro = 0y = 0 and d « maxyev f(c(v)xv);
for (6 =d;0 > 2d;0 — 6(1 — p)) do
for t =0 to T do
Define g; : (V\Vi1) X X" — R via q(xv, D) = fp(y V {xv}) — f5(¥)-
Compute x» <—r O(gt, D; €0, d0).
Compute integer k by invoking
BinarySearchLattice(q(kx., D), v, 0, min{c(v) — y(v),r — y(V)},p) .
if BinarySearchLattice returned k € N then
| ¥y—=yVkxo, rt 111 +k
end

end
end
Return y

Theorem 3. Suppose the integer submodular function fp : Zf — R4 is mono-
tone and has sensitivity o. Then Alg. 4 with O = EM and parameter ¢ > 0
provides (e = re’,§ = 0)—differential privacy. It also provides (e, §)—differential
privacy for every § > 0 with e. Moreover, for every D € X",

2roln|V|

€ €

Elfp(y)] > (1 1 O(p)) OPT —
where 'y < G(D).

4 Conclusion

In this paper, we consider the problem of maximizing integer submodular func-
tions under cardinality constraints and differential privacy. We provide differen-
tially private algorithms for DR-submodular and integer submodular function
maximization problems, respectively. One future direction of research is to con-
sider an integer submodular function under polymatroid constraint and differ-
ential privacy.
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Abstract. Submodular maximization is of great significance as it has
included many classical combinatorial problems. In this paper, we con-
sider the maximization of the sum of a supermodular function and a
monotone DR-submodular function on the integer lattice. As our main
contribution, we present a streaming algorithm under the assumption
that the optimum is known, and a two-pass streaming algorithm in gen-
eral case. The proposed algorithms are proved to have polynomial time
and space complexity, and a performance guarantee dependent on the
curvature of the supermodular function.

Keywords: Submodular maximization - Supermodular -
DR-submodular - Knapsack constraint - Integer lattice

1 Introduction

Submodular maximization problem has a widespread application in practice and
thus attracts a lot of research interest in the past decades, such as [1,4,5,13,14].
Many theoretically beautiful techniques like greedy and local search has been
investigated to solve this problem [7-9,11,12,16].

Cardinality and knapsack constraint are two natural constraints in the sub-
modular maximization literature. Badanidiyuru et al. [2] propose a so-called
© Springer Nature Switzerland AG 2021
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Sieve-Streaming algorithm that achieves a (1/2 — e)-approximation for the
submodular maximization subject to a cardinality constraint with O(K log K)
memory. Buchbinder et al. [3] propose a 1/4-approximation for the same prob-
lem, with improved memory of O(K). Norouzi-Fard et al. [17] prove that unless
P = NP, one cannot obtain an approximation ratio better than 1/2 with O(n/K)
memory. For the submodular maximization subject to a knapsack constraint, the
first approximation result is a 0.35-approximation Wolsey [20]. Yu et al. [24] pro-
pose a one pass streaming algorithm with approximation ratio (1/3 —¢). Huang
et al. [13] then improve this result to (0.4 — €) for the problem.

In many cases, we also in face of the maximization of the sum of, say, the
submodular and supermodular functions. Sviridenko et al. [18] give a (1—e—c)-
approximation algorithm, where ¢ is the curvature, for maximization the sum of
a submodular and supermodular function subject to a cardinality constraint. In
addition to the above, there are many impressive results in the literature ([3,6,
10,15,21-23]). Moreover, submodular maximization problem over a multiset or
integer lattices is introduced. Soma et al. [19] give a polynomial-time streaming
algorithm for this problem subject to a cardinality constraint, a polymatroid
constraint and a knapsack constraint.

2 Preliminaries

Let E = {e1,e2, -+ ,e,} be the ground set and k € N is a positive integer. [k]
denotes the set of all integers from 1 to k. Given x, an n-dimensional vector
in NZ let x(e) be the ey, component of x. 0 is the zero vector and Y., is
the standard unit vector. Denote @(X) := >y @(e;). The support of x is
supp™t(x) = {e € E|z(e) > 0}. A multi-set of x is a set where each element e;
can appears at most x(e;) times. Denote |{z}| := x(F).

For arbitrary multi-sets {x} and {y}, define {x} \ {y} := {(x \ y) V 0}. We
call a function f(N¥ — R, ) monotone if f(x) < f(y) for any < y. We call
a function f nonnegative if f(x) > 0 for all £ € N¥. We call f normalized if

£(0) = 0.

Definition 1. We call a function f DR-submodular if it holds for any e €
E,x,y € NF with x <y that

fly+xe) = fy) < flz+xe) — f(=)

Similarly, we give the definition of supermodular function and lattice super-
modular over the integer lattice.

Definition 2. For any e € E, we call a function g supermodular if it holds that
9@ +xe) — g(®) < g(y + xe) — 9(y)

where ¢,y € N¥ with < y.



70 J. Tan et al.

Throughout this paper, the set consisting of all monotone non-negative DR-
submodular functions is denoted as Fp, where f(0) = 0. Also, the set of all increas-
ing non-negative supermodular functions is denoted as Gy, where g(0) = 0. The
domain of f and g is {x € N¥ : < b}. For f € Fp, we denote the marginal
increasement of x as f(z|y) = f(x +y) — f(y), where x,y € N¥. Herein, we
aim to maximize the sum of f € F;, and g € Gy subject to a knapsack constraint.
Denote h(x) = f(x) + g(x). The studied problem can be described as

maximize h(x) subject to ¢’z < K, (1)

where K € N is the total budget, and ¢ is the weight function.

Let OPT and x* be the optimal value and the optimal solution of the prob-
lem 1, respectively. On the integer lattice, we give the definition of the curvature
as follows.

Definition 3. For any e € E, if f(x.) # 0,
f(b) = f(b—xe)
f(Xe)

is defined as the curvature of a non-negative non-decreasing DR-submodular
function on the integer lattices.

ay =1—mineg

Definition 4. For any e € E,

9 = gty gomy = | — mingep——IX)___
e g(b) — g(b— xe)

1s the curvature of a non-negative supermodular function on the integer lattices.
Let h(x) = f(x) + g(x), we conclude the follows.

Remark 1. If f € F, f € Gy, then for any x <y and y + x. < b, we have

(1 =eN)[h(y + xe) — h(y)] < bz + Xc) — h(w).

3 The Streaming Algorithms

We give two streaming algorithms for maximizing the sum of a DR-submodular
function and a supermodular function.

3.1 Algorithms with Known Optimum

Suppose that the optimal value of the problem is known. The idea of Algorithm 1
is that, we calculate a threshold value I € [b(e;)] to help us to make decision on
whether to keep current arrival element or not. Towards this end, we design
Algorithm 2, a binary search for the value of . Algorithm 1 and 2 are presented
as follows.
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Algorithm 1

Input: f € Fy, g € Gy, weight function ¢, E, v € (0,1], v: yOPT < v < OPT.
Output: a vector € NZ.

1: h— f+g, x < 0;

2: for i € [1,n], do

3:  if Tz is less than K, then

4 | — Half Search (h, ;;;fﬁ;);

5 if ¢”(x + Ix.,) satisfies the constraint condition, then
6: update  to & + Ixe;;

7 end if

8: end if

9: end for

10: return =z

Lemma 1. We have for the iy, of Algorithm 1 that

T

Ve X;
h(i-1 + lixe,) > T (2)

Let * be the optimal solution for the same instance the algorithms are
running on.

Lemma 2. If ¢c'@ < K holds for any e € {x*} \ {&}, then it must be that

hxe|Z) < %

Definition 5. We call e € {x*} a bad item if it satisfies the threshold condi-

tion or exceeds knapsack constraint when we add it to the current solution, i.e.,
—h

h(lexe|T) > 21}(_((;)30, c(x+loxe) > K but 'z < K.

Lemma 3. If there is no bad item and v < h(x*) holds, it must be that

1
1—c9

h(E) > (1 - Yo

Denote & be the output of Algorithm 3. Combine with Algorithm 1, we can
obtain the following conclusion.

Theorem 1. Running Algorithm 1 and Algorithm 8 in parallel. We conclude

that the proposed algorithm is a min {(1 — 2(1;9))77 (1_29)7}—appmximation
with O(K) space complexity and O(log K) time complexity.
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Algorithm 2. Half Search(h, )

Input: h: NP - R, e € E, weight function ¢, z € N¥, and 7 € R..
Output: I € RT.

i lg 1,1 « min {b(e)7 Lk;({)zJ };

i hlixelr)
if lic(e)

[

is greater than or equal to 7, then
return I

end if

if % is less than 7, then

return 0.

: end if

: while I, <l;+1,a« [Lt]| do

S B A S

9: if h(%(’e‘)z) is greater than or equal to 7 then
10: ls = a,
11:  else
12: lt = a,
13:  end if

14: end while

15: return [

Algorithm 3

Input: stream of data E, e € E, h: N¥ - R, b, € N,
1: « «— 0;

2: while item e is arrive, do
3 if h(b(e)xe) > h(x), then
4: x — b(e)xe;
5 end if
6: end while
7

: return x

3.2 Algorithms with Unknown Optimum

Obviously, a shortcoming of Algorithm 1 is the assumption of known OPT. How-
ever, it is not always the case. A modified algorithm for the case that the OPT
is unknown is presented in Algorithm 4 and we conclude the follows.
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Algorithm 4

Input: h, weight function ¢, F, € > 0.
Output: a vector € NZ,

1: m«— reneaé(h(xe);

[\V]

sguessset 7= {(1+¢)°|{fz < (1+¢)° < Km 3, for each v € I., set ” — 0;

w

: for i€ [1,n] do
4: if Tz is less than K, then

5: find | by Half Search (h, o hz) ) ;

6: if ¢”(x 4 Ixe,) is less than or equal to K, then
T update x to  + Ixe;;

8: end if

9: end if

10: end for

11: return =z

Lemma 4. Let m be the mazimum of the unit vector, there is a v within set T
such that v < OPT < (1 +¢)v.

Theorem 2. The Algorithm j is a two pass min {1 — 2(1;9) —¢, (1—4c9) — 5}_

approzimation with O(K log K /¢) space complezity and O(log” K /¢) time com-
plexity.

4 Conclusions

In this work, we give two streaming algorithms for maximizing a DR-submodular
function plus a supermodular function with a knapsack constraint on integer lat-
tices. Assume that the optimum is known, we prove that the proposed algorithm

based on the above threshold inequality rule a min {(1 — 2(1;9))7, (1_29)7 }—

approximation algorithm. Moreover, in the general case that the optimum is

. . 1—c9 . .
unknown, we obtain a min {1 — 2(1;9) —g, ( 40 ) _ 5}-appr0X1mat10n stream-

ing algorithm.
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Abstract. In recent years, there has been much interest in Graph Con-
volutional Networks (GCNs). There are several challenges associated
with training GCNs. Particularly among them, because of massive scale
of graphs, there is not only a large computation time, but also the need
for partitioning and loading data multiple times. This paper presents
a different framework in which existing GCN methods can be acceler-
ated for execution on large graphs. Building on top of ideas from meta-
learning we present an optimization strategy. This strategy is applied to
three existing frameworks, resulting in new methods that we refer to as
GraphSage++, ClusterGCN++-, and GraphSaint++-. Using graphs with
order of 100 million edges, we demonstrate that we reduce the overall
training time by up to 30%, while not having a noticeable reduction in
F1 scores in most cases.

1 Introduction

In recent years, there has been much interest in Graph Convolutional Networks
(GCNs) [2,15]. There are several challenges associated with training GCNs. One
of them is the neighborhood explosion when training a k-deep GCN, where the
value at each node needs to be computed as an aggregation from its k-hop neigh-
borhood. For graphs with large degrees, this computation is often intractable.
To address this challenge, a number of sampling methods have been devel-
oped [4,5,9,10,16,18].

Another problem in GCN when applied to very large graphs is the need
for partitioning the data and loading them multiple times because all of the
data may not fit in the memory of the GPU. To explain the issue, consider the
following summary of a typical training process [18]. “I. Construct a complete
GCN on the full training graph. 2. Sample nodes or edges of each layer to form
mini-batches. 8. Perform forward and backward propagation among the sampled
GCN. Steps (2) and (3) proceed iteratively". Now, if the training graph in the
© Springer Nature Switzerland AG 2021
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step 1 can fit into the memory of a single GPU, steps (2) and (3) can be applied
without the need for loading or unloading the data. However, GPUs often do not
have sufficient memory to allow a full training graph to be loaded. Only a limited
amount of work to date has considered this problem [6,17]. These works build
minibatches from subgraphs, and thus do not require the entire training graph
to fit into the GPU memory. However, the problem with this approach is the
high cost of frequently loading subgraphs into the GPU during each iteration.

This paper presents a different framework in which different GCN methods
can be accelerated for execution on large graphs. Our work draws its inspiration
from the idea of meta-learning [14], In meta-learning, we assume there is a large
number of tasks over the same dataset, and our goal is to optimize these tasks
all together. The correspondence we can draw is that training of a GCN using a
single large graph can be viewed as a collection of training tasks over subgraphs
or partitions, each of which fits into GPU memory.

Based on this idea, we develop an overall framework for accelerating GCN
training over large graphs. The main idea is that by focusing on training of GCN
over each subgraph that has already been loaded into memory, we can reduce the
data loading times as compared to a normal implementation. We apply this idea
to three recent algorithms for GCN training, GraphSaint [18], GraphSage [9],
and ClusterGCN |[6], resulting in new algorithms GraphSaint++, GraphSage++,
and ClusterGCN+-+, respectively. We show mathematical analysis denoting why
these methods are still able to converge, while reducing data loading costs.

We have carried out a detailed experimental evaluation of our three new
algorithms using four graph datasets. We demonstrate how we are able to obtain
comparable convergence and final F'1 scores while reducing the data loading time
by up to 90% and total training time up to 30%.

2 Technical Details

This section provides important backgrounds on GCNs, followed by discussion of
existing methods, with an emphasis on the memory requirements and associated
data loading costs.

2.1 Background

Consider a graph G = (V, E) where V is the set of vertices and E is the set of
edges E C V x V represented by an adjacency matrix M, where an entry M (i, j)
denotes an edge between nodes i and j. Associated with every node in the graph
are F features. Thus X € RIVIXF captures the F features for all nodes in the
graph.

A GCN framework is composed of a number of layers (say, L). At each layer,
the GCN computes a latent representation, using representation from the previ-
ous layer. For simplicity of presentation, we assume that the latent representation
has the same dimension F' as that of node feature. Thus, we denote the repre-
sentation computed at the layer [ by X!, and X° = X. Now, the computation
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at each layer can be denoted as X'Tt = A x X! x W'. Here, W' is a feature
transformation matriz, W' € RF*¥F . The goal of the training process is to learn
these matrices. In an inductive supervised learning based on GCNs, the goal is
to learn the L weight transformation matrices while minimizing a loss function.

2.2 Existing Methods, Memory Requirements, and Data Loading
Costs

Consider the original GCN method [13]. This method evaluates embeddings for
each node in the graph for each layer yielding memory requirement as |V|x F' x L.
In addition, the process needs to maintain the matrix A and the current values
of W for each I. Thus, the total memory requirement will be |V|x F'x L + |A| +
L x F?. For large graphs, this can easily exceed the available memory on a single
GPU. In this work, the authors have not discussed any method for partitioning
the problem that will allow us to work on different parts of the graph. Besides
large memory requirements, this method also suffers from large computational
time cost.

Since the original GCN method was presented, several researchers have devel-
oped methods for improving the efficiency of the process [4-6,9,18] Most of these
approaches involve the use of mini-batches, possibly together with sampling of
the neighborhood. Unfortunately, these approaches do not sufficiently reduce
memory requirements for most graphs, especially when the number of layers is
large. In the mini-batch approach, consider a batch size of b. If the average degree
of a node is d, then with L layers, there are b x d” nodes for which embeddings
need to be computed. Depending upon the value of b, d, and L, this number
can easily approach |V, resulting in memory requirements comparable to the
original GCN method. Some reduction in the exponential growth of the number
of layers can be achieved with sampling of the neighbors. For example, Graph-
SAGE [9] takes a fixed number of neighbors for each node. If this number is s
(s < d), then the number of nodes for which embeddings need to be calculated
reduces to b x s”. Note, however, that, as different nodes are selected to be part
of the mini-batch for each epoch, we have one of the two possibilities. First, we
store all nodes and their features on the device (such as the GPU). This limits
the size of the graph that can be processed. The second possibility is to load
the set of nodes that are part of the mini-batch and their neighborhood for each
epoch. This, however, means high cost of reloading data for each epoch.

Two new efforts have specifically focused on the need of processing large
graphs — ClusterGCN [6] and GraphSAINT [18]. We now describe these
approaches with an emphasis of examining the data loading costs associated
with them. ClusterGCN is an approach based on partitioning the graph, and
subsequently, choosing a mini-batch from within a partition. The advantage of
this approach is that nodes within a mini-batch are more likely to have com-
mon neighbors, thus allowing greater reuse of computations done on some of
the nodes. Because of partitioning, this approach can also deal with very large
graphs, which others approaches may not be able to handle. However, a hidden
cost associated with this method in dealing with large graphs is that of data
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loading. If n partitions are created from the graph and the training is conducted
over m epochs, each partition needs to be loaded m times during training.

GraphSAINT [18] can also handle very large graphs, but takes a different
approach. Instead of choosing nodes that form a given mini-batch, it samples
a smaller graph from the larger graph. Each epoch of the method works with
one such sampled graph. Because the size of the sampled graph can be quite
small, this method can also train very large graphs. However, there is a cost of
sampling and loading the sampled graph for each epoch.

3 Overall Approach and Implementations

We discussed how the cost of loading either a partition or a k-step neighborhood
of mini-batch vertices, or sampled subgraphs, can be quite high. To address this
problem, we draw motivation from the previous work on meta-learning [14].

3.1 Background: Meta-learning Approach

In meta-learning, we assume there is a large number of tasks over the same
dataset, and our goal is to optimize these tasks all together. In [14], a remark-
ably simple algorithm Reptile is proposed. We summarize the approach as Algo-
rithm 1. Here 7 denotes a task (line 2) and U¥(¢) (line 3) denotes the func-
tion that performs k gradient updates from the training algorithm on sampled
(mini-batched) data starting with ¢. This training is performed using Stochastic
Gradient Descent (SGD) or Adam [12]. In line 4, we update ¢, treating ¢ — ¢ as
the gradient. For this update, a parameter € is used as the step size.

Algorithm 1. Reptile (serial version)

Initialize ¢ (the vector of initial weights)

1: for iteration ¢ =1,2,... do

2 Sample task 7 with loss ¢

3: Compute ¢ = U¥(¢), denoting k steps (SGD or Adam)
4:  Update ¢ — ¢+ (¢ — ¢)

5: end for

In [14], it has been argued that the Reptile converges towards a solution ¢
that is close (in Euclidean distance) to each task 7’s manifold of the optimal
solutions. As stated above, meta-learning is concerned with a large number of
tasks that are being optimized together.
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3.2 Our Approach

Algorithm 2. Large-Scale GCN training framework

Input: GCN model, Graph G(V, E), feature X, label Y
Output: GCN model with trained weights;

1: @: initialization parameters

2: for macro_epoch = 1,2, ..., Tmacro do

3: Shuffle training nodes

4: for s=1,2,...do

5: Load or Generate G (Vs, Fs)

6: for mini_epoch = 1,2, Tmicro do

T b= Us(¢) , denoting a full-batch train on G
8: end for

9: end for

10: end for

Based on the discussion above, we can consider training a GCN on each
subgraph as a learning task (denoted as 7y, 72, ... ) and then training the
GCN on the original graph (denoted as @) as the meta-learning task. By doing
this, we can perform more computation/training using one subgraph that is
already loaded into the GPU memory, and thus saving the loading cost from
CPU main memory, or disk, or even remote storage (through network). For each
training task, we go through a specific number of training epochs Tr,:q; before
the convergence is reached. The total training epoch duration is divided into two
parameters, macro__epoch and micro__epoch, such that

TTotal = Tmacro X Tmicro (1)

During each macro_epoch, one subgraph will be generated, uploaded on
to GPU and trained for T},;cro epochs. In this way, each subgraph data only
need to be generated and uploaded on to GPU for a total of T},4¢r0 times. The
overall framework is shown as Algorithm 2. This method involves loops over
macro_epochs. Each iteration starts with loading or generating a subgraph G,
(line 3). This subgraph can be pre-computed or be constructed on the fly, as we
will explain later. The size of the each subgraph will be adjusted to be able to
fit GPU memory — since the GCN model is trained by aggregating node features
from a subgraph, a larger subgraph is expected to provide more information for
the learning task. Therefore, during each micro epoch, each subgraph will be
full-batch trained to utilize all of its information for a better prediction perfor-
mance and Us(¢) (line 7) denotes the function that performs one-step gradient
full-batch training. Overall, the update in line 6-8 corresponds to Tiyicro Steps
full-batch training on the entire subgraph G;. This is also the reason why we do
not use the parameter e (line 4 from Algorithm 1) in line 7 of Algorithm 2.

Our training technique can be applied to multiple GCN learning frame-
works since it is orthogonal to both graph sampling/partition methods and
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GOCN architecture. Three different GCN training algorithm have been adopted
under our framework to illustrate the effectiveness of our proposed training strat-
egy: GraphSaint [18|, GraphSage [9] and ClusterGCN [6]. The main difference
between these GCN training algorithm is their distinct strategies of constructing
subgraphs. We mainly applied GCN architecture from the previous GraphSaint
work with all the hyper-parameters carefully tuned for each benchmark dataset
[18]. We refer to the resulting algorithms as GraphSaint++, GraphSage++, and
ClusterGCN+-+, respectively.

The GraphSaint is a graph sampling based algorithm. To generate repre-
sentative subgraphs for efficient information aggregation during training, it uses
samplers that aggregate nodes with high influence on each other and also sample
edges [18]. Several samplers have been used, such as random node sampler, ran-
dom edge sampler, and random walk based sampler[18]. In applying our approach
here, in each macro epoch, we first shuffle all the train nodes. A user selected
sampler will be executed to sample train nodes to construct each subgraph. The
data that is required to be uploaded on GPU for the training process includes
the adjacency matrix of subgraph, node features, edge weights, and the node
labels. A series of T;ero €pochs full-batch training is performed to update the
model weights. The data uploading and full-batch training in the micro_epoch
phase will be similar in all three GCN training algorithms.

The GraphSage is an inductive framework that learns node embeddings with
good generalization performance by utilizing a node’s neighborhood information.
More specifically, features of a node’s neighborhood will be sampled and aggre-
gated [9]. The topological structure of each node’s neighborhood and the node
features distribution will be learnt simultaneously [9]. Nodes can get informa-
tion from its neighbors at multiple hops. The number of hops and the number
of neighbor nodes on each hop are user defined parameters and can be specified
by the Neighbor Number List L = [S1, Sa,...]. For example, L = [10, 5] means
we include two-hop neighbors with 10 neighbor train nodes on the first hop and
5 on the second. In applying our approach, we first randomly sample a spe-
cific number of train nodes at the beginning of each macro_epoch. We further
expand the sampled nodes by further including their neighbor train nodes based
on the array L to construct the subgraph. The other details are identical to the
previous method.

The ClusterGCN framework exploits the graph clustering structure for SGD-
based training for an improved memory and computation efficiency [6]. A graph
clustering algorithm will be applied to partition the whole graph into disjoint
clusters. These clusters will later be randomly recombined into multiple isolated
subgraphs. During training, each train node can only utilize features of nodes
which locate in the same isolated subgraph [6]. We first partition the training
Graph into isolated clusters using METIS [11]. During each macro_epoch, clus-
ters will be shuffled to reduce bias and a subgraph will be constructed by com-
bining a specific number of clusters. Both the number of clusters and subgraphs
are user defined hyper-parameters and the subgraph size should be chosen so it
fits in GPU memory. The other details are the same as in other methods.
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4 Experimental Results

Table 1. Dataset Details (“s” for single class and “m” for multiclass classification)

Dataset | Nodes Edges Feature | Classes | Train/Val/Test
Flickr | 89,250 899, 756 500 7 (s) 0.50/0.25/0.25
Reddit | 232,965 11,606,919 | 602 41 (s) 0.66/0.10/0.24
Yelp 716,847 6,977,410 300 | 100 (m) 0.75/0.10/0.15
Amazon | 1,598,960 | 132,169,734 | 200 107 (m) | 0.85/0.05/0.10

4.1 Implementations and Setup

Our framework implementations are based on the GraphSaint architecture [18]
with three major components: sampler, GCN model and subgraph generator.
Inside each part, we incorporate implementation for three GCN training methods
(GraphSaint [18], ClusterGCN [6] and GraphSage [9]) and we apply our strat-
egy by separating the training process into two phases as described in Sect. 3.2,
resulting in GraphSaint++-, ClusterGCN-++-, and GraphSage++-, respectively.
The hyper-parameters obtained after the tuning process are listed in the Table 2.
We use Adam [12] optimizer with learning rates carefully tuned for all our exper-
iments. Dropout regularization is applied. GCN architecture is specified as L x F,
where L is the GCN depth and F' is the hidden dimension, i.e. the dimension of
latent representation in the GCN model.

The last column of Table 2 depends on a specific GCN method as explained
below. For GraphSaint, we use the edge sampler and each edge will be sam-
pled into a subgraph based on an independent decision [18]. The Edge bud-
get in Table2 is given as a sampling parameter to specify the expected num-
ber of edges in each subgraph [18]. For GraphSage neighborhood sampling, the
previous work [9] shows that high learning performance can be obtained by
including a neighbor number list L = [S1, 53](S1 - S2 < 500) and we are using
L = [S51,52](S1-S2 < 500) in our work. The Node budget in Table 2 is to enforce
a pre-defined budget on the subgraph size [9]. For ClusterGCN, we applied the
strategy of stochastic multiple partitions [6] to reduce the bias and the diagonal
enhancement technique to further improve the performance. In the subgraph
generation procedure, isolated clusters are formed by using METIS clustering
algorithm [11] and later recombined into subgraphs randomly without replace-
ment. The number of isolated clusters N and the number of subgraphs K are
user-defined sampling parameters as given in the table.

Our framework is implemented in Pytorch on CUDA 10.1. The sampling part
for the GraphSaint++ and GraphSage++ is implemented in Cython 0.29.21.
Our experiments are performed on nodes with Dual Intel Xeon8268s @2.9 GHz
CPU and NVIDIA Volta V100 w/32 GB memory GPU and 384 GB DDR4
memory on OSC cluster [3]. Generation of subgraphs is performed in serial with
1 CPU core.
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Table 2. Training configuration

GraphSaint+-+

Dataset | Learning rate | Dropout | Trotq; | GCN architecture | Edge budget
Flickr 2x 1074 0.2 30 3 x 256 6000

Reddit |1 x 1073 0.1 100 4 %128 6000

Yelp 1x1073 0.1 100 |3 x 512 2500
Amazon | 1 x 1072 0.1 30 3 x 512 2000
GraphSage++

Dataset | Learning rate | Dropout | Trota; | GCN architecture | Node budget
Flickr |5 x 107° 0.2 15 2 x 256 8000

Reddit |1 x 1073 0.1 100 2 x 128 8000

Yelp 1x1073 0.1 100 |2 x 512 5000
Amazon |2 x 1074 0.1 80 2 x 512 4500
ClusterGCN-++

Dataset | Learning rate | Dropout | Trotar | GCN architecture | K (V)

Flickr |1 x 1073 0.2 15 3 x 256 16 (64)
Reddit |2 x 1073 0.1 100 4 x 128 64 (256)
Yelp 2x1073 0.1 100 3 x 512 64 (256)
Amazon |2 x 1073 0.2 100 |3 x 512 64 (256)

4.2 Datasets

We use four benchmark datasets, which have also been used in other recent
efforts (for example, GraphSaint [18]). Detailed statistics of all datasets are listed
in Table1. Flickr and Reddit are used for single-class classification task, i.e.,
each node can only belong to a single class while Yelp and Amazon are for
multi-class classification. Each dataset has a specific fraction for the split of
training/validation/test data, which is shown in Table 1.

Flickr aims at classifying images based on descriptions and common prop-
erties of online images. A node in this graph stands for one image uploaded to
Flickr. An edge between two nodes will be established if comment properties exist
between two images such as geographic location and comments from the same
users. Reddit utilize users’ comments to generate predictions about online posts
communities. Each node is one user and edges will be established based on the
friendship between users. This dataset has more than 10 million edges. Yelp is
about the categorization of business according to customer’s reviews and friend-
ship in the open challenge website. One node represents one user and an edge will
be created between two nodes if two corresponding users are friends. Amazon
categorizes types of products by referring to buyers’ reviews and activities. A
node corresponds to one product on the Amazon website. If two products share
the same customer, then an edge will be created between them. This dataset has
more than 100 million edges.
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Table 3. Test F1 score for different Thnicro (%)

Tricro | Flickr Reddit Yelp ‘ Amazon
GraphSaint++

1 50.19 + 0.52 | 96.52 £ 0.03 | 65.10 + 0.06 | 80.70 £ 0.04
5 47.39 £ 0.39 | 96.50 £ 0.03 | 64.81 £ 0.07 | 79.50 & 0.09
10 — 96.43 +0.01 | 64.43 +0.01 | 78.76 + 0.13
ClusterGCN++

1 50.78 +0.15 | 96.01 £ 0.05 | 64.31 +0.09 | 80.97 £ 0.02
5 49.49 + 0.42 | 95.89 + 0.04 | 64.47 £ 0.08 | 80.85 £+ 0.03
10 — 95.67 £0.11 | 64.34 + 0.06 | 80.70 £ 0.02
GraphSage++

1 50.53 +0.35 | 96.58 £ 0.04 | 64.61 +0.06 | 78.12 £ 0.03
5 50.81 +0.03 | 96.47 £ 0.04 | 64.41 +0.04 | 78.16 £ 0.05
10 — 96.34 + 0.04 | 64.20 £ 0.06 | 78.09 + 0.07
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Amazon Training Time VS T_micro
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4.3 F1-Score

Our first experiment focused on evaluating the impact of T},;¢r, On convergence.
It should be noted that when T},;c0 is 1, the computations performed are iden-
tical to the original framework, i.e., GraphSage+-+ is same as GraphSage, and
so on (though implementations are different).

In our experiments, as different GCN training algorithms have different con-
vergence rates, we set a different value of T4 for each combination of GCN
algorithm and dataset. During the training, we periodically take a snapshot of
the model and perform an evaluation on the validation dataset to record the con-
vergence curve. As experiments with different datasets resulted in a very similar
behavior, we show results only from the Yelp dataset in this paper. It turns out,
as we increase the value of T},;¢r0, the convergence did slow down, but only very
marginally. Overall, we can see that use of higher values of T,icro parameter
remains a feasible approach for training GCNs.

We compare the Fl-score performance on test data among distinct values
of Thuicro in Table3. Each data point is generated by 7 runs under the same
hyper-parameter settings. Based on the validation F1-score, we choose the best
model snapshot, i.e. the optimal model parameters, to perform evaluation on
test data. First, we can see that the state-of-art results as reported from original
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Fig. 4. Training time with different T,icro across different frameworks on Flickr
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publications of these frameworks have been reproduced when T,,;co is 1, i.e.,
when our implementation is simply reproducing original algorithm. Next, as
reflected in Table 3, the influence of T}, on test F1 score can vary through
different frameworks. There are some cases where T}, ;ero > 1 can outperform
the baseline case (Tinicro = 1). For example, ClusterGCN-++ on Yelp obtains
its best Fl-score with T},;co = 5. Similar things happen to GraphSage++ on
Flickr and Amazon. For the GraphSaint+-, a larger T},;cro does result in some
loss of F'1 score. Overall, across different combination of GCN training methods
and datasets, decrease in F1 score is limited to at most 1-3%, again establishing
that use of higher values of T},;., parameter remains a feasible approach for
training GCNs.

A larger value of T),;cro implies that we are more focusing on training each
subgraph and we will iterate through different subgraphs less frequently. How-
ever, compared with the baseline case (Tmiero = 1), we can still achieve good
Test F1 score while maintaining a fast convergence speed with a larger Ticro-
As long as the subgraph is well sampled to be representative of the target graph,
we are able to obtain both fast convergence speed as reflected by the validation
F1-score convergence curve and good generalization performance as indicated by
the test F1l-scores.

4.4 Training Times

Finally, we focus on the gains from training times.

The training time excludes all the data pre-processing such as sampling as
in GraphSaint++, METIS partitioning as in ClusterGCN++ or neighbor nodes
generation as in GraphSage++. It includes time cost of data uploading to the
GPU device and the on-GPU computation of training loss and parameters updat-
ing. We investigated training time for each dataset using different training meth-
ods with multiple T},;c, values as shown in Figs. 1, 2, 3 and 4. Seven runs are
performed for each experimental task to include variations for the training time.
The data loading time will shrink T},;cro times with Th,¢r0 > 1. Significant sav-
ings on training time can be achieved especially when the data loading takes
a relatively bigger portion in the training time as in Table4. We see a pro-
portional decrease of training time in Fig.2. Relatively less train time saving
have been achieved for Yelp in Fig. 1 and Amazon (Fig. 3). That is because they
only have data loading time with a fraction around 10 — 15% of their training
time and GCN computation is their major time cost. That also explains why
Flickr in Fig. 4 achieves more time saving for GraphSage++ and GraphSaint+-+
than it does for ClusterGCN++. Overall, the improvement from T},;cr0 = 5 to
Tinicro = 10 remains limited and only the GraphSaint+-+ on Amazon as in Fig. 3
shows a relatively obvious difference. That is because a value as Tj,¢cro = 5 will
reduce data loading time into a small enough fraction of training time so that
further optimization with Ty,icro = 10 will not make a substantial difference.
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Table 4. Data load time fraction of train time (%)

Framework | Flickr Reddit Yelp Amazon

GraphSaint |27.41+0.19|32.32+3.63|11.76 + 1.89 | 10.04 + 1.58
ClusterGCN | 10.34 £0.04 | 11.81 +0.95 | 14.94 £+ 3.05 | 13.59 + 0.34
GraphSage |23.06 +0.77|30.02+1.10 | 14.58 +2.10 | 14.91 + 2.39

5 Related Work

Besides GraphSage [9], ClusterGCN [6] and GraphSaint [18] that we have exten-
sively discussed and built on, other prominent efforts are as follows. FastGCN [5]
interprets the graph convolution as integral transforms of embedding functions
under probability measures and applies importance sampling among graph ver-
tices, though significant overhead could be induced by its sampling algorithm.
S-GCN [4] reduces the neighborhood sampling size using a variance reduction
technique. These both methods still have scalability issues due to the require-
ment of keeping all nodes’ intermediate embeddings in memory. There has been
previous work on developing an efficient out-of-core implementation of Convo-
lution Neural Networks (CNNs) [1]. However, the computation and data access
patterns for a CNN is very different from GCNs.

In one aspect, the idea of our work is similar to and related to the recent
work of data echoing [7] and minibatch persistency [8]. However, these works
are based on training using mini-batches, whereas we consider subgraph reuse.
Subgraphs are typically much larger and have an internal structures, whereas
the standard minibatch consists of randomized data points. In fact, the data
echoing and minibatch persistency are mainly used in settings like CNN; to
our best of knowledge, it has never been attempt in GCN. Also, we have given
mathematical analysis based on the meta-learning, whereas data echoing [7] and
minibatch persistency [8] never did.

6 Conclusions

In this paper, we have focused on the problem of training large-scale Graph Con-
volutional Networks (GCNs), which is becoming increasingly important. Draw-
ing inspiration from the idea of meta-learning, we observe that training of a GCN
using a single large graph can be viewed as a collection of training tasks over sub-
graphs or partitions, each of which fits into GPU memory. Based on this idea, we
developed both an overall framework as well as three instanciations — converting
three recent methods GraphSaint, GraphSage, and ClusterGCN, resulting into
new algorithms GraphSaint+-+, GraphSage+-+, and ClusterGCN+-+, respec-
tively. We have also shown mathematical analysis denoting why these methods
are still able to converge, while reducing data loading costs.
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We have carried out a detailed experimental evaluation of our three new

algorithms using four graph datasets. We demonstrate how we are able to obtain
comparable convergence and final F1 scores while reducing the data loading time
by up to 90% and total training time up to 30%.
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Abstract. Deep Neural Networks (DNNs) have achieved state-of-the-
art performance in various applications. It is crucial to verify that the
high accuracy prediction for a given task is derived from the correct
problem representation and not from the misuse of artifacts in the data.
Hence, interpretation models have become a key ingredient in developing
deep learning models. Utilizing interpretation models enables a better
understanding of how DNN models work, and offers a sense of security.
However, interpretations are also vulnerable to malicious manipulation.
We present AdvEdge and AdvEdge™, two attacks to mislead the target
DNNs and deceive their combined interpretation models. We evaluate
the proposed attacks against two DNN model architectures coupled with
four representatives of different categories of interpretation models. The
experimental results demonstrate our attacks’ effectiveness in deceiving
the DNN models and their interpreters.

Keywords: Adversarial image - Deep learning - Interpretability

1 Introduction

Due to the complex architecture of Deep Neural Networks (DNNs), it is still not
explicit how a DNN proposes a certain decision. This is the drawback of black-
box models for applications in which explainability is required. Being inherently
vulnerable to crafted adversarial inputs is another drawback of DNN models,
which leads to unexpected model behaviors in the decision-making process.

To represent the behavior of the DNN models in an understandable form to
humans, interpretability would be an indispensable tool. For example, in Fig. 1
(a), based on the prediction, an attribution map emphasizes the most informative
regions of the image, showing the causal relationship. Using interpretability helps
understand the inner workings of DNNs (to debug models, conduct security
analysis, and detect adversarial inputs). Figure 1 (b) shows that an adversarial
input causes the target DNN to misclassify, making an attribution map highly
distinguishable from its original attribution map, and is therefore detectable.
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Input Interpretation Input Interpretation

(a) Benign

(c) Dual Adv. (b) Adversarial

Fig. 1. Example images for (a) benign, (b) regular adversarial and (c) dual adversarial
and interpretations on ResNet (classifier) and CAM (interpreter).

Classifiers with their interpreters (IDLSes) provide a sense of security in the
decision-making process with human involvement, as experts can distinguish
whether an attribution map matches the models’ prediction. However, inter-
pretability is sensitive to malicious manipulations, and this expands the vulner-
ability of DNN models to the interpretability models against adversarial attacks
[17]. Crafting adversarial input is both valid and practical to mislead the target
DNN and deceive its corresponding interpreters simultaneously. Figure 1 (c¢) shows
an example of these dual adversarial inputs that are misclassified by the target
DNNs and interpreted highly similar to the interpretation of benign inputs. There-
fore, IDLSes offer limited security in the decision-making process.

This paper proposes AdvEdge and AdvEdge™, which are optimized versions
of an adversarial attack that deceive the target DNN model and its corresponding
interpreter. AdvEdge and AdvEdge™ take advantage of the edge information of
the image to allow perturbation to be added to the edges in regions highlighted
by the interpreters’ attribution map. This enables a much stealthier attack as
the generated adversarial samples are challenging to detect even with interpreta-
tion and human involvement. Moreover, the proposed attacks generate effective
adversarial samples with less perturbation size.

Our Contribution. Firstly, we indicate that the existing IDLSes can be manip-
ulated by adversarial inputs. We present two attack approaches that generate
adversarial inputs to mislead the target DNN and deceive its interpreter. We
evaluate our attacks against four major types of IDLSes on a dataset and com-
pare them with the existing attack ADV? [17]. We summarize our contributions
as follows:

— We propose AdvEdge and AdvEdge™ attacks that incorporate edge informa-
tion to enhance interpretation-derived attacks. We show that even restricting
the perturbation to edges in regions spotted by interpretation models, the
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adversarial input can be very effective. We evaluate our attacks against two
common DNNs architectures accompanied by four interpretation models that
represent different categories.

— Our evaluation includes measuring the effectiveness of the attacks in terms
of success rate and deceiving the coupled interpreters, and comparing to the
existing attack (ADV?). The results show that the proposed attacks are as
effective as ADV? in terms of misclassification and outperform ADV? in gen-
erating adversarial inputs with highly similar interpretations to their benign
cases. Moreover, this level of effectiveness is maintained with a smaller amount
of noise as compared with ADVZ2.

Organization. The rest of the paper is organized as follows: Sect.2 high-
lights the relevant literature; Sect. 3 presents the fundamental concepts; Sect. 4
and Sect. 5 describe AdvEdge and AdvEdge™ attacks and their implementation
against four major interpreter types; Sect. 6 shows the evaluation of the attacks’
effectiveness; and Sect. 7 offers the conclusion.

2 Related Work

In this section, we provide different categories of research work that are relevant
to our work: adversarial attacks and interpretability.

Attacks. Basically, there are two main threats for machine learning models:
infecting the training data to weaken the target models (poisoning attack [5])
and manipulating the input data to make the target model misbehaves (evasion
attack [5]). Attacking deep neural networks (DNNs) has been more challenging
due to their high complexity in model architecture. Our work explores attacks
against DNNs with interpretability as a defense means.

Interpretability. Interpretation models have been used to provide the inter-
pretability for black-box DNNs via different techniques: back-propagation, inter-
mediate representations, input perturbation, and meta models [3]. It is believed
that that interpretability provides a sense of security in the decision-making
process with human involvement. Nevertheless, recent work shows that some
interpretation techniques are insensitive to DNNs or data generation processes,
whereas the behaviors of interpretation models can be impacted significantly by
the transformation without effect on DNNs [7].

Another recent work [17] shows the possibility of attacking IDLSes. Specifi-
cally, it proposes a new attacking class to deceive DNNs and their coupled inter-
pretation models simultaneously, presenting that the enhanced interpretability
provides a limited sense of security. In this work, we show the optimized ver-
sion of the attack presented in the recent work [17] to deceive target DNNs and
mislead their coupled interpretation models.
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3 Fundamental Concepts

In this section, we introduce concepts and key terms used in the paper. We
note that this paper is mainly focused on classification tasks, such as image
classification. Let f(z) = y € Y denote a classifier (i.e., DNN model f) that
assigns an input (z) to a class (y) from a set of predefined classes (V).

Let g(x; f) = m denote an interpreter (g) that generates an attribution map
(m) that reflects the importance of features in the input sample (z) based on the
output of the classifier (f), (i.e., the value the i-th element in m (m[i]) reflects
the importance of the i-th element in x (x[i])).

In this regard, we note that there are two main methods to achieve inter-
pretation of a model: @ Post-hoc interpretation: The interpretation can be
achieved by regulating the complexity of DNN models or by applying meth-
ods after training. This method requires creating another model to support
explanations for the current model[3]. @ Intrinsic interpretation: Intrinsic
interpretability can be achieved by building self-explanatory DNN models which
directly integrate interpretability into their architectures [3].

Our attacks are mainly based on the first interpretation category, where an
interpreter (g) extracts information (i.e., attribution map m) about how a DNN
model f classifies the input z.

A benign input (x) is manipulated to generate adversarial sample (&) using
one of the well-known attacks (PGD [9], STADV [15]) to drive the model to
misclassify the input & to a target class y; such that f(&) = y; # f(z). These
manipulations, e.g., adversarial perturbations, are usually constrained to a norm
ball B.(z) = {||# — z||, < e} to ensure its success and evasiveness. For example,
PGD, a first-order adversarial attack, applies a sequence of project gradient
descent on the loss function:

#0 = T (29 = a. sign(Valra(£ (@), ) M
B (x)

Here, [] is a projection operator, B, is a norm ball restrained by a pre-fixed
e, a is a learning rate, x is the benign sample, (") is the & at the iteration i,
Lprq is a loss function that indicates the difference between the model prediction

f(Z) and .

4 AdvEdge Attack

IDLSes provide a level of security in the decision-making process with human
involvement. This has been a belief until a new class of attacks is presented
[17]. In their work, Zhang et al. [17] proposed ADV? that bridges the gap by
deceiving target DNNs and their coupled interpreters simultaneously. Our work
presents new optimized versions of the attack, namely: AdvEdge and AdvEdge™.
This section gives detailed information on the proposed attacks and their usage
against four types of interpretation models.
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4.1 Attack Definition

The main purpose of the attack is to deceive the target DNNs f and their
interpreters g. To be precise, an adversarial input Z is generated by adding noise
to the benign input z to satisfy the following conditions:

1. The adversarial input & is misclassified to y; by f: f(2) = yy;

2. & prompts the coupled interpreter g to produce the target attribution map
my: (23 f) = my;

3. & and the benign x samples are indistinguishable.

The attack finds a small perturbation for the benign input in a way that the
results of the prediction and the interpretation are desirable. We can describe
the attack by the following optimization framework:

min : A(#, @) .. {f@

=Yt
& g(a; f) = @)

my

As there is high non-linearity in f(£) = y; and g(Z; f) = m; for DNNs,
Eq. (2) can be rewritten as the following to be more suitable for optimization:

ming : Lprq(f(2), ye) + A Line(g(Z; f), ) s.t. A(Z,z) <e (3)

Where ¢,,,q is the classification loss as in Eq. (1), #;,; is the interpretation loss
to measure the difference between the adversarial map ¢(&; f) and the target
map my. To balance the two factors ({,.q and ¢;,;), the hyper-parameter X is
used. We build the Eq. (3) based on the PGD adversarial framework to compare
the performance with the existing attack while other frameworks can also be
utilized. Other settings are defined as follows: £,,.q(f(£),y:) = — log(fy,(&)),
A(E,2) = ||2 — 2|00, and Lint (g(Z; £),me) = ||g(2; f) — my]|3. Overall, the attack
finds the adversarial input Z using a sequence of gradient descent updates:

#0 = ] (33“) ~ N, a sign(VMadv(fc(i)))) 0
B.(x)

Here, N,, is the noise function that controls the amount and the position
of noise to be added with respect to the benign input’s edge weights w. £qq4,
represents the equation of overall loss Eq. (3).

AdvEdge. Notice that we apply the N,, term in Eq. (4) to optimize the location
and magnitude of the added perturbation. In the first attack, AdvEdge, we fur-
ther restrict the added perturbation to the edges of the image that intersect with
the attribution map generated by the interpreter. This means that considering
the overall loss (classifier and interpreter loss), we identify the important areas
of the input and then generate noise for the edges in those areas by considering
the edge weights in the image obtained using the Sobel filter.

Let £ : e — R ™ that indicates a pixel-wise edge weights matrix for an image
with height h and width w, using common edge detector (e.g., Sobel filters in
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this settings). We apply the edge weights to the sign of the gradient update as:
E(x) ® a. sign(Vilaay (™)), where ® denotes the Hadamard product. This
increases the noise on the edges while decreases the noise in smooth regions of
the image. Considering N,, = £(z), Eq. (3) can be expressed as:

0D = H <i‘(i) —&(z) a. sign(Viﬁadv(i‘(i)))) (5)
Be ()

AdvEdge™ Similar to AdvEdge, this approach also incorporates the edge
weights of the input to optimize the perturbation. In this attack, we only apply
the noise to the edges rather than weighting the noise in the specified areas.
This is done by binarizing the edge matrix & : e — [0, 1]"*% . Then, obtain the
Hadamard product as: E(z) @ . sign(Vilaq,(#?)), where the hyperparame-
ter § controls the threshold to binarize the edge weights. This technique allows
noise values to be complete on the edges only. To improve the effectiveness of the
attack, considering the restriction on the perturbation location, the threshold §
is set to 0.1. In the following subsection, we discuss the details about the attack
in Eq.(4) against the representatives of four types of interpretation models,
namely: back-propagation-guided interpretation, representation-guided interpre-
tation, model-guided interpretation, and perturbation-guided interpretation.

4.2 Interpretation Models

Back-Propagation-Guided Interpretation. Back-propagation-guided inter-
pretation models calculate the gradient of the prediction of a DNN model with
reference to the given input. By doing this, the importance of each feature can
be derived. Based on the definition of this class interpretation, larger values
in the input features indicate higher relevance to the model prediction. In this
work, as the example of this class, we consider the gradient saliency (Grad) [13].
Finding the optimal & for Grad-based IDLSes is inefficient via a sequence of gra-
dient descent updates (as in applying Eq. (4)), since DNNs with ReLU activation
functions cause the computation result of the Hessian matrix to be all-zero. The
issue can be solved by calculating the smoothed value of the gradient of ReLU.

Representation-Guided Interpretation. In this type of interpreters, feature
maps from intermediate layers of DNN models are extracted to produce attribu-
tion maps. We consider Class Activation Map (CAM) [18] as the representative
of this class. The importance of the input regions can be identified by projecting
back the weights of the output layer on the convolutional feature maps. Simi-
lar to the work of [17], we build g by extracting and concatenating attribution
maps from f up to the last convolutional layer and a fully connected layer. We
attack the interpreter by searching for & using gradient descent updates as in
Eq. (4). The attack Eq. (4) can be applied to other interpreters of this class (e.g.,
Grad-CAM [12]).

Model-Guided Interpretation. This type of interpreters trains a masking
model to directly predict the attribution map in a single forward pass by masking
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salient positions of any input. For this type, we consider the Real-Time Image
Saliency (RTS) [1]. Directly attacking RTS has been shown to be ineffective to
find the desired adversarial inputs [17]. This is because the interpreter relies on
both the masking model and the encoder (enc(.)). To overcome the issue, we add
an extra loss term £qp.(enc(@), enc(y;)) to the Eq. (3) to calculate the difference
of the encoder’s result with the adversarial input & and the target class y;. Then,
we use the sequence of gradient descent updates as defined in Eq. (4) to find the
optimal adversarial input z.

Perturbation-Guided Interpretation. The perturbation-guided interpreters
aim to find the attribution maps by adding minimum noise to the input and
examining the shift in the model’s output. For this work, we consider MASK
[2] as the representative of the class. As the interpreter g is constructed as
optimization procedure, we cannot directly optimize the Eq. (3) with the Eq. (4).
For this issue, bi-level optimization framework [17] can be implemented. The loss
function is reformulated as: £,q,(x, m) £ Lora(f(x), Y1)+ Lint(m, my) by adding
m as a new variable.

AdvEdge ADV? Benign Image

AdvEdge"

Fig. 2. Attribution maps of benign and adversarial (ADV?, AdvEdge and AdvEdge™)
inputs with respect to Grad, CAM, MASK, and RTS on ResNet.

5 Experimental Setting

In this section, we explain the implementation of AdvEdge and the optimization
steps to increase the effectiveness of the attacks against target interpreters (Grad,
CAM, MASK, RTS). We build our two approaches (AdvEdge and AdvEdge™)
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based on the PGD attack that utilizes the local first order information about
the network (Eq.(5)). For the parameters, we set o = 1./255, and ¢ = 0.031
similar to previous studies [17]. To measure the proportion of the perturbation,
l+ is applied. To increase the efficiency of the attack, we apply a technique
that adds noise to the edges of the images with a constant number of iterations
(#iterations = 300). The process aims to search for perturbation points on the
edges of the regions that satisfy both the classifier and interpreter.

Optimization for Both Approaches. In our attack, zero gradients of the
prediction loss prevents searching the desired result with correct interpreta-
tion (Grad). To overcome the issue, the label smoothing technique with cross-
entropy is proposed. In the technique, prediction loss is sampled using uniform
distribution U(1 — p,1) and during the attacking process, the value of p is
decreased moderately. Considering y. = =%, we calculate Cpra(f(z),y1) =

YT-1°
- Ecey Ye IOg fc(x)
Dataset. For our experiment, we use ImageNetV2 Top-Images [11] dataset.
ImageNetV2 is a new test set collected based on the ImageNet benchmark and

was mainly published for inference accuracy evaluation. For our test set, we use
all the images that are correctly classified by the given classifier f.

Prediction Models. Two state-of-the-art DNNs are used for the experiments,
ResNet-50 [4] and DenseNet-169 [6], which show 22.85% and 22.08% top-1
error rate on ImageNet dataset, respectively. The two DNNs are with different
capacities (i.e., 50 and 169 layers, respectively) and architectures (i.e., residual
blocks and dense blocks, respectively). Using these DNNs helps measuring the
effectiveness of our attacks.

Interpretation Models. We utilize the following interpreters as the represen-
tative of Back-Propagation-Guided, Representation-Guided, Model-Guided, and
Perturbation-Guided Interpretation classes: Grad [13], CAM [18], RTS [1], and
MASK [2] respectively. We used the original open-source implementations of the
interpreters in our experiments.

AdvEdge Attack. For the attack, we implement our attack (defined in Eq. (4)
on the basis on PGD framework. Other attacks frameworks (e.g., STADV [15]
can also be applied for the attack Eq.(4). For our case, we assume that our
both approaches are based on the targeted attack, in which the attack forces the
DNNs to misclassify the perturbed input & to a specific and randomly-assigned
target class. We compare AdvEdge and AdvEdget with ADV? attack, which
is considered as a new class of attacks to generate adversarial inputs for the
target DNNs and their coupled interpreters. For a fair comparison, we adopt the
same hyperparameters (learning rate, number of iterations, step size, etc..) and
experimental settings as in ADV? [17].

6 Attack Evaluation

In this section, we conduct experiments to evaluate the effectiveness of AdvEdge
and AdvEdget. We compare our results to ADV? in [17]. For this comparison,
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we use the original implementation of ADV? provided by the authors. For the
evaluation, we answer the following questions: @ Are the proposed AdvEdge and
AdvEdge™ effective to attack DNNs? @ Are AdvEdge and AdvEdge™ effective to
mislead interpreters? @ Do the proposed attacks strengthen the attacks against
interpretable deep learning models?

Evaluation Metrics. We apply different evaluation metrics to measure the
effectiveness of attacks against the baseline classifiers and the interpreters.
Firstly, we evaluate the attack based on deceiving the target DNNs using the
following metrics:

— Misclassification confidence: In this metric, we observe the confidence
of predicting the targeted class, which is the probability assigned by the
corresponding DNN to the class y;.

Secondly, we evaluate the attacks based on deceiving the interpreter. This is
done by evaluating the attribution maps of adversarial samples. We note that this
task is challenging due to the lack of standard metrics to assess the attribution
maps generated by the interpreters. Therefore, we apply the following metrics
to evaluate the interpretability:

— L, Measure: We use the £; distance between benign and adversarial maps
to observe the difference. To obtain the results, all values are normalized to
[0, 1].

— IoU Test (Intersection-over-Union): This is another quantitative measure
to find the similarity of attribution maps. This measurement is widely used
to compare the prediction with ground truth.

Finally, to measure the amount of noise added to generate the adversarial
input, the following metric is used:

— Structural Similarity (SSIM): Added noise is measured by computing the
mean structural similarity index [14] between benign and adversarial inputs.
SSIM is a method to predict the image quality based on its distortion-free
image as reference.

To obtain the non-similarity rate (i.e., distance or noise rate), we subtract
the SSIM value from 1 (i.e., noise_rate = 1 — SSIM).

6.1 Attack Effectiveness Against DNNs

We first assess the effectiveness of AdvEdge and AdvEdge™ as well as compare
the results to the existing method (ADV? [17]) in terms of deceiving the target
DNNs. We achieved 100% attack success rate of ADV?, AdvEdge, and AdvEdge™
against different classifiers and interpreters on 10,000 images.
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Table 1. Misclassification confidence of ADV?, AdvEdge and AdvEdge™ against dif-
ferent classifiers and interpreters testing on 10,000 images.

ResNet DenseNet
Grad CAM MASK |RTS Grad CAM MASK |RTS
ADV? 92.19% |56.52% | 53.54% |69.83% |87.88% |52.88% |58.05% |57.24%

AdvEdge |93.51% |55.53% |59.70% |68.99% |88.04% |53.79% 63.01% 57.26%
AdvEdge™ |92.49% | 55.40% |53.48% |69.55% |86.94% |53.54% 62.82% 57.28%

Additionally, Table 1 presents the misclassification confidence results of the
three methods against different classifiers and interpreters on 10,000 images. It
should be said that due to the differences in the dataset and models, the results
of ADV? are not consistent with the results achieved in [17]. Even though our
main idea is to add a small amount of perturbation to the specific regions of
images, the performance is slightly better than ADV? in terms of Grad (ResNet),
CAM (DenseNet) and RTS (DenseNet). In other cases, the results of the models’
confidence are comparable.

6.2 Attack Effectiveness Against Interpreters

This part evaluates the effectiveness of AdvEdge and AdvEdget to generate
similar interpretations to the benign inputs. We compare the interpretations
of adversarial and benign inputs. We start with a qualitative comparison to
check whether attribution maps generated by AdvEdge and AdvEdget are
indistinguishable from benign inputs. By observing all the cases, AdvEdge and
AdvEdge™ produced interpretations that are perceptually indistinguishable from
their corresponding benign inputs. As for comparing with ADV?2, all methods
generated attribution maps similar to the benign inputs. Figure 2 shows a set of
sample inputs together with their attribution maps in terms of Grad, CAM, RTS,
and MASK. As displayed in the figure, the results of our approaches provided
high similarity with their benign interpretation.

M ADV' M AdvEdge M AdvEdge” W ADV' M AdvEdge W AdvEdge"

020 020
015 015
0.10 010

MASK RTS MASK RTS

ResNet DenseNet

Fig. 3. Average £, distance of attribution maps generated by ADV?, AdvEdge and
AdvEdge™ from those of corresponding benign samples on ResNet and DenseNet.

In addition to qualitative comparison, we use L, to measure the similarity of
produced attribution maps quantitatively. Figures 3(a) and 3(b) summarize the
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results of £; measurement. As shown in the figures, our attacks generate adver-
sarial samples with attribution maps closer to those generated for the benign
samples compared to ADVZ. The results are similar across different interpreters
on both target DNNs. We note that the effectiveness of our attack (against inter-
preters) varies depending on the interpreters. Generally, the results of Table1,
Figs. 3(a) and 3(b) show the effectiveness of our attack in generating adversarial
inputs with highly similar interpretations to their corresponding benign samples.

es

cam
080 o080 080 080

3 0% 080 080 050

€ 040 040 040 040
- - - . . . “
000 000 000 000
100 100 100
080 00 080 080

2 o o050 050 050

§ 0w 040 040 040

H
0z o o2 “ oz

WADV W AdvEdge I AdvEdge
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Fig. 4. IoU scores of attribution maps generated by ADV?, AdvEdge and AdvEdge™"
using the four interpreters on ResNet and DenseNet. Our attacks achieve higher IoU
scores in comparison with ADV?.

Another quantitative measure to compare the similarity of attribution maps
is the IoU score. As the attribution map values are floating numbers, we bina-
rized the attribution maps to calculate the IoU. Figure 4 displays the IoU scores
of attribution maps generated by ADV?2, AdvEdge and AdvEdget using four
interpreter models on ResNet and DenseNet. As shown in the figure, AdvEdge
and AdvEdge*t performed better than ADV?2. We note that AdvEdge™ achieved
significantly better results than other methods, while AdvEdge achieved a higher
score on DenseNet with RTS interpreter.

M A0V M AdvEdge I AdvEdge" W ADV' M AdvEdge W AdvEdge"
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cAm RTS Grad MASK cAm RTS

(a) ResNet (b) DenseNet

0.10
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Grad
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Fig. 5. Noise rate of adversarial inputs generated by ADV?, AdvEdge and AdvEdge™
on ResNet and DenseNet.

6.3 Adversarial Perturbation Rate

To measure the amount of noise added to the adversarial image by the attacks,
we utilize SSIM to measure the pixel-level perturbation. Using SSIM, we infer the
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parts of images that are not similar to the original images, known as noise. Fig-
ures 5(a) and 5(b) display the results of comparing the noise amount generated
by ADV?2, AdvEdge, and AdvEdge*. The figures show that the amount of noise
added using AdvEdge and AdvEdge™ is significantly lower than the amount
added by ADV?2. This difference is more noticeable when using the MASK inter-
preter. AdvEdge™ adds the least amount of noise to deceive the target DNN and
the MASK interpreter.

7 Conclusion

This work presents two approaches (AdvEdge and AdvEdge™) to enhance the
adversarial attacks on interpretable deep learning systems (IDLSes). These
approaches exploit the edge information to optimize the ADV? attack that gen-
erates adversarial inputs to mislead the target DNNs and their corresponding
interpreter models simultaneously. We demonstrated the validity and effective-
ness of AdvEdge and AdvEdge™ through empirical evaluation using a large
dataset on two different DNNs architectures (i.e., ResNet and DenseNet). We
show our results against four representatives of different types of interpretation
models (i.e., Grad, CAM, MASK, and RTS). The results show that AdvEdge
and AdvEdge™ effectively generate adversarial samples that can deceive the deep
neural networks and the interpretation models.

Future Work. Besides utilizing the PGD framework, this work motivates
exploring other attack frameworks, such as DeepFool, STADV [8]. Another future
direction is to evaluate the effectiveness of potential countermeasures to defend
against AdvEdge, such as refining the DNN and interpretation models (e.g.,
via defensive distillation [10]) or applying an adversarial sample detector (e.g.,
feature squeezing [16] or through utilizing the interpretation transferability prop-
erty in an ensemble of interpreters [17]). We also consider to test whether our
approach is applicable and tractable on various sample space (e.g., numerical,
text, etc.).

Acknowledgments. This work was supported by the National Research Foun-
dation of Korea(NRF) grant funded by the Korea government(MSIT) (No.
2021R1A2C1011198).
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Abstract. In recent years, natural language modeling has achieved
a major breakthrough with its sophisticated theoretical and technical
advancements. Leveraging the power of deep learning, transformer mod-
els have created a disrupting impact in the domain of natural language
processing. However, the benefits of such advancements are still inscribed
between few highly resourced languages such as English, German, and
French. Low-resourced language such as Khmer is still deprived of utiliz-
ing these advancements due to lack of technical support for this language.
In this study, our objective is to apply the state-of-the-art language mod-
els within two empirical use cases such as Sentiment Analysis and News
Classification in the Khmer language. To perform the classification tasks,
we have employed FastText and BERT for extracting word embeddings
and carried out three different type of experiments such as FastText,
BERT feature-based, and BERT fine-tuning-based. A large text corpus
including over 100,000 news articles has been used for pre-training the
transformer model, BERT. The outcome of our experiment shows that in
both of the use cases, a pre-trained and fine-tuned BERT model produces
the outperforming results.

Keywords: Khmer * Deep learning + Sentiment analysis - News
classification - Transformer models

1 Introduction

Last two decades have seen a growing trend towards a field named Natural
Language Processing (NLP) that is concerned with the interactions between
computers and human (natural) languages. Numerous applications of NLP have
already been implemented in our real-life such as Sentiment Analysis, Question
Answering, Chatbots, Machine Translation, Speech Recognition and so on.

In this study, we have aimed to work with the Khmer language, the offi-
cial language of Cambodia. According to Wikipedia, Khmer is the second most
widely spoken Austroasiatic language in the world with approximately 16 mil-
lion speakers. Unlike English, French, and German, over the past two decades,
few studies have been conducted for the Khmer language related to NLP. That
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is why, there are few NLP resources available for the Khmer language that have
been built based on the traditional techniques.

Considering the inadequacy of Khmer NLP resources, in this work, we have
provided a pre-trained BERT model for the Khmer language along with two
downstream benchmarks for Sentiment Analysis and News Category Classifica-
tion. BERT [1], which stands for Bidirectional Encoder Representations from
Transformers, developed by Google, is the first fine-tuning based representation
model. Through this architecture, the models can learn the context of a sentence
from both of the direction (left and right). This model outperforms many task-
specific architectures as well as achieves state-of-the-art performance on a large
suite of sentence-level and token-level tasks.

Apart from English, Google also provided a multilingual BERT model that
supports for 104 languages of different countries but unfortunately Khmer has
not been included in the list of supported languages. This might be due to
the unique grammatical architecture of the Khmer. Unlike in Latin languages
such as English or French, Khmer has more complex structure to word form
and permits different orders of the character components that lead to the same
visual representation. So far, there is no available BERT pre-trained model,
which has been trained exclusively using the Khmer language, based on which
the Cambodian people can develop NLP models for different applications. That
is why, we aim to provide a pre-trained BERT model which will definitely add
a new dimension to Khmer language and its computational advancement.

We have pre-trained our BERT model with a large corpus composed of Khmer
online newspapers and also performed some downstream tasks such as Sentiment
Analysis and News Classification by fine-tuning our pre-trained BERT model.
Both of these two applications, Sentiment Analysis and News Classification, have
a significant impact on business. More specifically, for a consumer-centric indus-
try, which focuses on making a positive experience by maximizing the quality
of services or products, the Sentiment Analysis model can help to figure out the
customers’ demand based on the product or service reviews. In contrast, every
day a huge number of employees of the news industry spend their time arrang-
ing the news based on the category of the news. By the utilization of our News
Classification model, the news industry of Cambodia will be able to save their
time as well as the manpower.

In order to validate the performance of our BERT model, we have applied
4 different evaluation metrics namely accuracy, precision, recall, and fl-score.
In addition to this, we have included a comparative analysis with a context-
free word embeddings named FastText. For both of the applications, we have
conducted the experiment through three distinct approaches such as FastText,
BERT Feature-based, and BERT Fine-tuning. Significantly, the BERT Fine-
tuning approach outperforms the other two approaches by accuracy and fl-score.

2 Background Study

In recent years, there has been an increasing amount of literature on language
modeling. But, there is a relatively small body of literature that is concerned
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with the Khmer language. Among these studies, the authors proposed some basic
resources of Khmer language such as character recognition, word segmentation,
and POS tagging. This section briefly discusses some of the latest and relevant
background studies.

The authors in [2] proposed techniques for recognizing the character and
text from Khmer ancient palm leaf documents. For isolated character recogni-
tion, they applied different types of neural network architectures such as CNN,
LSTM-RNN and found the outperforming result with the combination of both
convolutional and recurrent architectures. On the other hand, they used both
one-dimensional and two-dimensional RNN to recognize the word/text image
patches of variable length and found that two-dimensional RNN performs better
than one-dimensional.

For building lemmatizers as well as extracting relation between words, POS
tagging is one of the essential tasks. Considering the sentence structure and
word classes’ ambiguties of Khmer, in 2007, the eminent authors [3] modified
the applying rule algorithms and proposed a supervised transformation-based
POS tagger. Moreover, to handle the unknown words, they proposed a hybrid
approach which combines rule-based and tigram approach. On the other hand,
based on the Conditional Radom Fields (CRFs), in 2017, the authors [4] pro-
posed a new approach to Khmer POS tagging by incorporating 5 groups of fea-
tures such as contextual, morphological, word-shape, named-entity, and lexical
features.

Like Khmer, for each of the languages, word segmentation is an integral part
of all of the language modeling related tasks. Unlike English, however, there are
no spaces in the writing system of the Khmer language to separate the words
that make it more complex. The authors in [5-7] have worked on the word seg-
mentation of the Khmer language. In paper [5], the authors applied Maximum
Matching Algorithm and a Khmer manual corpus to make word boundaries in
each sentence. Then intended to solving the unknown words, they created 21
grammar rules based on the principle of Khmer grammar books. On the other
hand, to reduce the frequency of dictionary lookup and Khmer text manipula-
tion tweaks, the paper [6] presented a study on Bi-directional Maximal Match-
ing (BiMM). They implemented their study for Khmer word segmentation by
focusing on both Plaintext and Microsoft Word document. In 2015, Chea and
co-workers [7] presented a word segmenter for the Khmer language based on a
supervised CRF segmentation method. Their proposed segmenter outperformed
the baseline in terms of precision (=0.986), recall (0.983), and f-score (=0.985)
by a wide margin. Surprisingly, they obtained substantial increases in the BLEU
score of up to 7.7 points, relative to a maximum matching baseline, in their
evaluation in a statistical machine translation system.

For many aspects of machine translation, the parallel corpus is essential.
But, the existing parallel corpus contains some problems such as difficulty in
obtaining, narrow fields, small quantity, and poor timeliness. To overcome this
insufficiency of bilingual parallel corpus of low resource languages, in a recent
paper [8], published in 2020, the prominent authors proposed a parallel fragment
extraction method based on the Dirichlet process. On the basis of the empirical
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results, the authors concluded that the method based on the Dirichlet process
is better than that based on the LDA model.

From the above discussion, it is obvious that there are few studies related
to the Khmer language where the researchers applied traditional techniques on
different NLP tasks. However, there does not exists enough NLP resources for
the Khmer language that has been built based on state-of-the-art techniques.
This is where this study will play a vital role in mitigating the gap by providing
a state of the art resource for the Khmer language.

3 Data Description

For the three different experiments, such as creating the pre-trained BERT model
for Khmer language, sentiment analysis, and news classification, we have col-
lected three different corpora. The entire data collection process has been illus-
trated in the following Fig. 1.
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Fig. 1. Data collection pipeline.

3.1 Dataset for BERT Pre-training

In NLP, the concept behind pre-training refers to train a model with a large cor-
pus for learning the underlying knowledge from the data. Then, the pre-trained
model is used to initialize the model parameters of various downstream tasks.
For creating the pre-trained BERT model of Khmer language, we have collected
a large corpus from a popular Cambodian newspaper named Kohsantepheap
Daily [9]. The daily newspaper Koh Santepheap was founded in 1967 by Chou
Thany. The corpus contains more than 100,000 news articles that have been
scraped from the official website.

3.2 Dataset for BERT Fine-Tuning

For two different downstream tasks, we have prepared 2 different datasets for
fine-tuning each of the tasks.
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1. Dataset for Sentiment Analysis: The Sentiment Analysis dataset contains
10710 instances including 5367 for positive, and 5343 for negative sentiment.
For model testing purpose, we have collected additional 400 samples validated
by a native Cambodian.

2. Dataset for News Classification: We have collected the News Classifi-
cation data through scraping several Cambodian newspaper websites. The
dataset includes 7418 instances with 8 different news categories as class labels.
For training purpose we have used 70%(=5192), for validation 21%(=1558),
and for testing 9%(=668) instances from the whole dataset.

4 Data Preprocessing

One of the crucial phases of solving a real-world problem using NLP is to pre-
process the raw dataset properly. Usually, the NLP pipeline includes a bunch of
tasks such as removing the punctuation, tokenization, removing the stop words,
and so on. In this study, we have arranged this phase according to the form of our
datasets that includes some basic preprocessing followed by word segmentation.

4.1 Basic Preprocessing

To keep only the letters and digits of the Khmer and English languages, we
have applied some regular expressions on raw data using the Unicode. For basic
Khmer characters, the Unicode block is U+1780 — U+17FF. After that, we have
removed the punctuations of the Khmer language. The most commonly used
punctuations used in the Khmer language are 1, I, 3, 9, 101, 8, @w and their
Unicode range is U4+17D4 — U+17DA.

4.2 Word Segmentation

Word segmentation is an essential task in every application of Natural Language
Processing. In the case of Khmer language, word segmentation is not a trivial
task because, unlike English, spaces are not used here to separate words. More-
over, multiple Khmer words can be joined together to build up a new Khmer
word (compound word) that conveys different meaning. Some examples of Khmer
compound word are given in Table 1.

Table 1. Khmer Compound Words

Examples Explanation

fititg fi (or) + titg (but) = ftiig (but)

REIGH 341 (also) + it (also) = Béaidi (as well)
F¢UZMINI §¢0 (receive) + 989 (wrong) + Igi (right) = ¢¢w2angi (be responsible for)
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Another complexity in the writing system of the Khmer language is, a single
sentence can be tokenized in several ways based on its meaning in the context
[7]. Table 2 shows the distinct segmentation of an identical sentence.

Table 2. Two distinct segmentation of an identical sentence.

Khmer English

5 Ghy) < gRaNU > W § v s I want listener to understand this problem
5 Bhy) < gn > < 60U > wo f v 182 T want you to listen in order to understand
this problem

All these complications address many challenges in the tokenization of Khmer
text. In this study, we have applied a conditional random fields (CRFs) based
approach from [7] to separate the words in Khmer sentences. The authors devel-
oped a large manually-segmented corpus and also provided a set of word seg-
mentation strategies usually used by humans.

5 Methodology

In this section, we have described the workflow of our experiment in a proper
sequence. Our entire experiment can be divided into two steps: one is using the
FasText and the other one using BERT. Again, BERT is composed of three
distinct parts such as pre-training, fine-tuning, and feature-based. Each of these
steps has been described extensively in the subsections below.

5.1 FastText

In order to make the baseline, firstly, we have conducted our experiment using
the FastText word embeddings. The FastText library of the Khmer language
contains 242,732 vocabs and against each of the words, it provides a vector of
length 300. On the basis of these embeddings, in this phase, we have designed
two DNN models for sentiment analysis and news classification.

In the architecture of a DNN model, the number of neurons in its input layer
depends on the length of the feature embeddings. As the length of the feature
vectors is 300, we have specified 300 neurons in the input layer for both of the
models. Determining the number of hidden layers and the number of neurons in
the hidden layers is a crucial task as it defines the complexity and efficiency of
the network and has an enormous impact on the learning process of the model.
In both the sentiment analysis and news classification model architectures, we
have specified the identical number of hidden layers as well as the number of
neurons in hidden layers that are shown in Table 3.
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Table 3. Parameters of DNN Architectures.

Sentiment analysis News classification

Layers Number of | Activation | Layers Number of | Activation
neurons function neurons function

Input Layer 300 Input Layer 300

Dense 1 1024 tanh Dense 1 1024 tanh

Dense 2 512 tanh Dense 2 512 tanh

Dense 3 256 tanh Dense 3 256 tanh

Dense 4 128 tanh Dense 4 128 tanh

Output Layer 2 softmax Output Layer 8 softmax

On the other hand, in the case of the classification model, the number of
neurons in the output layer depends on the unique class labels. According to
this terminology, we have specified the number of neurons in the output layer 2
and 8 for the sentiment analysis and news classification, respectively.

As our extracted embeddings contain both positive and negative values, thus
we have applied the tanh as the activation function [11] of the hidden layers.
The mathematical function ot tanh can be expressed as,

et —e "
tanh(z) = prp— (1)

The output of this function ranges from —1 to 1. To minimize the losses we
have applied the optimization algorithm named Adam with a learning rate of
0.001.

5.2 BERT

This phase starts with pre-training the BERT model with Khmer followed by
fine-tuning and feature-based approaches for the downstream tasks. The exten-
sive discussion of this subsections are as follows:

Table 4. Configurations of BERT model

Parameters Values
attention_probs_dropout_prob | 0.1
hidden_act gelu
hidden_dropout_prob 0.1
hidden_size 768
initializer_range 0.02
intermediate_size 307
max_position_embeddings 512
num_-attention_heads 12
num_hidden_layers 12
type_vocab_size 2
vocab_size 167896
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Pre-training Model Architecture. In this phase, we have built a pre-trained
model for the Khmer language using BERT. BERT’s model architecture is a
multi-layer bidirectional transformer encoder based on [10]. In the configura-
tions that we have applied in our experiment, the number of hidden layers
(i.e.Transformer blocks) is 12, the size of each of the hidden layer is 768, and
the self-attention heads are 12. Table4 shows the configurations of our BERT
model.

Fine-Tuning Model Architecture. Fine-tuning is a supervised learning pro-
cess where the weights of the pre-trained model are used as the initial weights
for a new model which is being trained on a similar task. This process not only
speeds up the training but also creates a state-of-the-art model for a wide range
of NLP tasks.

In this study, we have fine-tuned our pre-trained BERT model for two differ-
ent applications such as Sentiment Analysis and News Classification. Firstly, we
have initialized the fine-tuned model with the same pre-trained model param-
eters for both of the downstream tasks, such as Sentiment Analysis and News
Classification. Then, we have fine-tuned all of the parameters end-to-end using
the corresponding task-specific labeled data. Eventually, we have incorporated
an additional output layer according to the target classes. Thus, the fine-tuned
models for both of the downstream tasks are different, even though they have
been initialized with the same pre-trained parameters. Figure 2 represents the
architecture of the models.

Prediction

[ Embeddings

Classifier
(FFNN + log_softmax) Token representations
e

representation

)
[CLS] | Transformer Layer 12
|

Fig. 2. Architecture of the BERT Fine-tuning Model

Feature-Based Approach. In this phase, we have extracted the feature
embeddings from our pre-trained BERT model. Then, by applying these
extracted features, we have designed two Deep Neural Network (DNN) mod-
els: one is for sentiment analysis and the other one is for news classification.
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As the length of the BERT feature embeddings is 768, we have specified 768
neurons in the input layer for both of the models. However, we have applied 4
hidden layers for the sentiment analysis model while 5 hidden layers for the news
classification model. For both of the BERT Feature-based models, the number
of neurons in each of the hidden layers are shown in Table 5. According to afore-
mentioned terminology in FastText, we have specified the number of neurons
in the output layer 2 and 8 for the sentiment analysis and news classification,
respectively. Like FastText, we have applied the tanh as the activation func-
tion and the Adam as the optimization algorithm in our featured-based model
architectures of BERT.

Table 5. Parameters of DNN Architectures.

Sentiment analysis News classification

Layers Number of | Activation |Layers Number of | Activation
neurons function neurons function

Input Layer 768 Input Layer 768

Dense 1 1024 tanh Dense 1 2048 tanh

Dense 2 512 tanh Dense 2 1024 tanh

Dense 3 256 tanh Dense 3 512 tanh

Dense 4 256 tanh Dense 4 256 tanh

Output Layer 2 softmax Dense 5 128 tanh

Output Layer 8 softmax

6 Results and Analysis

In this section, we have evaluated the performance of our models, both sentiment
analysis and news classification, using the classification metrics namely accuracy,
precision, recall, and fl-score.

6.1 Sentiment Analysis

After the training and validation, we have tested our models with a test dataset
that contains 400 instances. The obtained results for the three models of the
sentiment analysis have been presented in Table 6 and Table 7.

Table 6. Accuracy of sentiment analysis models.

Accuracy
FastText | BERT (Feature-based) | BERT (Fine-tuning)
Training | 0.79 0.73 0.83
Validation | 0.78 0.71 0.83
Test 0.77 0.70 0.81
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Table 6 shows the training, validation, and testing accuracies for the three
models: FastText, BERT Feature-based, and BERT Fine-tuning of sentiment
analysis. It is apparent from this table that, for each of the models, our obtained
validation accuracy is very close to the training accuracy and slightly lower
which indicates that each of the models has learned the underlying patterns
very well from the data without overfitting. Sometimes, solely accuracy is not
a good measure for the evaluation of a classification model. For this reason, we
have also analyzed other metrics such as precision, recall, and fl-score during
the testing phase of the sentiment analysis models that presents in Table 7.

Table 7. Precision, recall, and fl-score of sentiment analysis models.

FastText BERT feature-based BERT fine-tuning

precision |recall | f1-score | precision | recall | f1-score | precision | recall | f1-score
Negative 0.86 0.67 |0.75 0.77 0.61 |0.68 0.86 0.77 10.81
Positive 0.71 0.88 |0.78 0.65 0.80 |0.72 0.77 0.86 |0.81
macro avg |0.78 0.77 10.77 0.71 0.70 |0.70 0.81 0.81 |0.81
weighted avg|0.79 0.77 10.77 0.71 0.70 |0.70 0.81 0.81 |0.81

From both of the Table6 and Table7, it can be observed that the BERT
Fine-tuning model outperforming the other two by the accuracy and fl-score.
Another important finding is that, in the case of sentiment analysis, surprisingly,
the FastText is performing better than the BERT Feature-based model.

6.2 News Classification

Similar to sentiment analysis, after the training and validation of our news clas-
sification models, we have tested our models with a dataset that contains 668
samples. The training, validation, and testing accuracies for each of the news
classification models are presented in Table 8.

Table 8. Accuracy of News Classification models.

Accuracy
FastText | BERT (Feature-based) | BERT (Fine-tuning)
Training |0.83 0.85 0.89
Validation | 0.82 0.84 0.85
Test 0.83 0.82 0.85

From Table 8, it can be observed that the validation accuracy is slightly lower
than the training accuracy for each of the model’s output. This lower differences
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in training and validation accuracies indicate that each of the models has learned
the underlying patterns very well from the news data without overfitting. We
have obtained a good accuracy for each of the news classification models while
BERT Fine-tuning model outperforms the others. Unlike sentiment analysis,
BERT Feature-based model also achieved higher training and validation accu-
racies compared to FastText. The other metrics such as precision, recall, and
fl-score have also been analyzed during the testing phase of news classification
models are shown in Table9.

Table 9. Precision, recall, and fl-score of News Classification models.

FastText BERT Feature-based BERT Fine-tuning
Class Labels precision | recall | f1-score | precision | recall | f1-score | precision | recall | f1-score
arts-and-culture | 0.90 0.93 ]0.92 0.93 0.91 |0.92 0.95 0.91 |0.93
business 0.80 0.66 0.72 0.70 0.73 10.72 0.86 0.83 10.84
health 0.80 0.90 10.85 0.77 0.88 10.82 0.74 0.92 10.82
international 0.75 0.83 10.79 0.80 0.83 10.82 0.86 0.83 10.85
national 0.86 0.88 10.87 0.84 0.87 10.85 0.90 0.89 10.89
research 0.73 0.59 0.65 0.68 0.59 10.63 0.67 0.69 0.68
service 0.86 0.89 10.87 0.90 0.78 10.83 0.89 0.76 10.82
sports-news 0.97 0.94 0.96 0.90 0.96 10.93 0.96 0.96 0.96
macro avg 0.83 0.83 10.83 0.82 0.82 10.81 0.86 0.85 10.85
weighted avg 0.83 0.83 10.83 0.82 0.82 10.82 0.85 0.85 10.85

From Table9, it is apparent that, like sentiment analysis, BERT Fine-tuning
outperforms the other two models of news classification by precision, recall, and
fl-score. Interestingly, for both of the applications, the test scores of the FastText
models are slightly higher than the BERT feature-based models.

7 Conclusion

The purpose of this study was to employ the state-of-the-art natural language
processing techniques for Khmer language, one of the most low-resourced lan-
guages currently available. In this study, we have defined two widely used appli-
cation scopes such as news category classification and sentiment analysis. Three
different type of experiments such as FastText (feature-based), BERT (feature-
based), and BERT (fine-tuning-based) have been conducted for both of the afore-
mentioned downstream tasks. The experimental results show that in terms of
Sentiment Analysis, BERT fine-tuning based approach outperformed the other
approaches with a test accuracy of 81%. Similarly, in terms of News Classifica-
tion, again BERT fine-tuning based approach stood out as the best performer
with a test accuracy of 85%. In future, we would like to investigate other state-
of-the-art variants of BERT such as RoBERT, DistilBERT, XLM-RoBERTa and
the new giant GPT-3 for Khmer language.
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Abstract. Authorship attribution is one of the renowned problems in
the domain of Natural Language Processing (NLP). Leveraging the state-
of-the-art (SOTA) techniques of NLP such as transformer models, this
problem domain has achieved a considerable advancement. However, this
progress is unfortunately only bound to the well-resourced languages like
English, French, and German. Under-resourced language like Bangla is
yvet to leverage such SOTA techniques to make a breakthrough in this
domain. In this study, we address this research gap and aim to contribute
to the Bangla authorship attribution problem by building highly accurate
models using several SOTA variants of transformer models like mBERT,
bnBERT, bnElectra, and bnRoBERTa. Using the pre-trained weights
of these models we have performed fine-tuning and tackled the task of
authorship attribution of 16 prominent Bangla writers. Outcomes show
that our bnBERT model can classify the authors with superior accu-
racy of 98% and also outperform all the existing models available in the
literature.

Keywords: Bangla - Authorship attribution - Text classification -
Natural Language Processing - Transformer models - BERT

1 Introduction

Because of the dramatic rise in the usage of the internet and its easy access
through smart devices, a large amount of textual content is being written or
posted to the web in digital form at a rapid rate. The growing prevalence of
text digitization makes the detection of authorship extremely challenging. As
a consequence, the automated identification or attribution of authorship has
garnered considerable research importance over the last few years.

The fundamental notion underlying authorship attribution is discriminating
writing of various authors by measuring specific textual characteristics that is
followed consistently throughout author’s work. A text of unknown author is
attributed to one of a specified set of possible authors for whom text samples
are provided in the general authorship attribution. Authorship identification has
a wide range of applications, including plagiarism detection, forensic linguistics,
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military intelligence, civil law, and many more. As a result, authorship attri-
bution has gained a considerable attention to the Natural Language Processing
(NLP) researchers.

Every author possesses a distinguished manner of writing, separating one
author from the other. Traditionally, stylometry has been used to detect dis-
tinguishable features of an author’s work. However, the recent innovations in
the domain of NLP is empowering us to tackle the task of finding distinguish-
able writing patterns more accurately and efficiently from a large text corpus.
One such state-of-the-art (SOTA) NLP technique is called transformer model. A
transformer model is an attention-based stacked encoder—decoder architecture
that is pre-trained at scale over a large text corpus. These models are designed
to have sophisticated internal attention mechanisms that enable these models to
dynamically select subsets of the input to focus.

The current research trend shows that transformer models are being applied
for various NLP downstream tasks including the authorship attribution problem.
However, such research practices can be easily found for well-resourced languages
like English, French, German, and Chinese. On the other hand, the low-resourced
language like Bangla is far away from leveraging the SOTA models such as
transformers in different natural language tasks.

In this study, we are aiming fill up this research gap through tackling the
authorship attribution problem in Bangla by leveraging several variants of
the SOTA transformer model. To achieve the purpose, we have chosen four
different variants of the Bidirectional Encoder Representations from Trans-
formers (BERT) model namely BERT Multilingual (mBERT), BERT Bangla
Base (bnBERT), Electra Bangla Base (bnElectra), and RoBERTa Bangla Base
(bnRoBERTa). All of these are pre-trained models that has been trained over
a large text corpus. We have utilized the pre-trained weights of these models
and implement the fine-tuning methods with a classification layer to perform
authorship attribution as a downstream task. We have used a portion of the
benchmark dataset named BAAD16 (Bangla Authorship Attribution Dataset)
[9] for the fine-tuning purpose and a portion for the evaluation purpose. For the
task of classifying 16 different authors, all of the fine-tuned models have achieved
an accuracy over 87%. Among all models, the performance of bnBERT (=98%
accuracy) found to be superior even to all available models in the literature.

2 Related Works

Being a low-resourced language, Bangla lacks a significant amount of study in
the field of Natural Language Processing, particularly in the classic problem
of authorship attribution. Statistical and classical machine learning approaches
using traditional feature extraction algorithms are employed in the majority of
the studies among the few that were available. Some of them have been found
employing neural networks and deep learning-based approaches in their studies.
In this section, we’ll briefly discuss the relevant studies and the progress of
natural language processing for the authorship attribution problem in the Bangla
language.
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One common and classic way to classify authorship is by using stylometry;
a linguistic approach that takes into account an author’s unique literary styles
that can not be repressed by conscious mind. M. Tahmid et al. [1] employed
traditional statistical analysis to identify the most effective stylometric features
such as most frequent words, most frequent bigrams, and word lengths to create
a modified stylometric feature set that has significant differences among authors
writing patterns. Using these features, they proposed a voting system that can
detect the original author of an unknown document with an average 90.67% suc-
cess rate. The training and evaluation of their system were performed over two
corresponding datasets of 700 and 300 writings of six Bangladeshi columnists of
the current time. Likewise, Md. Ashikul et al. [2] also employed a similar app-
roach where they performed statistical analysis on the experiment of authorship
attribution problem using multilayer perceptron (MLP) model. For this statisti-
cal analysis and experiment they built a corpus containing articles of five Bangla
writers from which a total number of 1381 articles were used for training, 242
for validation and 350 for testing purposes. Their proposed MLP model achieved
above 85% accuracy rate for each of the writers.

Characters are the smallest unit of text from which stylometric signals can
be extracted to find the author of a text. Taking this into account, Khatun et
al. [3] investigated character-level and word-level CNN approaches to identify
writing patterns and distinguish between authors. They have applied both of
these approaches on the authorship classification problem with author classes
from 6-14. They found that the character-level CNN approach is more efficient
than the word-level CNN approach in terms of the model training time and
memory efficiency. Although it comes at the cost of compromising accuracy of
2-5% than the best performing word-level models. They also mentioned that
using the pre-trained word embedding models the performance can be improved
up to 10%. The best accuracy (=98%) they achieved is for classifying 6 authors
using fastText and skip-gram. However, in classifying 14 authors, they achieved
81.2% accuracy with fastText and skip-gram.

Another common practice in tackling authorship attribution problem is the
use of pre-trained word embeddings for feature extraction. Hemayet et al. [4],
used pre-trained word embedding models (word2vec, Glove and fasText) in order
to extract features from texts considering the context and co-occurrence of the
words. Later the extracted features were fed into their proposed convolutional
and recurrent neural network based classifiers. Finally, they performed a compar-
ative analysis and showed the model performance on each of these word embed-
ding methods and during a classification task on blog articles of 6 authors. The
fastText word embedding coupled with convolutional architecture achieved the
best accuracy of 92.9%. Again, in another paper, Hemayet et al. [5] performed
a comparative study among fastText’s hierarchical classifier, Naive Bayes, and
SVM along with n-gram based feature sets. They showed that fasText’s hierar-
chical classifier along with uni-gram features achieved the highest accuracy of
82.4% over SVM and Naive Bayes.
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In [6], Ahmed et al. proposed a profile-based technique that uses super-
vised learning methods to identify the lyricist of Bangla songs composed by
two renowned poets and novelists, Kazi Nazrul Islam and Rabindranath Tagore.
Working on song lyrics made it a challenging task as the selection of words by the
novelists relies on factors such as rhythms and completeness. Out of the super-
vised models (Naive Bayes, Simple Logistic Regression, Decision Tree, Support
Vector Machine, and Multilayer Perceptron) used in this problem, the Simple
Logistic Regression model achieved the highest accuracy of 86.29%. As every
writer has his own way of writing, thus, the probability to use some adjacent
word is more likely by a particular author. Similarly, such traditional approaches
were also performed by D. M. et al. [7] where they proposed a hybrid approach
of n-gram amalgamating with Naive Bayes for authorship attribution. In this
approach, bigram and unigram counts for adjacent and single words are cal-
culated by combining the n-Gram algorithm with Naive Bayes. This approach
outperforms the sole Naive Bayes model by a margin of 9% accuracy. Again,
Sumnoon Ibn et al. [8] also used n-gram and parts of speech as features and pro-
posed a Multilayer Perceptron (MLP) based neural architecture for classifying
23 authors from a text corpus consisting of 12,142 writings. Their MLP model
produced an accuracy of 94%.

From the above discussion, it is apparent that similar types of approaches
and models have been studied over and over again. The most used traditional
approaches are n-gram based feature extraction with classical machine learning
algorithms and multilayer perceptrons. On the other hand, few studies investi-
gated the some advanced but most common pre-trained word embedding mod-
els such as word2vec, fastText, and Glove. It is apparent that the authorship
attribution problem in Bangla language still lacks studies concerned with the
state-of-the-art transformer models from the recent advancements of natural
language processing research. In this study, we have addressed this lacking and
showed how the latest transformer models can be used to outperform all the
previous approaches in the authorship attribution problem in Bangla. Hence,
we are aiming to contribute towards making Bangla from a low-resourced to a
well-resourced language in NLP research.

3 Data Description

In this study, we have used the BAADI16 (Bangla Authorship Attribution
Dataset) [9] dataset. BAAD16 includes Bangla text samples from 16 promi-
nent Bangla authors containing a total of 13.4+ million words. The dataset is
equally partitioned with each document having the same length of 750 words.
The dataset is partitioned into two parts training data and test data. The train-
ing set includes 14374 and the testing set includes 3592 data samples. From the
training samples we have drawn a sample of 2875 instances through stratified
sampling as a validation set. So, finally 11499 instances remain in the training
dataset. The class distribution of training, validation and test datasets are given
in the below Table 1.
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Table 1. Class distribution of the datasets

No | Class Labels Train | Train % | Validation | Validation % |Test |Test %
1 |humayun_ahmed 2889 25.12% | 723 25.15% 906 |25.22%
2 |shunil_gongopaddhay 1256 |10.92% |314 10.92% 393 110.94%
3 |shomresh 901 | 7.84% |225 7.83% 282 | 7.85%
4 | shorotchandra 841 | 7.81% 210 7.30% 261 | 7.27%
5 |robindronath 806 | 7.01% |201 6.99% 252 | 7.02%
6 |m_zafar_igbal 704 | 6.12% |176 6.12% 220 | 6.12%
7 |shirshendu 670 | 5.83% |168 5.84% 210 | 5.85%
8 |toslima_nasrin 596 | 5.18% |149 5.18% 186 | 5.18%
9 |shordindu 569 | 4.95% |142 4.94% 177 | 4.93%
10 |shottojit_roy 544 | 4.73% |136 4.73% 169 | 4.70%
11 |tarashonkor 496 | 4.31% |124 4.31% 155 | 4.32%
12 |bongkim 360 | 3.13% | 90 3.13% 112 | 3.12%
13 |nihar_ronjon_gupta 305 | 2.65% | 76 2.64% 95 | 2.64%
14 manik_bandhopaddhay| 301 | 2.62% | 75 2.61% 93 | 2.59%
15 |nazrul 143 | 1.24% | 36 1.25% 44 | 1.22%
16 |zahir_rayhan 118 | 1.03% | 30 1.04% 37 | 1.03%

4 Methodology

In this section, we will briefly discuss the complete workflow of the experiment
that has been performed in this study. Firstly, we have performed some basic
data preprocessing steps over our datasets. Secondly, we have chosen the pre-
trained transformer models which will be fine-tuned later on our datasets for the
downstream classification task. Thirdly, we have evaluated the performance of all
the fine-tuned models using a comprehensive list of evaluation metrics. Finally,
we have analysed and compared the performance of the models and identified
the best classification model for our authorship attribution problem. A detailed
flow-diagram of the entire workflow is presented in the Fig. 1 below.

4.1 Data Preprocessing

In a natural language processing task, textual data always needs to be prepro-
cessed before moving into modelling. In this study, we have performed a few basic
preprocessing operations on our datasets. We have used regular expressions to
remove all the noises from the texts such as special characters, and punctuations.
We have built a comprehensive list of stopwords of Bangla language and used
the list to remove all the stopwords from the texts.
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Fig. 1. Workflow used in this study

4.2 Pre-trained Transformer Models

Since Bangla is a resource constrained language, every variant of transformer
models has not been pre-trained for Bangla language. However, we have found
few transformer models that have pre-trained weights for Bangla language.
Among all these models we have chosen four variants for our fine-tuning pur-
pose. The pretrained models that have been chosen for fine-tuning are described
below.

BERT Multilingual (mBERT). mBERT [10] is a transformers model pre-
trained on a large corpus of multilingual data in a self-supervised fashion. In
particular, it has been pre-trained over Wikipedia content with a shared vocab-
ulary across 104 different languages. In total it has 12 layers, output dimension
of 768, 12 multi-headed attentions, and 110M parameters.

BERT Bangla Base (bnBERT). bnBERT [11] is a pre-trained language
model of Bangla language using Mask Language Modeling. It has been trained
over two large Bangla corpus namely OSCAR, and Bangla Wikipedia dump
dataset. In total bnBERT has 12 layers, output dimension of 768, 12 multi-
headed attentions, and 110M parameters.

Electra Bangla Base (bnElectra). bnElectra [12] is a pre-trained model
of Bangla language that has employed the method of self-supervised language
representation learning. It has been trained over two large Bangla corpus namely
OSCAR, and Bangla Wikipedia dump dataset. In total bnElectra has 12 layers,
and an output dimension of 256.
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RoBERTa Bangla Base (bnRoBERTa). RoBERTa [13] is a variant of BERT
which modifies key hyperparameters of BERT, removing the next-sentence pre-
training objective and training with much larger mini-batches and learning rates.
bnRoBERTa [14] is a RoOBERTa model which was pre-trained on a large Bangla
text corpus. bnRoBERTa has 12-layers, output dimension of 768, 12 multi-
headed attentions, and 125M parameters.

4.3 Fine-Tuning Transformer Models

Fine-tuning is a supervised learning technique in which the pre-trained model’s
weights are utilized as the initial weights for a new model being trained on a
downstream task. This process not only speeds up the training but also cre-
ates a state-of-the-art model for a wide range of NLP tasks. In this study, we
have fine-tuned all the four pre-trained transformer models for the multi-class
authorship attribution problem. During fine-tuning, firstly, we have initialized
the fine-tuned model with the same pre-trained model parameters for the down-
stream task. Then, we have fine-tuned all the parameters end-to-end using the
corresponding task-specific labeled data. Eventually, we have incorporated an
additional output layer according to the target classes. Usually, the BERT model
generates two different outputs concurrently: one is “sequence output” (token
representation) and the other one is “pooled output” ([CLS] representation). As
the final hidden state corresponding to [CLS] token is used as the aggregate
sequence representation for classification tasks, in our study, we have fed the
[CLS] representation into the output layer.

Classifier Architecture. Apart from the output layer, the same architecture
has been used for fine-tuning, which is a distinctive feature of transformer mod-
els. Besides, the self-attention mechanism in the transformer makes the fine-
tuning process more straightforward than standard language models. That is
why, in this study, we have fine-tuned our pre-trained models with just one
additional output layer. For, mBERT, bnBERT, and RoBERTa we have used a
fully connected linear layer with 768 input features and 16 output features. For
bnElectra, we have used a fully connected linear layer with 256 input features
and 16 output features.

Training Parameters. We have used the same training parameters for each
of the models. The models were fine-tuned with 4 epochs and a batch size of
8. We have also used 500 warmup steps, and a weight decay of 0.01. The total
optimization steps were 5752.

4.4 Evaluation Metrics

Since we are performing a multi-class classification task, we have recorded and
analyzed the performance in terms of overall performance and class-level per-
formance. For overall performance we have used Accuracy, F1 score with macro
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average, F1 score with micro average, and Cohen’s Kappa as evaluation met-
rics. And for class-level performance, we have used AUC score and F1 score as
metrics.

5 Result and Analysis

After the training and validation, we have tested our models on the test dataset
that contains 3592 instances. The obtained results are presented from two per-
spectives: overall performance and class-level performance. The overall perfor-
mance has been shown for both testing and validation datasets. The results of
overall performance are presented in the below Table 2.

Table 2. Overall model performance

Model Result type | Accuracy | F1 (Macro) | F1 (Micro) | Kappa
mBERT Validation | 0.922 0.877 0.922 0.912
Test 0.919 0.876 0.919 0.909
bnBERT Validation |0.983 0.977 0.983 0.980
Test 0.980 0.971 0.980 0.978
bnElectra Validation |0.915 0.781 0.915 0.904
Test 0.912 0.778 0.912 0.901
bnRoBERTa | Validation |0.877 0.833 0.877 0.862
Test 0.878 0.831 0.878 0.862

From the overall performance table we can see that all the models have
a similar result both in test and validation in terms of all metrics. bnBERT
has the highest accuracy (=0.98) where mBERT and bnElectra have a similar
(=0.92) result both in test and validation. For F1 (macro), bnBERT again has
the highest performance of about 0.97 and mBERT being the closest of about
0.87 in test and validation. bnBERT keeps up the highest performance (=0.97)
in F1 (Micro) where mBERT and bnElectra produced similar results in test
and validation of about 0.92. Likewise, bnBERT has the highest Kappa value
(=0.98) where mBERT and bnElectra yielded somewhat similar results both in
test and validation. bnRoBERTa has the worst performance in all metrics of all
models. Overall, bnBERT yields outperforming results of approximately 0.98 for
all performance metrics both in test and validation set.

The following Table 3 presents the class-wise performance of all the models.
To measure individual class performance we have used AUC and F1 scores.

Breaking down the results of class level performance we can see that, the best
model for overall performance, bnBERT has the highest result in AUC and F1
metrics for all classes. Focusing on the individual classes, ‘zahir_rayhan’ achieved
the best classification result in AUC (=1.0) and F1 (=0.97) by bnBERT where
mBERT was very close to that of bnBERT. At the same time, bnElectra had
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Table 3. Class-wise model performance

Class mBERT bnBERT bnElectra bnRoBERTa
AUC F1 AUC | F1 AUC F1 AUC F1
humayun_ahmed 0.9840.976 | 0.995 | 0.994 | 0.985 | 0.981 | 0.962 | 0.951
shunil_gongopaddhay |0.973]0.9570.993 | 0.991 | 0.974 | 0.964 | 0.958 | 0.916
shomresh 0.975/0.933|0.993 | 0.989 | 0.990 | 0.959 | 0.940 | 0.903
shorotchandra 0.977/0.930 | 0.993 | 0.979 | 0.991 | 0.957 | 0.973 | 0.922
robindronath 0.9320.852|0.977]0.962 | 0.934 | 0.864 | 0.883 | 0.782
m_zafar_igbal 0.9810.945 | 0.997 | 0.980 | 0.967 | 0.952 | 0.956 | 0.879
shirshendu 0.9450.906 | 0.992 | 0.983 | 0.945 | 0.906 | 0.939 | 0.858
toslima_nasrin 0.956 | 0.902 | 0.991 | 0.984 | 0.962 | 0.911 | 0.937 | 0.877
shordindu 0.905 | 0.873 | 0.957 | 0.947 | 0.896 | 0.837 | 0.922 | 0.846
shottojit_roy 0.9340.905 | 0.996 | 0.977 | 0.997 | 0.949 | 0.889 | 0.849
tarashonkor 0.9320.863 | 0.990 | 0.974 | 0.898 | 0.791 | 0.907 | 0.841
bongkim 0.896 | 0.836 | 0.985 | 0.952 | 0.894 | 0.798 | 0.797 | 0.694
nihar_ronjon_gupta 0.914 | 0.836 | 0.963 | 0.957 | 0.929 | 0.841 | 0.881 | 0.772
manik_bandhopaddhay | 0.922 | 0.836 | 0.994 | 0.974 | 0.960 | 0.737 | 0.871 | 0.711
nazrul 0.703 | 0.507 | 0.965 | 0.921 | 0.500 | 0.000 | 0.896 | 0.745
zahir_rayhan 1.000 | 0.961 | 1.000 | 0.974 | 0.500 | 0.000 | 0.957 | 0.756

the worst performance both in AUC (=0.50) and F1 (=0.00) for ‘zahir_rayhan’.
It produced the same result for the author class ‘nazrul’ which is also the worst
performing class out of all classes in all metrics by all models. From the above
result analysis, it is apparent that regardless of overall or class wise performance,
bnBERT has the outperforming result out of all models.

Table 4. Performance comparison with existing literature

No. author class | No. of test documents | Accuracy
Hossain et al. [1] 6 300 90.67%
Islam et al. [2] 5 592 85.00%
Khatun et al. [3] 14 6566 81.20%
Chowdhury et al. [4] 6 300 92.90%
Chowdhury et al. [5] 3 150 82.40%
Al Marouf et al. [6] 2 148 82.69%
Anisuzzaman et al. [7]| 3 300 95.00%
Ahmad et al. [§] 23 3043 94.12%
bnBERT 16 3592 98.00%
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Along with the comparison between the models implemented in this study, we
have also compared the performance of our best model, bnBERT, with the exist-
ing models in the literature. The Table 4 summarizes the comparative results.

Again, it is evident that our best performing model, bnBERT outperformed
all the other models proposed by above mentioned authors in the literature.

6 Conclusion and Future Work

In this study, we performed the task of authorship attribution on famous Ben-
gali authors using several state-of-the-art transformer models as well as com-
prehensive and comparative analysis of the performance of these models. From
the analysis of the result, we found that all models have performed over 87%
in terms of classification accuracy, and F1 (Micro) score. As per our compara-
tive analysis, the bnBERT model has outperformed all the models with a test
performance of 98% accuracy, 0.971 F1 (Macro), 0.980 F1 (Micro), and 0.978
Kappa score. Furthermore, the bnBERT model outperforms all the other models
proposed in the existing studies and the closest model by a margin of 3% accu-
racy. In future, we would like to develop the model further using a multimodal
modeling approach.
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Abstract. Automatic detection and classification of traffic signs [1]
bring convenience and caution to drivers on the road. It provides drivers
with accuracy and timeliness in compliance as well as notifications in
the route they are on. In the field of computer vision, the problem of
detecting and classifying traffic signs has attracted great attention from
research communities, because of the consequences it can bring if any
mistake is made. In this problem, we have built a highly realistic data
set with many challenges for Vietnam'’s traffic. In addition, we also solve
the problem of automatic detection [2] and classification of traffic signs
on the dataset that we have built using YOLOv4 and YOLOv5 algo-
rithms with fine-tuned parameters. The results obtained in this paper
are that the accuracy in detecting and classifying signs is quite high and
the error is very low compared to outside traffic in Vietnam. The arti-
cle is expected to benefit the development of practical applications and
bring certain contributions in further developing this issue.

Keywords: Traffic sign detection - Smart car - Intelligent
transportation system

1 Introduction

In recent years, self-driving car have become a hot topic that receive lots of
attention from both academic and industry. One of the key components in a
self-driving car is the computer vision module used for obtaining various type of
traffic data from environment. Traffic sign is among crucial data for self-driving
© Springer Nature Switzerland AG 2021
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Fig. 1. System design.

car to operate properly. For example, based on the instruction on traffic signs, the
vehicle know if it can turn left or right, or if it must reduce the speed. Therefore,
a traffic sign detection system is a must for any self-driving car system [3].

Detecting a single traffic sign is not a difficult problem as most traffic signs
has simple patterns with features easy to extract. Detecting and differentiating
many traffic signs [4], however, is a challenging problem as many traffic signs have
similar patterns. Beside accuracy, processing time is another factor to concern.
For such an application like self-driving car, any mistake or delay in detecting
and classifying a traffic sign might lead to serious consequences. The problem
is exacerbated in developing countries with modest traffic infrastructure where
traffic signs are usually blocked by many obstacles.

Thanks to the development of advance object detection algorithms, traffic
sign detection has become a much approachable compare to it was just less than
10 years ago. Among possible approaches for traffic sign detection, deep learning
based algorithms are likely to have the best performance in terms of accuracy
and processing time. A tremendous number of experiments has shown that deep
learning based techniques like You Only Look Once (YOLO) [5], Single Shot
Detection (SSD) [6] perform very well in manky object detection tasks. However,
compared to normal object detection tasks, traffic sign detection [7] is different
in that the number of object class, which is the number of types of traffic signs, is
much larger. The larger number of classes, the higher possibility of misclassifying
the detected object [8].

This paper focuses on building a traffic sign detection application to detect
popular traffic signs in Vietnam. This application receives a traffic video as input.
It then locates the regions of the traffic signs in the videos and recognizes these
signs. To train the traffic sign detection model, a large dataset consisting of
16770 images of 54 types of traffic signs has been built. The performance of the
proposed application has been tested and evaluated in various metrics. Based
on the experiment results, an analysis of detection errors in the application has
also been provided.

2 Proposed System Architecture

System Design: The design of the proposed system is described in Fig. 1. The
input of the system are traffic video frames. A transfer learning model based on
YOLOV4 is used for detecting the traffic signs in each video frames to obtain
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the labels of these signs. Then, the contents of these labels is shown to users
through the web based interface of the system.

Transfer Learning Model Based on Yolov4: YOLOv4 [9] has many special
enhancements that increase the accuracy and speed of its brother YOLOv3 [10]
on the same COCO dataset and on the V100 GPU. The structure of v4 is divided
into four parts: Backbone, Neck, Dense prediction, Sparse Prediction.

The backbone network for object recognition is usually pre-trained through
the ImageNet classification problem. Pre-train means that the weights of the
network have been adjusted to identify relevant features in an image, although
they will be fine-tuned in the new task of object detection. The author considers
using the backbone: CSPResNext50, CSPDarknet53, EfficientNet-B3.

Neck is responsible for mixing and matching feature maps learned through
feature extraction (backbone) and identification process (YOLOv4 called Dense
prediction).

YOLOvV4 allows customization of Neck structures such as: FPN, PAN, NAS-
FPN, BiFPN, ASFF, SFAM, SSP.

3 Experiment

The procedure of the experiment in this paper is described in Fig. 2. The exper-
iment includes four steps: data preparation, data labeling, model training, and
performance analysis.
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Table 1. Correlation table between class_id and label.

Class | Label Class | Label Class | Label
0 No thoroughfare 18 No proceeding 36 Road/lane reserved for
unspecified direction cars
1 No entry 19 Road junction 37 One way
2 No cars 20 Roundabout ahead 38 Parking
3 No motorcycles 21 Road junction with 39 U-turn permitted
priority
4 No motor vehicles 22 Give way to main road |40 Direction allowed per
lane
5 No trucks 23 Traffic signals ahead |41 Road/lane reserved for
specified vehicles
6 No bus or trucks 24 Railway level crossing |42 Direction indicating
ahead that

has-automatic gates or
other barriers

7 No motorcycles, 25 Railway level crossing |43 Alternative route
tricycles ahead that does not where a turn is
have any automatic prohibited

gate or other barriers

8 No pedestrians 26 Pedestrian crossing 44 Star/end of a built-up
ahead area

9 Gross vehicle weight 27 Children 45 Pedestrian crossing
limit

10 Height limit 28 Construction 46 Overpass/underpass

route for pedestrian

11 Stop 29 Slow 47 Hospital

12 No left/right turn 30 Direction 48 Traffic police station

13 No U-turn 31 Keep pass side 49 Gas station

14 No overtaking 32 Roundabout 50 Bus stop/station

15 No overtaking 33 Walking path 51 Disabled parking only
bytrucks

16 Maximum speed limit |34 Minimum speed limit |52 Overpass route

17 No stopping/parking |35 Overpass route 53 Others

or waiting

3.1 Datasets

In this paper, the dataset of traffic signs was collected in two ways: image collec-
tion from Google search page and video recording. Most of the data is collected
by video recording because of its closeness to reality, the variety of contexts as
well as the noise that the images available on Google rarely bring. The video
recording is divided into two directions, once is the actual battle (out to the
street to shoot traffic signs), the other is based on the image projected from the
satellite on Google Maps and then back to the screen. For the first direction is
collected images will more than for the second direction. However, The second
direction is used to supplement data for signs that are difficult to encounter in
real life because it is not possible to correctly locate the remaining signs. If this
second direction still does not meet the quantity, the sample signs will be stitched
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into the actual context to create a realistic image and ensure the quantity for
the signs.

The collected signs are common signs that can be encountered in life with
the label names based on the traffic manual, a total of about 54 labels of which
53 are single signs, one category contains images deemed complex or absent from
the selected number of signs as shown in Table 1.

This label was added for the later developed problem. After labeling the
images and videos, there are 16770 images in total, of which 13439 are for the
training set and 3331 for the test set. Figure 3 illustrates the statistical chart of
the number of each assigned label.

3.2 Data Preprocessing

Each image has many different features. Therefore, to be used in the model,
the image data has to go through several preprocessing steps. Below are the
preliminary preprocessing steps on the image dataset:

— Read the image, then convert the color channels of all images to RGB format
to create consistency in the number of color channels for all images to match
the model input.

— Resize the photo to the appropriate size - height: 416 pixels and width: 416
pixels. So all images have been converted to size 416 * 416 * 3.

After preprocessing, we use yolov4 to train labeled images from the dataset
with the following parameters: Yolov4 using the model yolov4 Pre-trained.
The parameters used are: batch =64, subdivisions = 16, max_batches = 108000,
steps = 86400,97200, filters =177, classes = 54, width =416, height = 416.
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mAP@0.75 = 68.53%

mMAP@0.5 = 94,81%

© o w o

NN N S = o
SR

class_id
w
8

class_id

w
v

0% 25% 50% 75% 100% 0% 25% 50% 75% 100%
Average Precision Average Precision
(a) 0.5 (b) 75
Fig. 4. mAP.

3.3 Evaluation Methods
Performance metrics of object detection problem include:

— IoU (Intersection over union) is the ratio between measuring the degree
of intersection between two contours (usually the predicted contour and the
actual contour) to determine if two frames are overlapping. This ratio is
calculated based on the area of intersection of 2 contours with the total area
of intersection and non-intersection between them.

— Precision measure how accurate is the model’s prediction i.e. percentage of
model’s prediction is correct.

— Recall measure how well the model finds all positive patterns.

From the precision and recall defined above, we can also evaluate the model
based on changing a threshold and observing the values of Precision and Recall.
The concept of Area Under the Curve (AUC) is similarly defined. With Precision-
Recall Curve, the AUC has another name, Average precision (AP). Suppose
there are N thresholds for precision and recall, with each threshold for a pair of
precision values, recall is R,,,n = 1,2, ..., N. Precision-Recall curve is drawn by
drawing each point with coordinates (P,,) on the coordinate axis and connecting
them together. AP is defined by:

N
n=0

In multiple-classes object detection, mAP is the average of AP calculated for
all classes.
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3.4 Results

During the long training period (specifically, training around 4000 rounds/day,
with approximately 27 days for training to complete), there were many mod-
els saved at rounds 10000, 20000, ... 10000; along with the models saved from
the calculation of mAP at each small round. And we compared the obtained
models. In the end, the best model is the one with mAP@0.5=94.81% and
mAP@0.75 = 68.53%.

Derived from Figs. 4a, 4b and Table 1, it can be seen that the overall model
evaluation results for the dataset are very good with mAP@0.5 up to 94.81%
and mAP@0Q.75 = 68.53%, only a few cases are not high, like class_id =7 is a sign
that prohibits motorcycles and tricycles with very low accuracy AP =22.85% at
rating mAP@0.5 and AP =0 at rating mAP@0.75.

3.5 SIGN Detection Application

To build this application, we use python language with the main library Flask,
that capable of creating an interface that can be accessed by the website. After
detecting the signs and determining their classes, the parts containing the signs
in the video frames will be shown in the right panels to show the signs and their
contents as shown in Fig. 5. Next, transmit to the web the cropped image with
the category of the image after the model predicts it. To transmit information
on the device interface so that the driver can observe. This application builds
for users a list of 20 consecutive signs that help drivers have more information
about signs and the next section.
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3.6 Error Analysis

Some pairs of figures have a lot of detail look similar to each other, which
is explained in Fig.6a. This issue easily causes confusion for detection model.
Frames with a large number of objects (signs) or objects with overlap as shown
in Fig. 6b also make the model difficult to detect and recognize. Another issue
is about detecting small objects in large scenes. In figures c, because the object
is so small in proportion to the frame, it is mistaken as sign #21 instead of sign
#25 (Figs. 6¢). There are a few road signs that are not ordinarily utilized, so
collecting data will be a troublesome issue for us as class imbalance also affects
the predictive performance of the model. Some of the reasons for the difference
in accuracy of identifying signs is due to the unevenness in the complexity of
them, or some signs have a highly correlated appearance with others, or the rate
involved in data set construction.

4 Concluding Remarks

In the future, we plan to improve and expand the dataset by recording more
videos of different routes to make it closer to real life. We also develop other
methods to improve the quality of identifying QR codes by combining more
frames. In this article, we used the method Yolov4. The method gave a high
result of 94.18% for mAP @0.5, but it gave a quite low result of 68.53% for
mAP@75 due to some cases of unable to identify such as prohibit motorcycle
signs or prohibit three-wheeled vehicle sign. The accuracy of identifying those
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mentioned signs were extremely low: AP = 22.85% for mAP@0.5, and AP =0 for
mAP@O.75. This happened because the amounts of different signs in the dataset
are quite uneven. In the future, we plan to improve and expand the dataset for
those types of signs that have a small number of images. In addition to identifying
the signs, we would develop the problem to also provide instructions or warnings
based on the collected images from the dash camera. We hope to contribute this
dataset to the community in order to motivate the research of identifying traffic
signs, improve the efficiency of identifying with better methods.
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Abstract. The rise of hate speech contents on social network platforms
has recently become a topic of interest. There have been a lot of studies to
develop systems that can automatically detect hate speech contents. In
this paper, we propose a knowledge-rich solution to hate speech detection
by incorporating hate speech embeddings to generate a more accurate
representation of the given text. To obtain the hate speech embeddings,
we construct a hate speech dictionary in a semi-supervised fashion. We
conduct experiments on two popular datasets, which show that the com-
bination of word embeddings and hate speech embeddings can produce
promising results when compared with the methods that employ large-
scale pre-trained language models.

Keywords: Natural language processing - Hate speech detection -
Deep learning

1 Introduction

Social network platforms are places where people can express their freedom of
speech as regulated within the framework of specific laws and community stan-
dards. However, the rapid growth of social network platforms has facilitated
the propagation of hate speech contents. For example, the attacks on Asian-
Americans have escalated concerns that racist contents on social network plat-
forms would lead to real-world violence!. We thus can see that a real-world event
could escalate rapidly into an online hate, and vice versa. As defined in Oxford
dictionary?, hate speech is a sort of content that attacks or threatens a par-
ticular group of people, including disability, ethnicity, gender identity, national

! https://www.usatoday.com/story /tech/2021/03 /24 /asian-american-hate-crimes-co
vid-harassment-atlanta-google-facebook-youtube /6973659002 /
2 https:/ /www.oxfordlearnersdictionaries.com/definition /english /hate-speech
© Springer Nature Switzerland AG 2021
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origin, race, religious affiliation, sex. Facebook®, which is a popular social net-
work platform, has developed its community standards* to outline what activity
is and is not allowed on its platform. Despite its well-defined policies, the content
review process should be done by both people and technology®. From a practical
viewpoint, there is a problem of ambiguity caused by a variety of hate speech
labels (e.g., abuse, offensive language, hate speech, cyberbullying, harassment),
since those labels have quite similar meanings. Another problem is the lack of
contextual information, since a social media post is often a short text, noise, and
not self-contained. Hate speech content also depends on temporal and historical
contexts.

The process of automatically determining hate speech contents is not often
straightforward. In [1-4], the authors exploit a lot of linguistic features to rep-
resent a given text before feeding it into machine learning algorithms, e.g.,
lemmatization, n-gram, bag-of-word, part-of-speech tagging, sentiment lexicon.
By employing hand-crafted rules/features to capture both semantic information
and syntactic structures from a given text, these methods can learn characteris-
tics of what hate speech contents would be. However, these sort of methods, also
known as feature engineering, are difficult, time-consuming and domain-specific,
since they depend on expert knowledge.

With the ability of learning representations of features automatically, deep
learning models have been widely adopted in recent years to overcome the lim-
itations of feature-engineering approaches [4-6]. However, some popular neural
network models such as CNN, RNN, LSTM are quite difficult to acquire explicit
knowledge about hate speech contents from the training data. Therefore, incor-
porating background knowledge into deep learning models is considered as an
important add-on [3,7,8]. In this paper, we propose a knowledge-rich solution to
hate speech detection with a specific focus on leveraging hate speech embeddings
in the deep learning models. In general, we can summarize the contributions of
this paper as follows:

— We present the procedure to construct a hate speech dictionary to obtain
hate speech embeddings.

— The word embeddings and hate speech embeddings are concatenated and fed
into neural network models, i.e., multilayer perceptron, BiLSTM, CNN to
train the classification models.

— We evaluate the proposed model on two benchmark datasets, i.e., HASOC-
2019 [9], HSOF-3 [2].

The rest of this paper is organized as follows: Sect. 2 briefly reviews the rele-
vant literature methods in hate speech detection; Sect. 3 describes our proposed
model; Sect. 4 presents the datasets and describes the experimental setup and
results; and we draw a conclusion in Sect. 5.

3 https://about.fb.com/
* https://www.facebook.com/communitystandards/
5 https://about.fb.com /news/2020/08 /how-we-review-content /
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2 Related Work

A considerable number of studies have been conducted for detection of hate
speech contents. From our viewpoint, we categorize the previous studies into two
sorts of approaches, i.e., (1) feature engineering and (2) deep learning. Feature
engineering requires expert knowledge to extract features from raw data, and
then select an optimal set of ones. In [10], the authors proposed a list of 11
criteria to conclude whether a given tweet is hate speech or not, e.g., a tweet is
considered as hate speech if it contains a sexist or racial slur. Instead of defining
these hand-carfted rules as in [10], methods proposed in [1,2,4] employ NLP
techniques to extract features from text, then feeding them into machine learning
algorithms. We observe that features like bag-of-word, n-gram, lemmatization,
part-of-speech tagging, grammatical structure, TF-IDF are often employed as
semantic and syntactic features. Besides that, some studies [3,8] also exploits
external knowledge sources, e.g., LIWC dictionary, Hatebase, emotion lexicon
corpus to expand the feature space.

Feature engineering is considered costly, time-consuming, domain-specific,
and depends on expert knowledge. On the other hand, deep learning models
are capable of learning representations of features automatically. The obtained
representations can then be fed into downstream models such as CNN [5,11,
12], RNN/LSTM [5,12] to train classification models. Explicitly incorporating
external knowledge into deep learning is also considered as an important add-on
for many NLP tasks. As mentioned in [7], neural network models are hard to
acquire explicit knowledge from training data, since it is not explicitly annotated.
In this paper, we propose a knowledge-rich solution to the task of hate speech
detection, in particular, we leverage the representation of hate speech concepts
as an additional input to the model.

3 Proposed Method

In Fig. 1, we present the overall architecture of proposed model. Given a sequence
of words, first, each word is represented as a d-dimensional word vector by
concatenating word embeddings and hate speech embeddings. The word vectors
are then fed into a neural network model, followed by the softmax function to
normalize the output to a probability distribution over predicted labels.

Word embeddings Soft

+| Neural network oftmax
w1, W2, W3, ...,W > & . models > (y07y17y2)
Hate speech embeddings

Fig. 1. The overall architecture of proposed model.
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Input text w1 w2 w3 wyq wy
Word EVE EWE EWE EWE EWE
embeddings 1 2 3 4 i

@ @ @ @ @ @
Hate speech HSE HSE HSE HSE HSE
embeddings Ey Ey Ey Ey Ey
Input I I Iy L I

representation

Fig. 2. The input representation is a concatenation of word embeddings and hate
speech embeddings.

3.1 Input Representation

The input representation is a concatenation of word embedding and hate speech
embedding vectors, as presented in Fig. 2. Both of the layers transform a word
into a vector representation of d-dimensional. For word embeddings, we employ
the word2vec® model to generate a 300-dimensional word vector for each given
word. The hate speech embedding layer is represented by a boolean scalar value
to indicate whether a given word is a hate speech term or not. Technically, if a
word is a hate speech term, the model will set and assign scalar = 1 to each
corresponding position, and vice versa. To obtain the hate speech embeddings,
we first need to construct the hate speech dictionary as the following procedure:

— We extract instances labeled as hate speech or offensive language from pop-
ular hate speech datasets to construct a hate speech dictionary, denoted
by Dictys. A dictionary containing neutral instances is also constructed,
denoted by Dictneutral-

— To eliminate irrelevant words in the Dict g, we assume that a word appearing
in both the Dictggs and Dictneutrar is not a hate speech or offensive word.
To determine these words, we measure the similarity for any pair of words
by employing the Wu-Palmer and Path-Similarity measurements which are
implemented in the NLTK" library. A word will be removed from the Dict g
if its similarity scores are larger than or equal to 0.5.

— Finally, the Dictgg is delivered to annotators, and with the approval rating
at 70%, the hate speech dictionary contains 766 terms.

In summary, given a text of length [, denoted by wy.;, first, the word embed-
ding vector is initialized with the word2vec model. Next, the model looks up each
w; in the hate speech dictionary to generate a hate speech embedding vector cor-
responding to each word position. The dimension of the word embedding vector
is 300 and hate speech embedding vector is 1. Finally, the input representation
is a concatenation of the two embedding vectors, denoted by I € R!*301,

5 https://code.google.com /archive/p/word2vec/
" https://www.nltk.org/
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3.2 Neural Network Models
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Fig. 3. (a) is the architecture of CNN model with & = 3; and (b) is the architecture of
BiLSTM model, where the & symbol denotes the concatenation operator.

Multilayer Perceptron Model. Given an input representation, we first
employ the bag-of-word model to generate a vector representation by performing
an element-wise summation over the embedding vectors, as presented in Eq. 1
where x; € I. The vector is then fed into a multilayer perceptron model consist-
ing of two hidden layers with dropout and ReLU activation function.

||

s = ZZ’Z (1)
i=1

CNN Model. As shown Fig.3(a), we set up the filter of the CNN model as
an n-gram feature. Given the input representation, I € R*? we define a filter
Wy e R"*4 where d = 301 and h acts as an n-gram feature, i.e., h = 1,2,3. The
convolution operation of a filter on h consecutive word vectors outputs a scalar.
Thus, m different filters output a vector ¢; € R™, as presented in Eq.2. Given
a text of length [, we obtain [l — h + 1] vectors after performing the convolution
operations over the text. These vectors are then fed into a max-over-time pooling
layer to compute the vector s € R™, followed by the softmax function.

¢i = ReLU (Wy - Ijipn—1 + by) (2)

BiLSTM Model. The vanilla LSTM model processes a sequence of words
from one direction, we thus stack the two LSTM models on top of each other to
enable the model to look at a text from both directions, as shown in Fig. 3(b).
Specifically, for the i** word, we first simultaneously compute the hidden state
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vectors from the left-to-right (h12E € R¥) and right-to-left (hf2L € R¥) direc-
tions, where k is the dimension of hidden layer. The final output of the BiILSTM
model is the concatenation of the last hidden state vectors of each direction,
denoted by s € R?*. We then feed the final hidden state vector into the softmax
function to squash the value into a probabilistic range, as described in Eq. 3.

y = softmax (W - s + by) (3)

4 Experiments

4.1 Datasets

We evaluate the proposed model on the HASOC-2019 [9] and HSOF-3 [2]
datasets. The instances from both datasets are extracted from social network
platforms, and manually labeled by humans. The HASOC-2019 dataset has
5,853 training instances and 1,154 test instances; each instance is labeled as hate
speech or not. The HSOF-3 dataset has 24,802 instances and three labels, i.e.,
hate speech, offensive language, and neither. We also combine the HASOC-2019
and HSOF-3 datasets to construct a new one, named HS2-2021. To combine the
two datasets, we first conflate the offensive language and hate speech labels of the
HSOF-3 dataset. Then, we merge the new HSOF-3 and HASOC-2019 datasets
together to form the single HS2-2021 dataset. As a result, the HS2-2021 dataset
has 23,169 instances labeled as hate speech, and the rest have 8,619 instances.
For the HSOF-3 and HS2-2021 datasets, we evaluate the model by using 5-fold
cross validation and holding out 10% of the sample for evaluation.

4.2 Experimental Results

For input representation, we consider two cases: (i) using only word embeddings
(WE), and (ii) concatenating word embeddings and hate speech embeddings
(WE + HSE). For neural network models, we evaluate three sorts of models: (a)
multilayer perceptron (MLP), (b) CNN, and (c) BiLSTM. We compare the per-
formance of our proposed model with BERTweet [13], Wang et al. [14], Kovécs
et al. [6] and Davidson et al. [2], as reported in Table3. We report the hyper-
parameters of neural network models in Table 1, and the experimental results in
Table 2, including accuracy and macro F1-score metrics.

The experimental results show that the CNN model has achieved the best
performance in both two cases (2 and 5) for all datasets, in terms of macro
F1 measure. We figure out that the proposed model performs better when we
combine both word embeddings and hate speech embeddings. For HASOC-2019,
the method in [6] outperforms the other ones, since its model consists of 2-CNN-
and-3-LSTM layers with the RoBERTa language model [15], and this model is
by far larger than our proposed one. For HSOF-3, the authors in [2] manually
consider each linguistic feature, it thus can help the model to be well fit on the
dataset. For HS2-2021, the combination of HASOC-2019 and HSOF-3 datasets
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Table 1. The hyperparameters of neural network models.

CNN Learning rate 2e—5
Number of filters 300
Dropout 0.6
Activation function ReLLU
Optimizer Adam

BiLSTM | Hidden dimension 64
Learning rate 2e—5
Dropout 0.6
Optimizer Adam

MLP Number of hidden layers | 2
Hidden layer dimension | 100

Learning rate 2e—5
Dropout 0.6
Activation function ReLLU
Optimizer Adam

Table 2. Experimental results for the HASOC-2019, HSOF-3 and HS2-2021 datasets,
where (1, 2, 3) only consider word embeddings, (4, 5, 6) combine word embeddings and
hate speech embeddings.

# | Models HASOC-2019 |HSOF-3 HS2-2021

Acc F1 Acc F1 Acc F1
1 | WE + MLP 0.7804 | 0.7172 |0.9076 | 0.8243 | 0.8459 | 0.831
2 | WE + CNN 0.7923 ] 0.7425 | 0.9308 | 0.8798 | 0.8948 | 0.8873
3 | WE + BiLSTM 0.797 10.7365 |0.9199 | 0.854 |0.8588|0.8415
4 | [WE + HSE] + MLP 0.7909 | 0.7309 |0.9303 | 0.8784 |0.8903 | 0.8814
5 | [WE + HSE] + CNN 0.8098 | 0.752 |0.9309 | 0.8824 | 0.8951 | 0.8878
6 | [WE + HSE] + BiLSTM | 0.8025 | 0.7366 |0.9287 | 0.8758 | 0.8588 | 0.8415

Table 3. A comparison between our best model and other models from the literature.

Models HASOC-2019 | HSOF-3 HS2-2021
Acc F1 Acc F1 Acc F1
BERTweet + Softmax | 0.8326 | 0.7839 | 0.9758 | 0.9567 | 0.8956 | 0.9175

Wang et al. [14] - 0.7882 | — - - -
Kovdcs et al. [6] - 0.7945 | - - - -
Davidson et al. [2] - - - 0.9 - -
Our model

[WE + HSE] + CNN | 0.8098 0.752 |0.9309 | 0.8824 0.8951 0.8878
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significantly increase the macro F1 scores. In summary, we have shown that
the combination of word embeddings and hate speech embeddings can produce
promising results in comparison with the methods that employ large-scale pre-
trained language models [6,13].

5 Conclusion

In this paper, we have proposed a hate speech detection model that combines
word embeddings and hate speech embeddings. By incorporating the hate speech
embeddings, we can generate a more accurate representation of the given text,
in particular, we use a boolean scalar value to indicate whether a given word
is a hate speech term or not. The experimental results have shown that our
proposed model achieves promising results even though it is quite simple when
compared to the others that employ large-scale pre-trained language models. In
future work, we plan to expand the hate speech dictionary with more fine-grained
labels and assign weights to hate speech terms. The resources of this study are
publicly available on our GitHub repository®.
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Abstract. Prevention of cervical cancer (CC) is challenging due to
unobvious early symptoms and the complexity of influencing factors.
There are many risk factors for CC including the direct risk factors and
indirect risk factors that may be caused by other diseases or reasons. In
this paper, we proposed a MIC (Multiple Indicators Correlation) model
to resolve the problem of analyzing risk factors by establishing the indi-
cators structure. Based on the close relationship of indicators shown in
the literature, the strength of relationship among indicators is calculated
through the method of correlation analysis, and then strong association
rules of CC were dug by computing the relationship of indicators combi-
nation and disease from electronic medical records (EMR). Experiment
shows that though calculating the strength of multi-indicator joint influ-
ence, MIC model solves the problem of unstructured and many missing
values for the data of EMR, it has better accuracy in prediction of CC.

Keywords: Cervical cancer risk factors - Association rules + Deep
association analysis + Data mining - NLP

1 Introduction

Risk factors are important reference indicators for disease prevention and early
screening [1]. Among the many risk factors, some are directly related to cervical
cancer (CC), such as high-risk HPV infection [2], and some may be complications
caused by other diseases or reasons. Therefore, it is necessary to analyze the main
inducible factors of cervical cancer to provide a reference for cervical cancer
prevention [3].
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Statistical analysis methods such as Case-control studies [4], cohort stud-
ies [5], and cross-sectional studies [6] are used to assess the correlation between
risk factors and diseases by questionnaires. However, each risk factor has different
effects on disease. The importance of risk factors was analyzed by quantifying risk
factors, which is conducive to targeted prevention. Methods of quantifying risk
factors have also made some progress in recent years. Yang, W. et al. analyzed
the weight of risk factors for CC by the random forest and Pearson correlation
coefficient [7]. Sunil Kumar et al. proposed a framework to identify strongly
predictive attributes for depressed patients, The framework used the Pearson
product-moment correlation coefficient to study the relationship between the
target and independent attributes [8]. Alwidian, J. et al. proposed the WCBA
algorithm, the weight of each attribute was assigned from the domain knowl-
edge [9]. Huang, W. et al. analyzed the direct and indirect associations between
dietary magnesium intake and breast cancer risk by multivariate logistic regres-
sion model [10]. Piotr, P. et al. Extracted risk levels from the context of risk
factors in medical texts and assigned weights [11].

An important issue is that the interaction of risk factors affects the occurrence
of diseases. Therefore, correlation analysis of multiple risk factors has become a
challenge. The polynomial logistic regression model [12] and the COX model [10]
found that several risk factors cause cervical diseases together. Masoudi Sobhan-
zadeh, Y. et al. used If-Then association rules to extract the relationship between
drugs and diseases, drugs and drugs and applied discrete algorithms (Trader) to
find synthetic lists for controlling hypertension [13]. Zhou, L. et al. proposed a
neural network model, which selected the influence of multiple indicators that
was calculated by Pearson. The accumulation of low correlation was considered
to make risk prediction with a better accuracy [14]. Therefore, the correlation
analysis of indicators and the mining combination of key risk factors are very
necessary for the research of disease risk factors.

In this paper, we proposed a model named MIC (Multiple Indicators Corre-
lation), which deeply analyzes direct and indirect risk factors and their influence
relationships of CC by established the indicators structure. Through the analysis
of electronic medical records (EMR), abnormal indicators were found and the
association rules were mined. The association analysis of multiple risk factors
has better find the key combination of CC.

2 MIC Model

The MIC model (Multiple Indicators Correlation) includes a correlation analysis
algorithm and a strong association rule mining algorithm. The goal is that the
key combination of indicators is extracted from the EMR and the experiment is
verified in the prediction of cervical cancer.

2.1 Multiple Indicators Correlation Model

Symbols and their meanings used in this paper are shown in Table 1. The details
of the MIC model are shown in Table 2.
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Table 1. Symbols in this paper.

Notation | Description

C The set of expression of CC

1 The set of expression of risk factors

I The subset of abnormal risk factors of EMR
fee.n The number of occurrences of CC and risk

factors in all paragraphs

fu.n The number of occurrences of risk factors and
risk factors in all paragraphs

Ree,n The weight of CC and risk factors

Re The set of R(c, 1)

R.n The weight of risk factors and risk factors
Ry The set of R 1)

Tc The threshold of B¢ 1

Ty The threshold of R(;

RI1i¢,ry | The weight of CC and risk factors

R2c.1y | The synthetic weight of CC and single indicators
Rlc The set of Rl

Ei.n The set of expression of CC

Er The weight of risk factors and abnormal risk
factors

Scc,,) | The synthetic weight of CC and risk factors

My The weight of 14

w The minimum value of M4 in all 14

G The network graph of CC and risk factors

It is an effective method to extract the relationship between CC and indica-
tors from medical literature. Organize the collection of expressions of CC through

cervical cancer literature and data set C = {C1,Cs,... ...,C.}, set of indica-
torsis I = {I1,I5,... ...,I,} and set of related expressions for each indicator
is Iy = {Ix1, Ix2, .- .., Igkm} k € (1,n), The number of occurrences of C and

I in all paragraphs are counted as fc, 1,5 ¢ € (1,2),5 € (1,m), and the num-
ber of occurrences of all pairwise indicators in the same paragraph is f(1,, 1,
z 6 (17n)’y 6 (l’n)7j E (17m)7$ # y'

Definition 1. The weight of CC and risk factors Rc,,)-

Z Z f(Ci, Ukj)

1=17=1 (1)
Z ) Z f(Cm lkj)
k=1i=

15=1

R, 1,) =exp
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Definition 2. The weight of risk factors and risk factors Ry, 1,)-

; Z:l f(lz'iv ij)
Ru, 1) =ewp | 5= m (2)
> 2 2 [t
k=1i=1;=1
According to formula (1), the set Ro = {R(c,1,), Rc,15)s -+ -+ Ro,r,)} is
calculated. According to formula (2), the set of relational strength of indicator
is calculated, which could express as Ry, = { R, 1,), R1,.1), - -+ > B(1,1.) -

Table 2. The details of the MIC model.

MIC Model (Multiple Indicators Correlation)
Input: C, L f(cz]), f(LI) N D(EMR Data)
Output: Satisfactory I4

1:for each cin C,iin I do

2: Rc,p) < WeightOfCandI(f. ;))

3: R(LI) — WeightOfCandI(f(zyy))

4:end for

5:T¢, Ty « threshold(R ¢ 1), R1,1))

6: N < the number of D

7:for each iin I do

8: N, < the number of i is abnormal value in D

9: R1c ) < Weight1OflandI(N;, N)

10:  Satisfactory I V1 «— R ;) >T¢

11:  Satisfactory I: V2 — R ;) >T;

12:end for

13:G((V1,V2),(R(c,1),R(1,1))

14:for any d in D do

15: 14 < Extracting Exception Attributes from D
16: for any A in all the subset of 4, aiin A do
17: Ep « WeightOfland(a, G, Ry 1))

18 if [Ricq)- Riical >avgof |Ric)-R1/c )| then

19: RQ(CJ) = (R(Qa) + R](C,a)) /2
20: else
21: R2ic,1) = max(Rc,q),R1(¢,a))

22: Mgy « MultilndicatorsCorrelation(R2 ¢, 1), £r)
23: W <« min value of all M,

24 return a

25: end for

26:end for
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Definition 3. Threshold Tc of Re.

n
Tc = i; R, 1) 3)
Definition 4. Threshold Ty,. of Ry, .
=
Ty, = n_ 12; R(Ik7 I) (4)
o

The indicators structure is established as a network G = (V, E) with CC as
the center point. V' represents the set of CC and all indicators, E represents
the relationship between CC and the indicators, and the relationship between
the indicators and the indicators. Each indicator is a node in the graph. The
indicators whose relational strength between CC and each indicator is greater
than the threshold T¢ is used as direct risk factors of cervical cancer, which is
directly connected to the node CC in the network graph. The relationship of
the indicators in the direct risk factors and other indicators is greater than the
threshold value T7, in the network graph is connected as indirect risk factors until
all indicators and relationships appear in the network, the system is established.

In addition, it is also very important to analyze the relationship between
a single indicator and the disease from the data of EMR. It can calculate the
relationship between a single indicator and CC from another angle. In all the
data, the number of EMR is N, and the number of abnormal indicators I in
EMR is Ni. The strength of the relationship between CC and each indicator is
calculated by the formula (5), and the relational strength set between CC and

Ik is obtained R].c = {R]-(C,Il), R]-(C,h), cee ey Rl(an)}.
Definition 5. The weight of CC and risk factors R1(c,1,)-
N,
Rl 1) = exp (]\f) (5)

Due to the different conditions of each patient, the content presented by
the electronic medical record is different, it is difficult to structure and analyze
the data of EMR uniformly. Abnormal indicators extracted from EMR form an
abnormal indicator set T4 could solve this problem well. The extraction of abnor-
mal attributes follows some rules, authoritative medical literature was referred
to define the value rules of outliers. From the other point of view, all the values
of a continuous attribute in the data set were analyzed, and the value of its
quartile was taken as the boundary. According to the content of the attribute,
binary data was set the value of 1 or 0 as an exception attribute.

The relational strength of all indicators and abnormal indicators could
reflect the interaction. The set of indicators Ig is screened as all indica-
tors that have a strong relationship with [ and appear in I4. The influ-
ence level is calculated by standard deviation, denoted as E(r. r,), Er =
{Et, 10 Etaytays -+ > E(r,,14)}, Where p is the average value of relational
strength in I and Iy, Ng is the number of elements in Ig.
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1 N, 2
Euy, 1) = FZ (R(Ik, Iy) H) (6)
S h=1

The degree of a single indicator on the prevalence of CC is calculated from R¢,
Rlc and Ej together.

Synthetic Weight of CC and Single Indicators Algorithm. Rc comes
from medical literature and Rlc comes from EMR, both of them reflect the
relationship between CC and risk factors to a certain extent. If the difference
between R 1,y and Rl(c ) of an indicator is greater than the average of
the difference about R(c 1) and Rl 1) of all indicators, the largest of the
two is selected, otherwise, the average of the two is selected, denoted as R2¢ =
{R2c,1,), R2(c,11), -+ +--»R2(c,1,)}. The calculation of R 1,y and Rl 1,
could obtain the synthetic weight of CC and single indicator.

n

Y IR 1)~ Rl 1y

p=1

1

n

6:

(7)

Definition 6. The synthetic weight of CC and single indicators Sic 1)

S(C,Ik) = (mcwc (R (C,Ik),Rl(CJ’C)) —‘v‘E’([k.7 ]A)) 1 ['R(C,Il) — Rl(C,Il) < 5} (8)
R C’[’ +R1 C,I
S(C,Ik) = ( (C,Ik) 5 (C\I) +E(Ik, [A)) 1 |:|R(C,Il) — Rl(c’h) < (Si| (9)

Multiple Indicators Correlation Algorithm. In the data of EMR, there
may be multiple abnormal indicators. To explore the key combination of abnor-
mal indicators that will have the greatest impact on CC, We proposed a Multiple
Indicators Correlation algorithm and the next example is used to illustrate the
idea of the algorithm as shown in Fig.1. In the previous step, the indicators’

oy

I8

Fig. 1. Mining strong multi-node combinations.
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network has been constructed. Assuming that the abnormal indicator of a data
of EMR is I4 = {[1,I, I3}, and all its non-empty subsets are 1 = {[;},
Ing = {2}, Inz = {I3}, Taa = {1, 12}, 1as = {I1,I3}, Ine = {I2,13},
Iy; = {I1,I5,I3}, N, is the number of subsets. Assuming that all indicators
in the network G are abnormal, according to formula (8) or (9), S(c 1, of each
point is computed. We remove the nodes of these abnormal indicators in the
subset from the network and observe the change after removal. The subset with
the smallest change is the greatest impact on CC.

Definition 7. Algorithm for The weight of 14.

1 n
w1 = EZ S(C, Ix) (10)
k=1
1 n
P2 = EZ S, 1) (11)
k=1
1 n 2 1 n—ma 2
My = EZ (S 1) fgal) Ao > Sy *QOQ) (12)
k=1 k=1
w:min(MAl,MAg,... ...,MA7) (13)

Subset related to w is the greatest impact on the prevalence of CC. Predic-
tions of cervical cancer were achieved by matching a strong correlation subset
from EMR data.

3 The Experimental Analysis

The experimental environment was based on windows 10, GeForce GTX 1080Ti.
The processing language is python. The data set of the model is divided into
two parts, one is medical literature, the other is cervical cancer case data set.
Medical literature comes from NEJM, Lancet, JAMA, BMJ related to cervical
cancer, a total of 317 articles. The cervical cancer case data set comes from two
sources, one is from the UCI cervical cancer risk factor data set [15], and the
other is the cervix from TCGA-CESC obtained on The Cancer Imaging Archive
(TCIA) Cancer clinical data set [16]. The data sets of EMR were divided into
80% for training and 20% for testing. The Mixed Logit model (ML) is selected
as a comparative experiment [17]. In these two different data sets, the TCGA
data set are all positive samples, and we use the recognition rate of the positive
samples in the test set as the accuracy rate. The classification accuracy rate for
predicting the prevalence of cervical cancer is shown in Table 3.

MIC model has a good performance in accuracy, and the precision of pre-
diction is slightly higher than the Mixed Logit model. It has a good prediction
effect on the accuracy rate for predicting the prevalence of cervical cancer.
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Table 3. Classification accuracy of two methods.

Accuracy \ Data
TCGA data | risk factors data

Method

Accuracy% | Accuracy% | Precision% | Recall%
ML model 85.7 82.7 77.8 81.3
MIC model 91.9 88.2 84.1 84.5

Table 4. The key sets of risk factors of CC.

The key sets of risk factors of CC
HPV

Menopause

Age

Contraceptives, menopause
Contraceptives, HPV

Age, keratinizing squamous cell carcinoma

Smoke

Age, number of sexual partners, smoking year, HPV
Number of sexual partners

Age of first sexual intercourse, HPV

Age, smoke HPV, keratinizing squamous cell carcinoma
Age, the number of pregnancy

Smoke, contraceptives

52 indicators of risk factors are used for analysis and experiments. Prioritize
the frequency of the key association sets extracted by the multiple indicators
association algorithm, and the results are shown in Table 4.

High-risk HPV is still the main factor of CC. Many people with cervical
cancer are in menopause or perimenstrual period, the use of contraceptives will
increase the risk of cervical cancer. The high number of sexual partners, the
early first sexual intercourse, pregnancy, childbirth, miscarriage, and ectopic
pregnancy will increase the possibility of HPV infection and then increase the
likelihood of CC. Smoking is also a risk factor worth noting. People who smoke
are more likely to have the disease than don’t smoke.

4 Conclusion

MIC model adopted a new risk factors assessment method, it resolve the problem
of difficulty in quantifying the indicators relationship and mining the key combi-
nation of factors. In the future, our goal is establish a more complete indicators
structure by collecting more and more comprehensive data.
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Abstract. Smart grids can be vulnerable to attacks and accidents, and
any initial failures in smart grids can grow to a large blackout because
of cascading failure. Because of the importance of smart grids in modern
society, it is crucial to protect them against cascading failures. Simulation
of cascading failures can help identify the most vulnerable transmission
lines and guide prioritization in protection planning, hence, it is an effec-
tive approach to protect smart grids from cascading failures. However,
due to the enormous number of ways that the smart grids may fail ini-
tially, it is infeasible to simulate cascading failures at a large scale nor
identify the most vulnerable lines efficiently. In this paper, we aim at 1)
developing a method to run cascading failure simulations at scale and
2) building simplified, diffusion based cascading failure models to sup-
port efficient and theoretically bounded identification of most vulnerable
lines. The goals are achieved by first constructing a novel connection
between cascading failures and natural languages, and then adapting
the powerful transformer model in NLP to learn from cascading failure
data. Our trained transformer models have good accuracy in predicting
the total number of failed lines in a cascade and identifying the most
vulnerable lines. We also constructed independent cascade (IC) diffusion
models based on the attention matrices of the transformer models, to
support efficient vulnerability analysis with performance bounds.

Keywords: Power grid - Smart grid - Cascading failure -
Transformer - Independent cascade model

1 Introduction

In smart grids, the integration of cyber and physical processes on one hand
enhanced the accessibility to all the functionality of the power grid, but on
the other hand, it leads to potential threat to the grid from the cyber surface,
since for attacks, attackers now may access the grid via internet connections;
for accidents, the cyber surface opens up more possibilities. The damage level
of the potential attacks and accidents can be escalated because of power grid
cascading failures (PGCF) [12], where the failure of one transmission line may
lead to failures of other lines and eventually large blackouts. Many real-world
blackouts, for example, the Northeast America blackout and Italy blackout in
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2003, Brazil and Paraguay blackout in 2009, and India blackout in 2012 are all
related to cascading failure [1,3,4,13]. Because of the catastrophic impact of
cascading failures in smart grids, a key infrastructure network, it is important
to understand cascading failures and perform protection actions.

To prioritize the allocation of protection resources on the transmission lines,
it is crucial to understand what are the most important lines in a cascading
failure. We consider two types of lines as important: 1) the most critical lines:
the failure of those lines could cause the largest scale of cascading failure and 2)
the most vulnerable lines: the lines that are most likely to fail by the failure of
other lines. In order to identify those important lines, the approach of running
simulations of cascading failures is studied. One widely used model for simulation
is the OPA model, which was first introduced in [9,10,14,28], and many of
its variations are studied later [21-23,26]. Other cascading failure simulation
models include the hidden failure model [11] and the cascading failure model [6].
One essential component of all the models is the calculation of the power flow
equation [5], which is needed for each round in cascading failure. The existing
simulation models face two challenges: 1) Since the number of possible failed
line combinations is huge ((7) for an N — k analysis), it is infeasible to do
cascading failure simulations at scale. 2) there exists no efficient way to identify
the most critical/vulnerable lines with theoretical performance guarantee, as the
cascading failure models are too complicated.

To deal with the first challenge, Machine Learning (ML) models are consid-
ered in literature [15,25,29]. The existing models can predict the severity of a
cascading failure given the initial failures, however, it is hard to extract infor-
mation like the actual lines failed in a cascade, which is important for analysis.
We will consider more powerful models that can predict the whole cascading
failure process instead of the severity of cascading failure. The reason why it
is possible is a novel connection between cascading failures and natural lan-
guages: both the lines failed in a cascading failure and the words in a sentence
are sequences of elements, which makes it possible to adapt the sequence-to-
sequence models in NLP and use them on cascading failure prediction tasks.
Among the sequence-to-sequence deep learning models, the transformer based
models [30] are the state-of-the-art. Comparing to the traditional recurrent neu-
ral network, the transformer sacrifices the focus on the order of the elements in
the sequence but gained stronger ability to learn the correlations between ele-
ments. This disadvantage may compromise the performance on the pure NLP
problems but it does not affect the performance for the PGCF problem because
the order of failed lines in each set in a cascading failure stage has very little
effect on calculating or predicting the set of failing lines for the next stage. To the
best of our knowledge, there exists no research on using sequence-to-sequence
models for the PGCF problem.

The second challenge can be addressed with an intrinsic feature of trans-
former models: the attention mechanism. The correlations of elements rep-
resented by the attention matrix indicates the percentage that the elements
“attend” to each other. In a transformer model trained for PGCF, it means how
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likely a line will fail after the failure of another line. This possibility representa-
tion can be applied to the independent cascade (IC) diffusion model [17]. After
converting the attention matrix to a probability matrix, it is possible to simu-
late PGCF with an IC model, which greatly simplifies the process and provides
further performance boost to cascading failure simulation.

To verify the effectiveness of the transformer and IC models in cascading
failure simulation, we trained transformer models for three power grid networks,
including two IEEE test cases and the SciGrid network. The cascading failure
samples are generated using the model from [6]. The IC models are then derived
from the trained transformer models. Both models are capable of doing cascading
failure prediction tasks, the f1 score can go as high as 0.77 for the transformer
model in SciGrid. In terms of efficiency, the transformer model can generate
cascading failures up to 56 times faster than the classical power flow based
models, while the IC model can be several orders of magnitude faster.

Our contributions are summarized as follows.

— We propose a new approach of simulating PGCF with the transformer model,
based on a novel connection between cascading failures and natural languages.

— We utilize the parameters from the transformer model to build an IC model to
greatly simplify the simulation of the PGCF process and support vulnerability
analysis with theoretical performance guarantee.

— We trained the transformer model and constructed the IC model in multiple
widely used power network data sets, including IEEE test cases and SciGrid.
Experiment results on PGCF simulation tasks show that the transformer and
IC models have good accuracy and greatly boost efficiency, when comparing
to the power flow based cascading failure models.

Organization. The rest of the paper is organized as follows. Section 2 reviews
the related works. Section3 explains the cascading failure model, the trans-
former model and the IC model. Section 4 provides the evaluation and compar-
ison between the three models. We conclude the paper in Sect. 5.

2 Literature Review

The analysis of the vulnerability of power grid has been a focus of studies to
improve the security of smart grid. Many of the studies are based on the deter-
ministic models [6,8-11,14,22,23,26,28], and references therein. Other studies
are based on stochastic models [16,20,24,27,31,32]. Furthermore, there are lim-
ited number of studies utilize ML techniques to analyze the PGCF [15,25,29].
All of those models have their own advantages and limitations.

The foundation of the deterministic models were the power flow equation
from [5]. The model in [11] provides the fundamental template for the cascading
failure which is extended in [6-8] with vulnerability analysis and control impli-
cation modules. The OPA model [9,10,14,28] enriches the template with the
complex factors that dynamically changing the configuration of the grid. The
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variants of the OPA model make the efforts with different point of view. The
improved OPA model [22] makes the improvement with the concept of the hid-
den failure. The OPA model with slow process [26] add on the factors of tree
contacts and temperature variation to the original OPA model. The AC OPA
model [21,23] changes the DC OPF calculation to the AC OPF calculation. The
deterministic models can reveal details of PGCF, however, they may experience
performance issues due to extensively resolving the power flow equations.

The stochastic factors are introduced to simplify the calculation with Markov
Chain or probability density function [16,20,24,27,31,32]. In [15,25,29], multiple
ML techniques are used to make statistical analysis from a more general per-
spective. Both stochastic and ML models lack the ability to describe the status
of individual components in a cascading failure.

The transformer model [30] has been proven to be the foundation for the
state-of-art Deep Learning (DL) techniques for natural language processing
(NLP), especially for the sequence-to-sequence problem. In [19], the informa-
tion diffusion problem for the social network was addressed by a transformer
based model. However, since the mechanism of information diffusion and PGCF
are very different, the model is not applicable in PGCF simulation.

DL techniques have been widely used to solve different power grid tasks [18].
The BiLSTM with Attention, for example, is used to analyse the stability of the
power grid [33]. However, the model only predicts a binary results of whether if
the grid is stable or not. To the best of our knowledge, no study has applied the
transformer based model to simulate the PGCF process.

PGCF simulation may also be addressed using the diffusion models [2,17],
in which the state of nodes in a network can be impacted by the state of the
neighboring nodes in a stochastic manner. However, it is pointed out in [6] that
cascading failure may propagate non-locally, hence, a diffusion model based on
the smart grid topology cannot be directly applied to simulate PGCF and some
transformation is needed.

3 Models

In this section, we first describe the cascading failure model, which is used to
generate the data set for the training and testing for the transformer model.
Then, we introduce the text generation task in NLP and show how it is related
to PGCF simulation, and describe the transformer model. In the end, we dis-
cuss an approach to construct an IC model with the attention matrix from the
transformer model.

3.1 Cascading Failure Model

To generate cascading failure samples for model training and testing, a simplified
cascading failure model from [6] is used in this paper. The power grid can be
described as a graph G with as set of nodes IV, which can be further divided
into two groups: the supply nodes S C N and the demand nodes D C N. For
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node i € S, s; represents the active power generated at i, d; represents the
demand power of ¢ € D and 6; represents the phase angle of i. 67 (i)(6 (7))
represents the set out(in)-neighbors of node i. We use a tuple (i, j) to represent
a transmission line between nodes ¢ and j, with f;; indicating the power flow,
25 as the reactance, and u;; as the capacity.

The cascading failure model has the following steps:

1. A set of lines is randomly selected to fail as the initial state.
2. The power flow of the grid is calculated by the Eq.1 and 2.

Si, ieS
Yo fiy— Y, fu=(-d i€D (1)
JEIT () J€6~ (i) 0, otherwise
0; — 05 — x5 fi; = 0,V(i, ) (2)

3. The lines with power flow higher than the capacity (fi;; < u;;) are set to
failed.

4. If no lines failed in step 3, the cascade ends and all the failed lines are recorded
as the final state. Otherwise, repeat steps 2 and 3.

3.2 Transformer Model

Text Generation vs. PGCF'. The text generation task is one of the most clas-
sical NLP problems which is normally solved by a sequence-to-sequence model.
The model is “asked” with a sequence of words as input then “answer” with
another sequence of words as the output. This is the same as a simplified PGCF
process which has a sequence of initial failed lines and a sequence of final failed
lines. Since almost all the state-of-art sequence-to-sequence models for NLP
problems are based on the transformer model, it could be a great fit for the
PGCF analysis (Fig.1).

Attention Mechanism. The detailed structure of the transformer model can
be found in [30]. The most powerful feature of this model is the attention mecha-
nism (Eq. 3) which calculates the correlation between all elements in the sequence
[30].

QK™
Vi,
The matrix multiplication of QK7 represents the relationship between Query
matrix @ and Key matrix K. dj, is the dimension of the matrix K. v/d}, is used
for scaling, which does not have direct impact to the result, but may improve
model training efficiency [30]. By taking the softmax of the matrix multiplication
result and multiply with the Value matrix V', we obtain the level of the attention
between each pair of elements in the Query and Key. The complexity for Eq. 3 is
O(n?) which is a great improvement to the power flow based models. However,
with multi-layer structure and the recurrent calculation to simulate the PGCF,
the transformer model is still computational expensive.

Attention(Q, K, V) = softmax(

WV 3)
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Decoder Model for NLP and PGCF problem.
“(start)” and “(end)” are the tokens to indi-
cate the start and the end of the sequence.

3.3 Independent Cascade Model

Since the transformer model is still “heavy” for prediction, with the attention
matrix extracted from the trained transformer model, it is possible to construct
an IC model that greatly simplifies the PGCF simulation. If we converted the
set of all transmission lines into a complete directed graph G(N, E). For edge
(¢,7) from node i to j, its weight w;; determines how likely node j will fail after
node i’s failure. The weight can be seen as the attention paid by i to j. If ¢
attends j significantly, it is more possible that j will be failed by the failure of
1. The attention mechanism of the transformer has exactly same purpose.

To summarize, the IC Model simulates the cascading failure with the follow-
ing steps: (1) assign scaled Attentionfj to wj;; (2) randomly fail a set of lines
R,,,m = 0; (3) fail set of lines Ry, 11 = {j|wij > P(ij),¥i € R, (1,7) € E\Rm},
where P(ij) is uniformly randomly sampled in [0, 1] independently for each (i,);
(4) terminate if Ry,4+1 = 0, else increment m and repeat step (3).

Because the calculation for the state of each node is just one comparison,
the complexity is only O(n) which is another great improvement than the trans-
former model. Also, due to the simplicity, many optimization problems defined
on the IC model can have theoretically bounded solutions (e.g. [17]), which
makes the IC model valuable in cascading failure vulnerability analysis for future
studies.

4 Experiments

To validate the performance of the proposed approaches, we train the trans-
former model and construct the IC model on three widely used synthetic power



162 T. Zhou et al.

grids, and generate cascading failure samples using the model in [6]. The stats
of the networks and samples are summarized in Table 1. We use 80% samples
for training and 10% each for testing and validation. A virtual Google compute
engine with 4 vcpus plus 15 GB memory and one NVIDIA Tesla T4 GPU was
used in training. When testing the computational efficiency, we use a machine
with 80 CPUs (Intel(R) Xeon(R) CPU E5-4650v2 @ 2.40 GHz) and 566 GB
memory, GPUs are not used to ensure all models are evaluated under the same
condition.

We use the power flow based model in [6] as a baseline to compare with
the transformer and IC models. The reason for not comparing with the existing
ML/DL models [15,25,29] is that they are fundamentally different, for example,
they may use power flow features to train the parameters, or combining the
power flow calculation with the ML techniques.

4.1 Transformer Model Hyperparameter

The structure of the transformer model is shown in Fig.2. Considering the
“vocabulary” size (total number of lines in our cases) is a lot less than the
common NLP problems, and because the improvements are limited with heav-
ier model according to the results of our experiments, we chose to only have 2
encoder layers and 2 decoder layers. For the embedding and attention matrix,
the dimensionality is set to 128, the same as the inner feed-forward layer.

4.2 Total Number of Failed Lines Prediction
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Fig. 3. Total number of failed lines predictions - transformer model

The distribution of the total number of failed lines is shown in Fig.3. It is
obvious to see that the more lines in the grid, the larger scale of PGCF may
occur. For case 300, it appears our prediction is more consist with the targets
comparing to other cases. However, it is also closer to a normal distribution for
both the predictions and targets. That could mean the vulnerability is more
normally distributed throughout the grid. Especially comparing the results with
case SciGrid, there are reasons to believe some of the lines may always trigger
more lines to fail.
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Table 1. Dataset description Table 2. SSD of line failure frequency

Case Lines | Total samples Case Predict SSD | Target SSD
IEEE-118 | 173 | 1,000,000 IEEE-118 | 0.227 0.187
IEEE-300 | 283 100,000 IEEE-300 | 0.196 0.174
SciGrid | 852 191,479 SciGrid | 0.335 0.335

4.3 Line Failure Frequency

In Table 2, the scaled standard deviation (SSD) of the failure frequency (f) for
each line in three cases is calculated by

SSD = SD(f)/S

where SD(.) is the function for standard deviation and S is the size of test set.

Since SSD for case 300 is the lowest, the failed frequency for each line does
not deviate much which is consist with the result we obtained from Sect. 4.2 that
the vulnerability is more normally distributed for case 300. We could also expect
the prediction of actual failed lines can be more difficult for case 300 and more
accurate and reliable for the case SciGrid.

In Table 3, 8/10 predicted most vulnerable lines are the same as the target
set for case 118 and case 300, and 6/10 predictions are correct for case SciGrid.
But, the general error distribution (Fig.4) indicates that the error rate for most
of the predictions are within [0,0.1], especially for case SciGrid. If the above
expectation was correct, this distribution could mean the transformer model
performs well for the most vulnerable lines prediction for complex power grids.

Table 3. 10 most vulnerable lines

Case Prediction Target

IEEE-118| 73, 65, 30, 31, 32, 129, 67, 141, | 73, 65, 67, 30, 31, 32, 144, 143,
142, 144 129, 158

IEEE-300 | 202, 230, 20, 164, 123, 153, 93, | 202, 164, 230, 93, 20, 123, 153, 76,
5, 279, 143 143, 99

SciGrid | 71, 26, 65, 8, 3, 252, 141, 253, |26, 71, 8, 65, 38, 86, 25, 30, 13, 126
38, 86

4.4 Line Failure Magnitude

To predict the most critical lines, we use the concept “magnitude” as defined by
Eq. 4. For each cascading failure sample, the contribution of one initial failed line
can be considered as the total number of failed lines divided by the number of
initial failed lines. For each transmission line, its magnitude can be the average
contribution out of all cascading failure samples that line had contributed to.
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Z num_of(cascade;)

. icinitial; num-of (initial,)

magnitude(line;) = lemm;;@q":;;’;gnmalj) (4)
i

The transformer model performs even better for the most critical lines pre-
diction (Fig.5). The higher error rate for the case 118 implies the transformer
model may perform worse for simpler grids.
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Fig. 4. Line failure frequency Fig. 5. Line failure magnitude

4.5 F1 Score

The precision, recall, and fl scores for three cases are listed in Table4. It is
obvious to see that the transformer model performs better with the SciGrid case
(f1: 0.77) which is still consistent with the observation in previous experiments.
The reason that case 300 did not perform better than case 118 could also be the
normally distributed vulnerability.

Table 4. F1 score - transformer Table 5. Time consumption (sec/sample)
Cases Precision | Recall | F1 Cases Power Flow | Transformer | IC

IEEE-118 | 0.46 0.67 10.55 IEEE-118 5.35 2.91 0.017
IEEE-300 | 0.41 0.72 10.52 IEEE-300 9.93 4.75 0.021
SciGrid | 0.70 0.87 10.77 SciGrid | 103.17 1.82 0.067

4.6 1IC Model Simulation

The IC model simplifies PGCF simulation at the cost of lower accuracy. Hence,
the prediction of the total number of failed lines (Fig. 6) could be worse compar-
ing to the result from the transformer model (Fig. 3). The higher distribution for
the smaller scale cascading failure prediction implies the conversion between the
attention and the weights needs to be more sophisticated that the potential large
scale cascading failures won’t be missed. The implication is also supported by
the peak distribution for case SciGrid because the oversimplified conversion may
encourage the cascading failure with the deactivation of the vulnerable lines.
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4.7 Computational Efficiency

Complexity Analysis. From the Egs. 1 and 2, the linearized power flow model
has time complexity O(n?) for the worst case scenario. From the Eq. 3, we know
the complexity for the attention calculation is n? (Sect. 3.2). And, the complexity
for the IC model is O(n) as explained in Sect. 3.3.

It is obvious that the transformer model will perform much faster when n
is larger. However, when n is smaller, the difference won’t be that significant
because the other factors in the transformer model may contribute more to the
computational complexity. For example, when n is close to the dimensionality
of the embedding matrix d, the complexity can be close to O(n?).

Computing Time. In Table5, we can see when the power grid gets more
complex (852 lines vs. 173 lines and 283 lines), the power flow model takes sig-
nificantly longer time. The IC model is the fastest as expected. These results are
consistent with the discussion above. Besides, because the computing speed for
transformer model will be affected by the dimensionality of the feature matrix,
there is no exponential difference between different cases.

5 Conclusion

In this paper, we studied the problem of predicting cascading failures with trans-
former models and further construct an IC model as a simplified cascading model,
which can be used for both prediction and theoretical analysis. By considering
line failures in cascading failure as a sequence, we trained transformers on cas-
cading failure data, and then built IC models using attention matrices in the
transformers. Comparison with the power-flow based cascading failure model in
three widely used power grid test cases showed that the transformer and IC
models have acceptable accuracy and can greatly improve simulation efficiency.
Also, it is possible to use the trained models to support identification of the
most critical and vulnerable lines in cascading failure, which can contribute to
protection planning.
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Abstract. Over the past several years, data breaches have grown and become
more expensive in the healthcare sector. Healthcare organizations are the main
target of cybercriminals due to the sensitive and valuable data, such as patient
demographics, SSNs, and personal treatment records. Data breaches are costly
to breached organizations and affected individuals; hospitals can suffer substan-
tial damage after the breach, while losing customer trust. Attackers often use
breached data maliciously, e.g., demanding ransom or selling patient’s informa-
tion on the dark web. To this end, this paper investigates data breaches incidents
in the healthcare sector, including community, federal, and non-federal hospi-
tals. Our analysis focuses on the reasoning and vulnerabilities that lead to data
breaches, including the compromised information assets, geographical distribu-
tion of incidents, size of healthcare providers, the timeline discovery of incidents,
and the discovery tools for external and internal incidents. We use correlation to
examine the impact of several dimensions on data breaches. Among other inter-
esting findings, our in-depth analysis and measurements revealed that the average
number of data breaches in the United States is significantly higher than in the
rest of the world, and the size of the health provider, accounting for factors such
as the population and number of adults in a region, highly influences the level of
exposure to data breaches in each state.

Keywords: Healthcare data breaches - Confidentiality - Data security

1 Introduction

Electronic health records (EHR) can be described as “a longitudinal electronic record of
patient health information generated by one or more encounters in any care delivery set-
ting. Included in this information are patient demographics, progress notes, problems,
medications, vital signs, past medical history, immunizations, laboratory data, and radi-
ology reports” [15]. The adoption of EHR improves the healthcare industry and patients
alike, and the transformation of healthcare organizations from paper-based to digital has
increased healthcare quality by improving patient care and participation, care coordi-
nation, diagnostics and patient outcomes, and practice efficiency. However, despite the
numerous benefits of EHR, this transformation has led to numerous privacy and secu-
rity issues which may arise from vulnerabilities (e.g. software vulnerabilities, insider
threats, human error, etc.) increasing the possibility of cyber-attacks [11]. The alarming
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surge in healthcare data breaches has caused huge concerns in the healthcare sector due
to the illegitimate and unauthorized disclosure of private healthcare data [2,20].

Healthcare Data breaches can be classified as either internal or external, and they
can occur as a result of theft of private health records, hacking, loss of sensitive patient
data, and unauthorized access to patient’s private information [27]. External cyberse-
curity incidents are typically committed by cybercriminals operating in the dark web,
while internal data breaches result from something internal to an organization such
as disgruntled employees, malicious insiders, employee negligence, and human error.
Patient medical records and personal information are often targeted in healthcare data
breaches due to their sensitivity and value. External attacks aim to steal those records
and demand a ransom or sell those records for hundreds of dollars per single patient on
the dark web [22].

Data breaches are devastating and can cause significant damage to healthcare orga-
nizations; all the research in this domain demonstrates that the healthcare industry is
the most targeted sector due to the attractive financial return of selling sensitive patient
records on the dark web [26]. Additionally, the lenient security controls deployed by
healthcare organizations further complicate matters and make the healthcare domain a
favorite target for hackers. The cost of recovering from such breaches varies greatly by
the nature of the incident and number of compromised health records. To better under-
stand the cost aspect, we can break down the cost of data breaches for healthcare entities
into two categories: direct costs and indirect costs. Direct expenses include activating
incident response teams, engaging forensic experts, outsourcing hotline support, and
providing free credit monitoring subscriptions and discounts for future products and
services. On the other hand, indirect costs include in-house investigations and commu-
nication, as well as the extrapolated value of customer loss resulting from turnover or
diminished customer acquisition rates [10]. Given these facts, it’s compelling to conduct
extensive research studies into the causes, effects, and consequences of healthcare data
security incidents. Perhaps more importantly, gaining insights into the different trends
and the landscape, and understanding, analyzing, and measuring the statistics in data
breaches is crucial for combating such incidents. This is the motivation of this paper
and we wish to also motivate the research community in this space to extend the body
of knowledge by conducting more studies to be able to better understand data breach
and propose solutions in the fight against cybercrimes.

Contributions. To understand the landscape of healthcare data breaches against sev-
eral attributing characteristics, we provide a detailed measurement-based study of the
VERIS (Vocabulary for Event Recording and Incident Sharing) and the Office of Civil
Rights (OCR) datasets. To understand attackers’ intents and motives, we analyze the
type of assets targeted during breaches over various characteristics to investigate their
effect. We also analyzed data breaches considering multiple views looking at their dis-
tribution, affected entities, breached information, location of the breach, etc.

2 Data Sources

One of the challenges with analyzing cybersecurity incidents, in general, and in the
healthcare sector, in particular, is that most datasets are proprietary [25]. Additionally,
most breached healthcare organizations shy away from disclosing their vulnerabilities
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after a breach due to a variety of concerns, including public image, reputation, and
patient-trust. The other challenge lies in the fact that each victim healthcare entity tends
to take a different approach in analyzing and documenting a data breach [26]. This,
in turn, complicates research efforts because data breach statistics are not stored in
a central online repository and thus inaccessible to the broader research community.
To address the above challenges and conduct our measurements and analysis of data
breaches, we turn to the largest publicly available datasets of cybersecurity incidents,
namely, the VERIS dataset, and the OCR dataset, which we describe below.

VERIS. We obtained a reliable data source to conduct our research, namely, the Vocab-
ulary for Event Recording and Incident Sharing (VERIS). Veris provides a common
language for reporting data breaches incidents in an organized and repeatable manner
[13]. Thus, Veris plays a significant role in providing a solution to one of the most
critical and persistent challenges in the security industry; lack of quality information.
Veris contributes to the solution of this problem by helping organizations collect help-
ful incident-related details and share them anonymously and responsibly with others.
Veris’s primary goal is to lay a foundation to constructively and cooperatively learn
from our experiences to ensure the proper measurements and managing risk [3].

Office of Civil Rights (OCR). Our second dataset is obtained from the U.S. Depart-
ment of Health and Human Services Office of Civil Rights. The U.S. Department of
Health and Human Services (HHS) Office for Civil Rights (OCR) enforces federal civil
rights laws, conscience and religious freedom laws, the Health Insurance Portability
and Accountability Act (HIPAA) Privacy, Security, Breach Notification Rules, and the
Patient Safety Act and Rule, which together protect your fundamental rights of nondis-
crimination, conscience, religious freedom, and health information privacy [16]. The
OCR has its breach portal, where data breaches are reported. The website contains data
breaches that are currently under investigation within the last 24 months by the OCR.
There is also an archived dataset, where resolved data breaches and/or those older than
24 months are archived. All the data breaches reported by the OCR are in the U.S. only.
Additionally, all records in the subsequent data breaches affect 500 or more individuals
as minor data breaches that affect less than 500 individuals are not reported by the OCR.

3 Studied Dimensions and Variables

This study aims to examine healthcare data breaches considering different aspects of
threat characterization and modeling.

— Geographical mapping: Section4.1 analyzes the geographical mapping and dis-
tribution of incidents around the world. Analyzing the geographical mapping of the
incidents is necessary for several purposes: (i) it provides us with an understand-
ing of the areas most targeted by adversaries for an affinity characterization, (ii)
identifying locations around the world where the number of incidents varies due to
valuable medical information, particular age group, banking details, etc. We can use
this analysis for correlation and prediction capabilities.

— State-level distribution: Section 4.2 measures the state distribution of incidents in
the U.S. This analysis is necessary for (i) identifying the hot spots targeted by attack-
ers and (ii) conducting correlation analysis between states.
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— Compromised assets: Section 4.3 details the targeted assets by breaches such as
media, server, terminal, etc. Alongside, we will categorize the assets into groups,
then dive into their varieties by an individual group against the number of incidents.

— State-level correlation: Section 4.4 carries a correlation analysis of the number of
incidents within the top ten states with characteristics such as population, Gross
Domestic Product (GDP), number of adults, etc. This correlation provides us with
essential insights into the reasoning and bearings for each state.

— Healthcare provider size: Section 4.5 analyzes the number of breaches versus the
size of organizations in terms of the number of employees. We intend to discover if
the number of employees influences the frequency of data breach incidents.

— Timeline discovery: Section 4.6 examines the response time for incidents affecting
healthcare organizations. We will measure the amount of taken time until the discov-
ery of incidents. This analysis helps us determine the organization’s security level,
and whether more extended discoveries cause more damage.

— Discovery methods: Section 4.7 aims to identify the discovery mechanisms used by
healthcare entities. Then, we will measure the reported tools and their use in data
breaches in our dataset. This analysis can help with determining the appropriate
tools needed to be implemented in organizations

— Adversary demography—The threat intent: Section 4.8 measures the intention of
attackers during data breaches. We intend to acknowledge whether the incidents are
targeted or opportunistic.

4 Measurement Results and Discussions

4.1 The Global Distribution of Incidents

Mapping incidents is explicitly provided in our dataset. The dataset uses the ISO 3,166
country codes for each country variable [7], where the codes are generated based on
the physical location of the hospital targeted by the attack. Based upon this analysis,
we discovered that 1,955 incidents out of the total incidents (2,407) had taken place in
the United States, representing 81% of the total incidents. The United Kingdom comes
in second, with 157 incidents, representing 7%, and Canada comes in third with 152
incidents, representing only (6%). Figure 1 presents the results for the remaining highest
ten countries, while the rest of the world represents (2%) comprising 58 incidents.

As a result of the geographical mapping analysis, we decided to conduct our in-
depth analysis study on the United States since most incidents occurred in this country.
Several reasons explain why the majority of the incidents are in the United States. First,
the Health Insurance Portability and Accountability Act (HIPPA) requires healthcare
entities to notify the Department of Health and Human Services (DHHS) whenever a
data breach occurs. Second, covered entities must notify affected individuals following
the discovery of a breach of unsecured protected health information [16]. In addition
to that, covered entities must notify the Secretary of breaches of unsecured protected
health information if the affected individuals are 500 or more [16]. Third, covered enti-
ties that experience a breach affecting more than 500 residents of a State or jurisdiction
are, in addition to notifying the affected individuals, required to provide notice to promi-
nent media outlets serving the State or jurisdiction [16]. Moreover, breach notification is
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Fig. 1. Incidents by country. Fig. 2. Incidents by state.

also required for vendors and third-party service providers under the Health Information
Technology for Economic and Clinical Health Act (HITECH) [14]. Finally, the HIPPA
Security Rule requires healthcare organizations to create a risk management plan pro-
tecting all personal health data against security incidents (Office of Civil Rights 2015),
which may explain the significant number of reported incidents in the United States [1].

4.2 Number of Incidents by State

Following the global distribution of incidents, we moved into the mapping of incidents
on the state level. We analyzed the number of incidents by state. As a result of this
analysis, we noticed that California is the highest state with the number of incidents
comprising 241 incidents, representing 24% of the overall. Florida comes in second
with 147 incidents, representing 15%, and Texas with 145 incidents, representing 14%.
Figure 2 shows the remaining results of this analysis.

4.3 Analyzing the Compromised Assets

This section investigates the compromised information assets in the Veris dataset. We
harnessed the power of Natural Language Processing (NLP) models to help with ana-
lyzing the data gathered from breaches. Information assets fall into six main groups:
media, server, terminal, network, user, and people. Each group comprises different vari-
eties [18]. First, the network group includes access control readers such as badge and
biometrics, camera or surveillance system, firewall, intrusion detection system (IDS)
or intrusion prevention systems, and others. Second, the media group comprises disk
media such as CDs or DVDs, flash drives or cards, hard disk drives, identity smart
cards, and others. Third, the people group includes administrator, auditor, cashier, cus-
tomer, former employee, guard, and others. Fourth, the server includes authentication,
backup, database, Dynamic Host Configuration Protocol (DHCP), DNS, mail, and oth-
ers. Fifth, the terminal group includes an automated Teller Machine (ATM), detached
PIN pad or card reader, gas “pay-at-the-pump” terminal, self-service kiosk, and others.
Finally, the user group includes an authentication token or device, desktop or laptop,
media player or recorder, mobile phone or smartphones, and many others.

The existence of assets depends on several reasons and conditions during each inci-
dent. We will measure each asset group based on their occurrences in the incidents, and
then, we get into the measurement of their varieties to look into the most targeted type
of each asset group. This analysis is essential, and its primary purpose is to adequately
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Fig. 3. Information asset groups and their varieties.

describe the incidents, assess control weaknesses and vulnerabilities, determine impact,

and identify mitigation strategies.

Usually, during a data breach incident, one or more assets get compromised by hack-
ers [9]. A compromised asset refers to any loss of confidentiality, integrity, availability
during or after the incidents. In the following section, we seek to analyze and measure
the asset groups and the total incidents for each group; then, we move to their different
asset groups. Based on this analysis, we noticed that media assets are the clear leader
comprising 564 incidents out of the overall, representing 33.97%, and server comes in
second, comprising 560 incidents, representing 33.73%. Table 1 shows the remaining

asset categories and their number of incidents.

After measuring the number of incidents
for each asset group as a whole, we moved
into measuring their varieties. Based on the
analysis done, we found that 61% of the inci-
dents in the user group are through laptops,
followed by the terminal group with 75% of
the incidents through ATMs. In the server
asset group, we found out that 63% of the
incidents happened through exploiting the
database. While for the people asset group,
50% of the incidents are because of the end-

Table 1. Assets varieties with the number of
incidents during data breaches.

Asset Group Type |# Incidents|Percentage
Media 564 33.97%
Server 560 33.73%
User 493 29.69%
People 34 2.04%
Network 5 0.30%
Terminal 4 0.24%
Overall 1660 100 %

user. Most of the incidents that happen in the network are throughout cameras, with
represent 60%. Lastly, 70% of the incidents in the media group are through documents.
In Fig. 3, we present the remaining results for the other asset groups and their varieties.

4.4 State Level Correlation

This section will conduct a state-level correlation between the number of reported inci-
dents and hospitals, staffed beds, population, and gross domestic product (GDP) for the
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top 10 states. GDP is the gross domestic product and is represented in billion U.S. dol-
lars. To address the following question, we conducted a state-level analysis considering
these factors related to the reported incidents in our dataset. We decided to run this anal-
ysis on the highest 10 states in terms of the number of reported incidents. We started
by collecting the specified statistics for each state, including population, GDP, staffed
beds, and hospitals. The relationship between two variables can be a positive relation-
ship (1), no relationship (0), and an inverse relationship (—1). Upon this analysis, we
discovered that the population and adults are highly correlated with the number of inci-
dents (0.96). Followed by the GDP (0.95). The remaining results of the correlation are
shown in Table 2.

4.5 Organizations Size

The following section investigates the size Table 2. State level correlation. Numbers of
of healthcare entities and how organiza- incidents (I), hospitals (H), employees (E),
tion’s size might contribute to a data breach. staffed beds (B), GDP (G), population (P),
Using Veris, we performed the analysis by and adults (A) are considered.

looking into the scope of healthcare orga-
nizations at the time of the incident. We
classified healthcare organizations into two
main groups: small and large. A small group
includes a size of up to 1,000 employees,
while a large organization would be over
1,000 employees. Upon this analysis, there
were a total of 1,361 incidents divided into
two groups. Our analysis revealed that 57%
of the incidents are in the small group, while
43% are in large groups.

PR awEIZ-

4.6 Timeline Discovery

Timeline discovery of data breaches varies depending on the type of industry, geogra-
phy, and level of security of an organization. According to a recent study conducted
by the IBM security team in the healthcare sector, the average time to discover a data
breach is 329 days, and 93 days are required to regain control. Unfortunately, prior work
fails to provide in-depth analysis on the timeline discovery of the data breaches, includ-
ing discovery tools for external and internal incidents. To fill this gap, we analyzed the
timeline discovery of the reported incidents and went over the tools used for incident
discovery for both internal and external discovery methods. This analysis is essential to
address the lessons learned during the incidents and remediation process and provide
organizations with insights and corrective actions to improve their detection and defen-
sive capabilities. Our analysis found out that organizations fail to identify data breaches
early enough, resulting in more damage. From the reported incidents, we discovered
that 3% of the incidents took minutes until discovery, 9% took hours, 15% took days,
6% took weeks, 52% took months, and 15% took years. In the coming section, we will
address different discovery methods and whether there is a difference between internal
attacks and external attacks.
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4.7 Internal and External Discovery Methods

Discovery methods fall into two main categories; internal and external. Organizations
use several tools to discover an incident depending on the type of data breach. External
and internal data breaches are different, and each one of them requires special dis-
covery tools. First, healthcare organizations use numerous tools to discover incidents
for internal incidents, such as Host IDS or file integrity monitoring, network IDS, and
IPS alerts. In contrast, practices including law enforcement, actor disclosure, and cus-
tomer notifications can help discover external incidents. Our analysis found out that
most of the internal incidents are discovered by employees, representing 71% of the
total incidents. In contrast, customers discover 35% of the external incidents, and actor
disclosure comes in second, representing 24%. The remaining results of this analysis
are shown in Figs. 4 and 5.

4.8 Targeted vs Opportunistic

To understand the nature of the data breach incidents and whether they are intentional
or non-intentional, we conducted a measurement analysis to investigate the number
of targeted incidents and opportunistic ones. This classification is uniquely relevant to
deliberate and malicious actions. There are two main categories: targeted and oppor-
tunistic. First, opportunistic incidents occur when the victim exhibits a weakness that
the actor has the knowledge to exploit. Second, targeted incidents happen when the
adversary chooses the victim as a target, and then the actor will investigate possible
vulnerabilities to exploit. Using our exclusively given records in our dataset, we found
that more than half of healthcare data breaches are opportunistic, representing 80%,
while, on the other hand, 20% are targeted.

S Analysis of the OCR Dataset

Type of Breach. We analyzed the causes of healthcare data breaches based on the
reported incidents and observed that most incidents occur due to hacking or IT-related
disclosure comprising 1,069 incidents, representing 31% of the overall incidents. Unau-
thorized access and disclosure came in second, holding 934 incidents overall, represent-
ing 27%. Finally, the theft category came in the third place, comprising 909 incidents,
accounting for 26% of the total incidents.
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State Distribution. The following section addresses the distribution of the incidents for
the U.S states. Using the OCR data, we measured the incidents for each state; this anal-
ysis is essential for trends and comparison. Following this analysis, we have observed
that states with large population, high Gross Domestic Product (GDP), and large adult
population are more targeted than others, as shown in Sect. 4.4. California was the most
affected, totalling 357 incidents, followed by Texas with 279 incidents, while Florida
was the third largest with 215 incidents (Figs. 6 and fig:UsspsStateshhs).

Distribution of Incidents by Year. Using the ORC dataset, and over the period between
2009 and the time of conducting this study in 2021, we measured the reported incidents
in the dataset affecting 500 or more victims and reported to the HHS OCR. Following
this analysis, we notice that the number of incidents surged over time, indicating a lack
in implementing stringent security controls by organizations in the healthcare industry.
As shown in Fig. 8, there is a massive increase in the number of incidents in 2019, as it
was the year with the highest number of breaches in the whole dataset.

Covered Entity. We analyzed the distribution of incidents by organization type. Accord-
ing to the OCR dataset, there are three main targeted entities. First, healthcare entities
that provide health care services and engages in professional review activity through a
formal peer review process for the purpose of furthering quality health care, a commit-
tee of that entity, a professional society, a committee or agent thereof, including those
at the national, state, or local level, physicians, dentists, or other health care practition-
ers that engage in professional review activity through a formal peer review process
to further quality health care [17]. Second, a business associate, which is a person or
entity that performs certain functions or activities that involve the use or disclosure of
protected health information on behalf of or provides services to a covered entity [24].
Third, health plan, which constitutes individual or group health plans that provide or
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pay the cost of medical care [5]. Following this analysis, we observed that healthcare
entities are most targeted during the incidents, having 2,450 incidents which represents
73% of the total incidents, business associate and healthcare plan came in second and
third comprising 451 and 439 incidents, and representing 14% and 13%, respectively.
Figure 9 depicts the results of this analysis.

Business Associates. We further analyzed the existence of incidents when a business
associate is present or not. According to HIPPA, any covered entities and business asso-
ciates enter into a contract to ensure the safety of protected healthcare information. A
business associate may use or disclose protected health information only as permitted
or required by its business associate contract or as required by law [23]. Our analysis
revealed that 2,532 incidents had no business associates included, representing 76%,
while only 819 incidents had a business associate, representing 24% of the incidents as
shown in Fig. 10.

Location of Breached Information. When a data breach occurs, private and confi-
dential patient information gets disclosed due to either unauthorized access or human
error. Healthcare system keeps record of valuable information and medical records,
containing sensitive personally identifiable information (PII) such as address history,
financial information, social security numbers, and patient medical treatment records.
This sensitive information is often targeted by hackers due to its outstanding value.
Hackers can easily use that data to set up a line of credit or take out a loan under
patients’ names. Unfortunately, healthcare organizations often lack the stringent secu-
rity measures (e.g., encryption, robust anti-virus software, multi-factor authentication,
etc.) required to secure medical records. To this end, we analyzed the most targeted
information to gain insight into the type of medical and personal data prioritized by
hackers in healthcare data breaches. We observed that paper/films are the most breached
information comprising 662 of the overall incidents, representing 20%. Closely, the
network server came in second, comprising 643 incidents, accounting for 19%. The
other category came in third, comprising 641 incidents, representing 19% as well. The
remaining attributes and results of this analysis are presented in Fig. 11.

6 Related Work

In the past few years, numerous studies have analyzed data breaches in the health-
care sector. Choi et al. [4] estimate the relationship between data breaches and hos-
pital advertising expenditures. They concluded that teaching hospitals were associated
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with significantly higher advertising expenditures two years after the breach. Another
study [12] investigated the privacy-protected data collection and access in IoT-based
healthcare applications and proposed a new framework called PrivacyProtector to pre-
serve the privacy of patients’ data. Another study [6] found that the healthcare industry
was being targeted for two main reasons: being a rich source of valuable data and its
weak defenses. Other study [28] suggested a framework to examine the accuracy of
automatic privacy auditing tools. Siddartha et al. [21] suggested that current health-
care security techniques miss data analysis improvements, e.g., data format-preserving,
data size preserving, and other factors. Most related to our work, the 2021 Data Breach
Investigations Report [8] summarized the findings and determined that external actors
are behind 61% of data breaches while 39% of data breaches involved internal actors.
According to the same report, personal information is the most compromised, com-
prising 66% of data breaches. In contrast to our work, authors of [19] conducted a
comprehensive analysis of HIPPA data breach reports. They found that the main dis-
closure types of protected healthcare information were hacking incidents, unauthorized
access (internal), theft or loss, and improper disposal of unnecessary data. The authors
used the Simple Moving Average (SMA) and Simple Exponential Smoothing (SES)
time series methods. They applied them to the data to determine the trend of healthcare
data breaches and their cost to the healthcare industry. Our comprehensive study com-
prises but is not limited to analyzing compromised assets, internal and external discov-
ery methods, discovery timeline of data breaches, distribution of the incident globally
and in the united states, and breached information. In addition, we used correlation as
a mathematical tool to determine healthcare data breaches and quantify the effects of
different factors like GDP, population, number of hospitals, and their sizes in terms of
the staffed beds on data breaches.

7 Conclusion

Our study revealed that the number of adults and the state population highly influence
the exposure to data breach incidents, with California, Florida, and Texas being the
lead targets. We show that the media group was the most breached asset, followed by
the Server and User group. Interestingly, we found that the majority of incidents occur
in small size organization — 57%. In contrast, 43% of the incidents occur in large organi-
zations, suggesting that large healthcare organizations tend to have better security sys-
tems. Our timeline discovery revealed that most of the incidents, approximately 52%,
were discovered within months, while 15% of the incidents took years to be discovered.
Employees discovered the majority of the incidents for internal incidents. Based on a
long-term dataset analysis, most of the incidents, 80%, tend to be opportunistic, while
20% are targeted. In the future, it would be interesting to conduct research harnessing
the power of machine learning to enable information sharing on data breaches.
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Abstract. Identifying the effects of social and motivational factors is
critical to understanding how healthy behaviors, i.e., physical activities,
spread in digital therapeutics programs. We evaluated a comprehensive
interconnected social network of 254 overweight and obese individuals
across 335 days. Daily physical activities, social activities, biomarkers,
and biometric measures were available for all subjects. We improved pro-
portional hazards models to characterize the impact of self-motivation,
influence, and susceptibility in the spread of physical activities. After 6
months, the YesiWell users increased leisure walking minutes by 164% on
average compared with 47% among the control participants (P < 0.05).
The YesiWell users also lost more weight than the controls (5.2 pounds
vs. 1.5 pounds) (P < 0.01). Our estimations showed that influence and
susceptibility increase with age; relaxed people are 96% more influen-
tial than stressed people (P < 0.001); obese people are 23% more self-
motivated (P < 0.001); socially active people are 29% more influential
(P < 0.001); those who self-characterize as “keep-to-themselves” peo-
ple have a 79% greater susceptibility (P < 0.001). Relaxed people exert
the most influence on non-stressed peers at 109% more than baseline
(P < 0.001). Our findings could enable new and effective personalized
behavioral interventions to spread healthy behaviors in next-generation
digital therapeutics.

Keywords: Overweight + Obesity * Social and motivation factors -
Physical activities

1 Introduction

The US healthcare system is currently transforming from a transaction-based
industry into a value-based care model [25]. With this transformation, there
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is a growing dependence on leveraging innovative technologies to deliberately
impact the health expression of populations [25,34]. A new discipline, Digital
Therapeutics, is characterized by online or mobile programs that actually adjust
health risk, treat conditions, and measurably improve health outcomes [25,34].
Companies such as Omada Health, Cala Health, Telcare and Welldoc are prov-
ing successful in impacting health and thus opening up an era in which digital
therapeutics may well yield results that dwarf the outcomes achieved when our
narrow therapeutic armamentarium consisted mainly of in-person visits coupled
with pharmaceuticals [34].

The Diabetes Prevention Program [17] was a successful analog (in-person)
intervention, resulting in a 58% reduction in the incidence rate of diabetes,
among its cohort of 1,079 participants. Converting this analog model to a dig-
ital therapeutics program would not only provide the ability to scale across
larger and larger populations [25], but also would avail a secondary opportunity:
leveraging the digital exhaust of users to uncover the multitude of conditions
that combine to create the most therapeutic outcomes. Today, early digital
therapeutics approaches offer relatively similar programs to most participants
[10,16,24,25,32,33,35]. In addition, the programs offered by these approaches
usually do not take into account the impact of social networks, which have
been demonstrated to be important in spreading healthy behaviors, e.g., phys-
ical activities [15,27,30,31]. Harvesting high-definition insights from the digital
transactions of users and their social effects will enable significant personaliza-
tion. Therefore, a more data-driven customization of the intervention is highly
expected to yield, by design, ever improving health outcomes. In particular, data-
driven approaches may dramatically improve a program’s ability to arrange par-
ticipants into preferred groupings, with the aim to optimize social accountability
or socially-dependent impact of the digital therapeutics program.

2  YesiWell Study

We have proposed a system which comprehensively combines physical activities,
social activities, biomarkers, and biometric measures in a fine-grained time scale,
for identifying self-motivated, influential, and susceptible participants to influ-
ence toward increasing physical activities in a health social network, utilizing
lifestyle monitoring and online communities. Our study demonstrates the viabil-
ity and significance of our proposed system. The YesiWell study was conducted
for 335 days in 2010-2011, as collaboration among PeaceHealth Laboratories,
SK Telecom Americas, and the University of Oregon. We recorded daily physi-
cal activities, social activities (i.e., text messages, social games, meet-up events,
competitions, etc.), and biomarkers and biometric measures (i.e., cholesterol,
triglyceride, BMI, etc.) for a group of 254 individuals who formed a health social
network. Physical activities were reported every minute via a mobile device car-
ried by each user. All users enrolled in an online social network application,
allowing them to befriend and communicate with each other via public postings,
replies, comments, and private messages. Users were able to organize competi-
tions, social games, and meet-up events among various teams. Biomarkers and
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biometric measures were recorded via quarterly laboratory tests, including at
baseline, and wireless digital scales connected to the backend server, respectively.
We also collected data from 100 survey items, which covered diverse aspects of
mental health, food consumption, wellness, stress level, social activity level, sleep
disorder, etc.

Overall, we have 7 million data points for physical activities; 10,000 records
for BMI and wellness score! [31]; 3,101 instances of participation in competi-
tions; 1,765 instances of participation within 278 social games; 2,656 messages
sent; 1,828 friend connections; 1,300 goals set; 14,138 survey answers, etc. Users
volunteered to join the study; therefore, they were not under any pressure to
exercise more or less. After 6 months, the YesiWell users increased leisure walk-
ing minutes by 164% on average (i.e., from 129.2 min/week to 341 min/week),
compared with 47% among the control participants, who did not use the Yesi-
Well social network (P < 0.05 performed by t-test) [15]. The YesiWell users
also lost more weight than the controls (5.2 pounds compared with 1.5 pounds)
(P < 0.01 performed by t-test) [15]. The system and our study provide strong
evidence that interventions using online social networks can successfully pro-
mote physical activity increase and weight loss. Such systems may increasingly
be refined over a greater number of users to provide a higher-granularity under-
standing of the dynamics of the spread of healthy behaviors (i.e., self-motivation,
influence, and susceptibility), and to inform next-generation digital therapeutics.

3 Self-motivation, Influence, and Susceptibility

Identifying the effects of social and motivational factors is critical to under-
standing how healthy behaviors, i.e., physical activities, spread in digital thera-
peutics programs. The correlations between social influence and self-motivation
are empirically elusive within social science. Scholars in disciplines as diverse
as economics, sociology, psychology, finance, and management are interested in
understanding such correlations as whether happiness, obesity, and smoking are
“contagious” [8,9,13]; and whether risky behaviors and information spread via
peer influence [5,11,12,14,18,19,22,23,26,28|. To what degree is a given behavior
change or contagion as a consequence of a social epidemic [1,4,5], and/or self-
motivation [2,6,21,36] 2 Comprehending estimates and data toward answering to
that question is critical to policy decision-making, as the success of personalized
intervention strategies in these domains depends on such analyses.

Due to limited resources, early digital therapeutics methods and studies have
been designed and conducted based on insufficient observable factors, i.e., either
lacking physical world factors (e.g., physical activities, biomarkers, social events,
etc.) or lacking online world factors (e.g., online social networks, e-mail, instant
messaging, mobile phone communications, etc.) [10,16,24,25,32,33,35]. Those
insufficiencies pose limitations to the completeness with which researchers may
perceive the effects of self-motivation, influence, and susceptibility on human

! Wellness score is a composite score of one’s health based on lifestyle parameters,
biometrics, and biomarkers.
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Table 1. Examples of influential messages

Join me for the 50,000 steps M-F next week!

Wow! I believe we are about half way to our Valentine Day goal
Take a look at your total and see if you can double it by then...
plus about 10%... We can do it!

You don’t really have to try - except just get out and walk
What fun especially with our warmer weather

Getting close to summer! Join me in the final leg of the school year
Earn “extra credit” steps with Wellness game points, too!

You’re on, Mark! See you Monday at the flag poles

Last day for Peacehealth Oregon to “step it up”. We have those long
hallways in our buildings to walk on our breaks and lunch time
Come on let’s get her done!!! We can do it!!!

How about a connect 5 games for Turkey month?
Let’s keep motivated as the holidays kick off!

Table 2. Descriptive statistics of user and peers

# influence | # messages | # activations | avg (# messages | avg (# activations) | avg (# activations)/

trials sent sent) message) trial)
Age: 18-39 172 226 127 1.3140 0.5619 0.7384
Age: 40-49 175 228 137 1.3029 0.6009 0.7829
Age: 50-59 482 621 372 1.2884 0.5990 0.7718
Age: 60+ 179 208 156 1.1620 0.75 0.8715
Overweight (BMI: 25-29.9) | 781 1024 604 1.3111 0.5898 0.7735
Obesity (BMI: 30+) 227 259 188 1.1410 0.7259 0.8282
Relax 129 164 110 1.2713 0.6707 0.8527
Non-stress 586 747 451 1.2747 0.6037 0.7696
Stress 293 372 231 1.2696 0.6209 0.7884
Active in hanging out 200 247 166 1.2350 0.6721 0.83
Share to friends 479 628 362 1.3111 0.5764 0.7557
Keep to themselves 133 160 105 1.2030 0.6562 0.7894
Common number of friends | 316 362 258 1.1456 0.7127 0.8165
Many friends 263 356 212 1.3536 0.5955 0.8060
Too many friends 429 565 322 1.3170 0.5699 0.7506

behavior change, especially the spread of healthy behaviors, such as exercise, in
digital therapeutics programs. Understanding whether self-motivation, influence,
susceptibility, or a combination of the three drives social contagions, and accu-
rately identifying self-motivated, influential, and susceptible individuals in net-
works, could enable new personalized behavioral interventions to spread healthy
behaviors, e.g., exercise, and to impact lifestyle-induced health problems in a
cost-effective, scalable manner. In this study, we have examined the quantity
and efficacy of influential messages sent from individuals to other users in the
network, in order to identify the participants who were self-motivated, influential,
and susceptible participants with regard to the spreading of physical activities.
Conceptually, we monitored the influence of each sender upon each recipient,
across 7 days, to see whether the recipient would increase physical activities



188 N. Phan et al.

Table 3. Descriptive statistics of peers in terms of competitions, social games, and
goals set

# influence | # competitions | # social | # goals | avg (# competitions) | avg (# social | avg (#
games set games) goals set)

Age: 18-39 254 1,175 142 597 4.6260 0.5591 2.3504
Age: 40-49 188 857 72 567 4.5585 0.3830 3.0160
Age: 50-59 438 2,830 274 1,147 6.4612 0.6256 2.6187
Age: 60+ 128 401 47 428 3.1328 0.3672 3.3438
Overweight (BMI: 25-29.9) | 781 4,084 431 2,137 5.2292 0.5519 2.7362
Obesity (BMI: 30+) 227 1,179 104 602 5.1938 0.4581 2.6520
Relax 102 355 46 428 3.4804 0.4510 4.1961
Non-stress 543 3,539 324 1,369 6.5175 0.5967 2.5212
Stress 363 1,369 165 942 3.7713 0.4545 2.5950
Active in hanging out 195 597 65 450 3.0615 0.3333 2.3077
Share to friends 394 2,981 268 1,148 7.5660 0.6802 2.9137
Keep to themselves 246 799 105 763 3.2480 0.4268 3.1016
Common number of friends | 289 570 53 640 1.9723 0.1834 2.2145
Many friends 304 1,169 130 913 3.8454 0.4276 3.0033
Too many friends 415 3,524 352 1,186 8.4916 0.8482 2.8578

in comparison to the previous week’s total by at least 2,500 steps, i.e., by the
average number of steps/day of sedentary US adults [7]. If the recipient met
that threshold, then the sender was considered to have successfully activated
the recipient in that particular influence trial.

More formally: First, we identify two sets of users in and between whom
there were message connections. Second, we open an observation window of 7
days starting from the first-message timestamp from to in order to investigate
the level and directionality of influence. By choosing 7-day windows, we can
avoid unbalance given different windows; since, they contain the same week-
days and a weekend. An influential user-to-user message generally refers to any
communication between peers that could conduct influence, such as invitations,
encouragement, follow-up, competitions, progress reports, fitness, goal, notifi-
cation, etc. (Tables1, 2 and 3, Figs.1 and 2). In our 10-month study, an indi-
vidual can activate another individual multiple times and can activate multiple
individuals at the same time. Self-motivation, influence, and susceptibility were
estimated, from modeling time to peer activation, as a function of the peer’s
treatment status— whether influential messages had been received, and if so,
how many, and in how many competitions, social games, and meet-up events
users had participated prior to the time of activation. Note that users tended to
exercise more; they set their goals and joined competitions, social games, and
meet-up events. Throughout the 335 days, users tried to activate their peers to
increase physical activities 1,008 times, by sending 2,656 messages. This resulted
in 792 unique peer activations, or a 78% increasing physical activities by at least
2,500 steps (Tables1, 2 and 3, Figs. 1 and 2).

Our statistical approach uses hazard modeling, which is the standard tech-
nique for estimating social contagions in sociology, economics, and marketing
(e.g., [20]). However, we improved existing approaches by distinguishing self-
motivation and two types of peer-based influence on increasing physical activ-
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Fig. 1. Effects of age, BMI, stress level, social activity level, and #friend connections.
Influence (dark gray) and susceptibility to influence (white) in fig. (a), self- motivation
(white) in fig. (b), and spontaneous (white) in fig. (c) are shown with SEs (boxes), 95%
confidence intervals (whiskers). The figure presents hazard ratios (HRs) representing
the percent increase (HR > 1) or decrease (HR < 1) in adoption hazards associated
with each attribute. Estimates are shown relative to the baseline case for each attribute,
which is the average for all individuals given that attribute.

ities: (1) self-motivation-driven physical activity increasing, which occurs in
response to participating in competitions, social games, and meet-up events; (2)
spontaneous physical activity increasing?, which occurs in the absence of self-
motivation and influence; and (3) influence-driven physical activity increasing,
which occurs in response to influential messages. This improvement is significant;
since, in the absence of self-motivation, human behavior outcomes among peers
can be a consequence of influence, homophily, assortativity, simultaneity, and

2 Spontaneity can be considered a form of “intrinsic self-motivation.”.
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correlated effects [3,5,29]. To estimate the moderating effects of an individual
©’s attributes on the influence exerted by ¢ on peer j (and to distinguish them
from the moderating effects of j’s attributes on j’s susceptibility to influence),
we use a continuous-time single-failure proportional hazards model. Moreover,
we extend the model by adding the effect of participating in competitions, social
games, and meet-up events to model self-motivation in increasing physical activi-
ties of peer j. Survival models provide information about how quickly peers react
(rather than simply whether they react), and they also correct for censoring of
peer actions that may occur beyond the experiment’s observation window, i.e.,
a week.

Models of dyadic (two-party) relationships between influential individuals
and potentially susceptible individuals test whether influence depends on self-
motivation of peers and characteristics of the relationship between a given pair;
e.g., whether relaxed people are more influential on stressed people than stressed
people are on relaxed people. To estimate the effect of dyadic relationships, we
use a continuous-time single-failure proportional hazards model.

4 Experimental Results

On average, in our findings, susceptibility and influence increase with age
(Fig. 1a). Meanwhile, spontaneity decreases with age (Fig. 1c). People under the
age of 40 are the least susceptible to influence, with the least likelihood of influ-
encing their peers to increase physical activities. Relative to the baseline, they
have a 15% lower hazard of increasing physical activities upon receiving influ-
ential messages (P < 0.05; the statistical significance of all estimates is derived
from 2 tests), and a 71% lower likelihood of influencing their peers via send-
ing influential messages (P < 0.001). However, people in the same age quartile
(18-39) can spontaneously increase physical activities. They have a 20% higher
likelihood of spontaneously increasing physical activities.

Relative to people younger than 40, people with the age of 60+ are signif-
icantly more influential and susceptible; they have a 143% greater likelihood
of influencing their peers to increase physical activities (P < 0.001), and an
18% higher hazard of increasing physical activities (P < 0.01). However, people
with the age of 60+ do not spontaneously increase physical activities; relative
to people younger than 40, they have a 20% lower likelihood of spontaneously
increasing physical activities (P < 0.01). In addition, people in the same age
quartile (60+) are not self-motivated in increasing physical activities; they have
a 24% lower self-motivation hazard of increasing physical activities when they
participate in social games, competitions, and meet-up events (P < 0.01).

Meanwhile, people in the age quartile 50-59 are strongly self-motivated
in increasing physical activities; relative to aging adults (60+), they have
a 41% stronger likelihood of self-motivation in increasing physical activities
(P < 0.001).

Overweight people are 16% more influential than obese people (P < 0.001).
However, obese people are 23% more susceptible (P < 0.001), 11% more
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Fig. 2. Dyadic influence models involving age, BMI, stress level, social activity level,
and number of friend connections. The results include the relative age, BMI, stress
level, social activity level, and number of friend connections of senders and recipients,
with SEs (boxes) with 95% CI (whiskers). The figure presents hazard ratios (HRs)
representing the percent increase (HR > 1) or decrease (HR < 1) associated with each
attribute. The baseline case represents dyads in which the attribute being examined
is unreported in the individual data in both peers. “Common”, “Many”, and “Too
Many” refer to # of friends.

self-motivated (P < 0.05), and 13% more spontaneous (P < 0.01) in increasing
physical activities than overweight people.

Relaxed people are significantly more influential; they have a 78% greater
likelihood of influencing their peers to increase physical activities (P < 0.001).
However, relaxed people are the least self-motivated in increasing physical activ-
ities; they have a 10% lower self-motivation hazard (P < 0.05).

People with no stress are 17% more susceptible (P < 0.05). In addition, peo-
ple with no stress are strongly self-motivated; relative to relaxed people, people
with no stress have a 21% greater likelihood of self-motivation in increasing
physical activities (P < 0.001).

Stressed people are significantly less effective in influencing their peers to
increase physical activities; relative to relaxed people, they are 96% less influen-
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tial (P < 0.001). However, stressed people can spontaneously increase physical
activities; relative to people with no stress, stressed people are 20% more spon-
taneous (P < 0.001).

Analyzing the correlations among social activity level, the number of friend
connections, self-motivation, influence, and susceptibility reveals the potential
roles that different social relationships play in the spread of physical activ-
ities. Influence increases with the level of social activity from the “keep-to-
themselves” people to the “active-in-hanging-out” people. On the other hand,
susceptibility is negatively correlated with social activity. “Active-in-hanging-
out” people are 29% more influential (P < 0.001), but 31% less susceptible to
influence (P < 0.001) than the baseline. Those who self-characterize as “keep-to-
themselves” are susceptible to influence, but have the least likelihood of influenc-
ing their peers to increase physical activities. Relative to the “active-in-hanging-
out” people, those who self-characterize as “keep-to-themselves” people have a
33% lower influence, and a 79% greater susceptibility (P < 0.001). Interestingly,
the “keep-to- themselves” people have a significantly stronger self-motivation to
increase physical activities; meanwhile, the “active-in-hanging-out” people are
not self-motivated. Relative to the “active-in-hanging-out” people, the “keep-to-
themselves” people have a 34% greater self-motivation (P < 0.001). In spite
of low self-motivation, the “active-in-hanging-out” people can spontaneously
increase physical activities significantly more than the others. In fact, the “active-
in-hanging-out” people have a 29% greater spontaneous hazard in increasing
physical activities (P < 0.001).

Unlike general online social networks, such as Facebook and Twitter, having
many friend connections within our YesiWell social network does not guaran-
tee a strong likelihood of influencing their peers to increase physical activities.
In fact, influence and susceptibility are negatively correlated with the number
of friend connections. People with too many friend connections exert the least
influence on their peers in increasing physical activities; they have a 44% lower
likelihood of influencing their peers (P < 0.001). However, people with too many
friend connections have a significantly higher self-motivation in increasing phys-
ical activities when participating in social events; they have a 51% greater self-
motivation (P < 0.001). In addition, people with too many friends are among
the least susceptible individuals to influence and the least likely to spontaneously
increase physical activities. Relative to people with 1-10 friends, those with too
many friends have a 57% lower susceptibility (P < 0.001). People with too
many friends also have a 20% lower spontaneous hazard in increasing physical
activities compared with those with many friends (11-29) (P < 0.001). These
results suggest that people who make too many friend connections increase phys-
ical activities because of their strong self-motivation, and not because of social
influence, susceptibility, or spontaneous hazard.

On the other hand, people with 1-10 friends are the most susceptible to influ-
ence, and have the strongest likelihood of influencing their peers; i.e., 57% more
susceptible and 51% more influential than those with 30+ friends (P < 0.001).
These results suggest that high-quality social relationships, i.e., frequently inter-
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acting with friends, actively hanging out with them, is more important in the
spread of physical activities, than just having a high number of friend connec-
tions. This observation is strengthened by our previous finding that declaring
friend connections has some benefit, but that such benefit is marginal compared
with that from actual social interactions, e.g., hanging out and exchanging mes-
sages among users, in terms of spreading physical activities.

People exert the most influence on peers of the same or younger age, i.e.,
15% more influence than baseline (P < 0.05) (Fig.2). In non-dyadic models, we
found that overweight people were more influential than obese people (Fig.1).
Dyadic models (Fig.2) further revealed that overweight people exert 26% more
influence over obese people than over other overweight people (P < 0.001). In
addition, obese people exert 37% more influence over other obese people than
over overweight people (P < 0.01). With regards to stress level, dyadic models
discover that relaxed people exert the most influence on non-stressed peers at
109% more than the baseline (P < 0.001), and 72% more than relaxed peers
(P < 0.001), while also influencing stressed peers by 95% more than the baseline
(P < 0.001), and 61% more than relaxed peers (P < 0.001).

Interestingly, people of different social activity levels, including those who
actively hang out, who are not stressed, and who keep to themselves, share a
similar behavior pattern in influencing their peers; that is, they exert the most
influence over keep-to-themselves peers and the least influence over actively-
hanging-out peers (P < 0.05 hold for all tests). For instance, actively-hanging-
out people exert more influence over keep-to-themselves peers than over the
baseline (34%, P < 0.05), over non-stressed peers (33%, P < 0.05), and over
actively-hanging-out peers (83%, P < 0.01).

Finally, dyadic models further reveal that people of different numbers of
friend connections, including a common number of friends (1-10), many friends
(11-29), and too many friends (30+), share a similar behavior pattern in influ-
encing their peers; that is, they exert the most influence over those with 1-10
friends (P < 0.01 holds for all tests). For instance, people with 1-10 friends
exert more influence over people in the same quartile than over the baseline
(68%, P < 0.001), over those with many friends (58%, P < 0.001), and over
those with too many friends (63%, P < 0.001).

These results have implications for policies designed to promote the spread
of physical activities and healthy behaviors. They show the general utility of
our approaches for informing intervention strategies, for targeting healthcare-
oriented social events/programs, and for policy-making toward healthy commu-
nities.

5 Conclusions

Our system, which combines social activities, physical activities, and biomet-
rics/biomarkers for a group of 254 individuals over 10 months, continuously
measures self-motivation, influence, and susceptibility to being influenced into
increasing physical activities. By applying online and mobile programs, our sys-
tem can be refined and can be scalable to a larger number of users, to provide
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a higher-granularity understanding of the dynamics of the spread of healthy
behaviors and to inform next-generation digital therapeutics. This will enable
significant personalization. In fact, by understanding individual social and psy-
chological factors that govern self-motivation, susceptibility, and influence, we
can personalize intervention strategies, policies, and nudges.
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Abstract. Vaccinations have emerged as one of the key tools to combat
the COVID-19 pandemic, reduce infections and to enable safe re-opening
of societies. Vaccinating the entire world population is a challenging
undertaking and with demand far exceeding supply in the world, it is
expected that topics surrounding vaccinations generate a wide array of
discussions. Therefore, in this paper, we collect data from Twitter during
the early days of the COVID-19 vaccination program and adopt a lin-
guistic approach to better understand and appreciate peoples’ concerns
and opinions with regards to the roll out of the vaccines. We begin by
studying the term frequencies (i.e., unigrams and bigrams) and observe
discussions around wvaccination doses, receiving doses, vaccine supply,
scheduling appointments and wearing masks as the vaccination efforts
get underway. We then adopt a seeded topic modeling approach to auto-
matically identify the main topics of discussion in the tweets and the
main issues being discussed in each topic. We observe that our dataset
has nine distinct topics. For example, we observe topics related to vaccine
distribution, eligibility, scheduling and COVID wvariants. We then study
the sentiment of the tweets with respect to each of the nine topics and
observe that the overall sentiment is negative for most of the topics. We
only observe a higher percentage of positive sentiment for topics related
to obtaining information and schools. Our research lays the foundation
to conduct a more fine-grained analysis of the various issues faced by the
people as the pandemic recedes over the course of the next few years.

1 Introduction

Vaccines are one of the key tools to control the COVID-19 pandemic that has
caused immense suffering to people around the world. Though the first vaccines
were authorized in countries around the world in late 2020, the majority of the
world population is still unvaccinated and demand far exceeds supply. Vaccinat-
ing the entire world population to bring an end to the pandemic is a challenging
task and economic conditions, inequity, logistics, variants and misinformation
have compounded the difficulty of this endeavor. Therefore, understanding the
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issues faced by the people and addressing their concerns with regards to the
COVID-19 vaccines is key to getting shots in the arms of people.

In this work, we collect and analyze approximately 650K user communi-
cations from Twitter in the United States between January and February 2021
related to COVID-19 vaccines to better understand and appreciate peoples’ con-
cerns and issues. Though Twitter communications can be biased [7], they present
us the opportunity to conduct a large scale analysis of the opinions of the people
as self-expressed by them. Therefore, in this paper, we conduct a linguistic study
to unearth the fine-grained topics of discussion and the sentiment of the people
with regards to the mass COVID-19 vaccination programs. We begin our lin-
guistic analysis by investigating term frequencies (i.e., unigrams and bigrams).
We observe from the term frequencies that large number of user communications
are centered around receiving the vaccine, vaccine distribution, appointment and
availability. We also investigate the bigrams that do not contain the word vaccine
as one of the words and observe that users also express their opinions on wearing
masks, health workers and nursing homes while discussing the availability, access
and distribution of vaccines.

We then design a seeded LDA model to identify the key topics of discussion
in our data. We observe that there are nine main topics of discussion, namely
scheduling, information, dose, distribution, eligibility, COVID cases, COVID
variants, trials, and schools with regards to the vaccination efforts. For example,
we observe that words such as county, clinic, site, resident, and state highlight
the main constraints with regards to scheduling appointments ( Topic: Schedul-
ing). Similarly, we observe that with regards to the topic distribution, words
such as million, speed, president, and deliver underscore the difference between
the demand and supply and the hurdles associated with the vaccine distribution
process. With respect to the topic COVID wvariants, the presence of words such
as mask, effective, safe, and immunity demonstrate peoples’ concern on whether
the vaccines will be effective against existing and new variants.

Finally, we conduct sentiment analysis of the tweets to identify the sentiment
associated with the various topics. We observe that the overall sentiment is neg-
ative for seven of the nine topics. We observe that for the topics information and
school, the overall sentiment is positive. Additionally, we observe that the overall
sentiment is particularly negative (higher than 85%) for the topics eligibility and
distribution. Our research unearths the main topics of discussion and concerns of
the people with regards to the COVID-19 vaccine roll out and paves the way for
further fine-grained analysis. By identifying the main talking points, our study
arms government officials with tools that can be used when rolling out booster
doses of the vaccines so as to mitigate some of the issues faced by the public
during the first phase of the vaccination program.

2 Data and Methods

We collect tweets every day for a period of one month from January 4th, 2021 to
February 4th, 2021. As vaccine availability and accessibility, as well as political
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Fig. 1. Occurrence of criteria words in tweets

and social situations vary significantly between countries, we geographically limit
our data collection to English language tweets from the United States. Our script
runs every thirty seconds to ensure that we remain within the limits imposed
by the Twitter data collection API. We collect a total of 640,311 tweets using
specific search criteria.

Search Criteria: As our main goal is to understand peoples’ opinions about the
vaccines, our initial search criteria included words such as vaccine and the three
most popular drug companies developing vaccines at that time, namely Pfizer,
Moderna, and AztraZeneca. We note that during our data collection period, the
Johnson & Johnson vaccine trial results had not yet been submitted for emer-
gency authorization and therefore, it is not part of our search terms. After a few
iterations we added more words related to the vaccine roll out such as distribu-
tion and effect. Figure 1 shows the number of tweets collected for each search
keyword in the aforementioned time period, excluding the two most popular
words: COVID and waccine. We observe that the number of tweets mention-
ing Pfizer is the highest, followed by Moderna and then AstraZeneca. This is
because only the Pfizer and Moderna vaccines are authorized in the US, while
AstraZeneca is yet to receive emergency authorization. Additionally, between
Pfizer and Moderna, the Pfizer vaccine has been more widely available, which
also explains the higher number of tweets. An increase in the number of tweets
related to AstraZeneca towards the end of January could be due to that fact
that it is the more widely available vaccine in the rest of the world.

Preprocessing: To enable us to obtain meaningful results, we pass each tweet
through a pipeline that returns a simplified form to be used by our algorithms.
We remove hyperlinks, special characters, emoticons, non-English words and
words with length less than three. Additionally, wherever applicable, we use full
forms of the words (i.e., transform can’t to can not), remove stop words and
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use lemmatization to obtain the simplest common form of words. Following [1],
in our work, we do not use stemming because it makes some operations harder,
particularly when trying to interpret the results obtained from our topic models.

Bias and Gaps in Data Collection: We acknowledge that Twitter data can
be biased due to spam and bots, as shown in previous studies [5]. Additionally,
due to the nature of the COVID-19 pandemic and the long time period over
which the vaccines will be distributed and administered to people, our study is
only able to capture peoples’ opinions in the month of January when the vaccines
were first being made available to the public.

federal government

health department high risk
vaccine s_h_ot receive second
~ vaccine c_Ilnlc answer question
administer vaccine department health
second vaccine schedule appointment
vaccine appointment nursing home
million vaccine wear mask
se_cond dose health official
vaccine supply county health
dose vaccine health worker
vaccine available distribution plan
receive vaccine health department
receive dose receive dose
vaccine distribution second dose
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Number of tweets Number of tweets
(a) Bigrams (b) Bigrams excluding vaccine

Fig. 2. Frequency of unigrams and bigrams

3 Linguistic Analysis

In this section, we conduct a linguistic analysis to unearth the main concerns of
the people and the issues faced by them. We first investigate the term frequen-
cies (i.e., unigrams and bigrams) to identify the primary points of discussion
surrounding vaccinations. We then leverage the term frequencies to design a
seeded topic model that helps us identify and investigate the key topics of dis-
cussion in the tweets. Our topic model helps us automatically group tweets into
separate topics and sheds light on the the sub-topics of discussion in each topic.
We conduct a sentiment analysis of the tweets to appreciate the sentiment of
the people with respect to each individual topic identified by our topic model.

3.1 Term Frequencies—Unigrams and Bigrams

We first evaluate the unigram and bigram frequencies to understand the key talk-
ing points in the tweets. We found that the most frequent unigram is vaccine,
with 300,000 repetitions; while receive, health, distribution, dose, state, vaccina-
tion, county, shot and work range from 30,000 to 15,000 approximately in that
specific order. In other words, the rest of the top 10 unigrams corresponds to
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less than 10% of the most frequent unigram. Words such as health, receive and
dose appears as top words as they are closely related to vaccinations. Figure 2a
shows the top bigrams and we observe word pairs such as vaccine distribution
and wvaccine appointment that highlight the main concerns of the people. We
observe that majority of the bigrams contain vaccine as one of the words. As
vaccine is our main search keyword, we also study the bigrams that do not con-
tain the word vaccine (Fig. 2b). We observe from Fig. 2b that people are talking
about receiving their dose (receive dose). Given the time period of our data col-
lection, we know that only a small fraction of the population had obtained their
vaccinations, and even they were yet to receive their second dose. Therefore, we
observe people anxiously discussing about receiving the second dose of the vac-
cine (second dose and receive second). We observe word pairs such as wear mask
and high risk, which indicates users urging others to wear masks to limit the
spread of the virus. We also observe discussions surrounding health care workers
and the difficulty in scheduling appointments.

3.2 Topic Modeling

In this subsection, we design a Seeded LDA model [4] to discern the underlying
topics of discussion in the tweets. Seeded LDA is a seeded version of the Latent
Dirichlet Allocation (LDA) topic model [2] that uses seeded words to guide
the topic discovery. The model works with two main parameters o and 3 that
represent the mixture of topics for any given document and the distribution
of words per topic, respectively. With values of « = 0.001, 8 = 0.1 and 2000
iterations, we obtain a high sparsity of topics for our dataset.

By carefully perusing through the data, we determine that there are nine dis-
tinct topics of discussion in our dataset and choose the seed words appropriately
to automatically group the tweets. Table 1 provides an overview of the different
topics in the dataset, the seed words used to guide the tweets to the various
topics. Table 1 also shows the number of tweets assigned to each topic by our
Seeded LDA model.

Table 1. Topics, seeded words and frequency of tweets

Topic Seeded words Frequency
Distribution Distribution, plan, stock, supply 47,777
Scheduling Appointment, schedule, available, register | 44,546
COVID variants | Variant, spread, mutation, discover 37,054
Information Question, discus, inform, expert 34,391
Schools School, teacher, reopen 33,818
Eligibility Eligible, phase, adult, group 32,905
COVID cases Death, case, test, rate, patient 29,478
Dose Dose, shot, reaction, sore 23,315
Trials Trial, research, response, efficacy 19,235
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In Table2 we show the top words for each topic excluding the seeded ones
discovered by the model. We observe from the table that words such as county,
clinic, site, resident, state underscore the primary constraints related to schedul-
ing appointment (Topic: Scheduling). Similarly, words such as million, federal,
president, administration, speed, deliver highlight the logistical hurdles associ-
ated with the distribution of vaccines to people around the country ( Topic: Dis-
tribution). We observe that vaccine eligibility is an important topic of discussion
as demonstrated by words such as worker, priority, staff, home, state.

We also observe that some words such as health, vaccination, receive and
state occur across multiple topics. However, it is important to note that the
context in which these words are used can differ across as well as within topics.
For example, the word receive in the topic scheduling is primarily contained in
tweets where people are discussing when they will be able to receive the vaccine.
In comparison, the word receive in the topic eligibility mainly refers to the age
group that is currently eligible to receive the vaccine.

Table 2. Top ten words for each topic using SeededLDA

Topic Words

Scheduling County, health, vaccination, site, clinic, receive,
department, resident, information, state

Information Join, health, answer, community, link, support, late,
information, pharmacy, meeting

Dose Second, receive, effect, single, allergic, yesterday,
symptom, injection, severe, fever

Distribution State, administration, million, government, federal,
vaccination, president, official, speed, delivery

Eligibility Worker, receive, health, resident, home, state, vaccinate,
vaccination, priority, staff

COVID cases Receive, report, administer, state, million, positive,
data, number, vaccination, high

COVID variants | Effective, mask, work, study, wear, south, social, safe,
strain, immunity

Trials Company, data, approve, clinical, country, emergency,
drug, produce, million, development

Schools Receive, work, family, vaccinate, staff, nurse, student,
parent, friend, able
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4 Sentiment Analysis

Il strictly negative
[Elnegative
[positive
[l strictly positive

Percentage

Fig. 3. Sentiment distribution in each topic

For each topic, we perform sentiment analysis using a pre-trained BERT-based
model called RoBERTa, which achieves a 95% accuracy on the Stanford SST test
dataset. Before training the sentiment classification model, we pre-process the
data (e.g., remove hyperlinks, special characters, emoticons, non-English words).
We keep the original words that can be used by the transformer attention step
to get a better insight using certain words such as connectors. We observe from
Fig. 3 that the overall sentiment with respect to most topics is negative. The
key reason behind the negative sentiment is the lack of availability of vaccines
to the general public in the beginning of 2021. For topics such as information
and schools, we observe that the overall sentiment in the tweets is positive.
We hypothesize that most people engage positively with information related to
vaccines on social media.

5 Related Work

Since the beginning of the COVID-19 pandemic, researchers have studied a vari-
ety of different types of data including social network data to understand the
impact of the pandemic on peoples’ lives. Even before the outbreak of COVID-
19, researchers have investigated Twitter data to understand the concerns of the
public during the HINT influenza pandemic [11]. In this section, we provide an
overview of the some of the recent and most relevant research in this space.
Shanthakumar et al. adopt linguistic models to investigate the societal impact
of the COVID-19 pandemic [9]. They build upon their research and extend this
linguistic analysis to understand the impact of the pandemic on deep societal
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issues such as mental health, addiction and unemployment [10]. Sarker et al.
examine tweets to analyze COVID-19 symptoms as self-reported by users and
use them to create a symptom lexicon [8]. Similarly, the authors in [14] also
analyze COVID-19 related discussions, concerns, and sentiments using tweets
posted by Twitter users. In another recent work, the authors design a topic
modeling approach and identify 45 different topics related to concerns about
COVID-19 across areas with socioeconomic disparities [12].

Because global vaccination efforts started only a few months ago, there is
limited work related to analyzing public reaction to the COVID-19 vaccination
programs. In [3], the authors measure the intention of people to participate in
COVID-19 vaccination trials. Quyen et al. apply machine learning approaches
on Twitter data to understand and identify anti-vaccination content [13]. In
a similar study, Kwok et al. investigate the sentiment towards the COVID-19
vaccination program in Australia [6]. We build on existing work, but in contrast
to them, in this paper, we adopt a linguistic approach to investigate the issues
faced by the people when the COVID-19 vaccination program got underway in
the United States.

6 Conclusions

In this paper, we investigated the opinions, reactions and concerns of the people
with respect to the COVID-19 vaccine roll out in the United States by analyz-
ing approximately 650K vaccine-related user communications from Twitter. We
studied the unigram and bigram term frequencies and observed that users were
discussing about scheduling appointments, vaccine supply and wearing masks. To
obtain a deeper understanding of the underlying topics of discussion, we designed
a seeded LDA topic model and identified that there are nine main topics of dis-
cussion in our data. Some example topics of discussion are wvaccine distribution
and appointment scheduling. Another topic of discussion was about the efficacy
of the vaccines against the different COVID variants. We then conducted senti-
ment analysis of the tweets with respect to the different topics and observed an
overall negative sentiment for most of the topics, except discussions related to
topics of vaccine information and schools. We continue to collect user tweets to
understand how the pandemic continues to affect various aspects of social life
including vaccinations.
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Abstract. With the complexity of the urban road network and the
increase of the automatic electric vehicles (AEVs) on the road, the time
spend on traffic is gradually increasing. Therefore, how to find the travel
path with the minimize time in the complex road network to make bal-
anced use of road resources remains a challenge. In is paper, we first pro-
pose a minimum travel time optimization model for AEV, which takes
into account the constraints of traffic low density. One of the reasons
that affect the travel time cost is the choice of travel path, the other is
the traffic flow density of the road section. When a large number of vehi-
cles rush into the same road at the same time, which will increase the
traffic flow density on the road, and then increase the travel cost of AEV.
Therefore, second, we further consider the equilibrium of the traffic flow
density of the road section, and obtain the AEV minimum travel time
optimization model based on the equilibrium of the traffic flow density
on road network, which can reduces the occurrence of traffic congestion
and the travel cost of AEV. Finally, we propose optimal path planning
(OPP) algorithm to solve the optimization problem and some real scenes
of Songjiang District in Shanghai are used to verify the feasibility of the
proposed model.

Keywords: Automatic electric vehicle - Traffic flow density -
Minimum travel time + Equilibrium

1 Introduction

In recent years, with the improvement of the domestic economic level, the average
vehicle ownership of each family has gradually increased [1], leading to a gradual
increase in traffic volume and a sharp rise in traffic pressure [2]. This situation
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directly aggravates the environmental pollution and traffic pressure. Therefore,
in order to alleviate the development of this trend, AEV has become the focus
of research. AEV is a kind of intelligent vehicle, which belongs to higher level
electric vehicle [3]. Private cars and AEVs also spend more and more time on the
road, which will not only cause traffic congestion, but also increase the cost of
travel. Therefore, optimal route planning should be developed to alleviate traffic
congestion and reduce travel time [4].

For path planning in vehicle travel, Wang, et al. in [5] introduce effective
travel time, which uses the k-shortest path algorithm to generate the path of the
iterative set, and then determines the optimal path. For the common shortest
path algorithm, A* algorithm [6], the key to determine the shortest path is the
evaluation function, which determines the path according to the cost of each
road section. However, there is a lack of research on the balanced utilization of
each road section. In fact, traffic flow imbalance may lead to traffic congestion
[7]. In [8], an improved ant colony algorithm for finding the best solution in local
search is proposed. Ants use pheromone tracking mechanism and directional
guidance mechanism to find the shortest path. However, the intelligent algorithm
will fall into local optimization with great probability, resulting in inaccurate
results and additional cost. Therefore, we select the travel path by calculating
the minimum travel time with consider the impact of traffic flow, and can flexibly
adjust the traffic flow density threshold of road sections under different driving
environments to realize the shortest time path planning with less probability of
congestion. For the travel time minimization model considering the influence of
traffic flow density equilibrium and the uncertainty of ordinary vehicle driving
on AEV travel is rarely discussed. The contributions of this paper are as follows,

— First, an AEV minimum travel time optimization model considering the con-
straints of traffic flow density is proposed, which involves the influence of
real-time overstocked vehicle on road section.

— Second, considering the equilibrium of traffic flow density, the optimization
model is simplified by Jain’s fairness index equation, which can make balanced
use of road resources and reduces the occurrence of traffic congestion.

— Finally, for the optimization model in this paper, we propose an optimal path
planning (OPP) algorithm based on network traffic conservation, and the
simulation results show that the path with lower travel time can be obtained
through the path optimization model proposed in this paper.

2 Road Network

In order to better analyze the problems raised in this paper. We have given some
definitions of the road network in this section. Among them, the relevant defini-
tions of road network, origin-destination pair and accessible path are all referred
to in [9]. We define the road network W (P, M), where P is the intersection node
set and M is the road section set, |P| = p,|M| = m. Vi,j € P, (i,5) # (J,1),
if (i,7) € M, which can be expressed as (1,—1). And number the road sections
in a certain order, expressed as M = {1,2,--- ,;m}. In order to facilitate the
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following discussion, we express the road network W as a matrix in which rows
are the number of nodes and columns are the number of sections. The origin-
destination (O-D) of the h-th AEV is represented by vector by, the origin node
and destination node are 1 and —1 respectively, and other nodes are 0. In [9], a
network flow conservation equation is proposed, which ensure the vehicle is able
to reach the respective destination. So, we can obtain some available routes from
origin to destination by the equation of Wx; = by, x, is a vector to denote the
path of the h-th AEV.

Our work is based on real-time traffic information. For better analysis, we
make the following basic assumptions:

— Each AEV can obtain the real-time road section loads.

— Each AEV can receive traffic accident information to dynamically adjust the
path.

Each AEV can receive the travel path selected by other AEVs and the esti-
mated travel time.

— AEV mission destinations are deployed with charging stations.

3 Problem Formulation and Algorithm Design

In this paper, we consider a group of AEVs which start their journey from the
central station when they are fully charged. Each AEV has its own mission desti-
nation, in order to ensure that each AEV can arrive at the destination smoothly
and complete the corresponding loading service. We consider minimizing the
travel time of AEV on the road network with the traffic flow density equilib-
rium.

3.1 Formula Description

In general, there are multiple reachable paths from the original node to the
destination node in the road network, but for a group of AEVs, different path
assignments lead to different travel times. Therefore, considering the influence
of other AEV route selection, the total number of vehicles on section g can be

expressed as follows,
N

‘Jg:Zl’g,h*Tg geM (1)
h=1

Here, N represents the number of AEVs in this group, x4 represents the selec-
tion status of the h-th AEV for road section g. if the h-th AEV is assigned to
road section g, x4 = 1, otherwise =4, = 0. ZhN:1 x4,p represents the total
number of AEVs assigned to road section g, and 74 represents the number of
vehicles overstocked on road section g. Based on the definition formula of vehicle
average speed proposed in [10], We consider the speed under the real-time road
loads is expressed as follows,

Vo=t @y 9€M (2)
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Where, ¢;"* is the maximum capacity of the road section g. V; represent the

free-flow speed. q,‘,{‘{m represents the traffic flow density on road segment g. «
g

and [ are adjustive parameters.

In order to avoid the congestion caused by the unbalanced utilization of road
resources in the road network, we consider the traffic flow density in the routing
process of AEV, and the range of traffic flow density on the road section can be
adjusted according to its own environment and the time period. Therefore, the
traffic flow density constraint on the road section can be expressed as follows,

0< <Qy geM (3)

= q‘gbaaj =

Here, @, is the adjustment parameter, which can be adjusted according to the
different environment on the road section. Therefore, the AEV minimum travel
time routing problem for a group of trips with tasks can be expressed as follows,

min Z gx%h (4)
Toh T Vg

sit. Wz, = by, (5)
~ \%

Vo= — 25— 2

"= T+ a5 )

0< L <Q, (3)

qg
zgp = Oorl (6)

where, m is the number of road section on road network, and L, is the length
of the road section g. We denote a, = And based on the Jain’s fairness

q7naJ: .

index equation proposed in [11], we define equality constraints (7) to achieve
road network equilibrium as follow,

(e 99)°

ST (@ ™)

m 1 ag )

Proposition 1. For Vm > 2,m € N* ifW =1, thenay =ay ==
G -

Proof. Here, N* is the set of non-zero positive integers. We prove this proposition
by mathematical induction.
ag)

. o e (22
First, when m = 2, if 2271

@)? = 1, which may be transformed to obtain

(a1 —a3)* =0 (8)
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Because, a; > 0,as > 0,80 a; = as. The proposition holds.
Second, suppose that when m = k, and k£ > 2,k € N*, the proposition is

established, that is, if (Emr20)?
, ’ kzl;:l(ag)2

m=k+1,and k+1>2k+1 € N* if

transformed to obtain

= 1, then a; = a3 = -+ = ai. Then when

(et ag)®

m = 1, which may be

(Cpo1a9)? | arpa(angs +250_ag) , a?, (k+1) 1 o
k25:1(a9)2 kzzzl(ag)2 - k25=1(ag)2 k

Since the proposition holds when m = k, we express a; = as = --- = ap, = 7,
so Eq. (9) can be simplified as

k(aksr —7)* =0 (10)

Because, agy1 > 0, so ag1 = 7. Therefore, when m = k + 1, the proposition
also holds.
In conclusion, the proposition holds for Vm > 2, m € N*.

According to Proposition 1, when considering road network equilibrium, the
traffic flow density of each section should tend to be equal. For example, the
most ideal state is a3 = as = -+ = a,,, = 7 < A, where, ) is the equalization
threshold that can be adjusted. Because complete equalization is difficult, AEV
preferentially selects the road section within the equalization threshold during
path planning. However, when there are many vehicles in the road network and
close to the maximum load capacity, the above road network equilibrium may
be realized within a certain error range.

3.2 Algorithm Design

In this paper, the optimization model is a typical 0-1 integer programming
problem, we propose the optimization algorithm for this problem.

As shown in Algorithm 1, and we outline the method of solving the optimal
path, which explains how to choose a path that minimizes travel time within the
constraints of traffic flow density on road network. And the equilibrium threshold
A will affect the existence and uniqueness of the path solution. If X is too large,
there may be multiple optimal solutions, and if X is too small, there may be no
solutions. Therefore, the adjustment of the A value is the key to the solution
process.

Theorem 1. The complezity of the proposed OPP algorithm with traffic flow
equilibrium is O(pm +n + ¢).

Proof. According to the road network W, the complexity of the feasible path
from the origin node to the destination node is O(pm), where p and m are the
number of nodes and sections in the road network respectively. The complexity
of the optimal path under the traffic flow density constraint is O(n + ¢), where
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Algorithm 1 :The optimal path planning (OPP) algorithm
1: BEGIN

2: /*Initialization*/

3: Input the matrix of road network W

4: Input origin-destination pairs by,

5: Input traffic flow density equilibrium parameter A

6:

T

8

Load the current-time traffic information
while O # D do
Calculate Eq. (5)
9:  Obtain all available paths.
10:  for each available path do

11: if 0 <ay < A then

12: Calculates the 37" | %wg,h
13: if the sum is minimum then
14: Output the optimal path xj
15: end if

16: end if

17: end for

18: end while

19: END

n is the number of inequality constraints in the model and ¢ is the number of
iterations. Therefore, the complexity of the proposed OPP algorithm is O(pm +
n+c).

4 Simulation Result

We use simulation to evaluate the feasibility of the optimization model and OPP
algorithm proposed in this paper, and this section describes and analyzes the
simulation environment and results.

4.1 Simulation Setup

In order to verify the correctness and feasibility of the road network optimization
model proposed in this paper, we carried out python simulation experiment
on it. We considered a realistic urban scene in Songjiang District, Shanghai,
China, as shown in Fig. 1, and used Java OpenStreetMap (JOSM) [12] to extract
traffic road information and number nodes, as shown in Fig. 2. The road network
consists of 13 nodes and 36 road sections, with two-way traffic between them,
which is represented as a matrix W with 13 rows and 36 columns. The parameters
in the model are set as follows: a = 0.5, 8 = 6, the AEV’s total number is 400,
and free running speed is set to 25km /h, and use Baidu map to obtain the length
of each section.



Minimize Travel Time with Traffic Flow Density Equilibrium 215

% of
% A i
22 a B e xew XA E

s o s

Ny S all i .
ot RS §
| A i s
) I -
| T =
ﬁﬂ\ = e —— v |
Fig. 1. Simulation scenario: Songjiang Fig. 2. Simplified road network
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4.2 Simulation Analysis

Take the original node 1 and the destination node 10 as an example, we compare
the path planning results of OPP algorithm and A* algorithm, we know that
there are multiple possible paths from node 1 to node 10. When the threshold of
traffic flow density is set to 0.8, the path planning results of OPP algorithm and
A* algorithm are 1 -4—5—8—9—10 and 1—2—6—7—10 respectively. Then, by
simulating different original-destination pairs of travelling AEVs, we compare the
travel time of the path obtained by the OPP algorithm proposed in this paper
with the travel time of the path obtained by the A* algorithm, as follow Fig. 3,

I OPP algorithm
1600 | WEE A* algorithm

time(s)

nodel-10 nodel-12 node3-8 node3-11
origin-destination pair

Fig. 3. Travel time of AEV with different original-destination pairs

As shown above, the travel time of the path obtained by the OPP algorithm
proposed in this paper is always less than or equal to the travel time of the
path obtained by the A* algorithm. This is because, without considering the
balance of the road network, AEV often only consider their own travel needs
when choosing travel routes, which will lead to road congestion, and increases
the travel time.
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5 Conclusion

In this paper, we propose an optimization model for the minimize travel time of
AEYV based on the road network. In this model, in order to use road resources in
a balanced way, avoid a large number of AEVs flooding into the same road at the
same time causing traffic congestion, we consider traffic flow density constraints
in the AEV routing process, and use the road section as evenly as possible. We
also consider the real-time overstocked vehicles on road section, and considering
the road network equilibrium, we further simplify the traffic flow density con-
straint. For the solution of the model, we propose OPP algorithm, and through
the real map environment simulation. The experimental simulation results are
consistent with the theoretical analysis and prove the correctness and feasibility
of the proposed model.

In future work, we will discuss the communication architecture of real-time
traffic information acquisition in detail, and discuss the charging problem of AEV
when the power is insufficient during driving, as well as the power consumption
cost of AEV during driving.
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Abstract. We propose a network based framework to model spread of
disease. We study the evolution and control of spread of virus using the
standard SIR-like rules while incorporating the various available models
for social interaction. The dynamics of the framework has been compared
with the real-world data of COVID-19 spread in India. This framework
is further used to compare vaccination strategies.

Keywords: Network based framework - Vaccination strategies -
Disease spread modelling

1 Introduction

Pandemics are rapidly spreading diseases which are results of disorders caused
by various germs. COVID-19, the ongoing pandemic is due to a novel coronavirus
named Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). Mod-
eling of infection spread, prediction of disease spread by inferring data at early
stages of endemic, quantifying and forecasting the spread of infectious disease,
are some of the basic direction of study when a disease outbreak occurs. These
studies help to understand and identify various mechanisms to slow down the
spread and flatten the curve of spread until antivirals/vaccines are developed.
For some diseases, it takes quite a large amount of time to establish a certi-
fied antiviral medication or develop a vaccination. In the meantime, if the basic
reproduction number of disease is not small enough (<1), it doesn’t die on its
own. The basic reproduction number of COVID-19 has been estimated in early
studies [11,14] to be around 1.8-2.7. Therefore, even if one infected case remains
on the planet, there will be a chance of next wave of outbreak until a major
fraction of the global population is immunized. Once some certified vaccine has
been developed, the next challenge is to deliver it to the people to slow down

A. Misra—Currently working at University of Illinois at Urbana-Champaign, USA,
D. Bajpai—Currently working at Goldman Sachs Services Private Limited, Bengaluru,
India.

© Springer Nature Switzerland AG 2021

D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 218-230, 2021.
https://doi.org/10.1007/978-3-030-91434-9_20


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_20&domain=pdf
https://doi.org/10.1007/978-3-030-91434-9_20

Network Based Framework to Compare Vaccination Strategies 219

the spread and further make the disease disappear. While there are several con-
straints involved in producing a vaccine on a large scale for the world population,
countries with a higher population, like India, faces the same challenge severely.
In the beginning, due to scarcity and limited availability of vaccines, an optimal
strategy to vaccinate people plays a crucial role.

In this paper, we first propose a network based modular framework for mod-
eling spread of COVID-19. Then we use real-world data in the context of India
to fine tune various input parameters in the model to simulate similar spread
dynamics as in the real-world. Afterwards, we apply this framework to compare
performance of various existing immunization strategies. The paper is organized
in 6 sections after the introduction. Section 2 discusses a few related works. Next,
in Sect. 3, we discuss the design of framework. Section 4 mentions considered vac-
cination strategies. Simulation results are compiled in Sect. 5. We conclude and
discuss future direction in Sect. 6.

2 Related Work

In a similar study, Yang et al. [16] used a network developed from empirical
social contact data and applied fixed choice designs to identify contacts. They
considered conventional SIR model where infection seeding started from 1% of
the population. Kherani et al. [7] recently proposed a queuing model to study the
spread of an infection. Vaccination is a mechanism to provide immunity to a per-
son. It reduces the spreading rate by reducing the susceptible population which
may also increase the likelihood that the disease dies out. Random immunization
strategy may demand to vaccinate a large portion of the overall population, at
times almost the whole population, to control a disease outbreak [1]. Therefore,
due to scarcity in the availability of vaccine soon after the invention of the vac-
cine, it is not feasible to follow random immunization. Few target immunization
strategies exist that suggest vaccinating highly connected people in the popula-
tion but due to the unavailability of related data, these approaches might not be
practical [4]. Several evolutionary algorithms have been designed to find optimal
vaccination strategies [3,5,10,12] some of which rely on genetic paradigm.

3 Network Based Framework

In this section, we propose a network based modular framework to model spread
of disease in context of pandemic and use it further to compare various vacci-
nations strategies. Several challenges are involved while designing such a frame-
work. Few are mentioned next. There is a huge uncertainty in the number of
parameters involved. The germs may mutate over a period of time and it may
affect spreading rate, severity etc. The disease might end in a single wave of
spread or there might be multiple waves of the infection. For spreading diseases
due to novel viruses, there is an uncertainty in the availability of vaccination.
In the early days, there is non-availability of sufficient clinical proofs regarding
reinfection and quantification of the volume of reinfection. The duration after
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taking the vaccination shot when vaccine becomes effective and the duration for
which the immunity due to vaccine or recovery holds is not well established.
One of the major challenge is the unavailability of accurate contact network in
real world. In this paper, we generate synthetic contact network based on the
following three standard network generation models:

— Small World Network Model by Watts-Strogatz (WS)
— Scale Free Network Model by Barabasi-Alberts (BA)
— Random Network Model by Erdos-Renyi (ER)

In the proposed framework, social interaction among individuals in a popula-
tion is assumed to be similar to a real-world social network. Each individual is
considered as a node of a network and the link of the network represent the
interactions among people. Nodes are classified as Susceptible(S), Exposed(E),
Infected(I), Recovered(R), and, Vaccinated(V) based on SEIRV model in order
to mimic the various state of a person during disease propagation as shown in
Fig. 1. Every node is initially classified as susceptible. The disease starts at seed
nodes by changing the status to exposed. In this paper, exposed nodes denote
those people who have caught the infection post exposure but yet have not been
detected as infected in the system based on testing. A person would be only in
any one of these states at a time. In order to control the spread of the epidemic,
different strategies like lockdown, containment, and immunization enforced by
government authorities are also incorporated into our system. All these process
are incorporated as modules.

Fig. 1. SEIRV MODEL

Model: Any framework requires to capture following functionalities to show
the dynamics of disease propagation similar to the real-world. It should cap-
ture the availability and scarcity of testing kits in the initial days of spread.
It should have the provision to start vaccination only after a counter day in
simulation that captures the start of vaccination drive and in parallel the daily
availability of vaccination should be taken into account. Mutation of virus is a
common phenomenon and due to it after the initial days of spread, spreading
virus exist in the form several strains/variants. The mutation may cause change
in the transmission rate which needs to be captured. An exposed person doesn’t
recover immediately, the duration of recovery varies from person to person. A
right mechanism to capture the duration of natural recovery when the exposed
person remains undetected or the duration of medicated recovery after testing
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positive is required. Lockdown and unlock are a globally known modus operandi
in the early days of pandemic when there is scarcity of testing kits and yet there
is no sign/scarcity of vaccine. During COVID-19 it has been used widely by
various countries and states to contain as well as control the spread. It is very
important to capture the restrictions imposed during lockdown and versions of
unlocking periods. The possibility of developing symptoms or remain asymp-
tomatic during infection and the capacity /duration for being active to transmit
infection is another essential feature which is required in any such framework.
In the proposed framework, all of the above discussed requirements are encap-
sulated as modules. Being modular in nature, the framework has the flexibility
to easily modify a module representing a functionality based on the real-world
requirement while disturbing other functionalities. There is not sufficient clinical
studies exist that shed light on the reinfection post vaccination or post immu-
nity after recovery in the case of COVID-19. Although, this framework easily
allows to add the possibility of limited time immunity due to vaccination/ natu-
ral recovery, we have left it for future work. Algorithm 1 portrays the skeleton of
the proposed framework where the modules are present in an abstraction form.

Algorithm 1: Modular Network-based Framework for COVID-19 Spread

1: INPUT: Parameters, Network Type Choice and Vaccination Strategy Choice
2: Generate Synthetic Interaction Network.

3: Contact_Profile() > Initialise contact probability on the links
4: Seeding_Profile() > Choose seed nodes to start disease propagation.
5: Set Counter =0 > Day of seeding counts as the zeroth day.
6: while Number of Infected/Exposed nodes at the end of Counter day # 0 do

7 Mutation_Profile() > Change in transmission rate due to mutation.
8: Lockdown_Profile() > Change in interaction probability due to lockdown.
9: for Each Infected/Exposed node do

10: if Node is Exposed then

11: Natural_Recovery_Profile() > Does node recovers today naturally?
12: if Naturally Recovered Today then

13: Change State of this node from Counter + 1 day : E — R

14: else > Node did not recover yet and is still exposed.
15: Symptomatic_Profile() > Does node develop Symptoms?
16: Testing_profile() > Does testing option available?
17: if Tested Positive then

18: Change State pf this node from Counter + 1 day: E — I

19: else

20: for Each Susceptible Neighbor do

21: Transmission-Profile() > Does transmission happen?
22: if Disease transmits to that Neighbor then

23: Change state of neighbor from Counter + 1 day: § — E

24 end if

25: end for

26: end if

27: end if

28: else > Node is Marked Infected
29: Medicated-Recovery_Profile() > Does node recovers today?
30: if Recovered Today then

31: Change State of this node from Counter + 1 day: I — R

32: end if

33: end if

34: end for

35: Vaccination_Profile() > Vaccinate Susceptible nodes as per availability.

36: Counter=Counter+1
37: end while
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Input Parameters. Following parameters are required before starting the algo-
rithm: number of nodes denoting the population (N), choise of synthetic network
and parameters to generate it, ratio of population to be made as seed nodes (r),
initial testing capacity and weekly incremental value, threshold day for recovery
(after which an E or I node definitely recovers), scaling factor in case of med-
icated recovery, days when lock down and versions of unlock is placed, scaling
factor for transmission probability when virus mutates, days when mutations
occur, scaling down factor for meeting probability during lockdown and vari-
ous versions of unlock, containment threshold, that checks whether the no.of
infection are sufficient to declare containment zone, choice of vaccination strat-
egy, parameters for vaccination (starting day of vaccination, initially available
quantity and daily increment factor), and fraction of overall population to be
classified into various age category.

Modules. The modules present in abstraction in Algorithm 1 representing var-
ious functionalities are described below:

— Contact_Profile(): This module is to set daily contact probability as weights
on the links. In the real-world, people make contact with other people during
their daily activities which happens in different forms, for different duration,
and in different environment set-ups. These interactions would be different
for each individual based on the role they play in a society like a law-enforcer,
or a health professional might have a lot of interaction than a common man.
Also this social connection varies with the nature of the population like urban,
semi-urban and rural. As the number of contact increases, a person is more
likely to spread the influenza and might be called a super spreader[2]. In
this paper, we have assigned uniformly random interaction probability values
on the links. The values are generated based on Gaussian random number
distribution.

— Seeding_Profile(): This module chooses the seed nodes to start disease
propagation. The fraction of the nodes to be initially made exposed to the
disease for further transmission needs to be given as input to the framework.
The approximate number of initial reported cases in the beginning of spread
could be given as inputs in order to simulate for an actual condition prevailing
in a region under study. In this paper, we have considered uniformly random
selection for choosing seed nodes among the population to start the disease
propagation.

— Mutation_Profile(): The virus for spreading infectious disease mutates over
time and its spreading rate as well as severity due to infection changes over
time post mutation. This framework is mainly designed to understand the per-
formance of vaccinations strategies in controlling propagation of a pandemic.
Therefore, we consider a simplified version of mutation where the transmis-
sion probability is scaled up/down by a tuning factor. In this assumed model,
effect of mutation is activated when the day counter in simulation reaches to
the preset days given as input in the framework for mutation.
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— Lockdown_Profile(): Infectious disease often traverse from human to
human if people interact within a distance limit for some duration. There
might be undetected yet exposed people, therefore, staying away from close
interaction is the best available solution to reduce the virus attack [6]. Dur-
ing COVID-19 spread, different lockdown restrictions have been imposed to
reduce the interaction among people. In this paper, we have modelled a sim-
plified version of real-world lockdown imposition. This version scales down
contact probability of every link by a multiplicative tuning factor 0 < LF < 1.
LF € [0,1] denotes the scale of lockdown restriction. LF = 0 means that all
interactions are severed while LF' = 1 means that no lock down restrictions,
i.e., contacts are made with the initial assigned probability values. Lockdown
restrictions and unlock relaxations are activated when the day counter in
simulation reaches to the preset days given as input in the framework for
applying restrictions and relaxations.

— Natural Recovery_Profile(): This module is to check if an exposed node
naturally recovers on a counter day based on the number of days since when
it has been exposed. We computes the conditional probability that a node
recovers on Xth day since exposure, given that it had not recovered on pre-
vious days. Based on this computed probability value, this module decides
if the exposed node under consideration recovers on this counter day or not.
Naturally recovering probability is assigned based on a exponential function.

— Medicated _Recovery_Profile(): This module is to check if an infected
node on medication recovers on a counter day based on the number of days
since when it has been exposed and since when it has been detected as
infected. The decision is made based on a conditional probability that a node
recovers on Xth day since exposure and Y'th day since infected, given that
it had not recovered on previous days. Based on this computed probability
value, this module decides if the infected node under consideration recovers on
this counter day or not. The medicated recovery probability is computed sim-
ilarly to the probability value for natural recovery while taking into account
the speed-up effect in recovery due to medication after detection. We have
assumed to consider a linear scaling of natural recovering probability value
based on the day since when this exposed node got detected and started using
medication.

— Symptomatic_Profile(): This module aims to bring in the functionality
of symptomatic and asymptomatic case. It considers the factor that every
exposed node does not develop symptoms due to varying immunity across
the population. In this paper, we implement this functionality with the help
of symptomatic probability and consider that only the nodes that develop
symptoms get tested if testing kits are available. We assume that probability
of developing symptoms after x counter days since exposure is generated
similarly as the transmission probability, i.e., the symptomatic probability
value is also assigned based on a normal distribution.

— Testing_Profile(): This module incorporates the capacity of testing. In the
early days of COVID-19, due to scarcity of testing kits/ long procedure and
limited testing centers, not anyone could be tested for the disease. One of
the essential condition was to have the established symptoms. Once sufficient
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many centers were established and capacity of testing was increased suffi-
ciently, then this requirement was relaxed. We try to model the capacity of
testing in the form of the chance of getting tested given the symptoms are
present. Only symptomatic exposed cases are tested based on the availability
of testing. The capacity of testing on the current day counter is computed
based on the initial capacity of testing and daily increment factor given as
input. In this paper, we assume that the capacity of testing is increased lin-
early and after a threshold counter day, the capacity reaches sufficient that
any one can be tested.

— Transmission_Profile(): This module checks if an exposed node transmits
disease successfully to a susceptible neighbor. The success of transmission
depends on the contact probability value on the link between these two nodes
and the transmission probability of the exposed node representing the capabil-
ity of spreading the disease. The transmission probability of an exposed node
is computed based on the current day counter and the day counter when that
node was moved to exposed category. In this paper, we have assumed that
the transmission probability is assigned based on a normal distribution.

— Vaccination_Profile(): This module applies considered vaccination strate-
gies which are discussed in next section. Before starting the vaccination it
checks whether the current day counter is higher than the day counter when
the vaccination drive starts. It also computes the number of vaccine vials
available on the current day counter. This quantity is computed based on
the initial vaccination quantity and daily increment factor given as input. In
this paper, we assume that the production of vaccine as well as the availabil-
ity of vaccine vials is increased linearly after the start of vaccination. This
module vaccinates Susceptible/Exposed nodes as per the chosen vaccination
strategy and availability of vaccine. Change state of these chosen nodes from
Counter +t day: S — V if these nodes remain susceptible for the next ¢
days, where t is the number of days after which vaccine becomes effective.

Let N&y,, NLy,, Nip, NE g, Nig be the number of susceptible nodes vaccinated,
exposed nodes vaccinated, susceptible nodes exposed to disease, exposed nodes
showed symptom and tested positive, exposed nodes naturally recovered, and
infected nodes recovered with medicines respectively at the end of counter day t.
Similarly, let N&, NE, N}, Nk, and N{, be the number of, susceptible, exposed
nodes, infected, recovered, and vaccinated nodes in the beginning of counter day
t. As per the proposed model and algorithm, these values are related as follows:
N{ = N - SEED, N}, = SEED, N} = N}, = N}, = 0 where N denotes the
population size and SEED denote the number of seed infections

N§+1 = Ng - Név - NgE

Nt = Ni + Nip — Npp — Npp — Ny
Nt = Nj+ Niy — Nig

NGt = N+ Npg + Nig

Nyt = N + Ny + Npy
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4 Considered Vaccination Strategies

Vaccines actually simulate the bodies natural immune system to create anti-
bodies that could effectively fight against pathogens. The distribution of vaccine
doses during a pandemic needs to be optimized when the demand is high and
supply is less especially in a highly populated country like India. The proposed
system would vaccinate the susceptible and exposed people based on the avail-
ability of doses and type of vaccination strategy. In the current framework, vacci-
nation begins with an initial quantity that is calculated from the average of first
week vaccines distributed in India, collected from https://www.covid19india.
org/. The increment in the number of available dose is assumed to follow a
linear curve. In this paper, we compare following vaccination strategies.

Random Vaccination: Individuals are randomly selected from the subject
population, based on the quantity of vaccine doses available. In this approach,
no information about the network structure is required, hence nodes are selected
without any knowledge about its position [16]. Thus, no preference is given to
any of the nodes.

Age-Based Vaccination: Government of India initially vaccinated all COVID-
19 Front-line Warriors followed by elder population above 60 and people with
comorbidities [8]. In subsequent phases, the target population were people above
45 and 18 years of age. Although to reduce the mortality rate the elderly should
be given initial preference, it would be better to vaccinate the youth responsible
for spreading the virus [9]. In the system, nodes are randomly classified into
four age groups, namely, 65 and above (6.72%), 55-64 (7.91%), 18-54 (59.07%)
and below 18 age groups. In order to mimic the actual age based vaccination
followed in India the elder group is vaccinated first, followed by the 55-64 and
18-54 groups.

Ring vaccination: As per medical definition, Ring vaccination is a type of
vaccination that vaccinates all susceptible individuals in the demarcated area of
an epidemic outbreak. If an individual gets infected, the probability of infection
getting transmitted to all the neighbouring nodes is high. Hence, all these neigh-
bours need to be vaccinated immediately. A ring of protected people would act
like a buffer to cover the infected person and stops further spreading of the virus
[15]. This is a traditional vaccination strategy that had been used to control
small pox.

Acquaintance Vaccination: This vaccination is applied in networks with large
heterogeneity. First, a node is randomly selected like in the case of random
vaccination and then, from its connected neighbours a new random node is
selected for vaccination. This is based on the assumption that the acquaintance
node might be more exposed to infections [15]. In actual scenario, this vaccination
is implemented by asking a random person to nominate one of his friend for
vaccination. Hence, it is also called as Nominated vaccination [16].

High Degree Vaccination: The number of contact a person have depends
on the nature of his occupation and social behaviour. If the interaction is more,
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Fig. 2. Comparison of daily New Infection in ER, BA, SW synthetic networks with
Random Vaccination starting from day:300 and the real-world data of Indian COVID19
daily new confirmed cases.

there is more chance to get exposed from an infected person and spread to others.
In this vaccination strategy, all the nodes having degree above a threshold value,
say average degree, are tracked and immunized to break the viral chain [16].

Top Degree Centrality Vaccination: The rate of transmission of pandemic
could be reduced by identify and vaccinating those people with the highest num-
ber of contacts. These super-spreader would, otherwise spread the virus to a large
group of people. Conventionally it selects some fraction of highest degree nodes
for vaccination. [16]. In this paper, we implement it by choosing the highest
degree nodes, vaccinate them if vaccines are available and, follow the same for
next lower highest degree. Similar strategies based on other type of centrality
measures [13] can be implemented in future.

5 Results and Discussion

In this section, we compile and discuss the acquired simulation results. The
simulation results achieved using the proposed framework scales linearly.

5.1 Comparison with the Real-World Data

In this section, first we plot simulation results for the three considered synthetic
network generators and compare to identify the one that shows most similar
disease dissemination as in the real-world. Figure2 contains plots for ER, BA
and WS network generator models. The networks were generated with same
number of nodes and similar average degree, i.e., similar number of links. It is
evident from the plots that results on synthetic small world networks generated
based on WS model deliver most similar disease diffusion as observed in the real-
world data in context of India given in Fig.3a. In this simulation, the average
degree has been considered 16 across all models. For higher average degree, even
network generated based on WS model also exhibits a single wave due to faster
disease dissemination in denser network.
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Fig. 3. Comparison of real-world new daily infection and recovery count of India, Maha-
rastra and Chhattisgarh data with simulated data

Next, we show the plots for daily new infection and daily new recovery for
India as well as two states (Maharashtra and Chhattisgarh) of India where the
proposed framework using WS small world network has exhibited similar dynam-
ics for disease spread as happened in the real-world. The plots are compiled in
Fig.3. Apart from capturing the two waves of the real-world data, it is also
observed that the daily new recovery curve (detected cases) follows the daily
infected curve by few counter days similar to how it occurs in the real-world
data. The real-world data has been curated from https://www.covid19india.org/.
The detail list of input parameters for these simulations have been given in the
full-version paper available on www.iitbhilai.ac.in/index.php?pid=csonet2021.
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Fig. 4. Plot of SEIRV model in WS small world network with random vaccination
starting from day:300

5.2 Disease Spread

In this section we show plots depicting the changes in the number of nodes
belonging to various class in SEIRV model in a simulation on WS model based
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synthetic small world network. The plots are given in Fig. 4. It is observed that
the plots for active exposed cases and active infected case look similar. The plot
for infected nodes seems to lag by few days than the plot for exposed nodes. It
is also observed that the peaks for active exposed nodes arrives few days earlier
than the corresponding peaks for active infected nodes.

5.3 Comparison of Vaccination Strategies and Effect of Starting
Date of Vaccination

In this section, we compare performance of vaccination strategies using the pro-
posed framework. We also analyse the effect of the starting date of vaccination
on the performance of vaccination strategies and the containment power against
spread of disease. The plots are compiled in Fig.5 and the expected number of
total infected nodes for various strategies applied from different starting days
has been compiled in Table 1.
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Fig. 5. Plot of Daily Active Infection when different vaccination strategies are applied
from day X = 50, 100, 150, 200, 250, and 300 in WS Small world Network

The expected results are generated by averaging the results over 5 runs of
each simulation. It is evident from the plots that starting vaccination at early
stage helps contain the disease quickly and in most of the cases there occurs a
single wave of disease spread. But as we delay the start of vaccination process,
the chance as well as the size of second wave increases. Ring vaccination has turn
out to be most efficient among the considered strategies but it is not a realistic
strategy to implement in most of the cases. The high degree vaccination strategy
comes next in minimizing the expected number of total infection cases which is
a more realistic approach. In India, the front-line workers were vaccinated first
which is similar to vaccinating high degree nodes.
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Table 1. Expected number of infected nodes when various vaccination strategies are
applied from day X = 50, 100, 150, 200, 250, and 300

Type of vaccination | Day 50 | Day 100 | Day 150 | Day 200 | Day 250 | Day 300
Random 31871.92 | 32688.17 | 43847.83 | 60724.67 | 130430.42 | 134503
Age 32799.22 | 33621.10 | 43979.57 | 73105.28 | 116993.64 | 127114
Acquaintance 31956.15 | 32376.68 | 45000.64 | 74050.65 | 113310.40 | 145875
Ring 7140 29634.84 | 31809.37 | 36775.42 | 53171.70 | 103298.92
High degree 32541.70 | 38092.75 | 42786.47 | 75622.65 | 124645.70 | 150917.08
Top degree 28787.8 | 34831.84 | 39820.14 | 56640.85 | 99415.98 | 142957.00

6 Conclusion and Future Directions

We proposed a network based framework to compare performance of vaccina-
tion strategies during a pandemic. It has been observed that the results for
the dynamics of disease spread on small-world networks were the most similar
to the real-world spread among the considered synthetic network generators.
Although, Ring vaccination has turnout to be most efficient among the consid-
ered strategies, top-degree seems most realistic yet efficient approach to consider.
Simulation results show that if the vaccination starts early, it may contain the
dissemination of disease quickly. The dynamics of the spread scales linearly in
the proposed model. Considering more accurate probability generation functions
based on real-world behaviour is one of the future directions. A synthetic net-
work generator that can depict the real-world physical social relationships better
than the general synthetic generators considered in this paper is desired.

Acknowledgements. This work is supported by a research grant under a special
call under the MATRICS scheme by SERB, India (MSC/2020/000374). This works is
partially supported by Research Initiation Grant from IIT Bhilai (2004800).

References

1. Anderson, R.M., Anderson, B., May, R.M.: Infectious Diseases of Humans: Dynam-
ics and Control. Oxford University Press, Oxford (1992)

2. Barabasi, A.L., Albert, R.: Emergence of scaling in random networks. Science
286(5439), 509-512 (1999)

3. Calonaci, C., Chiacchio, F., Pappalardo, F.: Optimal vaccination schedule search
using genetic algorithm over MPI technology. BMC Med. Inform. Decis. Mak.
12(1), 129 (2012)

4. Cohen, R., Havlin, S., Ben-Avraham, D.: Efficient immunization strategies for com-
puter networks and populations. Phys. Rev. Lett. 91(24), 247901 (2003)

5. Hu, X.-M., Zhang, J., Chen, H.: Optimal vaccine distribution strategy for different
age groups of population: a differential evolution algorithm approach. Math. Probl.
Eng. 2014, 7 (2014). Article ID 702973. https://doi.org/10.1155/2014 /702973

6. Johansson, M.A. et al.: SARS-CoV-2 transmission from people without COVID-19
symptoms. JAMA Netw. Open 4(1), €2035057-€2035057 (2021)


https://doi.org/10.1155/2014/702973

230

7.

10.

11.

12.

13.

14.

15.

16.

R. R. Singh et al.

Kherani, A.A., Kherani, N.A., Singh, R.R., Dhar, A.K., Manjunath, D., et al.:
On modeling of interaction-based spread of communicable diseases. In: Gervasi, O.
(ed.) ICCSA 2021. LNCS, vol. 12949, pp. 576-591. Springer, Cham (2021). https://
doi.org/10.1007/978-3-030-86653-2_42

Kumar, V.M., Pandi-Perumal, S.R., Trakht, I., Thyagarajan, S.P.: Strategy for
COVID-19 vaccination in India: the country with the second highest population
and number of cases. NPJ Vaccines 6(1), 1-7 (2021)

Matrajt, L., Eaton, J., Leung, T., Brown, E.R.: Vaccine optimization for COVID-
19: who to vaccinate first? medRxiv (2020)

Patel, R., Longini, .M., Jr., Halloran, M.E.: Finding optimal vaccination strategies
for pandemic influenza using genetic algorithms. J. Theor. Biol. 234(2), 201-212
(2005)

Sanche, S., Lin, Y., Xu, C., Romero-Severson, E., Hengartner, N., Ke, R.: High
contagiousness and rapid spread of severe acute respiratory syndrome coronavirus
2. Emerg. Infect. Dis. 26(7), 1470 (2020)

Sanders, L., Woolley-Meza, O.: Optimal vaccination of a general population net-
work via genetic algorithms. BioRxiv, p. 227116 (2018)

Singh, R.R.: Centrality measures: a tool to identify key actors in social networks.
In: Biswas, A., Patgiri, R., Biswas, B. (eds.) Principles of Social Networking. SIST,
vol. 246, pp. 1-27. Springer, Singapore (2022). https://doi.org/10.1007/978-981-
16-3398-0-1

Wu, J.T., Leung, K., Bushman, M., et al.: Estimating clinical severity of COVID-19
from the transmission dynamics in Wuhan, China. Nat. Med. 26, 506-510 (2020).
https://doi.org/10.1038/s41591-020-0822-7

Xu, Z., Zu, Z., Zheng, T., Zhang, W., Xu, Q., Liu, J.: Comparative analysis of the
effectiveness 