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Preface

The 10th International Conference on Computational Data and Social Networks
(CSoNet 2021), held online, is a premier interdisciplinary forum that brings together
researchers and practitioners from all fields of big data and social networks, such as
billion-scale network computing, social network/media analysis, mining, security and
privacy, and deep learning. CSoNet 2021 aims to address emerging, yet important
computational problems with a focus on the fundamental background, theoretical
technology development, and real-world applications associated with big data network
analysis, modelling, and deep learning. CSoNet 2021 welcomed both the presentation
of original research results, the exchange and dissemination of truly innovative theo-
retical advancements, as well as outcomes of practical deployments and real-world
applications in the broad area of information networks.

The core research topics include: theories of network organization; influence
modeling, propagation, and maximization; adversarial attacks of network; NLP and
affective computing; computational methods for social good; and security, trust, and
privacy, among others. We have selected 18 regular full papers, 8 short papers, along
with 4 two-page extended abstracts for presentation and publication. An additional 4
invited papers from active researchers in the related fields are also included. Similar to
previous years, a few special tracks with specific themes were organized. A special
track on Information Spread in Social, Data and Economic Networks accepted 2 papers
and 2 abstracts, and the 2nd International Symposium on Fact-Checking, Fake News
and Malware Detection in Online Social Networks (OSNs) accepted 3 papers along
with 2 abstracts. A number of selected best papers were invited for publication in the
Journal of Combinatorial Optimization, IEEE Transactions on Network Science and
Engineering, and Computational Social Networks.

This conference would not have been possible without the support of a large number
of individuals. First, we sincerely thank all authors for submitting their high quality
work to the conference, especially as the Covid-19 pandemic continues to ravage
communities and countries around the world. We fully understand the unique chal-
lenges facing authors during the pandemic. Our thanks also go to all Technical Program
Committee members and sub-reviewers for their willingness to provide timely and
detailed reviews of all submissions. Their hard work during the pandemic made the
success of the conference possible. We also offer our special thanks to the Publicity and
Publication Chairs for their dedication in disseminating the call and encouraging
participation in such challenging times, in addition to the preparation of the proceed-
ings. Special thanks are also due to the Special Tracks Chair, Finance Chair and the
Web Chair. Lastly, we acknowledge the support and patience of Springer staff mem-
bers throughout the process.

November 2021 Ruoming Jin
David Mohaisen
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Streaming Algorithms for Maximizing
Non-submodular Functions on the Integer

Lattice

Bin Liu1(B), Zihan Chen1, Huijuan Wang2, and Weili Wu3

1 School of Mathematical Sciences, Ocean University of China, Qingdao, China
binliu@ouc.edu.cn

2 School of Mathematics and Statistics, Qingdao University, Qingdao, China
3 Department of Computer Science, The University of Texas at Dallas,

Richardson, TX 75080, USA

Abstract. Submodular functions play a key role in combinatorial
optimization field. The problem of maximizing submodular and non-
submodular functions on the integer lattice has received a lot of recent
attention. In this paper, we study streaming algorithms for the problem
of maximizing a monotone non-submodular functions with cardinality
constraint on the integer lattice. For a monotone non-submodular func-
tion f : Zn

+ → R+ defined on the integer lattice with diminishing-return
(DR) ratio γ, we present a one pass streaming algorithm that gives a
(1 − 1

2γ − ε)-approximation, requires at most O(kε−1 log k/γ) space and
O(ε−1 log k/γ· log ‖B‖∞) update time per element. To the best of our
knowledge, this is the first streaming algorithm on the integer lattice for
this constrained maximization problem.

Keywords: Streaming algorithm · Cardinality constraint ·
Non-submodular maximization · Integer lattice

1 Introduction

A set function f : 2E → R with a ground set E is called submodular if for
any A,B ⊆ E, it holds that f(A) + f(B) ≥ f(A ∪ B) + f(A ∩ B). There is an
equivalent definition of submodularity which called diminishing marginal return
property, i.e. for any S ⊆ T ⊆ E and e ∈ E \ T , we have f(S ∪ {e}) − f(S) ≥
f(T ∪ {e}) − f(T ). We say a set function f is monotone if for any S ⊆ T ⊆ E,
it holds f(S) ≤ f(T ). Submodular functions play a key role in combinatorial
optimization, as they capture many instances such as rank functions of matroids,
cuts functions of graphs and covering functions [1,8]. The few decades have
seen a proliferation of works on submodular maximization. In particular, there
are many algorithms for maximizing a submodular function subject to various

This work was supported in part by the National Natural Science Foundation of China
(11971447, 11871442), and the Fundamental Research Funds for the Central Universi-
ties.

c© Springer Nature Switzerland AG 2021
D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 3–14, 2021.
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constraints such as greedy algorithms, random sampling algorithms and local
search algorithms which achieve constant factor approximation guarantees.

Due to the phenomenon of big data, constrained submodular maximization
has found many new applications, including data summarization [2,3], general-
ized assignment [4] and influence maximization in social networks [5–7]. In some
of the above applications, the amount of input data is much larger than the data
that the individual computers can store. This issue motivates us to use stream-
ing computation approach to process the data which uses only a small amount
of memory and only a single pass over the data ideally. That is, when each item
in the ground set E = {e1, ..., en} arrives, the streaming algorithm must decide
whether to keep the current item before the arrival of the next item. Gener-
ally, there are four indicators to measure the streaming algorithm, which are
approximation ratio, query complexity, memory complexity and the number of
passes to scan all data. Up to now, much work has been done on submodular
maximization in the streaming model [9–12].

Set functions are powerful tools to describe the problem of elements selec-
tion. However, in practice, we sometimes face situations that cannot be solved
with set functions such as problems that allow multiple choices of an element
in the ground set. Thus it is nature for us to generalize a submodular func-
tion from set E to integer lattice ZE . Recently, much work has studied the gen-
eralization of submodular functions on bounded integer lattice [13–15]. But in
instances, functions with many problems are non-submodular [16,17]. To solve
this problem, some parameters were proposed to describe the closeness of non-
submodular function and submodular function, such as diminishing-return ratio,
submodularity ratio and generic submodularity ratio [16,21,22]. In this paper,
we describe a streaming algorithm for non-submodular maximization with a car-
dinality constraint on the integer lattice. Let B ∈ Zn

+ be an integer vector and
[B] = {x ∈ Zn

+|0 ≤ x(i) ≤ B(i),∀1 ≤ i ≤ n} be an integer lattice domain, where
x(i) denotes the i-th component of vector x . Our problem is described as follows

max f(x )
s. t. ‖x‖1 ≤ k, (1)

x ≤ B.

where f : ZE
+ → R is a non-negative monotone non-submodular function with

f(0) = 0, and k is a positive integer.

Our Contribution. In this paper, we focus on maximizing non-submodular
functions subject to a cardinality constraint on the integer lattice. Inspired by
the Sieve-Streaming algorithm introduced by Badanidiyuru et al. [9], we propose
a one pass streaming algorithm. For each arriving item with its copies, we employ
a modified binary search algorithm (cf. Sect. 2) to determine the amount of the
current item that should be kept. Finally, we give a (1 − 1

2γ − ε)-approximation
algorithm with memory O(kε−1 log k/γ) and update time O(ε−1 log k/γ log lmax)
per element, where γ is the diminishing return (DR) ratio (cf. Definition 1) for
non-submodular functions on the integer lattice. To the best of our knowledge,
this is the first streaming algorithm on the integer lattice for this constrained
maximization problem.
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1.1 Additional Related Work

The research on submodular and non-submodular optimization is too extensive
to give a comprehensive description. In the following, we only describe the related
work of this paper.

Integer Lattice. As a generalization of submodular set functions, a func-
tion is called lattice submodular function if for any x ,y ∈ ZE , we have
f(x ) + f(y) ≥ f(x ∨ y) + f(x ∧ y), where ∨ and ∧ are coordinate-wise max
and min. However, unlike set functions, submodularity on integer lattice is not
equivalent to diminishing returns property. A function f : ZE → R satisfy-
ing f(x + Xe) − f(x ) ≥ f(y + Xe) − f(y) is called diminishing-return(DR)
submodular function for any x ,y ∈ ZE with x ≤ y and e ∈ E, where Xe

denotes the unit vector with coordinate e being 1 and other components are
0. Note that lattice submodularity is weaker than DR-submodularity in general
[14]. For maximizing a monotone submodular function subject to a knapsack
constraint on the integer lattice, Soma et al. [14] proposed a pseudo-polynomial-
time algorithm with approximation ratio 1 − 1/e. Later, the running time is
significantly improved. Soma et al. [13] proposed polynomial-time algorithms
which use threshold greedy technique to achieve an arbitrarily close to 1 − 1/e
approximation for both lattice and DR-submodular maximization under a cardi-
nality constraint, DR-submodular maximization under a polymatroid constraint
and a knapsack constraint.

Streaming Model. For monotone submodular maximization subject to a
cardinality constraint, Badanidiyuru et al. [9] presented the first one pass
1/2-approximation streaming algorithm named Sieve-Streaming with memory
O(k log k/ε) and update time O(log k/ε) per element. In contrast, Buchbinder et
al. [10] designed a streaming algorithm with a lower ratio of 1/4 but an improved
memory complexity O(k). For this problem, Norouzi-Fard et al. [11] proved that
with memory O(n/k), the best approximation ratio of the one pass streaming
algorithm for this problem is 1/2. Kazemi et al. [12] described a streaming algo-
rithm called Sieve Streaming++, which obtained a approximation of 1/2 with
memory O(k/ε). Following this vain, [17] studied the non-submodular function
with cardinality constraint and give a (1 − 1

2γ − ε)-approximation streaming
algorithm with memory O(k log(k/γ)/ε) and update time O(log(k/γ)/ε) per
element.

In the streaming setting, besides the set functions we mentioned above,
there are also works considering submodular maximization on the integer lat-
tice. Zhang et al. [19,20] gave (1/2 − ε) algorithms for DR-submodular and
lattice submodular maximization with cardinality constraint, respectively. For
DR-submodular maximization subject to knapsack constraint, Tan et al. [18]
proposed a (1/3 − ε)-approximation algorithm with a single pass.

Non-submodular Functions. Das and Kempe [21] gave the concept of sub-
modularity ratio γs to describe how close a function is from being submodular.
Kuhnle et al. [16] proposed the diminishing-return (DR) ratio γd on the integer
lattice, and generalized the definition of submodularity ratio γs in [21] from set
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functions to the integer lattice. Later, Nong et al. [22] defined the generic sub-
modularity ratio γ to measure the diminishing return property of a set function.
DR ratio defined in [16] is the extension of generic submodularity ratio defined in
[22] from set to the integer lattice. For maximizing a monotone non-submodular
function subject to cardinality constraint, Nong et al. [22] proved that standard
greedy algorithm achieves a (1 − e−γ)-approximation with query complexity
O(nk). Wang et al. [17] introduced a streaming algorithm with approximation
1 − 1

2γ − ε. In addition, Kuhnle et al. [16] utilized threshold greedy technique to
obtain a algorithm for maximizing monotone non-submodular functions on the
integer lattice whose approximation ratio arbitrarily approaching (1 − e−γsγd).

The rest of this paper is organized as follows. The necessary notations and
subproblems that our algorithms need to solve are introduced in Sect. 2. In Sect. 3
we first propose a streaming algorithm with known optimal value. Then in Sect. 4
we introduce a streaming algorithm with known value of the unit standard vec-
tor. Finally, we present the one pass streaming algorithm for the non-submodular
functions in Sect. 5.

2 Preliminaries

In this section, we will define the DR ratio and introduce some notations and
properties about non-submodular function on a bounded integer lattice.

Notations. Denote Z+ and R+ be the non-negative integers and non-negative
reals, respectively. Let E represent a finite ground set of size n. For each e ∈ E,
we use x(e) to denote the component of a vector x ∈ ZE

+ corresponding to
element e. Let B ∈ Zn

+ be an integer vector and [B] = {x ∈ Zn
+|0 ≤ x(i) ≤

B(i),∀1 ≤ i ≤ n} be an integer lattice domain. Specially, [k] = {1, 2, ..., k} for
any integer k ∈ Z+. For any ei ∈ E, let Xi denote the unit vector in which
the i-th component is 1 and the other components are 0. The zero vector is
represented by 0. For vectors x ,y ∈ ZE

+, we define fy (x ) = f(y + x ) − f(y).
For a vector x ∈ ZE

+, let supp+(x ) be the set {e ∈ E|x(e) > 0}, and {x} be
the multiset corresponding to vector x . Finally, we define x ∨y to be the vector
whose i-th coordinate is max{x (i),y(i)}, and x ∧ y to be the vector whose i-th
coordinate is min{x (i),y(i)}.

Using this notations we can now define DR ratio as follows.

Definition 1 (DR Ratio [16]). Let function f : ZE
+ → R, the diminishing-

return (DR) ratio of f , γ, is the maximum value in [0, 1] such that for any
e ∈ E, and for all x ≤ y, such that y + Xe ≤ B,

γfy(Xe) ≤ fx(Xe).

Next, we describe a subproblem of our algorithm need to solve, namely, binary
search pivot subproblem.

BinarySearchPivot. Integer lattice can be represented as a multiset, where
elements can be contained repeatedly. In a streaming algorithm on the inte-
ger lattice, when element e and its copies arrive, any l satisfying (1)fy (lXe) ≥
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lτ ; (2)fy ((l + 1)Xe) < (l + 1)τ is named as a pivot with respect to y , e, τ . The
subproblem is described as follows: given a threshold τ , determine a valid pivot
which satisfies both (1) and (2). In the literature, Soma et al. [13] studied the
maximization of DR-submodular functions f on the integer lattice, and they used
the standard Binary Search algorithm to obtain a valid pivot. Meanwhile, when
f is non-submodular, BinarySearchPivot algorithm of Kuhnle et al. [16] ensures
the average marginal contribution of elements added exceeds τ . In this paper,
we focus on non-submodular functions, thus we analyze our algorithms using the
BinarySearchPivot as a subroutine. The full algorithm for BinarySearchPivot is
given in Appendix A. Next, we use the following lemma of Kuhnle et al. [16].

Lemma 1 ([16]). BinarySearchPivot finds a valid pivot l ∈ {0, .., lmax} in
O(log lmax) queries of f , where lmax = min{B(e) − y(e), k − ‖y‖1}.

3 Streaming Algorithm with Known OPT

In this section, we assume that the optimal value of the problem (1) is known.
Then we present an algorithm that obtains a constant ratio with polynomial
query complexity. Procedure for BinarySearchPivot is desired; see section 2 for
an analysis of this subproblem.

Overview of Algorithm. Inspired by [9], we present a threshold greedy algo-
rithm in the streaming model. Suppose that a parameter v with λOPT ≤ v ≤
OPT is known, where λ ∈ [0, 1]. When element ei and its B(ei) copies arrive,
we utilize the BinarySearchPivot algorithm with threshold τ = γv

2γk to obtain a
valid pivot li. That is, when algorithm runs to element ei, we employ Algorithm
BinarySearchPivot to obtain a appropriate li which satisfies

fy (liXi)
li

≥ γv

2γk
.

and
fy ((li + 1)Xi)

li + 1
<

γv

2γk
.

Finally, we add liXi to the current solution y .

Algorithm 1. Streaming-Know-OPT
Require: function f , cardinality k, ground set E, B and v such that λOPT ≤ v ≤

OPT .
1: y ← 0
2: for i = 1, 2, ..., n do
3: if ‖y‖1 ≤ k then
4: li ←BinarySearchPivot(f, y , B(ei), ei, k, γv

2γk
)

5: y ← y + liXi

6: end if
7: end for
8: return y
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Lemma 2. For the i-th iteration, Algorithm BinarySearchPivot considers the
element ei and its copies B(ei). Let yi be the current solution y at the end
of iteration i of Algorithm1. Then for each vector yi ≤ v ≤ w ≤ B, where
i = 1, 2, ..., n, we have

f(w) − f(v) ≤ 1
γ

∑
ei∈supp+{w−v}(w(ei) − v(ei))fyi

(Xi).

The above lemma is proven in Appendix B. From Lemma 2, it is clearly to
see that for any vector y ≤ v ≤ w ≤ B , we also have

f(w) − f(v) ≤ 1
γ

∑

ei∈{w−v}
fy (Xi). (2)

Lemma 3. Let yi be the vector y following the i-th update of Algorithm1, then
it satisfies

f(yi) ≥ γv‖yi‖1
2γk

. (3)

Proof. The proof is by induction. First, since f is normalized, we have f(0) =
0. Next, we suppose that for vector y i−1 the result holds, that is, f(y i−1) ≥
γv‖yi−1‖1

2γk . Let li be the valid pivot returned by Algorithm BinarySearchPivot
during the i-th iteration of Algorithm 1, then we have y i = y i−1 + liXi. We now
show inequation 3 holds.

By Algorithm BinarySearchPivot we know

f(y i−1 + liXi) − f(y i−1) ≥ li
γv

2γk
. (4)

Using the above assumption and the equality 4, we have

f(y i−1 + liXi) ≥ f(y i−1) + li
γv

2γk

≥ γv‖y i−1‖1
2γk

+ li
γv

2γk

=
γv(‖y i−1‖1 + li)

2γk

=
γv‖y i‖1

2γk
.

Thus the lemma follows.

Theorem 1. Let f be a non-submodular function with DR ratio γ ∈ [0, 1]. For
any given λ ∈ [0, 1], denote y be the output of Algorithm1. Then we have

– f(y) ≥ min{λγ/2γ , 1 − 1/2γ}OPT , where OPT is the optimal value.
– Algorithm1 requires one pass, at most k space and O(log ‖B‖∞) update time

per element.
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Proof. The proof splits into two cases depending on the cardinality of solution
y returned by Algorithm1.

1. At the end of the algorithm we have ‖y‖1 = k, then by Lemma 3 we get

f(y) ≥ γv‖y‖1
2γk

=
γv

2γ
≥ λγ

2γ
· OPT.

2. We consider the case ‖y‖1 < k. Suppose that y∗ is the optimal solution of
Algorithm 1, then it is easy to see that ‖y∗‖1 = k. Let x = (y∗ − y) ∨ 0.
Denote y i be the vector at the end of i-th iteration of Algorithm 1, y i =
l1X1 + ... + liXi. Then by Lemma 1 and Algorithm BinarySearchPivot, we
have

fyi
(Xi) <

γv

2γk
. (5)

Next, from 5, the monotonicity of f , Lemma 2 and the choice of v, we have
that

OPT − f(y) ≤ f(y∗ ∨ y) − f(y)
≤ f(y + x ) − f(y)

≤ 1
γ

∑

ei∈supp+{x}
x(ei)fyi

(Xi)

≤ 1
γ

∑

ei∈supp+{x}
x(ei)

γv

2γk

≤ v

2γ

≤ 1
2γ

OPT.

Rearranging the above inequality, we get

f(y) ≥ (1 − 1
2γ

)OPT.

From the above two cases, we have

f(y) ≥ min{λγ

2γ
, 1 − 1

2γ
} · OPT.

4 Streaming Algorithm with Known f(Xe)

The premise of Algorithm 1 is that we know the value of the optimal solution
OPT , which is unrealistic. To address this issue, we present the next algorithm,
which is instantiated with different guesses of OPT . Suppose that we know the
maximum values α = maxe∈E f(Xe). Combining with the DR ratio of f , it is
easy to see the guesses v ∈ Vε of OPT are increasing from α to kα/γ. For each
guesses v, Algorithm 2 outputs a feasible solution yv. Finally, the best of these
candidate vectors is returned.
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Algorithm 2. Streaming-Know-MAX VAL
Require: function f , cardinality k, ground set E, B, α = maxe∈E f(Xe).
1: Vε = {(1 + ε)i|i ∈ Z, α/(1 + ε) ≤ (1 + ε)i ≤ kα/γ}
2: for each v ∈ Vε, set yv ← 0
3: for i = 1, 2, ..., n do
4: for v ∈ Vε do
5: if ‖yv‖1 ≤ k then
6: li ←BinarySearchPivot(f, yv, B(ei), ei, k, γv

2γk
)

7: yv ← yv + liXi

8: end if
9: end for

10: end for
11: return arg maxv∈Vε f(yv)

The next lemma is proven in Appendix C.

Lemma 4. There is a guesses v ∈ Vε such that (1 − ε) · OPT ≤ v ≤ OPT .

Theorem 2. Let f be a non-submodular function with DR ratio γ ∈ [0, 1]. For
any given ε ∈ [0, 1], denote y be the output of Algorithm2. Then we have

– f(y) ≥ (1 − 1/2γ − ε)OPT , where OPT is the optimal value.
– Algorithm2 requires one pass, at most O(kε−1 log k/γ) space and

O(ε−1 log k/γ log ‖B‖∞) update time per element.

Proof. By the result of Lemma 4, we know that there must be a v0 such that
(1 − ε)OPT ≤ v0 ≤ OPT . Let y0 denote the solution of Algorithm 2 output
corresponding to v0. For the rest of the proof, we suppose that the results of
Lemma 1, Lemma 2 and Lemma 3 all hold for the Algorithm2 with value v0.
Thus, in the same way as Theorem 1, we consider the following two cases

1. When ‖y0‖1 = k, by applying Lemma 3, we have

f(y0) ≥ γv0‖y0‖1
2γk

=
γv0
2γ

≥ (1 − ε)γ
2γ

· OPT.

2. When ‖y0‖1 < k, we have

f(y0) ≥ (1 − 1
2γ

) · OPT.

Obviously, we can get the following inequality

(1 − ε)γ
2γ

≥ 1 − 1
2γ

− ε,∀ε ∈ (0, 1), γ ∈ [0, 1].

From the above two cases, we have

f(y0) ≥ min{ (1 − ε)γ
2γ

, 1 − 1
2γ

} · OPT

≥ min{ (1 − ε)γ
2γ

, 1 − 1
2γ

− ε} · OPT

= (1 − 1
2γ

− ε) · OPT.
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Memory and Query Complexity. We first argue that the amount of Vε is
O(ε−1 log k/γ). For each arriving element e, we need to consider all the parame-
ters in Vε to get O(ε−1 log k/γ) different solutions. This implies that the memory
of Algorithm 2 is O(kε−1 log k/γ). Further, suppose that the element e is fixed,
then for each v ∈ Vε, we have to call to Algorithm BinarySearchPivot to get a
valid pivot. Combine with Lemma 1, we conclude that the query complexity is
O(ε−1 log ‖B‖∞ log k/γ).

5 The One Pass Streaming Algorithm

Algorithm 3. Streaming Algorithm
Require: function f , cardinality k, ground set E, B and ε ∈ (0, 1).
1: Vε = {(1 + ε)i|i ∈ Z+}
2: for each v ∈ Vε, set yv ← 0
3: α ← 0, β ← 0
4: for i = 1, 2, ..., n do
5: α ← max{α, f(Xi)}, β ← {β, f(B(ei)Xi)}
6: Vi

ε = {(1 + ε)s|s ∈ Z, α/(1 + ε) ≤ (1 + ε)s ≤ 2γkβ/γ}
7: Delete all yv, where v /∈ Vi

ε

8: for v ∈ Vi
ε do

9: if ‖yv‖1 < k then
10: li ←BinarySearchPivot(f, yv, B(ei), ei, k, γv

2γk
)

11: yv ← yv + liXi

12: end if
13: end for
14: end for
15: return arg maxv∈Vn

ε
f(yv)

Both Algorithm 1 and Algorithm 3 are idealized versions. This is due to the fact
that we do not know the exact value of OPT and α defined in Algorithm 2. To
solve this problem, we present a new one-pass algorithm in this section, in which
we estimate the values of α and a new parameter β. For each element e, denote
α and β be the current maximum f(Xe) and f(B(e)Xe). This implies that when
element ei and its copies arrive, their corresponding set Vi

ε will be updated,
which is recorded as Vi

ε = {(1+ ε)s|s ∈ Z, α/(1+ ε) ≤ (1+ ε)s ≤ 2γkβ/γ}. When
the parameter v first appears in Vi

ε, the value of the vector yv is 0. When the
parameter v is not in Vi

ε, we delete the vector yv to save memory. Finally, the
best of yv is returned.

Lemma 5. For any v ∈ ∪n
i=1Vi

ε, denote yv be the final solution of Algorithm3
and xv = (y∗ − yv) ∨ 0. Suppose that v first appears in Vm

ε . Then for each
ei, i ∈ [m − 1], it always satisfies

f(xv(ei)Xi) < xv(ei) · γv

2γk
. (6)
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Proof. The proof is by contradiction. Suppose that there exists a i0 ∈ [m − 1]
such that

f(x v(ei0)Xi0) ≥ x v(ei0)
γv

2γk
. (7)

Let αi = maxj∈[i] f(Xj) and βi = maxj∈[i] f(B(ej)Xj). Then combine the mono-
tonicity of f and (6), we have

v ≤ f(x v(i0)Xi0)2
γk

x v(ei0)γ
≤ 2γk

γ
f(B(ei0)Xi0) ≤ 2γkβi0

γ
.

Since v ∈ Vm
ε , we get

v ≥ αm

1 + ε
≥ αi0

1 + ε
.

Using the above two inequalities, we have αi0
1+ε ≤ v ≤ 2γkβi0

γ . That implies
that v ∈ Vi0 , which contradicts the fact v first appears in Vm

ε . Thus we get the
desired result.

Theorem 3. Let f be a non-submodular consider with DR ratio γ ∈ [0, 1]. For
any given ε ∈ [0, 1], denote y be the output of Algorithm3. Then we have

– f(y) ≥ (1 − 1/2γ − ε)OPT , where OPT is the optimal value.
– Algorithm3 requires one pass, at most O(kε−1 log k/γ) space and

O(ε−1 log k/γ log ‖B‖∞) update time per element.

Proof. By the result of Lemma 4, we know that there must be a v0 such that
(1 − ε)OPT ≤ v0 ≤ OPT . From Lemma 5, we can assume that v0 is considered
when the first element arriving. For the rest of the proof, we consider the quality
of yv0 . The analysis is similar as in Theorem 2, thus we have

f(yv0) ≥ (1 − 1/2γ − ε)OPT.

Since y is the maximum of all solutions, we have

f(y) ≥ f(yv0) ≥ (1 − 1/2γ − ε)OPT.

Thus, we complete the proof.
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Abstract. Independent cascade (IC) model is a widely used influence
propagation model for social networks. In this paper, we incorporate the
concept and techniques from causal inference to study the identifiabil-
ity of parameters from observational data in extended IC model with
unobserved confounding factors, which models more realistic propaga-
tion scenarios but is rarely studied in influence propagation modeling
before. We provide the conditions for the identifiability or unidentifiabil-
ity of parameters for several special structures including the Markovian
IC model, semi-Markovian IC model, and IC model with a global unob-
served variable. Parameter identifiability is important for other tasks
such as influence maximization under the diffusion networks with unob-
served confounding factors.

Keywords: Influence propagation · Independent cascade model ·
Identifiability · Causal inference

1 Introduction

Extensive research has been conducted studying the information and influence
propagation behavior in social networks, with numerous propagation models and
optimization algorithms proposed (cf. [2,16]). Social influence among individuals
in a social network is intrinsically a causal behavior—one’s action or behavior
causes the change of the behavior of his or her friends in the network. Therefore,
it is helpful to view influence propagation as a causal phenomenon and apply
the tools in causal inference to this domain.

In causal inference, one key consideration is the confounding factors caused
by unobserved variables that affect the observed behaviors of individuals in the
network. For example, we may observe that user A adopts a new product and a
while later her friend B adopts the same new product. This situation could be
because A influences B and causes B’s adoption, but it could also be caused by an
unobserved factor (e.g. an unknown information source) that affects both A and
B. Confounding factors are important in understanding the propagation behavior
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in networks, but so far the vast majority of influence propagation research does
not consider confounders in network propagation modeling. In this paper, we
intend to fill this gap by explicitly including unobserved confounders into the
model, and we borrow the research methodology from causal inference to carry
out our research.

Causal inference research has developed many tools and methodologies to
deal with such unobserved confounders, and one important problem in causal
inference is to study the identifiability of the causal model, that is, if we can
identify the certain effect of an intervention, or identify causal model param-
eters, from the observational data. In this paper, we introduce the concept of
identifiability in causal inference research to influence propagation research and
study whether the propagation models can be identified from observational data
when there are unobserved factors in the causal propagation model. We propose
the extend the classical independent cascade (IC) model to include unobserved
causal factors, and consider the parameter identifiability problem for several
common causal graph structures. Our main results are as follows. First, for the
Markovian IC model, in which each unobserved variable may affect only one
observed node in the network, we show that it is fully identifiable. Second, for
the semi-Markovian IC model, in which each unobserved variable may affect
exactly two observed nodes in the network, we show that as long as a local
graph structure exists in the network, then the model is not parameter iden-
tifiable. For the special case of a chain graph where all observed nodes form
a chain and every unobserved variable affect two neighbors on the chain, the
above result implies that we need to know at least n/2 parameters to make the
rest parameters identifiable, where n is the number of observed nodes in the
chain. We then show a positive result that when we know n parameters on the
chain, the rest parameters are identifiable. Third, for the global hidden factor
model where we have an unobserved variable that affects all observed nodes in
the graph, we provide reasonable sufficient conditions so that the parameters are
identifiable.

Overall, we view that our work starts a new direction to integrate rich
research results from network propagation modeling and causal inference so that
we could view influence propagation from the lens of causal inference, and obtain
more realistic modeling and algorithmic results in this area. For example, from
the causal inference lens, the classical influence maximization problem [16] of
finding a set of k nodes to maximize the total influence spread is really a causal
intervention problem of forcing an intervention on k nodes for their adoptions,
and trying to maximize the causal effect of this intervention. Our study could give
a new way of studying influence maximization that works under more realistic
network scenarios encompassing unobserved confounders. Due to the limitation
of space, the complete proofs of some of the theorems are placed in the full
version [8] on arXiv, and only outlines are given in this version.
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2 Related Work

Influence Propagation Modeling. As described in [2], the main two mod-
els used to describe influence propagation are the independent cascade model
and the linear threshold model. Past researches on influence propagation mostly
focused on influence maximization problems, such as [16,23]. In these articles,
they select seed nodes online, observe the propagation in the network, and opti-
mize the number of activated nodes after propagation by selecting optimal seed
nodes. Also, some works are studying the seed-node set minimization problem,
such as [12]. However, in our work, we mainly consider restoring the parame-
ters in the independent cascade model by observing the network propagation.
After obtaining the parameters in the network, we can then base on this to
accomplish downstream tasks including influence maximization and seed-node
set minimization.

Causal Inference and Identifiability. For general semi-Markovian Bayesian
causal graphs, [14] and [22] have given two different algorithms to determine
whether a do effect is identifiable, and these two algorithms have both soundness
and correctness. [15] also proves that the ID algorithm and the repeating use of
the do calculus are equivalent, so for semi-Markovian Bayesian causal graphs,
the do calculus can be used to compute all identifiable do effects.

In addition, for a special type of causal model, the linear causal model, arti-
cles [4] and [9] have given some necessary conditions and sufficient conditions on
whether the parameters in the graph are identifiable with respect to the structure
of the causal graph. However, the necessary and sufficient condition for param-
eter identifiability problem is not addressed and it remains an open question. In
this paper, we study another special causal model derived from the IC model.
Since the IC model can be viewed as a Bayesian causal model when the graph
structure is a directed acyclic graph and it has some special properties, we try
to give some necessary conditions and sufficient conditions for the parameters
to be identifiable under some special graph structures.

3 Model and Problem Definitions

Following the convention in causal inference literature (e.g. [20]), we use capital
letters (U, V,X, . . .) to represent variables or a set of variables, and their corre-
sponding lower-case letters to represent their values. For a directed graph, we
use U ’s and V ’s to represent nodes since each node will also be treated as a
random variable in causal inference. For a node Vi, we use N+(Vi) and N−(Vi)
to represent the set of its out-neighbors and in-neighbors, respectively. When
the graph is directed acyclic (DAG), we refer to a node’s in-neighbors as its
parents and denote the set as Pa(Vi) = N−(Vi). When we refer to the actual
values of the parent nodes of Vi, we use pa(Vi). For a positive integer k, we use
[k] to denote {1, 2, . . . , k}. We use boldface letters to represent vectors, such as
r = (r1, r2, . . . , rn) = (ri)i∈[n].

The classical independent cascade model [16] of influence diffusion in a social
network is modeled as follows. The social network is modeled as a directed graph
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G = (V,E), where V = {V1, V2, · · · , Vn} is the set of nodes representing individ-
uals in the social network, and E ⊆ V ×V is the set of directed edges representing
the influence relationship between the individuals. Each edge (Vi, Vj) ∈ E is asso-
ciated with an influence probability p(i, j) ∈ (0, 1] (we assume that p(i, j) = 0 if
(Vi, Vj) /∈ E). Each node is either in state 0 or state 1, representing the idle state
and the active state, respectively. At time step 0, a seed set S0 ⊆ V of nodes
is selected and activated (i.e. their states are set to 1), and all other nodes are
in state 0. The propagation proceeds in discrete time steps t = 1, 2, . . .. Let St

denote the set of nodes that are active by time t, and let S−1 = ∅. At any time
t = 1, 2, . . ., the newly activated node Vi ∈ St−1\St−2 tries to activate each of its
inactive outgoing neighbors Vj ∈ N+(Vi), and the activation is successful with
probability p(i, j). If successful, Vj is activated at time t and thus Vj ∈ St. The
activation trial of Vi on its out-neighbor Vj is independent of all other activation
trials. Once activated, nodes stay as active, that is, St−1 ⊆ St. The propagation
process ends at a step when there are no new nodes activated. It easy to see that
the propagation ends in at most n − 1 steps, so we use Sn−1 to denote the final
set of active nodes after the propagation.

Influence propagation is naturally a result of causal effect—one node’s acti-
vation causes the activation of its outgoing neighbors. If the graph is directed
and acyclic, then the IC model on this graph can be equated to a Bayesian
causal model. In fact, we can consider each node in the IC model as a vari-
able, and for a node Vi, it takes the value determined by P (Vi = 1|pa(Vi)) =
1 − ∏

j:Vj∈Pa(Vi),vj=1 in pa(Vi)
(1 − pj,i). Obviously, this is equivalent to our defi-

nition in the IC model. IC model is introduced in [16] to model influence propa-
gation in social networks, but in general, it can model the causal effects among
binary random variables. In this paper, we mainly consider the directed acyclic
graph (DAG) setting, which is in line with the causal graph setting in the causal
inference literature [20]. We discuss the extension to general cyclic graphs or
networks in the full version [8].

All variables V1, V2, . . . , Vn are observable, and we call them observed vari-
ables. They correspond to observed behaviors of individuals in the social network.
There are also potentially many unobserved (or hidden) variables that affecting
individuals’ behaviors. We use U = {U1, U2, . . .} to represent the set of unob-
served variables. In the IC model, we assume each Ui is a binary random variable
with probability ri to be 1 and probability 1 − ri to be 0, and all unobserved
variables are mutually independent. We allow unobserved variables Ui’s to have
directed edges pointing to the observed variables Vj ’s, but we do not consider
directed edges among the unobserved variables in this paper. If Ui has a directed
edge pointing to Vj , we usually use qi,j to represent the parameter on this edge.
It has the same semantics as the pi,j ’s in the classical IC model: if Ui = 1, then
with probability qi,j Ui successfully influence Vj by setting its state to 1, and with
probability 1−qi,j Vj ’s state is not affected by Ui, and this influence or activation
effect is independent from all other activation attempts on other edges. Thus,
overall, in a network with unobserved or hidden variables, we use G = (U, V,E)
to represent the corresponding causal graph, where U is the set of unobserved
variables, V is the set of observed variables, and E ⊆ (V × V ) ∪ (U × V ) is
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the set of directed edges. We assume that G is a DAG, and the state of every
unobserved variable Ui is sampled from {0, 1} with parameter ri, while the state
of every observed variable Vj is determined by the states of its parents and the
parameters on the incoming edges of Vj following the IC model semantics. In
the DAG G, we refer to an observable node Vi as a root if it has no observable
parents in the graph. Every root Vi has at least one unobserved parent. We
use vectors p, q, r to represent parameter vectors associated with edges among
observed variables, edges from unobserved to observed variables, and unobserved
nodes, respectively. We refer to the model M = (G = (U, V,E),p, q, r) as the
causal IC model. When the distinction is needed, we use capital letters P,Q,R
to represent the parameter names, and lower boldface letters p, q, r to represent
the parameter values.

In this paper, we focus on the parameter identifiability problem following the
causal inference literature. In the context of the IC model, the states of nodes
V = {V1, V2, . . . , Vn} are observable while the states of U = {U1, U2, . . .} are
unobservable. We define parameter identifiability as follows.

Definition 1 (Parameter Identifiability). Given a graph G = (U, V,E), we
say that a set of IC model parameters Θ ⊆ P ∪ Q ∪ R on G is identifiable if
after fixing the values of parameters outside Θ and fixing the observed probabil-
ity distributions P (V ′ = v′) for all V ′ ⊆ V and all v′ ∈ {0, 1}|V ′|, the values of
parameters in Θ are uniquely determined. We say that the graph G is parameter
identifiable if Θ = P ∪ Q ∪ R. Accordingly, the algorithmic problem of parame-
ter identifiability is to derive the unique values of parameters in Θ given graph
G = (U, V,E), the values of parameters outside Θ, and the observed probability
distributions P (V ′ = v′) for all V ′ ⊆ V and all v′ ∈ {0, 1}|V ′|. Finally, if the algo-
rithm only uses a polynomial number of observed probability values P (V ′ = v′)’s
and runs in polynomial time, where both polynomials are with respect to the graph
size, we say that the parameters in Θ are efficiently identifiable.

Note that when there are no unobserved variables (except the unique unob-
served variables for each root of the graph), the problem is mainly to derive the
parameters pi,j ’s from all observed P (V ′ = v′)’s. In this case, the parameter
identifiability problem bears similarity with the well-studied network inference
problem [1,3,5–7,10,11,13,17–19,21]. The network inference problem focuses
on using observed cascade data to derive the network structure and propagation
parameters, and it emphasizes on the sample complexity of inferring parameters.
Hence, when there are no unobserved variables in the model, we could use the
network inference methods to help to solve the parameter identifiability prob-
lem. However, in real social influence and network propagation, there are other
hidden factors that affect the propagation and the resulting distribution. Such
hidden factors are not addressed in the network inference literature. In contrast,
our study in this paper is focusing on addressing these hidden factors in net-
work inference, and thus we borrow the ideas from causal inference to study the
identifiability problem under the IC model.

In this paper, we study three types of unobserved variables that could com-
monly occur in network influence propagation. They correspond to three types
of IC models with unobserved variables, as summarized below.
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Markovian IC Model. In the Markovian IC model, each observed variable
Vi is associated with a unique unobserved variable Ui, and there is a directed
edge from Ui to Vi. This models the scenario where each individual in the social
network has some latent and unknown factor that affects its observed behavior.
We use qi to denote the parameter on the edge (Ui, Vi). Note that the effect of
Ui on the activation of Vi is determined by probability ri · qi, and thus we treat
ri = 1 for all i ∈ [n], and focus on identifying parameters qi’s. Thus the graph
G = (U, V,E) has parameters q = (qi)i∈[n], and p = (pi,j)(Vi,Vj)∈E . Figure 1
shows an example of a Markovian IC model. If some qi = 0, it means that the
observed variable Vi has no latent variable influencing it, and it only receives
influence from other observed variables.

Fig. 1. A Markovian IC model with
five nodes.

Fig. 2. A Markovian IC model with five
nodes and a global unobserved variable.

Semi-Markovian IC Model. The second type of unobserved variables is the
hidden variables connected to exactly two observed variables in the graph. In
particular, for every pair of nodes Vi, Vj ∈ V , we allow one unobserved variable
Ui,j that has two edges, one pointing to Vi and the other pointing to Vj . This
models the scenario that two individuals in the social network has a common
unobserved confounder that may affect the behavior of two individuals. We call
this type of model semi-Markovian IC model, following the common terminology
of the semi-Markovian model in the literature [20]. In this model, each Ui,j

has a parameter ri,j , and edges (Ui,j , Vi) and (Ui,j , Vj) have parameters qi,j,1
and qi,j,2 respectively. Therefore, the graph has parameters r = (ri,j)(Vi,Vj)∈E ,
q = (qi,j,1, qi,j,2)(Vi,Vj)∈E , and p = (pi,j)(Vi,Vj)∈E .

Within this model, we will pay special attention to a special type of graphs
where the observed variables form a chain, i.e. V1 → V2 → · · · → Vn, and the
unobserved variables always point to the two neighbors on the chain. In this case,
we use Ui to denote the unobserved variable associated with edge (Vi, Vi+1), and
the parameters on the edges (Ui, Vi) and (Ui, Vi+1) are denoted as qi,1 and qi,2,
respectively. Figure 3 represents this chain model.
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Fig. 3. The semi-Markovian IC chain model.

IC Model with A Global Unobserved Variable. The third type of hidden
variables is a global unobserved variable U0 that points to all observed variables
in the network. This naturally models the global causal effect where some com-
mon factor affects all or most individuals in the network. For every edge (U0, Vi),
we use q0,i to represent its parameter.

Moreover, we can combine this model with the Markovian IC model, where
we allow both unobserved variable Ui for each individual and a global unobserved
varoable U0. Figure 2 represents this model.

4 Parameter Identifiability of the Markovian IC Model

For the Markovian IC model in which every observed variable has its own unob-
served variable, we can fully identify the model parameters in most cases, as
given by the following theorem.

Theorem 1 (Identifiability of the Markovian IC Model). For an arbi-
trary Markovian IC model G = (U, V,E) with parameters q = (qi)i∈[n] and
p = (pi,j)(Vi,Vj)∈E, all the qi parameters are efficiently identifiable, and for every
i ∈ [n], if qi �= 1, then all pj,i parameters for (Vj , Vi) ∈ E are efficiently identi-
fiable.

Proof. For an observed variable (node) Vi, suppose that its observed parents are
Vi1 , Vi2 , · · · , Vit . Therefore, we have

P (Vi = 0|Vi1 = 0, · · · , Vit = 0) = 1 − qi, (1)
P (Vi = 0|Vij

= 1, Vi1 = 0, · · · , Vij−1 = 0, Vij+1 = 0, · · · , Vit = 0) = (1 − qi)(1 − pij ,i
). (2)

From Eq. (1), we can obtain the value of qi. Then if qi �= 1, from Eq. (2), we
can derive the value of pij ,i. Moreover, for each root node Vi, we can get qi by
computing qi = P (Vi = 1). The computational efficiency is obvious. �	

The theorem essentially says that all parameters are identifiable under the
Markovian IC model, except for the corner case where some qi = 1. In this case,
the observed variable Vi is fully determined by its unobserved parent Ui, so we
cannot determine the influence from other observed parents of Vi to Vi. But the
influence from the observed parents of Vi to Vi is not useful any way in this
case, so the edges from the observed parents of Vi to Vi will not affect the causal
inference in the graph and they can be removed.
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5 Parameter Identifiability of the Semi-Markovian IC
Model

Following the definition in the model section, we then consider the identifiabil-
ity problem of the semi-Markovian models. We will demonstrate that in most
cases, this model is not parameter identifiable. Actually, from [22] we know that
the semi-Markovian Bayesian causal model is also not identifiable in general.
Essentially, our conclusion is not related to their result. On the other side, we
will show that with some parameters known in advance, the semi-Markovian IC
chain model will be identifiable.

5.1 Condition on Unidentifiability of the Semi-Markovian IC Model

More specifically, the following theorem shows the unidentifiability of the semi-
Markovian IC model with a special structure in it.

Theorem 2 (Unidentifiability of the Semi-Markovian IC Model). Sup-
pose in a general graph G, we can find the following structure. There are three
observable nodes V1, V2, V3 such that (V1, V2) ∈ E, (V2, V3) ∈ E and unobservable
U1, U2 with (U1, V1), (U1, V2), (U2, V2), (U2, V3) ∈ E. Suppose each of U1, U2 only
has two edges associated to it, the three nodes V1, V2, V3 can be written adjacently
in a topological order of nodes in U ∪ V . Then we can deduce that the graph G
is not parameter identifiable.

Figure 4 is an example of the structure described in the above theorem.

Fig. 4. An example of the structure in Theorem 2.

Proof (Outline). To prove that the parameters in the model with this structure
are not identifiable, we give two different sets of parameters directly. We show
that these two different sets of parameters produce the same distribution of
nodes in V , and thus the set of parameters is not identifiable by observing
only the distribution of V . The details of these two sets of parameters and the
distributions they produce are included in the full technical report [8]. �	
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5.2 Identifiability of the Chain Model

We now consider the chain model as described in Sect. 3 and depicted in Fig. 3.
In this structure, we present a conclusion of identifiability under the assumption
that the valuations of some parameters are our prior knowledge.

We divide the parameters of the graph into four vectors

q1 = (q1,1, q2,1, · · · , qn−1,1), q2 = (q1,2, q2,2, · · · , qn−1,2), (3)
p = (p1, p2, · · · , pn−1), r = (r1, r2, · · · , rn−1). (4)

For the chain model, our theorem below shows that once the parameters p1
is known, q2 or r is known, the set consists of remaining parameters in the chain
is efficiently identifiable.

Theorem 3 (Identifiability of the Semi-Markovian IC Chain Model).
Suppose that we have a semi-Markovian IC chain model with the graph

G = (U, V,E) and the IC parameters p = (pi)i∈[n−1], q1 = (qi,1)i∈[n−1],
q2 = (qi,2)i∈[n−1] and r = (ri)i∈[n−1], and suppose that all parameters are in
the range (0, 1). If the values of parameter p1 is known, q2 or r is known, then
the remaining parameters are efficiently identifiable.

Proof (Outline). We use induction to prove this theorem. Under the assumption
that p1 is known and q2 or r is known, suppose p1, p2, · · · , pt−2, r1, r2, · · · , rt−2,
q1,1, q2,1, · · · , qt−2,1 and q1,2, q2,2, · · · , qt−2,2, rt−1qt−1,1 has been determined by
us, and we prove that qt−1,1, rt−1, pt−1, qt−1,2 and rtqt,1 can also be determined.
In fact, by the distribution of the first t nodes on the chain we can obtain three
different equations, and after substituting our known parameters, the inductive
transition can be completed. It is worthy noting that this inductive process can
also be used to compute the unknown parameters efficiently.

The proof is lengthy because of the many corner cases considered and the
need to discuss the cases t = n, t = 2 and 2 < t < n. �

According to Theorem 3 we get that the semi-Markovian chain is param-
eter identifiable in the case that n particular parameters are known. Simul-
taneously, by Theorem 2, we can show that if just less than 
n+1

2 � parame-
ters are known, then this semi-Markovian chain will not be parameter identi-
fiable. Actually, if the chain model is parameter identifiable, utilizing Theorem
2, we know that for each 2 ≤ t ≤ n − 1, at least one of parameters between
pt−1, pt, rt−1, rt, qt−1,1, qt−1,2, qt,1 and qt,2 should be known. Therefore, we let
t = 2, 4, · · · , 2
n−1

2 �, we can deduce that at least 
n−1
2 � should be known. For-

mally, we have the following corollary of Theorem 2 and Theorem 3.

Corollary 1. For a semi-Markovian IC chain model, if no more than 
n−1
2 �

parameters are known in advance, the remaining parameters are unidentifiable;
if it is allowed to know n parameters in advance, we can choose p1, q2 or p1, r
to be known, then the remaining parameters are identifiable.
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6 Parameter Identifiability of Model with a Global
Hidden Variable

Next, we consider the case where there is a global hidden variable in the causal
IC model, defined as those in Sect. 3. If there is only one hidden variable U0

in the whole model, we prove that the parameters in general in this model are
identifiable; if there is not only U0, the model is also Markovian, that is, there
are also n hidden variables U1, · · · , Un corresponding to V1, V2, · · · , Vn, then the
parameters in this model are identifiable if certain conditions are satisfied.

6.1 Observable IC Model with only a Global Hidden Variable

Suppose the observed variables in the connected DAG graph G = (U, V,E) are
V1, V2, · · · , Vn in a topological order and there is a global hidden variable U0

such that there exists an edge from U0 to the node for each observable variable
Vi. Suppose the activating probability of U0 is r and the activating probability
from U to Vi is qi ∈ [0, 1) (naturally, q1 �= 0 and there are at least 3 of nonzero
qi’s). Now we propose a theorem according to these settings.

Theorem 4 (Identifiability of the IC Model with a Global Hidden
Variable). For an arbitrary IC model with a global hidden variable G =
(U, V,E) with parameters q = (qi)i∈[n], r and p = (pi,j)(Vi,Vj)∈E such that
qi �= 1, pi,j �= 1 and r �= 1 for ∀i, j ∈ [n], all the parameters in p, r and q are
identifiable.

Proof (Outline). We discuss this problem in two cases, the first one is the exis-
tence of two disconnected points Vi, Vj , i < j in V and qi, qj �= 0. At this point
we can use 1 − qj = P (V1=0,V2=0,··· ,Vi=1,Vi+1=0,··· ,Vj=0)

P (V1=0,V2=0,··· ,Vi=1,Vi+1=0,··· ,Vj−1=0) to solve out qj , and
then use P (V1 = 0, V2 = 0, · · · , Vj = 0) and P (V1 = 0, V2 = 0, · · · , Vj−1 = 0) to
solve out r.

After getting r, by the quotients of probabilities of propagating results, we
can get all the parameters.

Another case is that there is no Vi, Vj as described above. At this point
there must exist three points Vi, Vj , Vk that are connected with each other and
qi, qj , qk �= 0. We observe the probabilities of different possible propagating
results of these three points with all other nodes are 0 after the propagation.
From these, we can solve out qi, qj , qk, and then solve out all parameters by the
same method as in the first case. �	

6.2 Markovian IC Model with a Global Hidden Variable (Mixed
Model)

Suppose the model is G = (U, V,E), where U = {U0, U1, U2, · · · , Un}, V =
{V1, V2, · · · , Vn}. Here, V1, V2, · · · , Vn are in a topological order. The parameters
are r0, q0 = (q0,i)i∈[n], q = (qi)i∈[n] and p = (pi,j)(Vi,Vj)∈E .
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Theorem 5 (Identifiability of Markovian IC Model with a Global Hid-
den Variable (Mixed Model)). For an arbitrary Markovian IC Model with
a Global Hidden Variable G = (U, V,E) with parameters r0, q0 = (q0,i)i∈[n],
q = (qi)i∈[n] and p = (pi,j)(Vi,Vj)∈E, we suppose that all the parameters are not
1. If ∃i, j, k ∈ [n], i < j < k such that each pair in Vi, Vj , Vk are disconnected
and q0,i, q0,j , q0,k �= 0, then the parameters q0,t, qt and pt,l, l > t > k are iden-
tifiable. Moreover, if Vi, Vj , Vk can be adjacently continuous in some topological
order, i.e. j = i + 1, k = i + 2 without loss of generality, all the parameters are
identifiable.

Proof (Outline). Assuming that there exist Vi, Vj , Vk that satisfy the require-
ments of the theorem, then we can write expressions for the distribution of these
three parameters when all other nodes with subscripts not greater than l are
equal to 0. In fact, we can see that with these 8 expressions, we can solve for
P (V1 = 0, · · · , Vl = 0, U0 = 1) and P (V1 = 0, · · · , Vl = 0, U0 = 0).

Since we have P (V1 = 0, · · · , Vl = 0, U0 = 1) = r
∏l

t=1(1 − qt)(1 − q0,t) and
P (V1 = 0, · · · , Vl = 0, U0 = 0) = (1 − r)

∏l
t=1(1 − qt), we will be able to obtain

all the parameters very easily by dividing these equations two by two. This proof
has some trivial discussion to show that this computational method does not fail
due to corner cases. �	

Notice that the parameters in this model are identifiable when and only when
a special three-node structure appears in it. Intuitively, this is because through
this structure we can more easily obtain some information about the parameters,
which does not contradict the intuition of Theorem 2.

7 Conclusion

In this paper, we study the parameter identifiability of the independent cascade
model in influence propagation and show conditions on identifiability or uniden-
tifiability for several classes of causal IC model structure. We believe that the
incorporation of observed confounding factors and causal inference techniques is
important in the next step of influence propagation research and identifiability
of the IC model is our first step towards this goal. There are many open prob-
lems and directions in combining causal inference and propagation research. For
example, seed selection and influence maximization correspond to the interven-
tion (or do effect) in causal inference, and how to compute such intervention
effect under the network with unobserved confounders and how to do influence
maximization is a very interesting research question. In terms of identifiability,
one can also investigate the identifiability of the intervention effect, or whether
given some intervention effect one can identify more of such effects.

References

1. Abrahao, B., Chierichetti, F., Kleinberg, R., Panconesi, A.: Trace complexity of
network inference. arXiv e-prints, pp. arXiv-1308 (2013)



26 S. Feng and W. Chen

2. Chen, W., Lakshmanan, L.V., Castillo, C.: Information and Influence Propagation
in Social Networks. Morgan & Claypool Publishers (2013)

3. Daneshmand, H., Gomez-Rodriguez, M., Song, L., Schölkopf, B.: Estimating
diffusion network structures: recovery conditions, sample complexity & soft-
thresholding algorithm. In: ICML (2014)

4. Drton, M., Foygel, R., Sullivant, S.: Global identifiability of linear structural equa-
tion models. Ann. Stat. 39(2), 865–886 (2011)

5. Du, N., Liang, Y., Balcan, M., Song, L.: Influence function learning in information
diffusion networks. In: ICML 2014, Beijing, China, 21–26 June 2014 (2014)

6. Du, N., Song, L., Gomez-Rodriguez, M., Zha, H.: Scalable influence estimation in
continuous-time diffusion networks. In: NIPS 2013, Lake Tahoe, Nevada, United
States, 5–8 December 2013, pp. 3147–3155 (2013)

7. Du, N., Song, L., Smola, A.J., Yuan, M.: Learning networks of heterogeneous influ-
ence. In: NIPS 2012, Lake Tahoe, Nevada, United States, 3–6 December 2012, pp.
2789–2797 (2012)

8. Feng, S., Chen, W.: Causal inference for influence propagation - identifiability of
the independent cascade model. CoRR abs/2107.04224 (2021). https://arxiv.org/
abs/2107.04224

9. Foygel, R., Draisma, J., Drton, M.: Half-trek criterion for generic identifiability of
linear structural equation models. Ann. Stat. 1682–1713 (2012)

10. Gomez-Rodriguez, M., Balduzzi, D., Schölkopf, B.: Uncovering the temporal
dynamics of diffusion networks. arXiv preprint arXiv:1105.0697 (2011)

11. Gomez-Rodriguez, M., Leskovec, J., Krause, A.: Inferring networks of diffusion and
influence. In: KDD 2010 (2010)

12. Goyal, A., Bonchi, F., Lakshmanan, L.V., Venkatasubramanian, S.: On minimizing
budget and time in influence propagation over social networks. Soc. Netw. Anal.
Min. 3(2), 179–192 (2013)

13. He, X., Xu, K., Kempe, D., Liu, Y.: Learning influence functions from incomplete
observations. arXiv e-prints, pp. arXiv-1611 (2016)

14. Huang, Y., Valtorta, M.: Identifiability in causal Bayesian networks: a sound and
complete algorithm. In: AAAI, pp. 1149–1154 (2006)

15. Huang, Y., Valtorta, M.: Pearl’s calculus of intervention is complete. arXiv preprint
arXiv:1206.6831 (2012)

16. Kempe, D., Kleinberg, J.M., Tardos, É.: Maximizing the spread of influence
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Abstract. Stimulated by practical applications arising from viral mar-
keting. This paper investigates a novel Budgeted k-Submodular Maxi-
mization problem defined as follows: Given a finite set V , a budget B and
a k-submodular function f : (k + 1)V �→ R+, the problem asks to find a
solution s = (S1, S2, . . . , Sk), each element e ∈ V has a cost ci(e) to be
put into i-th set Si, with the total cost of s does not exceed B so that
f(s) is maximized. To address this problem, we propose two streaming
algorithms that provide approximation guarantees for the problem. In
particular, in the case of each element e has the same cost for all i-th
sets, we propose a deterministic streaming algorithm which provides an
approximation ratio of 1

4
−ε when f is monotone and 1

5
−ε when f is non-

monotone. For the general case, we propose a random streaming algo-
rithm that provides an approximation ratio of min{α

2
, (1−α)k
(1+β)k−β

}−ε when

f is monotone and min{α
2
, (1−α)k
(1+2β)k−2β

} − ε when f is non-monotone in

expectation, where β = maxe∈V,i,j∈[k],i�=j
ci(e)
cj(e)

and ε, α are fixed inputs.

Keywords: k-submodular · Budget constraint · Approximation
algorithm · Streaming algorithm

1 Introduction

Maximizing k-submodular functions has attracted a lot of attention because
of its potential in solving various combinatorial optimization problems such as
influence maximization [8,9,11,12], sensor placement [9,11,12], feature selection
[14] and information coverage maximization [11]. Given a finite set V and an
integer k, we define [k] = {1, 2, . . . , k} and (k + 1)V = {(X1,X2, . . . , Xk)|Xi ⊆
V,∀i ∈ [k],Xi ∩ Xj = ∅,∀i �= j} be a family of k disjoint sets. A function
f : (k + 1)V �→ R+ is k-submodular iff for any x = (X1,X2, . . . , Xk) and y =
(Y1, Y2, . . . , Yk) ∈ (k + 1)V , we have:

f(x) + f(y) ≥ f(x � y) + f(x � y) (1)

c© Springer Nature Switzerland AG 2021
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where
x � y = (X1 ∩ Y1, . . . , Xk ∩ Yk)

and

x � y =

⎛
⎝X1 ∪ Y1 \ (

⋃
i�=1

Xi ∪ Yi), . . . , Xk ∪ Yk \ (
⋃
i�=k

Xi ∪ Yi)

⎞
⎠

Although there exists a polynomial time to maximize a k-submodular func-
tion [16], maximizing a k-submodular function is still NP-hard. Studying on
maximizing a k-submodular function was initiated by Singh et al. [14] with
k = 2. Ward et al. [17] first studied to maximize an unconstrained k-submodular
function for general k and devised a deterministic greedy algorithm which pro-
vided an approximation ratio of 1/3. Later on, [6] introduced a random greedy
approach which improved the approximation ratio to k

2k−1 by applying a proba-
bility distribution to select any larger marginal element that has a higher prob-
ability. The authors in [10] eliminated the random told above but the number
of queries increased to O(n2k2). The unconstrained maximizing k-submodular
function was further studied in [15] in online settings.

Under the size constraint, Oshaka et al. [9] first proposed 1/2-approximation
algorithm by using a greedy approach for maximizing monotone k-submodular
maximization functions. [13] showed a greedy selection that could give an approx-
imation ratio of 1/2 under the matroid constraint. The authors in [11] then
further proposed multi-objective evolutionary algorithms that provided 1/2-
approximation ratio under the size constraint but took O(kn log2 B) queries in
expectation. Recently, Nguyen [12] et al. considered the k-submodular maximiza-
tion problem subjected to the total size constraint under noises and devised two
streaming algorithms which provided the approximation ratio of O(ε(1− ε)−2B)
when f was monotone and O(ε(1 − ε)−3B) when f was non-monotone.

Although there have been many attempts to solve the problem of maximizing
a k-submodular function under several kinds of constraints, they did not cover
several cases that could happens frequently in reality in which each element
could be customized in terms of its private cost or a problem was provided with
just limited budgets. Let’s consider the following application:

Influence Maximization with k Topics. Given a social network under an
information diffusion model and k topics. Each user has a cost to start the
influence under a topic which manifests how hard it is to initially influence to
a respective person. Given a budget B, we consider the problem of finding a
set of users (seed set), each initially adopts a topic, with the total cost is at
most B to maximize the expected number of users who are eventually activated
by at least one topic. In this application, the expected number of influenced
users (objective) function is k-submodular where each user corresponds to each
element in the set V [8,9,12].

Motivated by that observation, in this work, we study a novel problem named
Budgeted k-submodular maximization (BkSM), defined as follows:

Definition 1. Given a finite set V , a budget B and a k-submodular function
f : (k + 1)V �→ R+. The problem asks to find a solution s = (S1, S2, . . . , Sk),
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each element e ∈ V has a cost ci(e) > 0 to be put in to Si, with total cost
c(s) =

∑
i∈[k]

∑
e∈Si

ci(e) ≤ B so that f(s) is maximized.

In addition, input data increasing constantly makes it impossible to be stored
in computer memory. Therefore it is critical to devise streaming algorithms which
not only reduce the requirement of stored memory but also be able to produce
guaranteed solutions in a single pass or some passes. Although streaming algo-
rithm is one of efficient methods for solving submodular maximization prob-
lems under various kinds of constraints such as cardinality constraint [1,3,7,18],
knapsack constraint [5], k-set constraint [4] and matroid constraint [2], it is not
potential to directly be applied to our BkSM problem due to intrinsic differences
between submodularity and k-submodularity.

Our Contributions. In this paper we propose several algorithms which provide
theoretical bounds of BkSM. Overall, our contributions are as follows:

– For a special case when every element has the same cost to be added to any
i-th set, we first propose a deterministic streaming algorithm (Algorithm2)
which runs in a single pass, has O(kn

ε log B) query complexity, O(B
ε log B)

space complexity and returns an approximation ratio of 1
4 − ε when f is

monotone and 1
5 − ε when f is non-monotone for any input value of ε > 0.

– For the general case, we propose a random streaming algorithm (Algorithm 4)
which runs in a single pass, has O(kn

ε log B) query complexity, O(B
ε log B)

space complexity and returns an approximation ratio of min{α
2 , (1−α)k

(1+β)k−β }−ε

when f is monotone and min{α
2 , (1−α)k

(1+2β)k−2β } − ε when f is non-monotone in

expectation where β = maxe∈V,i,j∈[k],i �=j
ci(e)
cj(e)

and α ∈ (0, 1], ε ∈ (0, 1) are
inputs.

Our algorithms is an inspired suggestion from [1,5] in which we also sequentially
make decision based on the value of incremental objective function per cost of
each element and guess the optimal solution through the maximum singleton
value. In addition, we introduce a new probability distribution to subsequently
select a new element to candidate solutions.

Organization. The rest of the paper is organized as follows: The notations and
properties of k-submodular functions are presented in Sect. 2. Section 3 and 4
present our algorithms and theoretical analysis. Finally, we conclude this work
in Sect. 5.

2 Preliminaries

Given a finite set V and an integer k, denote [k] = {1, 2, . . . , k}, let (k + 1)V =
{(X1,X2, . . . , Xk)|Xi ⊆ V,∀i ∈ [k],Xi ∩Xj = ∅,∀i �= j} be a family of k disjoint
sets, called a k-set. We define suppi(x) = Xi, supp(x) = ∪i∈[k]Xi, Xi is called
i-th set of x and an empty k-set is defined as 0 = (∅, . . . , ∅).

For x = (X1,X2, . . . Xk) and y = (Y1, Y2, . . . , Yk) ∈ (k + 1)V , if e ∈ Xi, we
write x(e) = i else if e /∈ ∪i∈[k]Xi, we write x(e) = 0 and i is called the position
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of e; adding e /∈ supp(x) into Xi can be represented by x � (e, i). In the case of
Xi = {e}, and Xj = ∅,∀j �= i, we denote x as (e, i). We denote x � y iff Xi ⊆ Yi

for all i ∈ [k].
A function f : (k+1)V �→ R is k-submodular iff for any x = (X1,X2, . . . , Xk)

and y = (Y1, Y2, . . . , Yk) ∈ (k + 1)V , we have:

f(x) + f(y) ≥ f(x � y) + f(x � y) (2)

where
x � y = (X1 ∩ Y1, . . . , Xk ∩ Yk)

and

x � y =

⎛
⎝X1 ∪ Y1 \ (

⋃
i�=1

Xi ∪ Yi), . . . , Xk ∪ Yk \ (
⋃
i�=k

Xi ∪ Yi)

⎞
⎠

A function f is monotone iff for any x ∈ (k + 1)V , e /∈ supp(x) and i ∈ [k], we
have

Δe,if(x) = f(X1, . . . , Xi−1,Xi ∪ {e},Xi+1, . . . , Xk) − f(X1, . . . , Xk) ≥ 0 (3)

From [17], the k-submodularity of f implies the orthant submodularity, i.e.,

Δe,if(x) ≥ Δe,if(y) (4)

and the pairwise monotonicity, i.e.,

Δe,if(x) + Δe,jf(x) ≥ 0 (5)

for any x,y ∈ (k + 1)V with x � y, e /∈ supp(y) and i, j ∈ [k] with i �= j.
In this paper, we assume that f is normalized, i.e., f(0) = 0 and each element

e has a cost ci(e) to be added into i-th set of a solution and the total cost of
k-set x is

c(x) =
∑

i∈[k],e∈suppi(x)

ci(e)

We define β as the largest ratio of different costs of an element, i.e.,

β = max
e∈V,i�=j

ci(e)
cj(e)

Without loss of generality, throughout this paper, we assume that every element
e satisfies ci(e) ≥ 1,∀i ∈ [k] and ci(e) ≤ B, otherwise we can simply remove
it. We only consider k ≥ 2 because if k = 1, the k-submodular becomes to
submodular function.
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3 Deterministic Streaming Algorithm When β = 1

In this section, we introduce a deterministic streaming algorithm for the special
case when β = 1, i.e., each element has the same cost for all i-th sets ci(e) =
cj(e),∀e ∈ V, i �= j. For simplicity, we denote c(e) = ci(e) = cj(e).

The main idea of our algorithms is that (1) we select each observed element e
based on comparing between the ratio of f per total cost at the current solution
with a threshold which is set in advance, and (2) we use the maximum singleton
value (emax, imax) defined as

(emax, imax) = arg max
e∈V,i∈[k]

f((e, i)) (6)

to obtain the final solution. We first assume that the optimal solution is known
and then remove this assumption by using the method in [1] to approximate the
optimal solution.

3.1 Deterministic Streaming Algorithm with Known Optimal
Solution

We first present a simplified version of our deterministic streaming algorithm
when the optimal solution is known. Denote o as an optimal solution and opt =
f(o), the algorithm receives v such that v ≤ opt and a parameter α ∈ (0, 1] as
inputs. The role of these parameters are going to be clarified in the main version.
The details of the algorithm are fully presented in Algorithm1. We define the
notations as follows:

• (ej , ij) as the j-th element and its position added in the main loop of the
algorithm;

• sj - the solution when adding j elements in the main loop of the algorithm;
• oj = (o � sj) � sj ;
• oj−1/2 = (o � sj) � sj−1;
• sj−1/2: If ej ∈ supp(o), then sj−1/2 = sj−1 � (ej ,o(ej)). If ej /∈ supp(o),

sj−1/2 = sj−1;
• ut = {(u1, j1), (u2, j2), . . . , (ur, jr)} - a set of elements that are in ot but not

in st, r = |supp(ut)|
• ut

i = st � {(u1, j1), (u2, j2), . . . , (ui, ji)}
The algorithm initiates a candidate solution s0 as an empty k-set. For each

new incoming element e, the algorithm updates a tuple (emax, imax) to find the
maximal singleton then checks that the total cost c(st)+c(e) exceed B or not? If
not, it finds a position i′ ∈ [k] that f(st � (e, i′)) is maximal and adds (e, i) into
st if f(st�(e,i′))

c(st)+c(e) ≥ αv
B . Otherwise, it ignores e and receives the next element. This

step helps the algorithm select any element which has high value of marginal
value per its cost as well as eliminate bad ones.

After finishing the main loop, the algorithm returns the best solution in {st}∪
{(emax, imax)} when f is monotone or returns the best solution in {sj : j ≤ t}
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Algorithm 1. Deterministic streaming algorithm with known opt

Input: a function f : (k + 1)V �→ R+, B > 0, α ∈ (0, 1], v that v ≤ opt
Output: a solution s

1. s0 ← 0, t ← 0
2. foreach e ∈ V do
3. ie ← argmaxi∈[k] f((e, i))
4. (emax, imax) ← argmax(e1,i1)∈{(emax,imax),(e,ie)} f((e1, i1))
5. if c(st) + c(e) ≤ B then
6. i′ ← argmaxi∈[k] f(s

t � (e, i))

7. if f(st�(e,i′))
c(st)+c(e)

≥ αv
B

then

8. st+1 ← st � (e, i′), t ← t + 1

9. return argmaxs∈{st}∪{(emax,imax)} f(s) if f is monotone,
argmaxs∈{sj :j≤t}∪{(emax,imax)} f(s) if f is non-monotone.

∪ {(emax, imax)} when f is non-monotone. We now analysis the approximation
guarantee of Algorithm 1. Denote et is the last addition of the main loop of the
Algorithm 1. By exploiting the relation among o, oj and sj , j ≤ t, we obtain the
following Lemma.

Lemma 1. If f is monotone then v − f(ot) ≤ f(st) and if f is non-monotone
then v − f(ot) ≤ 2f(st).

Due to the space constraint, we omit some proofs and presented them in a full
version of this paper. Lemma 1 plays an important role for analyzing approxi-
mation ratio of the algorithm, which stated in the following Theorem.

Theorem 1. Algorithm1 is a single pass streaming algorithm and returns a
solution s satisfying:

– If f is monotone, f(s) ≥ min{α
2 , 1−α

2 }v, f(s) is maximized to v
4 when α = 1

2 .
– If f is non-monotone, f(s) ≥ min{α

2 , 1−α
3 }v, f(s) is maximized to v

5 when
α = 2

5 .

3.2 Deterministic Streaming Algorithm

We present our deterministic streaming algorithm in the case of β = 1 which
reuses the framework of Algorithm 1 but removes the assumption that o is
known. We use the dynamic update method in [1] to obtain a good approxi-
mation of opt.

To specific, denote m = maxe∈V,i∈[k] f((e, i)), we have m ≤ opt ≤ Bm.
Therefore we use the value v = (1 + ε′)j for {j|m ≤ (1 + ε′)j ≤ Bm, j ∈ Z+}
to guess the value of opt by showing that there exits v such that (1 − ε′)opt ≤
v ≤ opt. However, in order to find m, we have to require at least one pass
over V . Therefore, we adapt the dynamic update method in [1] which updates
m = max{m,maxi∈[k] f((e, i))} with an already observed element e to determine
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the range of guessed optimal values. This method can help algorithm maintain
a good estimation of the optimal solution if that range shifts forward when next
elements are observed. We implement this method by using variables stj and tj
to store a candidate solution and the number of its elements in which v = (1+ε′)j

is an guessed value of opt.
We set the value of α by using Theorem 1 which provides the best approxi-

mation guarantees. The value of ε′ is set to several times higher than ε to reduce
the complexity but still ensure approximation ratios. The detail of our algorithm
is presented in Algorithm 2.

Algorithm 2. Deterministic streaming algorithm
Input: a function f : (k + 1)V �→ R+, B > 0, ε > 0.
Output: a solution s

1. If f is monotone α ← 1
2
, ε′ ← 4ε else α ← 2

5
, ε′ ← 5ε

2. foreach e ∈ V do
3. ie ← argmaxi∈[k] f((e, i))
4. (emax, imax) ← argmax(e1,i1)∈{(emax,imax),(e,ie)} f((e1, i1))

5. O ← {j|f((emax, imax)) ≤ (1 + ε′)j ≤ Bf((emax, imax)), j ∈ Z+}
6. for j ∈ O do
7. if c(stj ) + c(e) ≤ B then

8. i′ ← argmaxi∈[k] f(s
tj � (e, i)) if f(s

tj �(e,i′))
c(s

tj )+c(e)
≥ α(1+ε′)j

B
then

9. stj+1 ← stj � (e, i′), tj ← tj + 1

Lemma 2. In Algorithm2, there exists a number j ∈ Z+ so that v = (1+ ε′)j ∈
O satisfies (1 − ε′)opt ≤ v ≤ opt

Proof. Denote m = f((emax, imax)). Duet to k-submodularity of f , we have

m ≤ opt = f(o) ≤
∑

e∈supp(o)

f(e,o(e)) ≤ Bm

Let j = �log1+ε′ opt�, we have v = (1 + ε′)j ≤ opt ≤ Bm and v ≥ (1 +
ε′)log1+ε′ (opt)−1 = opt

1+ε′ ≥ opt(1 − ε′).

The performance of Algorithm 2 is claimed in the following Theorem.

Theorem 2. Algorithm2 is a single pass streaming algorithm that has
O(kn

ε log B) query complexity, O(B
ε log B) space complexity and provides an

approximation ratio of 1
4 − ε when f is monotone and 1

5 − ε when f is non-
monotone.

Proof. The size of O is at most 1
ε′ log B, finding each stj takes at most O(kn)

queries and stj includes at most B elements. Therefore, the query complexity is
O(kn

ε log B) and total space complexity is O(B
ε log B).

By Lemma 2, there exists an integer number j ∈ Z+ so that v = (1+ε′)j ∈ O
satisfies (1 − ε′)opt ≤ v ≤ opt. Apply Theorem 1, for the monotone case we
have: f(s) ≥ 1

4v ≥ 1
4 (1 − ε′)opt = (14 − ε)opt and for the non-monotone case:

f(s) ≥ 1
5v ≥ 1

5 (1 − ε′)opt = (15 − ε)opt. Hence, the theorem is proved. ��
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4 Random Streaming Algorithm for General Case

In the case each element e has multiple different cost ci(e) for each i-th set, we
can not apply previous algorithms. Therefore, in this section we introduce one
pass streaming which provides approximation ratios in expectation for BkSM
problem.

At the core of our algorithm, we introduce a new probability distribution to
choose a position for each element to establish the relationship among o, oj and
sj (Lemma 3) and analyze the performance of our algorithm. Besides, we also use
a predefined threshold to filter high-value elements into candidate solutions and
the maximum singleton value to give the final solution. Similar to the previous
section, we first introduce a simplified version of the streaming algorithm when
the optimal solution is known in advance.

4.1 Random Algorithm with Known Optimal Solution

This algorithm also receives the inputs α ∈ (0, 1) and v that v ≤ opt. We use
the same notations as in Sect. 3. This algorithm also requires one pass over V .
The algorithm imitates an empty k-set s0 and subsequently updates the solution
after once passing over V . Be different from Algorithm 1, for each e ∈ V being
observed, the algorithm finds a set collection J that contains positions satisfying
the total cost is at most B and the ratio of the increment of the objective function
per cost is at least a given threshold, i.e.,

J =
{

i ∈ [k] : c(st) + ci(e) ≤ B and
f(st � (e, i)) − f(st)

ci(e)
≥ αv

B

}
(7)

These constraints help the algorithm eliminate which position having low
increment of the objective function over its cost. If J �= ∅, the algorithm puts e
into set i of st with a probability:

p
|J|−1
i

T
=

( f(st�(e,i))−f(st)
ci(e)

)|J|−1

∑
i∈J( f(st�(e,i))−f(st)

ci(e)
)|J|−1

(8)

Simultaneously, the algorithm finds the maximum singleton value
(emax, imax) by updating the current maximal value from the set of observed
elements. As Algorithm 3, the algorithm also uses (emax, imax) as one of candi-
date solutions and finds the best among them. The full detail of this algorithm
is described in Algorithm 3.

Lemma 3 provides the relationship among o,oj and sj , j ≤ t that play an
importance role in analyzing algorithm’s performance.

Lemma 3. In Algorithm3, if there is no pair (e, i) ∈ o satisfying ∃j ∈ [t] : e /∈
supp(sj) so that f(sj�(e,i))

c(sj)+ci(e)
≥ αv

B and c(sj) + ci(e) > B, we have:

– If f is monotone, then

f(oj−1) − E[f(oj)] ≤ β(1 − 1
k

)(E[f(sj)] − f(sj−1) +
αvcj∗(ej)

kB



Streaming Algorithms for Budgeted k-Submodular Maximization Problem 35

Algorithm 3. Random streaming algorithm with known opt-
RanStreamWithOpt(f, opt, α)
Input: a function f : (k + 1)V �→ R+, B > 0, α ∈ (0, 1], v, v ≤ opt
Output: a solution s

1. s0 ← 0, t ← 0
2. foreach e ∈ V do
3. ie ← argmaxi∈[k] f((e, i))
4. (emax, imax) ← argmax(e1,i1)∈{(emax,imax),(e,ie)} f((e1, i1))
5. J ← ∅
6. foreach i ∈ [k] do

7. if c(st) + ci(e) ≤ B and f(st�(e,i))−f(st)
ci(e)

≥ αv
B

then

8. pi ← f(st�(e,i))−f(st)
ci(e)

; J ← J ∪ {i}

9. if J �= ∅ then

10. T ← ∑
i∈J p

|J|−1
i

11. Select a position i ∈ J with probability
p

|J|−1
i

T

12. st+1 ← st � (e, i); t ← t + 1

13. return argmaxs∈{st}∪{(emax,imax)} f(s) if f is monotone,
argmaxs∈{sj :j≤t}∪{(emax,imax)} f(s) if f is non-monotone

– If f is non-monotone, then

f(oj−1) − E[f(oj)] ≤ 2β(1 − 1
k

)(E[f(sj)] − f(sj−1)) +
2αvcj∗(ej)

kB

Theorem 3. Algorithm3 returns a solution s satisfying

– If f is monotone, E[f(s)] ≥ min{α
2 , (1−α)k

(1+β)k−β }v, f(s) is maximized to v
3+β− β

k

when α = 2
3+β− β

k

.

– If f is non-monotone, E[f(s)] ≥ min{α
2 , (1−α)k

(1+2β)k−2β }v, f(s) is maximized to
v

3+2β− 2β
k

when α = 2
3+2β− 2β

k

.

4.2 Random Streaming Algorithm

In this section we remove the assumption that the optimal solution is known
and present the random streaming algorithm which reuses the framework of
Algorithm 3.

Similar to the Algorithm 2, we use the method in [1] to estimate opt. We
assume that we know β in advance. This is feasible because we can calculate the
value of β in O(kn). We set α according to the properties of f to provide the
best performance of the algorithm. The algorithm continuously updates O ←
{j|f((emax, imax)) ≤ (1 + ε)j ≤ Bf((emax, imax)), j ∈ Z+} in order to estimate
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the value of maximal singleton and uses stj and tj to save candidate solutions,
which is updated by using the probability distribution as in Algorithm3 with
(1 + ε)j is an estimation of optimal solution. The algorithm finally compares all
candidate solutions to select the best one. The details of algorithm is presented
in Algorithm 4.

Algorithm 4. Random streaming algorithm
Input: a k-submodular function f : (k + 1)V �→ R+, B > 0, ε > 0, α ∈ (0, 1]
Output: a solution s

1. foreach e ∈ V do
2. ie ← argmaxi∈[k] f((e, i))
3. (emax, imax) ← argmax(e1,i1)∈{(emax,imax),(e,ie)} f((e1, i1))

4. O ← {j|f((emax, imax)) ≤ (1 + ε)j ≤ Bf((emax, imax)), j ∈ Z+}
5. foreach j ∈ O do
6. J ← ∅
7. foreach i ∈ [k] do

8. if c(stj ) + ci(e) ≤ B and f(s
tj �(e,i))−f(s

tj )
ci(e)

≥ α(1+ε)j

B
then

9. pi ← f(s
tj �(e,i))−f(s

tj )
ci(e)

; J ← J ∪ {i}

10. T ← ∑
i∈J p

|J|−1
i

11. Select a position i ∈ J with probability
p

|J|−1
i

T

12. stj+1 ← stj � (e, i); tj ← tj + 1

13. return argmax
s∈{stj :j∈O}∪{(emax,imax)

f(s) if f is monotone,

argmax
s{stj

i :j∈O,i≤j}∪{(emax,imax)} f(s) if f is non-monotone

Theorem 4. Algorithm4 is one pass streaming algorithm that has O(kn
ε log B)

query complexity, O(B
ε log B) space complexity and provides an approximation

ratio of min{α
2 , (1−α)k

(1+β)k−β } − ε when f is monotone and min{α
2 , (1−α)k

(1+2β)k−2β } − ε

when f is non-monotone in expectation.

Proof. By Lemma 2, there exists j ∈ Z+ that v = (1 + ε)j ∈ O satisfies (1 −
ε)opt ≤ v ≤ opt. Using similar arguments of the proof of Theorem 3, for the
monotone case

f(s) ≥ min{α

2
,

(1 − α)k
(1 + β)k − β

}v ≥
(

min{α

2
,

(1 − α)k
(1 + β)k − β

} − ε

)
opt

For the non-monotone case we also obtain the proof by applying the same argu-
ments ��



Streaming Algorithms for Budgeted k-Submodular Maximization Problem 37

5 Conclusions

This paper studies the BkSM, a generalized version of maximizing k-submodular
functions problem. In order to find the solution, we propose several streaming
algorithms with provable guarantees. The core of our algorithms is to exploit
the relation between candidate solutions and the optimal solution by analyzing
intermediate quantities and applying a new probability distribution to select
elements with high contributions to a current solution. In the future we are going
to conduct experiments on so some instance of BkSM to show the performance
of our algorithms in practice.
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Abstract. Lower bounded correlation clustering problem is a general-
ization of the classical correlation clustering problem, which has many
applications in protein interaction networks, cross-lingual link detection,
and communication networks, etc. In the lower bounded correlation clus-
tering problem, we are given a complete graph and an integer L. Each
edge is labelled either by a positive sign + or a negative sign − whenever
the two endpoints of the edge are similar or dissimilar respectively. The
goal of this problem is to partition the vertex set into several clusters,
subject to an lower bound L on the sizes of clusters so as to minimize
the number of disagreements, which is the total number of the edges
with positive labels between clusters and the edges with negative labels
within clusters. In this paper, we propose the lower bounded correlation
clustering problem and formulate the problem as an integer program.
Furthermore, we provide two polynomial time algorithms with constant
approximate ratios for the lower bounded correlation clustering problem
on some special graphs.

Keywords: Lower bounded · Correlation clustering · Approximation
algorithm · Polynomial time

1 Introduction

Correlation clustering problem has numerous applications in the areas of machine
learning, computer vision, data mining, social networks and data compression.
It has been widely studied in the literature [1,11,13,18–20].

The correlation clustering problem was first introduced by Bansal et al. [4].
In this problem, we are given a complete graph G = (V,E), where each edge
c© Springer Nature Switzerland AG 2021
D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 39–49, 2021.
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(u, v) ∈ E is labelled by + or − based on the similarity of vertices u and v. The
goal is to find a clustering of vertices V so as to make the edges within clusters
are mostly positive and the edges between different clusters are mostly negative.
Given a clustering, let each positive edge whose two endpoints lie in different
clusters and each negative edge whose endpoints lie in the same cluster be a
disagreement. Moreover, let each remaining edge be an agreement.

Based on the goal of the correlation clustering problem, there are two versions
of the correlation clustering problem: minimizing disagreements and maximizing
agreements. The goal of the former problem is to find a clustering so as to
minimize the number of disagreements. The goal of the latter problem is to find
a clustering so as to maximize the number of agreements. Given any instance
of the correlation clustering problem, the two different versions share the same
optimal solution. But the two versions of the problem are essentially different
from the point of view of approximation algorithm. In the rest of the paper,
we only consider the minimizing disagreements version of correlation clustering
problem.

The correlation clustering problem is NP -hard. Bansal et al. [4] give a 17433-
approximation algorithm, which is the first constant approximation algorithm
for the correlation clustering problem. Charikard et al. [7] first provide a very
natural linear programming formulation of the problem and prove that the inte-
grality gap of the linear program is 2. Secondly, they propose a 4-approximation
algorithm by using the method of region growth, which significantly improves the
approximation ratio of the algorithm provided by Bansal et al. [4]. Finally, for
the correlation clustering problem on general graphs, they provided an O(log n)-
approximation algorithm. The current best approximation algorithm is provided
by Chawla et al. [8], which achieves an approximate ratio of 2.06.

Because of the complexity of the practical applications, the correlation clus-
tering problem has some limitations in modelling real-life situations. In order to
adapt to the development of society and guide practice more effectively and real-
istically, various generalizations of the correlation clustering problem have been
proposed and widely studied. Such as the min-max correlation clustering [2], the
chromatic correlation clustering [5], the overlapping correlation clustering prob-
lem [6], the higher-order correlation clustering [9], the capacitated correlation
clustering problem [16], and the correlation clustering with noisy input [14,15],
among others.

Lower bound constraint is a natural constraint in combinatorial optimization
problems and it has been extensively studied [3,10,12,17]. However, there has
been no relevant research on the lower bounded correlation clustering problem.
Therefore, this work considers the lower bounded correlation clustering problem,
which is a new and natural variant of the correlation clustering problem. In this
problem, we are given a labeled complete graph G = (V,E) as well as an integer
L. The goal of this problem is to partition set V into several clusters with each
size at least L so as to minimize the total number of disagreements.

Note that the lower bounded correlation clustering problem includes the clas-
sical correlation clustering problem as a special case by letting L = 1. Note the
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case where L > |V |/2 is trivial because only one feasible solution exists for
the lower bounded correlation clustering problem. Therefore, we assume that
L ≤ |V |/2 for the rest of the discussion.

There are three main contributions in this paper.

(1) We first propose the lower bounded correlation clustering problem and give
an integer programming formulation for the problem.

(2) We provide an algorithm which returns V as the cluster. We show that the
algorithm always outputs an optimal solution for the lower bounded correla-
tion clustering problem on (2|V |/L−1)-positive edge dominant graphs (The-
orem 1). Moreover, we prove that the same algorithm is a 20-approximation
algorithm for the lower bounded correlation clustering problem on 4-positive
edge dominant graphs (Theorem 2).

(3) We present another algorithm which may return multiple clusters and prove
the algorithm is a 20-approximation algorithm for the lower bounded cor-
relation clustering problem on (5|V |/L − 1)-positive edge dominant graphs
(Theorem 3).

The rest of our paper is structured as follows. Section 2 presents some def-
initions as well as the formulation of the lower bounded correlation clustering
problem. The two algorithms are presented in Sects. 3 and 4, respectively. Some
discussions are provided in Sect. 5.

2 Lower Bounded Correlation Clustering Problem

In this section, we give some definitions used in this paper as well as the for-
mulation of the lower bounded correlation clustering problem. Given a complete
graph G = (V,E), let E+ and E− be the sets of all positive edges and all nega-
tive edges, respectively, For each positive integer k, denote set [k] = {1, 2, . . . , k}.
The lower bounded correlation clustering is defined in Definition 1.

Definition 1 (Lower bounded correlation clustering problem). Given a
labelled complete graph G = (V,E) as well as an integer L, the goal is to find a
partition C = {C1, C2, . . . , Ck} of V which satisfies |Ci| ≥ L, i ∈ [k] such that

∑

i∈[k]

|(u, v) ∈ E− : u, v ∈ Ci| +
∑

i,j∈[k]

|(u, v) ∈ E+ : u ∈ Ci, v ∈ Cj , i �= j|

is minimized.

Definition 2 (M-positive edge dominant graph). Graph G = (V,E) is an
M -positive edge dominant graph if

inf
v∈V

|E+
v |

|E−
v | ≥ M,

where E+
v := {(u, v) ∈ E+, u ∈ V } and E−

v := {(u, v) ∈ E−, u ∈ V }.
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For each edge (u, v), we introduce a 0-1 variable xuv such that xuv = 1 when
the two vertices of edge (u, v) lie in different clusters and xuv = 0 when the two
vertices of edge (u, v) lie in the same cluster. Based on the above variables and
Definition 1, we formulate the lower bounded correlation clustering problem as
the following integer program (1).

min
∑

(u,v)∈E+

xuv +
∑

(u,v)∈E−
(1 − xuv)

s. t. xuv + xvw ≥ xuw, ∀u, v, w ∈ V, (1)
∑

v∈V

(1 − xuv) ≥ L, ∀u ∈ V,

xuu = 0, ∀u ∈ V,

xuv ∈ {0, 1}, ∀u, v ∈ V.

The objective function is the total number of disagreements. The quantity∑
(u,v)∈E+ xuv is the number of disagreements generated by the positive edges,

while the quantity
∑

(u,v)∈E−(1−xuv) is the number of disagreements generated
by the negative edges. There are three types of constraints in (1). The first one
is the triangle inequality, which insures the program returns a feasible cluster of
the correlation clustering problem. The second one is a lower bound constraint,
which guarantees that there are at least L vertices in each cluster. The third one
is the natural binary constraint. By relaxing above 0-1 variables, we obtain the
LP relaxation of (1).

min
∑

(u,v)∈E+

xuv +
∑

(u,v)∈E−
(1 − xuv)

s. t. xuv + xvw ≥ xuw, ∀u, v, w ∈ V, (2)
∑

v∈V

(1 − xuv) ≥ L, ∀u ∈ V,

xuu = 0, ∀u ∈ V,

0 ≤ xuv ≤ 1, ∀u, v ∈ V.

3 A Simple Effecient Algorithm

In this section, we provide Algorithm1, which returns set V as the only clus-
ter. Furthermore, we prove that Algorithm1 achieves a constant approximation
ration for the lower bounded correlation clustering problem when restricted to
two special graphs.

Theorem 1 below can be shown based on the structure of the feasible solutions
of the lower bounded correlation clustering problem.

Theorem 1. Algorithm1 is an optimal algorithm for the lower bounded corre-
lation clustering problem on (2|V |/L − 1)-positive edge dominant graphs.
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Algorithm 1
Input: Integer L, a labelled complete graph G = (V,E).
Output: A partition of vertices.
1: Let V be a cluster.
2: return cluster V .

Proof. For each (2|V |/L−1)-positive edge dominant graph G = (V,E), we have
|E−

v | ≤ L/2,∀v ∈ V . Moreover, for each feasible solution C = {C1, . . . , Cm}
of the instance I = (G,L) which contains more than one cluster. There are
at least L cut edges generated by each vertex v. Moreover, there are at least
L/2 disagreements generated by the positive edges among these cut edges since
|E−

v | ≤ L/2. Therefore, Algorithm 1 returns an optimal solution since the dis-
agreements generated by each vertex v ∈ V is no more than |E−

v | and it can be
bounded by L/2. �

For any instance I = (G,L), where G = (V,E) is a complete 4-positive edge
dominant graph satisfying |E−

v | ≤ (|V | − 1)/5, v ∈ V , we solve (2) to obtain an
optimal fractional solution x∗ of I. For each vertex v ∈ V , compute

Avgv(V ) :=
∑

t∈V x∗
vt

|V | .

Let
cen(V ) := arg min

v∈V
Avgv(V ).

be the center vertex of set V . Then we can analyze the upper bound on the
number of disagreements based on the value of Avgcen(V )(V ). Specifically, we
consider the following two cases:

(1) Avgcen(V )(V ) ≤ 17/80;
(2) Avgcen(V )(V ) > 17/80.

3.1 Avgcen(V )(V ) ≤ 17/80

Lemma 1. For each negative edge (u,w) with x∗
ucen(V ), x

∗
wcen(V ) ≤ 19/40. The

number of disagreement generated by the negative edge (u,w) is bounded by

20 (1 − x∗
uw) .

Proof. From the first constraint of (2) and the inequalities x∗
ucen(V ), x

∗
wcen(V ) ≤

19/40, we have

1 − x∗
uw ≥ 1 − x∗

ucen(V ) − x∗
wcen(V ) ≥ 1 − 38

40
=

1
20

.

The number of disagreement generated by edge (u,w) = 1 ≤ 20(1 − x∗
uw).

We conclude the lemma. �
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Lemma 2. For each vertex w ∈ V with x∗
wcen(V ) > 19/40, the number of dis-

agreements generated by the negative edges (u,w) with x∗
ucen(V ) ≤ x∗

wcen(V ) can
be bounded by

20

⎡

⎣
∑

(u,w)∈E+,x∗
ucen(V )≤x∗

wcen(V )

x∗
uw +

∑

(u,w)∈E−,x∗
ucen(V )≤x∗

wcen(V )

(1 − x∗
uw)

⎤

⎦ .

Proof. For each vertex w ∈ V , denote

Pw(V ) :=
{
u ∈ V : (u,w) ∈ E+, x∗

ucen(V ) ≤ x∗
wcen(V )

}
,

Nw(V ) :=
{
u ∈ V : (u,w) ∈ E−, x∗

ucen(V ) ≤ x∗
wcen(V )

}
.

Recall Avgcen(V )(V ) ≤ 17/80 and x∗
wcen(V ) > 19/40. We obtain that there are

at least |V |/2 vertices in Pw(V )∪Nw(V ). Moreover we have |Pw(V )| ≥ |Nw(V )|
since

|Nw(V )| ≤ |E−
w | ≤ |V | − 1

5
.

Then, we get
∑

u∈Pw(V )

x∗
uw +

∑

u∈Nw(V )

(1 − x∗
uw)

≥
∑

u∈Pw(V )

(
x∗
wcen(V ) − x∗

ucen(V )

)
+

∑

u∈Nw(V )

(
1 − x∗

wcen(V ) − x∗
ucen(V )

)

= x∗
wcen(V )|Pw(V )| +

(
1 − x∗

wcen(V )

)
|Nw(V )| −

∑

u∈Pw(V )∪Nw(V )

x∗
ucen(V )

≥ 19
40

|Pw(V )| − 17
80

(|Pw(V )| + |Nw(V )|)

≥ 1
20

|Pw(V )|.

Therefore, the number of disagreements generated by the negative edges (u,w)
with x∗

ucen(V ) ≤ x∗
wcen(V ) is bounded by

20

⎡

⎣
∑

u∈Pw(V )

x∗
uw +

∑

u∈Nw(V )

(1 − x∗
uw)

⎤

⎦ .

We conclude the lemma. �

3.2 Avgcen(V )(V ) > 17/80

Lemma 3. For each vertex w ∈ V , the number of disagreements generated by
the negative edges (u,w) is bounded by

20
∑

(u,w)∈E+,u∈V

x∗
uw.
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Proof. From the definition of cen(V ), we obtain that if Avgcen(V )(V ) > 17/80,
then for each vertex w ∈ V

∑
u∈V x∗

uw

|V | >
17
80

(3)

holds. Moreover, for each vertex w ∈ V , we have

|E−
w | ≤ (|V | − 1)

5
and |E+

w | ≥ 4(|V | − 1)
5

. (4)

Combining (3) and (4), we obtain that for each vertex w ∈ V ,
∑

u∈E+
w
x∗
uw

|E+
w | ≥ 17

80
− 1

5
=

1
80

holds. Therefore, for each vertex w ∈ V , the number of disagreements generated
by the negative edges (u,w) is no more than |E+

w |/4 and it is bounded by

20
∑

u∈E+
w

x∗
uw.

�.

Combining Lemma 1–3, we obtain Theorem 2.

Theorem 2. Algorithm1 is a 20-approximation algorithm for the lower bounded
correlation clustering problem on 4-positive edge dominant graphs.

4 A Complex Algorithm May Outputs Multiple Clusters

In Sect. 3, we give a algorithm which only return one cluster. However, in some
applications, we may need to output more than one clusters. Therefore, we pro-
vide Algorithm 2 for some special graphs in this section which may output mul-
tiple clusters. The detailed algorithm is shown in Algorithm2.

We assume without loss of generality that the solution returned by Algo-
rithm2 contains exactly k clusters. The center set of vertices of the solution
is C := {v1, v2, . . . , vk}. The corresponding clusters are Cv1 , Cv2 , . . . , Cvk

. The
number of the disagreements generated by partition C is

∑

i∈[k−1]

|(u, v) ∈ E+ : u ∈ Cvi
, v ∈ ∪t∈[k]\[i]Cvt

| +
∑

i∈[k]

|(u, v) ∈ E− : u, v ∈ Cvi
|.

The first part is the number of disagreements generated by the positive edges
and the upper bound on the number of these disagreements is analyzed in Sub-
sect. 4.1. The second part is the number of disagreements generated by the nega-
tive edges and the upper bound on the number of these disagreements is analyzed
in Subsect. 4.2.



46 S. Ji et al.

Algorithm 2
Input: Integer L, and a labelled complete graph G = (V,E) with |E−

v | ≤ L/5, v ∈ V .
Output: A partition of vertices.
1: Solve (2) to obtain an optimal fractional solution x∗.
2: Initialize the un-cluster set S := V , and the center set of vertices C := ∅.
3: while S �= ∅ do
4: for each vertex v ∈ S do
5: Order the vertices in S in nondecreasing value of x∗ from v. Let set T 1

v be the
first L vertices in S according to above order and T 2

v := {t ∈ S : x∗
vt ≤ 1/2}.

Set Tv = T 1
v ∪ T 2

v and compute

Avgv(Tv) :=

∑
t∈Tv

x∗
vt

|Tv| .

6: end for
7: Choose vertex v with minimum Avgv(Tv).
8: if |S\Tv| ≥ L and Avgv(Tv) ≤ 17/80 then
9: Let Cv := Tv be a cluster.
10: Update S := S\Cv and C := C ∪ {v}.
11: else
12: Select

v := argmin
s∈S

∑
t∈S x∗

st

|S| .

13: Let Cv := S be a cluster.
14: Update S := ∅ and C := C ∪ {v}.
15: end if
16: end while
17: return Set C and C = {Cv : v ∈ C}.

4.1 Disagreements Generated by Positive Edges

Recall Algorithm 2. For each i ∈ [k−1], we have Avgvi
(Cvi

) ≤ 17/80. We analyze
the upper bound on the number of disagreements generated by the positive edges
in the following lemma.

Lemma 4. For each i ∈ [k − 1] and vertex v ∈ V \ ∪t∈[k]\[i] Cvt
, the number of

disagreements generated by the positive edges (q, v), q ∈ Cvi
is bounded by

64
17

⎡

⎣
∑

(q,v)∈E+,q∈Cvi

x∗
qv +

∑

(q,v)∈E−,q∈Cvi

(
1 − x∗

qv

)
⎤

⎦ .

Proof. For each v ∈ V \ ∪t∈[k]\[i] Cvt
, denote

E+
v (Cvi

) :=
{
(q, v) ∈ E+ : q ∈ Cvi

}
,

E−
v (Cvi

) :=
{
(q, v) ∈ E− : q ∈ Cvi

}
.

From |E−
v | ≤ L/5 and |E−

v (Cvi
)| + |E+

v (Cvi
)| ≥ L, we have

|E−
v (Cvi

)| ≤ |E+
v (Cvi

)|/4. (5)
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Combining (5) and Step 5 of Algorithm2, we have
∑

q∈E+
v (Cvi

)

x∗
qv +

∑

q∈E−
v (Cvi

)

(
1 − x∗

qv

)

≥
∑

q∈E+
v (Cvi

)

(
x∗
vvi

− x∗
qvi

)
+

∑

q∈E−
v (Cvi

)

(
1 − x∗

vvi
− x∗

qvi

)

= x∗
vvi

|E+
v (Cvi

)| +
(
1 − x∗

vvi

) |E−
v (Cvi

)| −
∑

q∈Cvi

x∗
qvi

≥ 1
2
|E+

v (Cvi
)| − 17

80
(|E+

v (Cvi
)| + |E−

v (Cvi
)|)

≥ 17
64

|E+
v (Cvi

)|.

Therefore, the number of disagreements generated by the positive edges
(q, v), q ∈ Cvi

equals |E+
v (Cvi

)| and it is bounded by

64
17

⎡

⎣
∑

(q,v)∈E+,q∈Cvi

x∗
qv +

∑

(q,v)∈E−,q∈Cvi

(
1 − x∗

qv

)
⎤

⎦ .

We conclude the lemma. �

4.2 Disagreements Generated by Negative Edges

In this subsection, we consider the disagreements generated by the negative
edges. Similar to Lemmas 2 and 3, we obtain the following two lemmas.

Lemma 5. For each cluster Cvi
with Avgvi

(Cvi
) ≤ 17/80 and vertex w ∈ Cvi

, if
x∗
wvi

> 19/40, then the number of disagreements generated by the negative edges
(u,w) with x∗

uvi
≤ x∗

wvi
is bounded by

20

⎡

⎣
∑

u∈Cvi
:(u,w)∈E+,x∗

uvi
≤x∗

wvi

x∗
uw +

∑

u∈Cvi
:(u,w)∈E+,x∗

uvi
≤x∗

wvi

(1 − x∗
uw)

⎤

⎦ .

Lemma 6. If Avgvk
(Cvk

) > 17/80, then for each vertex w ∈ Cvk
, the number

of disagreements generated by the negative edges (u,w), u ∈ Cvk
is bounded by

20
∑

(u,w)∈E+,u∈Cvk

x∗
uw.

Combining Lemmas 1, 4–Lemma 6, we obtain Theorem 3.

Theorem 3. Algorithm2 is a 20-approximation algorithm for the lower bounded
correlation clustering problem on (5|V |/L − 1)-positive edge dominant graphs.
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5 Discussions

In this paper, we first study the lower bounded correlation clustering problem
and give an integer programming formulation for the problem. We provide two
polynomial time approximation algorithms and prove that the algorithms in
this paper achieve constant approximate ratios for the lower bounded correlation
clustering problem on some special graphs. About the lower bounded correlation
clustering problem, we propose the following future research questions:

– In this paper, we prove that our algorithms achieve constant ratio for the
correlation clustering problem on some special graphs. It will be interesting
to design a polynomial time constant approximation algorithm for the lower
bounded correlation clustering problem on general complete graphs.

– In this paper, we study the minimizing disagreements version of the lower
bounded correlation clustering problem. There is no relevant research on the
maximizing agreements version of the lower bounded correlation clustering
problem. Therefore, another interesting future work is to study the maximiz-
ing agreements version of the lower bounded correlation clustering problem.
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Abstract. In recent years, submodularity has been found in a wide
range of connections and applications with different scientific fields. How-
ever, many applications in practice do not fully meet the characteristics
of diminishing returns. In this paper, we consider the problem of max-
imizing unconstrained non-negative weakly-monotone non-submodular
set function. The generic submodularity ratio γ is a bridge connect-
ing the non-negative monotone functions and the submodular functions,
and no longer applicable to the non-monotone functions. We study a
class of non-monotone functions, define as the weakly-monotone func-
tion, redefine the submodular ratio related to it and name it weakly-
monotone submodularity ratio γ̂, propose a deterministic double greedy
algorithm, which implements the γ̂

γ̂+2
approximation of the maximizing

unconstrained non-negative weakly-monotone function problem. When
γ̂ = 1, the algorithm achieves an approximate guarantee of 1/3, achiev-
ing the same ratio as the deterministic algorithm for the unconstrained
submodular maximization problem.

Keywords: Non-submodular optimization · Unconstrained ·
Submodularity ratio

1 Introduction

The research on combination problems with submodular property has received
extensive attention in recent years. We say the function f : 2N → R+ is sub-
modular on the finite ground set N if and only if for any subsets S, T of N , we
have:
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D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 50–58, 2021.
https://doi.org/10.1007/978-3-030-91434-9_5

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_5&domain=pdf
https://doi.org/10.1007/978-3-030-91434-9_5


Approximation Algorithm for Weakly Monotonic Functions 51

f(S) + f(T ) ≥ f(S ∪ T ) + f(S ∩ T ) (1)

i.e. for any two subsets S ⊆ T ⊆ N and e ∈ N \ T

f(S ∪ {e}) − f(S) ≥ f(T ∪ {e}) − f(T ).

We say the function f is monotone if for any two subsets S, T of N such that
S ⊆ T , we have

f(S) ≤ f(T ) (2)

Submodularity has a very intuitive interpretation in economics, which called
the diminishing marginal utility. The diminishing marginal utility enables sub-
modular functions to accurately simulate diversity and information gain in prac-
tical applications. At the same time, submodular functions can be solved accu-
rately to minimize and approximately maximize in polynomial time [16]. These
make submodular functions getting increasing attention in the field of artificial
intelligence [24] and data mining [1], such as: social network influence [19], deep
compressed sensing [22], sensor placement [21], targeted marketing [6], to name
a few.

Unconstrained submodular problems is one of the most basic problem in sub-
modular optimization. The factor of the approximation algorithm for the uncon-
strained submodular maximization problem is hardly better than 1/2 in polyno-
mial time [8]. In fact, many basic NP-hard problems are special cases of uncon-
strained submodular maximization, including undirected cut problems [11],
directed cut problems [14], the maximum facility location problems [18], and
some limited satisfiability problems. In addition, the approximation algorithms
of the unconstrained submodular maximization problem have been used as a
subroutine of many other algorithms, such as social network marketing [15], and
so on.

The study of unconstrained submodular maximization problems began in
the 1960s [5]. Obviously, there are not many results. Feige et al. [9] were the
first team to rigorously study general unconstrained submodular maximization
issues: they proposed an uniform random subset algorithm and a local search
algorithm, then increased the approximation guarantee to 2/5 by adding noise
to the local search algorithm; they also showed that it may require exponential
query to achieve an approximate ratio of 1/2+ε in the value oracle model. Gharan
et al. [12] and Feldman et al. [10] used methods such as simulated annealing to
further improve the noisy local search technique. Buchbinder et al. [3] showed
that a simple random algorithm strategy can be used to achieve the tight 1/2-
approximate ratio. Later, their team [4] gave the de-randomized algorithm with
the same approximate ratio. Roughgarden et al. [20] studied online unconstrained
submodular maximization problem, provided a polynomial-time no-1/2-regret
algorithm for this problem.

The applicability of submodular function is quite convenient and extensive.
Is it possible to apply skills to connect the general function problem with the
submodular problem, and then use the algorithms for submodular problem to
solve the general problem effectively and securely? Based on one of the equivalent
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definitions of submodular functions, Das and Kempe [7] proposed the submodu-
larity ratio γN,k with respect to the ground set U and the parameter k, which is a
quantity characterizing how close a general set function is to being submodular.
Bian et al. [2] combined and generalized the ideas of curvature α and the sub-
modularity ratio γN,k. Gong et al. [13] provided a more practical measurement γ
which is called generic submodularity ratio which is depend on the monotonicity
of the function.

In application, the problem with monotonic and submodularity is an ideal-
ized situation. For social network marketing, participants’ decision-making are
affected by the following conditions in actual social networks [17]: the social
trust between participants, the social relationship between participants, and the
preference similarity between participants. An appropriate number of “Big V”,
“Opinion Leader”, “KOL” and “Online Celebrity” recommendations could make
things widely spread without causing too much disgust, so as to ensure the pos-
itive growth of marketing effect. For the facility location problems, suppose the
objective function is to evaluate the overall income of supermarkets in a city.
The scope of the city would not change in a short time, and the construction
and daily operation of the supermarket is a fixed cost. When the supermarket
supply meets the urban demand [23], the newly opened supermarkets and pre-
vious supermarkets have to carry out price reduction and promotion in order to
survive, which reduces the overall income.

Our Results. In this paper, we study a class of non-monotone functions which
is a relaxed version of the monotonicity called the weakly-monotone, and discuss
the problem of maximizing unconstrained weakly-monotone functions.

• We first give the definition of weakly-monotone function, then define the
weakly-monotone submodularity ratio γ̂.

• Second, we present a deterministic double greedy algorithm for the uncon-
strained weakly-monotone maximization problem, and prove the algorithm
achieves γ̂

γ̂+2 -approximation ratio in 2n+2 times query and in O(n) comput-
ing time.

In addition, when the γ̂ reaches 1(i.e. the function is submodular), the approx-
imation guarantee of the algorithm recovers the tight ratio as deterministic algo-
rithm for the unconstrained submodular maximization problem.

Organization. The rest of this paper is structured as follows. In Sect. 2,
we introduce the basic definitions and symbols used throughout this article,
and give new definitions. We provide a deterministic algorithm for the uncon-
strained weakly-monotone functions maximization problem in Sect. 3, and give
the approximate ratio analysis. Section 4 offers direction of future work.

2 Preliminaries

In this paper, we consider the problem of maximizing an unconstrained non-
negative weakly-monotone function, the objective is to select a subset S of the
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ground set N to maximize f(S). The set function f : 2N → R+ is a non-negative
weakly-monotone set function with f(∅) = 0. This problem can be stated as:

max
S⊆N

f(S). (3)

f(S ∪ T ) − f(S) denotes the marginal gain of adding the set T ⊆ N to the set
S ⊆ N . Specially, when the set T = {e} ∈ N \ S, the marginal gain of adding
the single element e to the set S is defined as f(S ∪ {e}) − f(S).

Then, we defined the weakly-monotone function in following:

Definition 1. Weakly-monotone: Let f : 2N → R+ be a non-negative set
function with for any two subsets of different sizes S, T of N that f(S) 
= f(T ).
We say f is weakly-monotone if for any subset A ⊆ N and any e ∈ N \ A,

1. if f(A ∪ {e}) > f(A), for any S ⊆ N such that A � S, f(A) 
= f(S);
2. if f(A ∪ {e}) < f(A), for any S ⊆ N such that A � S, f(A) > f(S).

Example 1. N = {1, 2, 3, 4, 5}, f(S) = min{|S|, |N | − |S| + 0.5}.
When A = ∅, e ∈ N \ A, f(A ∪ {e}) = 1 > 0 = f(A): for any A � S ⊆

{1, 2, 3, 4, 5}, f(S) ∈ {1, 2, 2.5, 1.5, 0.5} 
= 0 = f(A);
When A ∈ {{1}, {2}, {3}, {4}, {5}}, e ∈ N \ A, f(A ∪ {e}) = 2 > 1 = f(A):

for any A � S ⊆ {1, 2, 3, 4, 5}, f(S) ∈ {2, 2.5, 1.5, 0.5} 
= 1 = f(A);
When A ∈ {{1, 2}, {1, 3}, {1, 4}, {1, 5}, {2, 3}, {2, 4}, {2, 5}, {3, 4}, {3, 5},

{4, 5}}, e ∈ N \ A, f(A ∪ {e}) = 2.5 > 2 = f(A): for any A � S ⊆ {1, 2, 3, 4, 5},
f(S) ∈ {2.5, 1.5, 0.5} 
= 2 = f(A);

When A ∈ {{1, 2, 3}, {1, 2, 4}, {1, 2, 5}, {1, 3, 4}, {1, 3, 5}, {1, 4, 5}, {2, 3, 4},
{2, 3, 5}, {2, 4, 5}, {3, 4, 5}}, e ∈ N \ A, f(A ∪ {e}) = 1.5 < 2.5 = f(A): for
any A � S ⊆ {1, 2, 3, 4, 5}, f(S) ∈ {1.5, 0.5} < 2.5 = f(A);

When A ∈ {{1, 2, 3, 4}, {1, 2, 3, 5}, {1, 2, 4, 5}, {1, 3, 4, 5}, {2, 3, 4, 5}}, e ∈ N \
A, f(A ∪ {e}) = 0.5 < 1.5 = f(A): for any A � S ⊆ {1, 2, 3, 4, 5}, f(S) = 0.5 <
1.5 = f(A).

For the function that does not conform to the strictly property, we only need
to add a small disturbance to the value of the function. For example, if there are
two equal function values Q, we could add Q

n·10k to the second function value,
and so on.

Then, we give the definition of the weakly-monotone submodularity ratio γ̂.

Definition 2. Weakly-monotone submodularity ratio: For a non-negative
weakly-monotone set function f : 2N → R+, the weakly-monotone submodularity
ratio of f is the largest scalar γ̂ satisfied the corresponding inequailities under
these two cases, for any S ⊆ N and any e ∈ N \ S:

1. When f(S ∪ {e}) − f(S) > 0, for any T ⊆ N \ {e} such that S ⊆ T :

f(S ∪ {e}) − f(S) � γ̂ | f(T ∪ {e}) − f(T ) |;
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2. When f(S ∪ {e}) − f(S) < 0, for any T ⊆ N \ {e} such that S ⊆ T :

f(S ∪ {e}) − f(S) � 1
γ̂

[f(T ∪ {e}) − f(T )].

Note 1. The weakly-monotone submodularity ratio γ̂ of f in Example 1 is 0.5.

For non-negative weakly-monotone set functions, the following lemma always
holds.

Lemma 1. Given a non-negative weakly-monotone set function f : 2N → R+

with weakly-monotone submodularity ratio γ̂, it always holds that

a. γ̂ ∈ (0, 1].
b. If the function f is submodular, then γ̂ = 1.

Throughout this paper, denotes S as the output solution by the algorithm;
denote O and OPT (i.e. f(O) = OPT ) as the optimal set and the value of the
optimal sets respectively. We assume that a single query on the oracle value
requires O(1) time.

3 The Deterministic-Greedy Algorithm

In this section, we propose a deterministic algorithm for maximizing uncon-
strained weakly-monotone functions. The algorithm runs in n iterations. In the
i-th iteration, we only consider whether to keep the element ei in the solution.
The algorithm always maintains two feasible solutions S and T . The initial set-
ting of S is an empty set and the T is the ground set N . The algorithm in
arbitrary sequence checks each element ei ∈ N one by one to decide on adding it
to S or deleting it from T . The decision is greedy depend on the size of marginal
gain ai of adding ei to S and marginal gain bi of abandoning e from S. If ai is
not less than bi, adding ei to S; otherwise, removing ei from T . After traversing
all the elements in N , we get S = T which as the output of the algorithm. The
principle of double greedy is intuitive as the operation for the element that we
decide brings greater marginal benefits. A formal description of the algorithm
appears as Algorithm 1.

In order to prove the approximate ratio of the algorithm, we give some addi-
tional notations. According to the construction of S and T , S staring with the
empty set denotes S0, T staring with the ground set N denotes T0; in the i−th
iteration, the algorithm either adds ei to Si−1 or removes ei from Ti−1. Record
the S as Si and record T as Ti when we have finished the operation.

First, we introduce an intermediate function f((O∪Si)∩Ti), using the change
of intermediate function to bound the loss of f(S) and f(T ) in each iteration.

Lemma 2. For all i = 1, 2, · · · , n:

f((O ∪ Si−1) ∩ Ti−1) − f((O ∪ Si) ∩ Ti) ≤ 1
γ̂

[f(Si) − f(Si−1) + f(Ti) − f(Ti−1)]
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Algorithm 1. Deterministic-Greedy
Input: evaluation oracle f : 2N → R+

Output: the set S

1: Initialize S ← ∅, T ← N
2: for i = 1 to n do
3: Initialize ai ← f(S ∪ {ei}) − f(S)
4: Initialize bi ← f(T \ {ei}) − f(T )
5: if ai ≥ bi then
6: S ← S ∪ {ei}
7: T ← T
8: else
9: S ← S

10: T ← T \ {ei}
11: return S

Due to the length limitation, we only give the main idea of proof: from the
relationship between ai and bi, the proof is divided into two cases: ai ≥ bi or
ai < bi. In each case, we need to find out the relationship between Si−1, Ti−1

and Si, Ti, and show one of ai and bi must more than 0; then we discuss whether
ei is in the optimal solution O and whether the value of f((O ∪ Si−1) ∩ Ti−1)
increases; in the end, using the definition of γ̂ to find the relationship between
the f((O∪Si−1)∩Ti−1)−f((O∪Si)∩Ti) and f(Si)−f(Si−1)+f(Ti)−f(Ti−1).

Then, we use the total change of intermediate function f((O ∪ Si) ∩ Ti) to
bound the total loss of f(S) and f(T ) at the algorithm.

Lemma 3.

f((O ∪ S0) ∩ T0) − f((O ∪ Sn) ∩ Tn)) ≤ 1
γ̂

[f(Sn) + f(Tn) − f(S0) − f(T0)]

Proof. Summing up the inequalities in Lemma2 for all i = 1, 2, · · · , n, we get

n
∑

i=1

(f((O ∪ Si−1) ∩ Ti−1) − f(O ∪ Si) ∩ Ti)))

≤ 1
γ̂

n
∑

i=1

[f(Si) − f(Si−1) + f(Ti) − f(Ti−1)]

(4)

Combine the similar items, we have

f((O ∪ S0) ∩ T0) − f((O ∪ Sn) ∩ Tn))

≤ 1
γ̂

[f(Sn) + f(Tn) − f(T0)]
(5)

Notice, at the begining of the algorithm the intermediate function f((O ∪
S0) ∩ T0) is f(O).
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Theorem 1. For any non-negative weakly-monotone function f : 2N → R+,
Algorithm Deterministic-Greedy is a γ̂

γ̂+2 -approximation algorithm, the query
complexity is 2n + 2, the computing time is O(n).

Proof. From the setting of Si, Ti (i = 0, 1, · · · , n), we can easily get Sn = Tn = S;
(O ∪ Sn) ∩ Tn = Sn = S. So

f(O) − f(S) ≤ 2
γ̂

f(S)

Thus,

f(S) ≥ γ̂

γ̂ + 2
OPT.

Then, we consider the queries of the algorithm by two parts. The first part is
to compute the value of ai when every element ei arrive, the number of queries
in this part is n + 1. The second part is to compute the value of bi whenevery
element ei arrive, the number of queries in this part is also n + 1. Consequently,
the number of queries is 2n + 2. Thus, the computing time of the algorithm is
O(n) oracle queries plus O(n) other operations.

From [3], we know that for any ε > 0, (1/3 + ε)-approximation is tight for
deterministic algorithm for unconstrained submodular maximization problem.
When γ̂ = 1, the algorithm has an approximation ratio of 1/3. Therefore, we
can say our algorithm is tight.

4 Discussion

Today, we would face the increasingly large data sets that are ubiquitous in
modern machine learning and data mining applications. Greedy algorithm is
highly continuous and would no longer have advantages in large-scale data sets.
Various algorithms have been proposed to solve numerous submodular prob-
lems including large-scale problems according to application requirements, which
can be roughly divided into centralized algorithms, streaming algorithms, dis-
tributed algorithms and decentralized framework. My recent interest is parallel
algorithms for submodular problems. One future work is the research of paral-
lel algorithms for maximizing an unconstrained non-negative weakly-monotone
function on large-scale data sets or streaming setting.
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Abstract. Many machine learning problems, such as medical data sum-
marization and social welfare maximization, can be modeled as the prob-
lems of maximizing monotone submodular functions. Differentially pri-
vate submodular functions under cardinality constraints are first pro-
posed and studied to solve the Combinatorial Public Projects (CPP)
problem, in order to protect personal data privacy while processing sensi-
tive data. However, the research of these functions for privacy protection
has received little attention so far. In this paper, we propose to study the
differentially private submodular maximization problem over the inte-
ger lattice. Our main contributions are to present differentially private
approximation algorithms for both DR-submodular and integer submod-
ular function maximization problems under cardinality constraints and
analyze the sensitivity of our algorithms.

Keywords: Integer submodular · Differentially private ·
DR-submodular

1 Introduction

Submodular set functions defined on a ground set V containing n elements (or
equivalently the Boolean lattice B

n = {0, 1}n) have been extended to the inte-
ger lattice Z

n (cf. Soma et al. [16]; Soma and Yoshida [19]). Many combinatorial
optimization and machine learning problems can be unified under the more gen-
eral integer lattice Z, including budget allocation with a competitor (Soma et
al. [16]), causal structure discovery (Agrawal et al. [1]), sensor placement with
different power levels (Soma and Yoshida [17]), pareto optimization problem
(Qian et al. [11]) and social welfare maximization, etc.
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Submodular function maximization problems on the integer lattice Z
n are

different from the traditional set submodular function on the Boolean lattice
B

n maximization, where we choose each element only once. The objective func-
tion is defined over multisets instead of subsets. Note that multiset theory is a
generalization of the set theory, whose multiple elements need to be calculated
according to the number of times they occur.

It is well-known that submodularity is equivalent to the diminishing return
property on the Boolean lattice. However, over the integer lattice, submodu-
larity is characterized of each individual dimension. If the function satisfies
submodularity in all dimensions, we call it a DR-submodular function. We
note that functions satisfying lattice submodularity do not necessarily sat-
isfy DR-submodularity. The problem of maximizing such DR-submodular func-
tions subject to different constraints has been extensively studied (Soma and
Yoshida [18,19]; Bian et al. [2,3]; Chen et al. [5]).

When sensitive information about individuals are involved, such as medical
data, sensor placement data and social welfare data, it is of great importance to
protect users’ privacy. Some of the most compelling use cases for these applica-
tions concern sensitive data about individuals. Effective optimization methods
are generally needed to ensure the privacy of individuals. Informally, a random-
ized algorithm is differentially private if changing a single entry in the input
database only results in a small distributional change in the outputs. There-
fore an adversary cannot information-theoretically infer whether or not a single
individual participated in the database.

Given a dataset to record some information from one domain, and if two
datasets differ by a single point, then they are neighboring. Formally, for ε, δ > 0,
a randomized computation A is said to be (ε, δ)−differentially private if for any
set of outputs V ⊆ range(A) and neighboring datasets D ∼ D′,

Pr[A(D) ∈ V ] ≤ exp(ε)Pr[A(D′) ∈ V ] + δ.

When δ = 0, we say A is ε−differentially private. For small changes in the input
dataset, differentially private algorithms adjust the sensitivity of the function to
ensure the performance of the algorithm.

In this paper, we consider differentially private integer submodular maxi-
mization under cardinality constraints. Our main contribution is to provide an
algorithm to maximize differentially private DR-submodular function and lattice
submodular function subject to cardinality constraint by using the exponential
mechanism. The problem we are interested in are described as follows.

Problem 1. Given a sensitive dataset D associated with a monotone integer sub-
modular function fD : ZV

+ → R and a cardinality parameter r, the objective is
to find a multiset y of carnality no more than r to maximize fD(y) while guar-
anteeing differential privacy with respect to the input dataset D.

1.1 Our Contributions

Our main contributions in this paper are listed as follows.
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1. To our knowledge, we give the first differentially private algorithm for a sub-
modular maximization problem under cardinality constraint over the integer
lattice.

2. We also provide a differentially private algorithm for DR-submodular function
over the integer lattice. And we provide the sensitivity proof for our algorithm.

3. We provide a simple proof that the sum of submodular functions on integer
lattices satisfies submodular property.

In order to devise polynomial-time algorithms to ensure differential privacy,
we adopt the decreasing-threshold greedy framework of the monotone lattice
submodular function and combine it with the Diff. Private Greedy algorithm
recently introduced by Mitrovic et al. [9], and find a solution in the following
way. We start from y = 0, and greedily increase a multiset {xt} if the expecta-
tion of the average gain in the increase is above a threshold in each iteration t.
The multiplicity of {xt} can be obtained by the binary search. While decreasing
the threshold, we repeat the greedy inner loop until the algorithm outputs a
solution.

1.2 Related Work

Integer Submodular Maximization. For maximizing non-negative monotone
submodular functions over the integer lattice, Soma and Yoshida [19] provide
polynomial-time (1 − 1/e − ε)-approximation algorithms for various constraints.
Kuhnle et al. [7] provide a fast threshold greedy algorithm for maximizing mono-
tone non-submodular functions on the integer lattice. Qian et al. [12] consider
integer submodular maximization problem with a size constraint and propose
a randomized iterative approach POMS. Sahin et al. [14] introduce a proba-
bilistic integer submodular model and present generalized multilinear extensions
(GME) for integer submodular functions. For maximizing lattice submodular
functions over discrete polymatroid constraints, Sahin et al. [15] use the GME
tool to get an (1 − 1/e − ε)-approximation guarantee with the monotone con-
dition and (1/e − ε)-approximation guarantee for the non-monotone condition.
Recently, submodular functions with various constraints on integer lattices have
been studied as well, and approximation algorithms for maximizing these func-
tions can be found in [10,20,21].

Private Submodular Maximization. Under differential privacy constraints
and sensitive data sets, Gupta et al. [6] study a variety of combinatorial optimiza-
tion problems and give a differentially private algorithm for the combinatorial
public project problem (CPP). For submodular functions under certain con-
straints, Mitrovic et al. [9] provide differentially private greedy algorithms and
solve the facility location problem by using a dataset of Uber pickup locations
in Manhattan. Chaturvedi et al. [4] provide two private continuous greedy algo-
rithms for maximizing monotone and non-monotone decomposable submodular
functions. Recently, Rafiey and Yoshida [13] provide a (1− 1/e)−approximation
differentially private algorithm for a monotone k-submodular function maxi-
mization problem under matroid constraints and the first 1/2-approximation
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differentially private algorithm for monotone k-submodular function maximiza-
tion problem under matroid constraints.

1.3 Organizations

The rest of this paper is organized as follows. Section 2 provides the preliminaries
for submodularity and differential privacy. Section 3 presents the main differen-
tially private algorithms for DR-submodular and integer submodular function
maximization problems subject to cardinality constraints. Section 4 provides the
concluding remarks for our work.

2 Preliminaries

The Problem. We denote the sets of integers and non-negative integers by Z

and Z+, and the sets of reals and non-negative reals by R and R+, respectively.
Given a finite set V which we refer to as the groundset and a finite set X which
we refer to as the data universe. A dataset is an n-tuple D = {1, . . . , n} ∈ Xn.
Assume that each dataset D is associated with a function fD : ZV

+ → R over the
integer lattice Z

V , or equivalently over M, the multiset of V . For a multiset {x},
we denote the multiplicity of one element v by x(v), and define |{x}| := x(V ).

Definition 1. (Submodular function (Soma et al. 2014)) A function fD : ZV →
R is submodular if for any x,y ∈ Z

V
+,

fD(x) + fD(y) ≥ fD(x ∧ y) + fD(x ∨ y).

Definition 2. (DR-Submodular function (Soma and Yoshida 2016)) A function
fD : ZV → R is DR-submodular if for any x ≤ y and i ∈ [m],

fD(x + χi) − fD(x) ≥ fD(y + χi) − fD(y).

In the above, x∧y and x∨y denote the coordinate-wise minimum and maximum,
i.e., x∧y = (min{x1,y1}, . . . ,min{xm,ym}) and x∨y = (max{x1,y1}, . . . ,max
{xm, ym}). Let χi donate the i-th unit vector, i.e., the i-th entry of χi is 1 and
others are 0. We donate the all-zeros and all-ones vectors by 0 and 1.

A function fD : Z
V → R is monotone if for any x ≤ y, fD(x) ≤ fD(y).

Assume that monotone functions are normalized, i.e., fD(0) = 0. Note that a
function fD : ZV → R is diminishing return submodular (DR-submodularity)
implies that it must be submodular, but not vice versa.

Differential Privacy. In our setting, a dataset D consists of private integer
submodular functions f1, . . . , fn : ZV → R. For given neighboring datasets D
and D′, differentially private algorithms adjust the sensitivity of the function to
ensure the performance of the algorithm, defined formally as follows.

Definition 3. For a given dataset D, the sensitivity of a function fD : V → U
is defined as

max
D′:D′∼D

max
v∈V

|fD(V ) − fD′(V )|.
If a function has sensitivity σ, it is called σ− sensitive.
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2.1 Composition of Differential Privacy

The composition theorem of differential privacy is used to analyze the approxi-
mation ratio performance of our algorithms. Let {(εt, δt)}T

t=1 be an ordered set of
privacy parameters and A∗ be a mechanism that behaves as follows on an input
D. In each iteration t, the algorithm A∗ adopts an (εt, δt)−differentially private
algorithm At depending upon the preceding outputs A1(D), . . . , At−1(D) and
obtains At(D).

2.2 Exponential Mechanism

The key of our framework is the exponential mechanism of McSherry and Tal-
war [8]. Given a dataset D and a family of candidate result R, we can define the
exponential mechanism to a quality function qD : R → R.

Definition 4. (McSherry and Talwar (2007)). For ε, σ > 0, let qD : R → R be
a quality score function. Then, the exponential mechanism EM(ε, σ, qD) outputs
R ∈ R with probability proportional to exp

(
ε
2σ · qD(R)

)
.

3 Algorithm

In this section, we provide a variant of decreasing-threshold greedy algorithm
which enable monotone submodular function maximization problems over the
integer lattice. Mitrovic et al. (2017) provide a differentially private greedy algo-
rithm for the class of low-sensitivity monotone submodular functions given in
Algorithm 1.

Algorithm 1: Diff. Private Greedy (Cardinality)
Input: Score function fD : 2V

+ → R+, sensitive dataset D, cardinality constraint
k, and the value of privacy parameters, ε0, δ0.

Output: Size k subset of V
Initialize S0 = ∅;
for i = 1, . . . , k do

Define qi : (V \Si−1) × Xn → R via qi(v, D̃) = fD̃(Si−1 ∪ {v}) − fD̃(Si−1)
Compute vi ←R O(qi; D; ε0; δ0)
Update Si ← (Si−1 ∪ {vi})

end
Return Sk

3.1 Diff. Private DR-Submodular Algorithm

We consider a Diff. Private DR-Submodular algorithm for DR-submodular func-
tion with differential privacy. In our setting, we choose one dimension with a
differential privacy parameter. Firstly, we find the maximum marginal gain of a
single point v ∈ V . In each iteration, we select the direction of iteration by the
exponential mechanism, and then use binary search to determine the step size
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of the greedy phase. As the algorithm iteration threshold keeps dropping, the
final algorithm outputs solution y. It means that the expectation of the aver-
age marginal benefit obtained by our algorithm can largely guarantee that the
approximate optimal solution can be obtained while protecting privacy.

Algorithm 2: Diff. Private DR-Submodular
Input: Submodular function fD : ZV

+ → R+, dataset D, c ∈ Z
V
+ , r ∈ Z+, and

the value of privacy parameters, ε0, δ0, ρ > 0.
Output: y ≤ c
Initialize r0 = 0, y = 0 and d ← maxv∈V f(χv);
for (θ = d; θ ≥ ρ

r
d; θ ← θ(1 − ρ)) do

for t = 0 to T do

Define qt : (V \Vt−1) × Xn → R via q(χv, D̃) = fD̃(y + {χv}) − fD̃(y).
Compute χv ←R O(qi, D; ε0, δ0).
Compute the maximum integer k ≤ min{c(v) − y(v), r − y(V )} with
q(kχv,D̃)

k
by binary search.

if such k exists then
yt ← yt−1 + kχv, rt ← rt−1 + k

end

end

end
Return yT

Theorem 1. Suppose DR-submodular function fD : Z
V
+ → R+ is monotone

and has sensitivity σ over the integer lattice. Then Alg. 2 with O = EM and
parameter ε′ > 0 provides (ε = rε′, δ = 0)−differential privacy. It also provides
(ε, δ)−differential privacy for every δ > 0 with ε. Moreover, for every D ∈ Xn,

E[fD(y)] ≥
(

1 − 1
e

− ρ

)
OPT − 2rσ ln |V |

ε
.

where y ←R G(D). Moreover, Alg. 2 evaluates fD at most O(n
ρ log ||c||∞ log r

ρ )
times.

We notice that integer submodular functions are different from set submod-
ular functions, because they add kt unit vectors χ of the same dimension at the
same time in each iteration t. Hence we need to consider the average marginal
gain of each unit vector. We can prove that Algorithm2 is ε−differentially private
by the basic composition theorem.

Theorem 2. Algorithm2 preserves O(εk2)−differential privacy.
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3.2 Diff. Private Integer Submodular Algorithm

Our algorithm for maximizing a differentially private integer submodular func-
tion is based on the decreasing threshold greedy framework and the exponen-
tial mechanism and uses subroutine BinarySearchLattice to find points whose
expectation of the average marginal gain is similar to that of the current thresh-
old. The proof of theorem 2 is similar to theorem 1, but due to the weak sub-
modularity, we need to find the gap between the optimal solution and the actual
solution in the iterative process.

Algorithm 3: Diff. Private Integer Submodular
Input: Submodular function fD : ZV

+ → R+, dataset D, c ∈ Z
V
+ , r ∈ Z+, and

the value of privacy parameters, ε0, δ0, ρ > 0.
Output: y ≤ c
Initialize r0 = 0 y = 0 and d ← maxv∈V f(c(v)χv);
for (θ = d; θ ≥ ρ

r
d; θ ← θ(1 − ρ)) do

for t = 0 to T do

Define qt : (V \Vt−1) × Xn → R via q(χv, D̃) = fD̃(y ∨ {χv}) − fD̃(y).
Compute χv ←R O(qt, D; ε0, δ0).
Compute integer k by invoking
BinarySearchLattice(q(kχv, D̃), v, θ, min{c(v) − y(v), r − y(V )}, ρ) .
if BinarySearchLattice returned k ∈ N then

y ← y ∨ kχv, rt ← rt−1 + k
end

end

end
Return y

Theorem 3. Suppose the integer submodular function fD : ZE
+ → R+ is mono-

tone and has sensitivity σ. Then Alg. 4 with O = EM and parameter ε′ > 0
provides (ε = rε′, δ = 0)−differential privacy. It also provides (ε, δ)−differential
privacy for every δ > 0 with ε. Moreover, for every D ∈ Xn,

E[fD(y)] ≥
(

1 − 1
e

− O(ρ)
)

OPT − 2rσ ln |V |
ε

.

where y ←R G(D).

4 Conclusion

In this paper, we consider the problem of maximizing integer submodular func-
tions under cardinality constraints and differential privacy. We provide differen-
tially private algorithms for DR-submodular and integer submodular function
maximization problems, respectively. One future direction of research is to con-
sider an integer submodular function under polymatroid constraint and differ-
ential privacy.
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Abstract. Submodular maximization is of great significance as it has
included many classical combinatorial problems. In this paper, we con-
sider the maximization of the sum of a supermodular function and a
monotone DR-submodular function on the integer lattice. As our main
contribution, we present a streaming algorithm under the assumption
that the optimum is known, and a two-pass streaming algorithm in gen-
eral case. The proposed algorithms are proved to have polynomial time
and space complexity, and a performance guarantee dependent on the
curvature of the supermodular function.

Keywords: Submodular maximization · Supermodular ·
DR-submodular · Knapsack constraint · Integer lattice

1 Introduction

Submodular maximization problem has a widespread application in practice and
thus attracts a lot of research interest in the past decades, such as [1,4,5,13,14].
Many theoretically beautiful techniques like greedy and local search has been
investigated to solve this problem [7–9,11,12,16].

Cardinality and knapsack constraint are two natural constraints in the sub-
modular maximization literature. Badanidiyuru et al. [2] propose a so-called
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Sieve-Streaming algorithm that achieves a (1/2 − ε)-approximation for the
submodular maximization subject to a cardinality constraint with O(K logK)
memory. Buchbinder et al. [3] propose a 1/4-approximation for the same prob-
lem, with improved memory of O(K). Norouzi-Fard et al. [17] prove that unless
P = NP, one cannot obtain an approximation ratio better than 1/2 with O(n/K)
memory. For the submodular maximization subject to a knapsack constraint, the
first approximation result is a 0.35-approximation Wolsey [20]. Yu et al. [24] pro-
pose a one pass streaming algorithm with approximation ratio (1/3− ε). Huang
et al. [13] then improve this result to (0.4 − ε) for the problem.

In many cases, we also in face of the maximization of the sum of, say, the
submodular and supermodular functions. Sviridenko et al. [18] give a (1−e−c)-
approximation algorithm, where c is the curvature, for maximization the sum of
a submodular and supermodular function subject to a cardinality constraint. In
addition to the above, there are many impressive results in the literature ([3,6,
10,15,21–23]). Moreover, submodular maximization problem over a multiset or
integer lattices is introduced. Soma et al. [19] give a polynomial-time streaming
algorithm for this problem subject to a cardinality constraint, a polymatroid
constraint and a knapsack constraint.

2 Preliminaries

Let E = {e1, e2, · · · , en} be the ground set and k ∈ N is a positive integer. [k]
denotes the set of all integers from 1 to k. Given x, an n-dimensional vector
in N

E , let x(e) be the eth component of x. 0 is the zero vector and χei
is

the standard unit vector. Denote x(X) :=
∑

ei∈X x(ei). The support of x is
supp+(x) = {e ∈ E|x(e) > 0}. A multi-set of x is a set where each element ei

can appears at most x(ei) times. Denote |{x}| := x(E).
For arbitrary multi-sets {x} and {y}, define {x} \ {y} := {(x \ y) ∨ 0}. We

call a function f(NE → R+) monotone if f(x) ≤ f(y) for any x ≤ y. We call
a function f nonnegative if f(x) ≥ 0 for all x ∈ N

E . We call f normalized if
f(0) = 0.

Definition 1. We call a function f DR-submodular if it holds for any e ∈
E,x,y ∈ N

E with x ≤ y that

f(y + χe) − f(y) ≤ f(x+ χe) − f(x).

Similarly, we give the definition of supermodular function and lattice super-
modular over the integer lattice.

Definition 2. For any e ∈ E, we call a function g supermodular if it holds that

g(x+ χe) − g(x) ≤ g(y + χe) − g(y)

where x,y ∈ N
E with x ≤ y.
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Throughout this paper, the set consisting of all monotone non-negative DR-
submodular functions is denoted asFb , where f(0) = 0. Also, the set of all increas-
ing non-negative supermodular functions is denoted as Gb , where g(0) = 0. The
domain of f and g is {x ∈ N

E : x ≤ b}. For f ∈ Fb , we denote the marginal
increasement of x as f(x|y) = f(x + y) − f(y), where x,y ∈ N

E . Herein, we
aim to maximize the sum of f ∈ Fb and g ∈ Gb subject to a knapsack constraint.
Denote h(x) = f(x) + g(x). The studied problem can be described as

maximize h(x) subject to cTx ≤ K, (1)

where K ∈ N is the total budget, and c is the weight function.
Let OPT and x∗ be the optimal value and the optimal solution of the prob-

lem1, respectively. On the integer lattice, we give the definition of the curvature
as follows.

Definition 3. For any e ∈ E, if f(χe) �= 0,

αf = 1 − mine∈E
f(b) − f(b − χe)

f(χe)

is defined as the curvature of a non-negative non-decreasing DR-submodular
function on the integer lattices.

Definition 4. For any e ∈ E,

cg = αg(b)−g(b−x) = 1 − mine∈E
g(χe)

g(b) − g(b − χe)

is the curvature of a non-negative supermodular function on the integer lattices.

Let h(x) = f(x) + g(x), we conclude the follows.

Remark 1. If f ∈ Fb , f ∈ Gb , then for any x ≤ y and y + χe ≤ b, we have

(1 − cg)[h(y + χe) − h(y)] ≤ h(x+ χe) − h(x).

3 The Streaming Algorithms

We give two streaming algorithms for maximizing the sum of a DR-submodular
function and a supermodular function.

3.1 Algorithms with Known Optimum

Suppose that the optimal value of the problem is known. The idea of Algorithm1
is that, we calculate a threshold value l ∈ [b(ei)] to help us to make decision on
whether to keep current arrival element or not. Towards this end, we design
Algorithm2, a binary search for the value of l. Algorithm1 and 2 are presented
as follows.
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Algorithm 1

Input: f ∈ Fb, g ∈ Gb, weight function c, E, γ ∈ (0, 1], v : γOPT ≤ v ≤ OPT .

Output: a vector x ∈ N
E .

1: h ← f + g, x ← 0;

2: for i ∈ [1, n], do

3: if cTx is less than K, then

4: l ← Half Search

(
h, v−h(x)

2K−cT x

)
;

5: if cT (x + lχei) satisfies the constraint condition, then

6: update x to x + lχei ;

7: end if

8: end if

9: end for

10: return x

Lemma 1. We have for the ith of Algorithm1 that

h(xi−1 + liχei
) ≥ vcTxi

2K
. (2)

Let x∗ be the optimal solution for the same instance the algorithms are
running on.

Lemma 2. If cT x̃ < K holds for any e ∈ {x∗} \ {x̃}, then it must be that
h(χe|x̃) < vc(e)

2(1−cg)K .

Definition 5. We call e ∈ {x∗} a bad item if it satisfies the threshold condi-
tion or exceeds knapsack constraint when we add it to the current solution, i.e.,
h(leχe|x) ≥ v−h(x)

2K−cTx
, cT (x+ leχe) > K but cTx ≤ K.

Lemma 3. If there is no bad item and v ≤ h(x∗) holds, it must be that

h(x̃) ≥ (1 − 1
1 − cg

)v.

Denote x̂ be the output of Algorithm3. Combine with Algorithm1, we can
obtain the following conclusion.

Theorem 1. Running Algorithm1 and Algorithm3 in parallel. We conclude

that the proposed algorithm is a min
{

(1 − 1
2(1−cg) )γ, (1−cg)γ

4

}

-approximation

with O(K) space complexity and O(logK) time complexity.
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Algorithm 2. Half Search(h, τ)

Input: h : NE → R+, e ∈ E, weight function c, x ∈ N
E , and τ ∈ R+.

Output: ls ∈ R
+.

1: ls ← 1, lt ← min

{
b(e),

⌊
k−cT x

ccc(e)

⌋ }
;

2: if h(ltχe|x)
ltc(e)

is greater than or equal to τ , then

3: return lt

4: end if

5: if h(χe|x)
c(e)

is less than τ , then

6: return 0.

7: end if

8: while ls < lt + 1, a ← � ls+lt
2

� do

9: if h(aχe|x)
ac(e)

is greater than or equal to τ then

10: ls = a,

11: else

12: lt = a,

13: end if

14: end while

15: return ls

Algorithm 3

Input: stream of data E, e ∈ E, h : NE → R+, b, x ∈ N
E .

1: x ← 0;

2: while item e is arrive, do

3: if h(b(e)χe) > h(x), then

4: x ← b(e)χe;

5: end if

6: end while

7: return x

3.2 Algorithms with Unknown Optimum

Obviously, a shortcoming of Algorithm1 is the assumption of known OPT. How-
ever, it is not always the case. A modified algorithm for the case that the OPT
is unknown is presented in Algorithm4 and we conclude the follows.
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Algorithm 4

Input: h, weight function c, E, ε > 0.

Output: a vector x ∈ N
E .

1: m ← max
e∈E

h(χe);

2: guess set I = {(1 + ε)s| m
1+ε

≤ (1 + ε)s ≤ Km
1−cg

}, for each v ∈ Iε, set x
v ← 0;

3: for i ∈ [1, n] do

4: if cTx is less than K, then

5: find l by Half Search

(
h, v−h(x)

2K−cTx

)
;

6: if cT (x + lχei) is less than or equal to K, then

7: update x to x + lχei ;

8: end if
9: end if

10: end for

11: return x

Lemma 4. Let m be the maximum of the unit vector, there is a v within set I
such that v ≤ OPT ≤ (1 + ε)v.

Theorem 2. The Algorithm4 is a two pass min
{

1 − 1
2(1−cg) − ε, (1−cg)

4 − ε

}

-

approximation with O(K logK/ε) space complexity and O(log2 K/ε) time com-
plexity.

4 Conclusions

In this work, we give two streaming algorithms for maximizing a DR-submodular
function plus a supermodular function with a knapsack constraint on integer lat-
tices. Assume that the optimum is known, we prove that the proposed algorithm

based on the above threshold inequality rule a min
{

(1 − 1
2(1−cg) )γ, (1−cg)γ

4

}

-

approximation algorithm. Moreover, in the general case that the optimum is

unknown, we obtain a min
{

1− 1
2(1−cg) − ε, (1−cg)

4 − ε

}

-approximation stream-

ing algorithm.
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Abstract. In recent years, there has been much interest in Graph Con-
volutional Networks (GCNs). There are several challenges associated
with training GCNs. Particularly among them, because of massive scale
of graphs, there is not only a large computation time, but also the need
for partitioning and loading data multiple times. This paper presents
a different framework in which existing GCN methods can be acceler-
ated for execution on large graphs. Building on top of ideas from meta-
learning we present an optimization strategy. This strategy is applied to
three existing frameworks, resulting in new methods that we refer to as
GraphSage++, ClusterGCN++, and GraphSaint++. Using graphs with
order of 100 million edges, we demonstrate that we reduce the overall
training time by up to 30%, while not having a noticeable reduction in
F1 scores in most cases.

1 Introduction

In recent years, there has been much interest in Graph Convolutional Networks
(GCNs) [2,15]. There are several challenges associated with training GCNs. One
of them is the neighborhood explosion when training a k-deep GCN, where the
value at each node needs to be computed as an aggregation from its k-hop neigh-
borhood. For graphs with large degrees, this computation is often intractable.
To address this challenge, a number of sampling methods have been devel-
oped [4,5,9,10,16,18].

Another problem in GCN when applied to very large graphs is the need
for partitioning the data and loading them multiple times because all of the
data may not fit in the memory of the GPU. To explain the issue, consider the
following summary of a typical training process [18]. “1. Construct a complete
GCN on the full training graph. 2. Sample nodes or edges of each layer to form
mini-batches. 3. Perform forward and backward propagation among the sampled
GCN. Steps (2) and (3) proceed iteratively". Now, if the training graph in the
c© Springer Nature Switzerland AG 2021
D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 79–92, 2021.
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step 1 can fit into the memory of a single GPU, steps (2) and (3) can be applied
without the need for loading or unloading the data. However, GPUs often do not
have sufficient memory to allow a full training graph to be loaded. Only a limited
amount of work to date has considered this problem [6,17]. These works build
minibatches from subgraphs, and thus do not require the entire training graph
to fit into the GPU memory. However, the problem with this approach is the
high cost of frequently loading subgraphs into the GPU during each iteration.

This paper presents a different framework in which different GCN methods
can be accelerated for execution on large graphs. Our work draws its inspiration
from the idea of meta-learning [14], In meta-learning, we assume there is a large
number of tasks over the same dataset, and our goal is to optimize these tasks
all together. The correspondence we can draw is that training of a GCN using a
single large graph can be viewed as a collection of training tasks over subgraphs
or partitions, each of which fits into GPU memory.

Based on this idea, we develop an overall framework for accelerating GCN
training over large graphs. The main idea is that by focusing on training of GCN
over each subgraph that has already been loaded into memory, we can reduce the
data loading times as compared to a normal implementation. We apply this idea
to three recent algorithms for GCN training, GraphSaint [18], GraphSage [9],
and ClusterGCN [6], resulting in new algorithms GraphSaint++, GraphSage++,
and ClusterGCN++, respectively. We show mathematical analysis denoting why
these methods are still able to converge, while reducing data loading costs.

We have carried out a detailed experimental evaluation of our three new
algorithms using four graph datasets. We demonstrate how we are able to obtain
comparable convergence and final F1 scores while reducing the data loading time
by up to 90% and total training time up to 30%.

2 Technical Details

This section provides important backgrounds on GCNs, followed by discussion of
existing methods, with an emphasis on the memory requirements and associated
data loading costs.

2.1 Background

Consider a graph G = (V,E) where V is the set of vertices and E is the set of
edges E ⊆ V ×V represented by an adjacency matrix M , where an entry M(i, j)
denotes an edge between nodes i and j. Associated with every node in the graph
are F features. Thus X ∈ R|V |×F captures the F features for all nodes in the
graph.

A GCN framework is composed of a number of layers (say, L). At each layer,
the GCN computes a latent representation, using representation from the previ-
ous layer. For simplicity of presentation, we assume that the latent representation
has the same dimension F as that of node feature. Thus, we denote the repre-
sentation computed at the layer l by X l, and X0 = X. Now, the computation
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at each layer can be denoted as X l+1 = A × X l × W l. Here, W l is a feature
transformation matrix, W l ∈ RF×F . The goal of the training process is to learn
these matrices. In an inductive supervised learning based on GCNs, the goal is
to learn the L weight transformation matrices while minimizing a loss function.

2.2 Existing Methods, Memory Requirements, and Data Loading
Costs

Consider the original GCN method [13]. This method evaluates embeddings for
each node in the graph for each layer yielding memory requirement as |V |×F ×L.
In addition, the process needs to maintain the matrix A and the current values
of W l for each l. Thus, the total memory requirement will be |V |×F ×L + |A| +
L×F 2. For large graphs, this can easily exceed the available memory on a single
GPU. In this work, the authors have not discussed any method for partitioning
the problem that will allow us to work on different parts of the graph. Besides
large memory requirements, this method also suffers from large computational
time cost.

Since the original GCN method was presented, several researchers have devel-
oped methods for improving the efficiency of the process [4–6,9,18] Most of these
approaches involve the use of mini-batches, possibly together with sampling of
the neighborhood. Unfortunately, these approaches do not sufficiently reduce
memory requirements for most graphs, especially when the number of layers is
large. In the mini-batch approach, consider a batch size of b. If the average degree
of a node is d, then with L layers, there are b × dL nodes for which embeddings
need to be computed. Depending upon the value of b, d, and L, this number
can easily approach |V |, resulting in memory requirements comparable to the
original GCN method. Some reduction in the exponential growth of the number
of layers can be achieved with sampling of the neighbors. For example, Graph-
SAGE [9] takes a fixed number of neighbors for each node. If this number is s
(s < d), then the number of nodes for which embeddings need to be calculated
reduces to b × sL. Note, however, that, as different nodes are selected to be part
of the mini-batch for each epoch, we have one of the two possibilities. First, we
store all nodes and their features on the device (such as the GPU). This limits
the size of the graph that can be processed. The second possibility is to load
the set of nodes that are part of the mini-batch and their neighborhood for each
epoch. This, however, means high cost of reloading data for each epoch.

Two new efforts have specifically focused on the need of processing large
graphs – ClusterGCN [6] and GraphSAINT [18]. We now describe these
approaches with an emphasis of examining the data loading costs associated
with them. ClusterGCN is an approach based on partitioning the graph, and
subsequently, choosing a mini-batch from within a partition. The advantage of
this approach is that nodes within a mini-batch are more likely to have com-
mon neighbors, thus allowing greater reuse of computations done on some of
the nodes. Because of partitioning, this approach can also deal with very large
graphs, which others approaches may not be able to handle. However, a hidden
cost associated with this method in dealing with large graphs is that of data



82 X. Li et al.

loading. If n partitions are created from the graph and the training is conducted
over m epochs, each partition needs to be loaded m times during training.

GraphSAINT [18] can also handle very large graphs, but takes a different
approach. Instead of choosing nodes that form a given mini-batch, it samples
a smaller graph from the larger graph. Each epoch of the method works with
one such sampled graph. Because the size of the sampled graph can be quite
small, this method can also train very large graphs. However, there is a cost of
sampling and loading the sampled graph for each epoch.

3 Overall Approach and Implementations

We discussed how the cost of loading either a partition or a k-step neighborhood
of mini-batch vertices, or sampled subgraphs, can be quite high. To address this
problem, we draw motivation from the previous work on meta-learning [14].

3.1 Background: Meta-learning Approach

In meta-learning, we assume there is a large number of tasks over the same
dataset, and our goal is to optimize these tasks all together. In [14], a remark-
ably simple algorithm Reptile is proposed. We summarize the approach as Algo-
rithm1. Here τ denotes a task (line 2) and Uk

τ (φ) (line 3) denotes the func-
tion that performs k gradient updates from the training algorithm on sampled
(mini-batched) data starting with φ. This training is performed using Stochastic
Gradient Descent (SGD) or Adam [12]. In line 4, we update φ, treating φ − φ̃ as
the gradient. For this update, a parameter ε is used as the step size.

Algorithm 1. Reptile (serial version)
Initialize φ (the vector of initial weights)

1: for iteration i = 1, 2, . . . do
2: Sample task τ with loss φ̃
3: Compute φ̃ = Uk

τ (φ), denoting k steps (SGD or Adam)
4: Update φ ← φ + ε(φ̃ − φ)
5: end for

In [14], it has been argued that the Reptile converges towards a solution φ
that is close (in Euclidean distance) to each task τ ’s manifold of the optimal
solutions. As stated above, meta-learning is concerned with a large number of
tasks that are being optimized together.
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3.2 Our Approach

Algorithm 2. Large-Scale GCN training framework
Input: GCN model, Graph G(V, E), feature X, label Ȳ
Output: GCN model with trained weights;

1: Φ: initialization parameters
2: for macro_epoch = 1, 2, . . . , Tmacro do
3: Shuffle training nodes
4: for s = 1, 2, . . . do
5: Load or Generate Gs(Vs, Es)
6: for mini_epoch = 1, 2, · · · Tmicro do
7: φ̃ = Us(φ) , denoting a full-batch train on Gs

8: end for
9: end for

10: end for

Based on the discussion above, we can consider training a GCN on each
subgraph as a learning task (denoted as τ1, τ2, . . . ) and then training the
GCN on the original graph (denoted as G) as the meta-learning task. By doing
this, we can perform more computation/training using one subgraph that is
already loaded into the GPU memory, and thus saving the loading cost from
CPU main memory, or disk, or even remote storage (through network). For each
training task, we go through a specific number of training epochs TTotal before
the convergence is reached. The total training epoch duration is divided into two
parameters, macro_epoch and micro_epoch, such that

TTotal = Tmacro × Tmicro (1)

During each macro_epoch, one subgraph will be generated, uploaded on
to GPU and trained for Tmicro epochs. In this way, each subgraph data only
need to be generated and uploaded on to GPU for a total of Tmacro times. The
overall framework is shown as Algorithm2. This method involves loops over
macro_epochs. Each iteration starts with loading or generating a subgraph Gs

(line 3). This subgraph can be pre-computed or be constructed on the fly, as we
will explain later. The size of the each subgraph will be adjusted to be able to
fit GPU memory – since the GCN model is trained by aggregating node features
from a subgraph, a larger subgraph is expected to provide more information for
the learning task. Therefore, during each micro_epoch, each subgraph will be
full-batch trained to utilize all of its information for a better prediction perfor-
mance and Us(φ) (line 7) denotes the function that performs one-step gradient
full-batch training. Overall, the update in line 6–8 corresponds to Tmicro steps
full-batch training on the entire subgraph Gs. This is also the reason why we do
not use the parameter ε (line 4 from Algorithm1) in line 7 of Algorithm2.

Our training technique can be applied to multiple GCN learning frame-
works since it is orthogonal to both graph sampling/partition methods and
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GCN architecture. Three different GCN training algorithm have been adopted
under our framework to illustrate the effectiveness of our proposed training strat-
egy: GraphSaint [18], GraphSage [9] and ClusterGCN [6]. The main difference
between these GCN training algorithm is their distinct strategies of constructing
subgraphs. We mainly applied GCN architecture from the previous GraphSaint
work with all the hyper-parameters carefully tuned for each benchmark dataset
[18]. We refer to the resulting algorithms as GraphSaint++, GraphSage++, and
ClusterGCN++, respectively.

The GraphSaint is a graph sampling based algorithm. To generate repre-
sentative subgraphs for efficient information aggregation during training, it uses
samplers that aggregate nodes with high influence on each other and also sample
edges [18]. Several samplers have been used, such as random node sampler, ran-
dom edge sampler, and random walk based sampler[18]. In applying our approach
here, in each macro_epoch, we first shuffle all the train nodes. A user selected
sampler will be executed to sample train nodes to construct each subgraph. The
data that is required to be uploaded on GPU for the training process includes
the adjacency matrix of subgraph, node features, edge weights, and the node
labels. A series of Tmicro epochs full-batch training is performed to update the
model weights. The data uploading and full-batch training in the micro_epoch
phase will be similar in all three GCN training algorithms.

The GraphSage is an inductive framework that learns node embeddings with
good generalization performance by utilizing a node’s neighborhood information.
More specifically, features of a node’s neighborhood will be sampled and aggre-
gated [9]. The topological structure of each node’s neighborhood and the node
features distribution will be learnt simultaneously [9]. Nodes can get informa-
tion from its neighbors at multiple hops. The number of hops and the number
of neighbor nodes on each hop are user defined parameters and can be specified
by the Neighbor Number List L = [S1, S2, . . . ]. For example, L = [10, 5] means
we include two-hop neighbors with 10 neighbor train nodes on the first hop and
5 on the second. In applying our approach, we first randomly sample a spe-
cific number of train nodes at the beginning of each macro_epoch. We further
expand the sampled nodes by further including their neighbor train nodes based
on the array L to construct the subgraph. The other details are identical to the
previous method.

The ClusterGCN framework exploits the graph clustering structure for SGD-
based training for an improved memory and computation efficiency [6]. A graph
clustering algorithm will be applied to partition the whole graph into disjoint
clusters. These clusters will later be randomly recombined into multiple isolated
subgraphs. During training, each train node can only utilize features of nodes
which locate in the same isolated subgraph [6]. We first partition the training
Graph into isolated clusters using METIS [11]. During each macro_epoch, clus-
ters will be shuffled to reduce bias and a subgraph will be constructed by com-
bining a specific number of clusters. Both the number of clusters and subgraphs
are user defined hyper-parameters and the subgraph size should be chosen so it
fits in GPU memory. The other details are the same as in other methods.
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4 Experimental Results

Table 1. Dataset Details (“s” for single class and “m” for multiclass classification)

Dataset Nodes Edges Feature Classes Train/Val/Test

Flickr 89, 250 899, 756 500 7 (s) 0.50/0.25/0.25

Reddit 232, 965 11, 606, 919 602 41 (s) 0.66/0.10/0.24

Yelp 716, 847 6, 977, 410 300 100 (m) 0.75/0.10/0.15

Amazon 1, 598, 960 132, 169, 734 200 107 (m) 0.85/0.05/0.10

4.1 Implementations and Setup

Our framework implementations are based on the GraphSaint architecture [18]
with three major components: sampler, GCN model and subgraph generator.
Inside each part, we incorporate implementation for three GCN training methods
(GraphSaint [18], ClusterGCN [6] and GraphSage [9]) and we apply our strat-
egy by separating the training process into two phases as described in Sect. 3.2,
resulting in GraphSaint++, ClusterGCN++, and GraphSage++, respectively.
The hyper-parameters obtained after the tuning process are listed in the Table 2.
We use Adam [12] optimizer with learning rates carefully tuned for all our exper-
iments. Dropout regularization is applied. GCN architecture is specified as L×F ,
where L is the GCN depth and F is the hidden dimension, i.e. the dimension of
latent representation in the GCN model.

The last column of Table 2 depends on a specific GCN method as explained
below. For GraphSaint, we use the edge sampler and each edge will be sam-
pled into a subgraph based on an independent decision [18]. The Edge bud-
get in Table 2 is given as a sampling parameter to specify the expected num-
ber of edges in each subgraph [18]. For GraphSage neighborhood sampling, the
previous work [9] shows that high learning performance can be obtained by
including a neighbor number list L = [S1, S2](S1 · S2 ≤ 500) and we are using
L = [S1, S2](S1 ·S2 ≤ 500) in our work. The Node budget in Table 2 is to enforce
a pre-defined budget on the subgraph size [9]. For ClusterGCN, we applied the
strategy of stochastic multiple partitions [6] to reduce the bias and the diagonal
enhancement technique to further improve the performance. In the subgraph
generation procedure, isolated clusters are formed by using METIS clustering
algorithm [11] and later recombined into subgraphs randomly without replace-
ment. The number of isolated clusters N and the number of subgraphs K are
user-defined sampling parameters as given in the table.

Our framework is implemented in Pytorch on CUDA 10.1. The sampling part
for the GraphSaint++ and GraphSage++ is implemented in Cython 0.29.21.
Our experiments are performed on nodes with Dual Intel Xeon8268s @2.9 GHz
CPU and NVIDIA Volta V100 w/32 GB memory GPU and 384 GB DDR4
memory on OSC cluster [3]. Generation of subgraphs is performed in serial with
1 CPU core.
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Table 2. Training configuration

GraphSaint++

Dataset Learning rate Dropout TTotal GCN architecture Edge budget
Flickr 2 × 10−4 0.2 30 3 × 256 6000
Reddit 1 × 10−3 0.1 100 4 × 128 6000
Yelp 1 × 10−3 0.1 100 3 × 512 2500
Amazon 1 × 10−2 0.1 30 3 × 512 2000
GraphSage++
Dataset Learning rate Dropout TTotal GCN architecture Node budget
Flickr 5 × 10−5 0.2 15 2 × 256 8000
Reddit 1 × 10−3 0.1 100 2 × 128 8000
Yelp 1 × 10−3 0.1 100 2 × 512 5000
Amazon 2 × 10−4 0.1 80 2 × 512 4500
ClusterGCN++
Dataset Learning rate Dropout TTotal GCN architecture K(N)

Flickr 1 × 10−3 0.2 15 3 × 256 16 (64)
Reddit 2 × 10−3 0.1 100 4 × 128 64 (256)
Yelp 2 × 10−3 0.1 100 3 × 512 64 (256)
Amazon 2 × 10−3 0.2 100 3 × 512 64 (256)

4.2 Datasets

We use four benchmark datasets, which have also been used in other recent
efforts (for example, GraphSaint [18]). Detailed statistics of all datasets are listed
in Table 1. Flickr and Reddit are used for single-class classification task, i.e.,
each node can only belong to a single class while Yelp and Amazon are for
multi-class classification. Each dataset has a specific fraction for the split of
training/validation/test data, which is shown in Table 1.

Flickr aims at classifying images based on descriptions and common prop-
erties of online images. A node in this graph stands for one image uploaded to
Flickr. An edge between two nodes will be established if comment properties exist
between two images such as geographic location and comments from the same
users. Reddit utilize users’ comments to generate predictions about online posts
communities. Each node is one user and edges will be established based on the
friendship between users. This dataset has more than 10 million edges. Yelp is
about the categorization of business according to customer’s reviews and friend-
ship in the open challenge website. One node represents one user and an edge will
be created between two nodes if two corresponding users are friends. Amazon
categorizes types of products by referring to buyers’ reviews and activities. A
node corresponds to one product on the Amazon website. If two products share
the same customer, then an edge will be created between them. This dataset has
more than 100 million edges.
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Table 3. Test F1 score for different Tmicro (%)

Tmicro Flickr Reddit Yelp Amazon

GraphSaint++
1 50.19 ± 0.52 96.52 ± 0.03 65.10 ± 0.06 80.70 ± 0.04

5 47.39 ± 0.39 96.50 ± 0.03 64.81 ± 0.07 79.50 ± 0.09

10 − 96.43 ± 0.01 64.43 ± 0.01 78.76 ± 0.13

ClusterGCN++
1 50.78 ± 0.15 96.01 ± 0.05 64.31 ± 0.09 80.97 ± 0.02

5 49.49 ± 0.42 95.89 ± 0.04 64.47 ± 0.08 80.85 ± 0.03

10 − 95.67 ± 0.11 64.34 ± 0.06 80.70 ± 0.02

GraphSage++
1 50.53 ± 0.35 96.58 ± 0.04 64.61 ± 0.06 78.12 ± 0.03

5 50.81 ± 0.03 96.47 ± 0.04 64.41 ± 0.04 78.16 ± 0.05

10 − 96.34 ± 0.04 64.20 ± 0.06 78.09 ± 0.07

Fig. 1. Training time with different Tmicro across different frameworks on Yelp

Fig. 2. Training time with different Tmicro across different frameworks on Reddit
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Fig. 3. Training time with different Tmicro across different frameworks on Amazon

4.3 F1-Score

Our first experiment focused on evaluating the impact of Tmicro on convergence.
It should be noted that when Tmicro is 1, the computations performed are iden-
tical to the original framework, i.e., GraphSage++ is same as GraphSage, and
so on (though implementations are different).

In our experiments, as different GCN training algorithms have different con-
vergence rates, we set a different value of TTotal for each combination of GCN
algorithm and dataset. During the training, we periodically take a snapshot of
the model and perform an evaluation on the validation dataset to record the con-
vergence curve. As experiments with different datasets resulted in a very similar
behavior, we show results only from the Yelp dataset in this paper. It turns out,
as we increase the value of Tmicro, the convergence did slow down, but only very
marginally. Overall, we can see that use of higher values of Tmicro parameter
remains a feasible approach for training GCNs.

We compare the F1-score performance on test data among distinct values
of Tmicro in Table 3. Each data point is generated by 7 runs under the same
hyper-parameter settings. Based on the validation F1-score, we choose the best
model snapshot, i.e. the optimal model parameters, to perform evaluation on
test data. First, we can see that the state-of-art results as reported from original

Fig. 4. Training time with different Tmicro across different frameworks on Flickr
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publications of these frameworks have been reproduced when Tmicro is 1, i.e.,
when our implementation is simply reproducing original algorithm. Next, as
reflected in Table 3, the influence of Tmicro on test F1 score can vary through
different frameworks. There are some cases where Tmicro > 1 can outperform
the baseline case (Tmicro = 1). For example, ClusterGCN++ on Yelp obtains
its best F1-score with Tmicro = 5. Similar things happen to GraphSage++ on
Flickr and Amazon. For the GraphSaint++, a larger Tmicro does result in some
loss of F1 score. Overall, across different combination of GCN training methods
and datasets, decrease in F1 score is limited to at most 1–3%, again establishing
that use of higher values of Tmicro parameter remains a feasible approach for
training GCNs.

A larger value of Tmicro implies that we are more focusing on training each
subgraph and we will iterate through different subgraphs less frequently. How-
ever, compared with the baseline case (Tmicro = 1), we can still achieve good
Test F1 score while maintaining a fast convergence speed with a larger Tmicro.
As long as the subgraph is well sampled to be representative of the target graph,
we are able to obtain both fast convergence speed as reflected by the validation
F1-score convergence curve and good generalization performance as indicated by
the test F1-scores.

4.4 Training Times

Finally, we focus on the gains from training times.
The training time excludes all the data pre-processing such as sampling as

in GraphSaint++, METIS partitioning as in ClusterGCN++ or neighbor nodes
generation as in GraphSage++. It includes time cost of data uploading to the
GPU device and the on-GPU computation of training loss and parameters updat-
ing. We investigated training time for each dataset using different training meth-
ods with multiple Tmicro values as shown in Figs. 1, 2, 3 and 4. Seven runs are
performed for each experimental task to include variations for the training time.
The data loading time will shrink Tmicro times with Tmicro > 1. Significant sav-
ings on training time can be achieved especially when the data loading takes
a relatively bigger portion in the training time as in Table 4. We see a pro-
portional decrease of training time in Fig. 2. Relatively less train time saving
have been achieved for Yelp in Fig. 1 and Amazon (Fig. 3). That is because they
only have data loading time with a fraction around 10 − 15% of their training
time and GCN computation is their major time cost. That also explains why
Flickr in Fig. 4 achieves more time saving for GraphSage++ and GraphSaint++
than it does for ClusterGCN++. Overall, the improvement from Tmicro = 5 to
Tmicro = 10 remains limited and only the GraphSaint++ on Amazon as in Fig. 3
shows a relatively obvious difference. That is because a value as Tmicro = 5 will
reduce data loading time into a small enough fraction of training time so that
further optimization with Tmicro = 10 will not make a substantial difference.
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Table 4. Data load time fraction of train time (%)

Framework Flickr Reddit Yelp Amazon

GraphSaint 27.41 ± 0.19 32.32 ± 3.63 11.76 ± 1.89 10.04 ± 1.58

ClusterGCN 10.34 ± 0.04 11.81 ± 0.95 14.94 ± 3.05 13.59 ± 0.34

GraphSage 23.06 ± 0.77 30.02 ± 1.10 14.58 ± 2.10 14.91 ± 2.39

5 Related Work

Besides GraphSage [9], ClusterGCN [6] and GraphSaint [18] that we have exten-
sively discussed and built on, other prominent efforts are as follows. FastGCN [5]
interprets the graph convolution as integral transforms of embedding functions
under probability measures and applies importance sampling among graph ver-
tices, though significant overhead could be induced by its sampling algorithm.
S-GCN [4] reduces the neighborhood sampling size using a variance reduction
technique. These both methods still have scalability issues due to the require-
ment of keeping all nodes’ intermediate embeddings in memory. There has been
previous work on developing an efficient out-of-core implementation of Convo-
lution Neural Networks (CNNs) [1]. However, the computation and data access
patterns for a CNN is very different from GCNs.

In one aspect, the idea of our work is similar to and related to the recent
work of data echoing [7] and minibatch persistency [8]. However, these works
are based on training using mini-batches, whereas we consider subgraph reuse.
Subgraphs are typically much larger and have an internal structures, whereas
the standard minibatch consists of randomized data points. In fact, the data
echoing and minibatch persistency are mainly used in settings like CNN; to
our best of knowledge, it has never been attempt in GCN. Also, we have given
mathematical analysis based on the meta-learning, whereas data echoing [7] and
minibatch persistency [8] never did.

6 Conclusions

In this paper, we have focused on the problem of training large-scale Graph Con-
volutional Networks (GCNs), which is becoming increasingly important. Draw-
ing inspiration from the idea of meta-learning, we observe that training of a GCN
using a single large graph can be viewed as a collection of training tasks over sub-
graphs or partitions, each of which fits into GPU memory. Based on this idea, we
developed both an overall framework as well as three instanciations – converting
three recent methods GraphSaint, GraphSage, and ClusterGCN, resulting into
new algorithms GraphSaint++, GraphSage++, and ClusterGCN++, respec-
tively. We have also shown mathematical analysis denoting why these methods
are still able to converge, while reducing data loading costs.
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We have carried out a detailed experimental evaluation of our three new
algorithms using four graph datasets. We demonstrate how we are able to obtain
comparable convergence and final F1 scores while reducing the data loading time
by up to 90% and total training time up to 30%.
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Abstract. Deep Neural Networks (DNNs) have achieved state-of-the-
art performance in various applications. It is crucial to verify that the
high accuracy prediction for a given task is derived from the correct
problem representation and not from the misuse of artifacts in the data.
Hence, interpretation models have become a key ingredient in developing
deep learning models. Utilizing interpretation models enables a better
understanding of how DNN models work, and offers a sense of security.
However, interpretations are also vulnerable to malicious manipulation.
We present AdvEdge and AdvEdge+, two attacks to mislead the target
DNNs and deceive their combined interpretation models. We evaluate
the proposed attacks against two DNN model architectures coupled with
four representatives of different categories of interpretation models. The
experimental results demonstrate our attacks’ effectiveness in deceiving
the DNN models and their interpreters.

Keywords: Adversarial image · Deep learning · Interpretability

1 Introduction

Due to the complex architecture of Deep Neural Networks (DNNs), it is still not
explicit how a DNN proposes a certain decision. This is the drawback of black-
box models for applications in which explainability is required. Being inherently
vulnerable to crafted adversarial inputs is another drawback of DNN models,
which leads to unexpected model behaviors in the decision-making process.

To represent the behavior of the DNN models in an understandable form to
humans, interpretability would be an indispensable tool. For example, in Fig. 1
(a), based on the prediction, an attribution map emphasizes the most informative
regions of the image, showing the causal relationship. Using interpretability helps
understand the inner workings of DNNs (to debug models, conduct security
analysis, and detect adversarial inputs). Figure 1 (b) shows that an adversarial
input causes the target DNN to misclassify, making an attribution map highly
distinguishable from its original attribution map, and is therefore detectable.
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Fig. 1. Example images for (a) benign, (b) regular adversarial and (c) dual adversarial
and interpretations on ResNet (classifier) and CAM (interpreter).

Classifiers with their interpreters (IDLSes) provide a sense of security in the
decision-making process with human involvement, as experts can distinguish
whether an attribution map matches the models’ prediction. However, inter-
pretability is sensitive to malicious manipulations, and this expands the vulner-
ability of DNN models to the interpretability models against adversarial attacks
[17]. Crafting adversarial input is both valid and practical to mislead the target
DNN and deceive its corresponding interpreters simultaneously. Figure 1 (c) shows
an example of these dual adversarial inputs that are misclassified by the target
DNNs and interpreted highly similar to the interpretation of benign inputs. There-
fore, IDLSes offer limited security in the decision-making process.

This paper proposes AdvEdge and AdvEdge+, which are optimized versions
of an adversarial attack that deceive the target DNN model and its corresponding
interpreter. AdvEdge and AdvEdge+ take advantage of the edge information of
the image to allow perturbation to be added to the edges in regions highlighted
by the interpreters’ attribution map. This enables a much stealthier attack as
the generated adversarial samples are challenging to detect even with interpreta-
tion and human involvement. Moreover, the proposed attacks generate effective
adversarial samples with less perturbation size.

Our Contribution. Firstly, we indicate that the existing IDLSes can be manip-
ulated by adversarial inputs. We present two attack approaches that generate
adversarial inputs to mislead the target DNN and deceive its interpreter. We
evaluate our attacks against four major types of IDLSes on a dataset and com-
pare them with the existing attack ADV2 [17]. We summarize our contributions
as follows:

– We propose AdvEdge and AdvEdge+ attacks that incorporate edge informa-
tion to enhance interpretation-derived attacks. We show that even restricting
the perturbation to edges in regions spotted by interpretation models, the
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adversarial input can be very effective. We evaluate our attacks against two
common DNNs architectures accompanied by four interpretation models that
represent different categories.

– Our evaluation includes measuring the effectiveness of the attacks in terms
of success rate and deceiving the coupled interpreters, and comparing to the
existing attack (ADV2). The results show that the proposed attacks are as
effective as ADV2 in terms of misclassification and outperform ADV2 in gen-
erating adversarial inputs with highly similar interpretations to their benign
cases. Moreover, this level of effectiveness is maintained with a smaller amount
of noise as compared with ADV2.

Organization. The rest of the paper is organized as follows: Sect. 2 high-
lights the relevant literature; Sect. 3 presents the fundamental concepts; Sect. 4
and Sect. 5 describe AdvEdge and AdvEdge+ attacks and their implementation
against four major interpreter types; Sect. 6 shows the evaluation of the attacks’
effectiveness; and Sect. 7 offers the conclusion.

2 Related Work

In this section, we provide different categories of research work that are relevant
to our work: adversarial attacks and interpretability.

Attacks. Basically, there are two main threats for machine learning models:
infecting the training data to weaken the target models (poisoning attack [5])
and manipulating the input data to make the target model misbehaves (evasion
attack [5]). Attacking deep neural networks (DNNs) has been more challenging
due to their high complexity in model architecture. Our work explores attacks
against DNNs with interpretability as a defense means.

Interpretability. Interpretation models have been used to provide the inter-
pretability for black-box DNNs via different techniques: back-propagation, inter-
mediate representations, input perturbation, and meta models [3]. It is believed
that that interpretability provides a sense of security in the decision-making
process with human involvement. Nevertheless, recent work shows that some
interpretation techniques are insensitive to DNNs or data generation processes,
whereas the behaviors of interpretation models can be impacted significantly by
the transformation without effect on DNNs [7].

Another recent work [17] shows the possibility of attacking IDLSes. Specifi-
cally, it proposes a new attacking class to deceive DNNs and their coupled inter-
pretation models simultaneously, presenting that the enhanced interpretability
provides a limited sense of security. In this work, we show the optimized ver-
sion of the attack presented in the recent work [17] to deceive target DNNs and
mislead their coupled interpretation models.
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3 Fundamental Concepts

In this section, we introduce concepts and key terms used in the paper. We
note that this paper is mainly focused on classification tasks, such as image
classification. Let f(x) = y ∈ Y denote a classifier (i.e., DNN model f) that
assigns an input (x) to a class (y) from a set of predefined classes (Y ).

Let g(x; f) = m denote an interpreter (g) that generates an attribution map
(m) that reflects the importance of features in the input sample (x) based on the
output of the classifier (f), (i.e., the value the i-th element in m (m[i]) reflects
the importance of the i-th element in x (x[i])).

In this regard, we note that there are two main methods to achieve inter-
pretation of a model: 1 Post-hoc interpretation: The interpretation can be
achieved by regulating the complexity of DNN models or by applying meth-
ods after training. This method requires creating another model to support
explanations for the current model[3]. 2 Intrinsic interpretation: Intrinsic
interpretability can be achieved by building self-explanatory DNN models which
directly integrate interpretability into their architectures [3].

Our attacks are mainly based on the first interpretation category, where an
interpreter (g) extracts information (i.e., attribution map m) about how a DNN
model f classifies the input x.

A benign input (x) is manipulated to generate adversarial sample (x̂) using
one of the well-known attacks (PGD [9], STADV [15]) to drive the model to
misclassify the input x̂ to a target class yt such that f(x̂) = yt �= f(x). These
manipulations, e.g., adversarial perturbations, are usually constrained to a norm
ball Bε(x) = {‖x̂ − x‖∞ � ε} to ensure its success and evasiveness. For example,
PGD, a first-order adversarial attack, applies a sequence of project gradient
descent on the loss function:

x̂(i+1) =
∏

Bε(x)

(
x̂(i) − α. sign(∇x̂�prd(f(x̂(i)), yt))

)
(1)

Here,
∏

is a projection operator, Bε is a norm ball restrained by a pre-fixed
ε, α is a learning rate, x is the benign sample, x̂(i) is the x̂ at the iteration i,
�prd is a loss function that indicates the difference between the model prediction
f(x̂) and yt.

4 AdvEdge Attack

IDLSes provide a level of security in the decision-making process with human
involvement. This has been a belief until a new class of attacks is presented
[17]. In their work, Zhang et al. [17] proposed ADV2 that bridges the gap by
deceiving target DNNs and their coupled interpreters simultaneously. Our work
presents new optimized versions of the attack, namely: AdvEdge and AdvEdge+.
This section gives detailed information on the proposed attacks and their usage
against four types of interpretation models.
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4.1 Attack Definition

The main purpose of the attack is to deceive the target DNNs f and their
interpreters g. To be precise, an adversarial input x̂ is generated by adding noise
to the benign input x to satisfy the following conditions:

1. The adversarial input x̂ is misclassified to yt by f : f(x̂) = yt;
2. x̂ prompts the coupled interpreter g to produce the target attribution map

mt: g(x̂; f) = mt;
3. x̂ and the benign x samples are indistinguishable.

The attack finds a small perturbation for the benign input in a way that the
results of the prediction and the interpretation are desirable. We can describe
the attack by the following optimization framework:

min
x̂

: Δ(x̂, x) s.t.

{
f(x̂) = yt

g(x̂; f) = mt
(2)

As there is high non-linearity in f(x̂) = yt and g(x̂; f) = mt for DNNs,
Eq. (2) can be rewritten as the following to be more suitable for optimization:

minx̂ : �prd(f(x̂), yt) + λ. �int(g(x̂; f),mt) s.t. Δ(x̂, x) ≤ ε (3)

Where �prd is the classification loss as in Eq. (1), �int is the interpretation loss
to measure the difference between the adversarial map g(x̂; f) and the target
map mt. To balance the two factors (�prd and �int), the hyper-parameter λ is
used. We build the Eq. (3) based on the PGD adversarial framework to compare
the performance with the existing attack while other frameworks can also be
utilized. Other settings are defined as follows: �prd(f(x̂), yt) = − log(fyt

(x̂)),
Δ(x̂, x) = ‖x̂−x‖∞, and �int(g(x̂; f),mt) = ‖g(x̂; f)−mt‖22. Overall, the attack
finds the adversarial input x̂ using a sequence of gradient descent updates:

x̂(i+1) =
∏

Bε(x)

(
x̂(i) − Nw α. sign(∇x̂�adv(x̂(i)))

)
(4)

Here, Nw is the noise function that controls the amount and the position
of noise to be added with respect to the benign input’s edge weights w. �adv

represents the equation of overall loss Eq. (3).

AdvEdge. Notice that we apply the Nw term in Eq. (4) to optimize the location
and magnitude of the added perturbation. In the first attack, AdvEdge, we fur-
ther restrict the added perturbation to the edges of the image that intersect with
the attribution map generated by the interpreter. This means that considering
the overall loss (classifier and interpreter loss), we identify the important areas
of the input and then generate noise for the edges in those areas by considering
the edge weights in the image obtained using the Sobel filter.

Let E : e → Rh×w that indicates a pixel-wise edge weights matrix for an image
with height h and width w, using common edge detector (e.g., Sobel filters in
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this settings). We apply the edge weights to the sign of the gradient update as:
E(x) ⊗ α. sign(∇x̂�adv(x̂(i))), where ⊗ denotes the Hadamard product. This
increases the noise on the edges while decreases the noise in smooth regions of
the image. Considering Nw = E(x), Eq. (3) can be expressed as:

x̂(i+1) =
∏

Bε(x)

(
x̂(i) − E(x) α. sign(∇x̂�adv(x̂(i)))

)
(5)

AdvEdge+ Similar to AdvEdge, this approach also incorporates the edge
weights of the input to optimize the perturbation. In this attack, we only apply
the noise to the edges rather than weighting the noise in the specified areas.
This is done by binarizing the edge matrix Eδ : e → [0, 1]h×w, . Then, obtain the
Hadamard product as: Eδ(x) ⊗ α. sign(∇x̂�adv(x̂(i))), where the hyperparame-
ter δ controls the threshold to binarize the edge weights. This technique allows
noise values to be complete on the edges only. To improve the effectiveness of the
attack, considering the restriction on the perturbation location, the threshold δ
is set to 0.1. In the following subsection, we discuss the details about the attack
in Eq. (4) against the representatives of four types of interpretation models,
namely: back-propagation-guided interpretation, representation-guided interpre-
tation, model-guided interpretation, and perturbation-guided interpretation.

4.2 Interpretation Models

Back-Propagation-Guided Interpretation. Back-propagation-guided inter-
pretation models calculate the gradient of the prediction of a DNN model with
reference to the given input. By doing this, the importance of each feature can
be derived. Based on the definition of this class interpretation, larger values
in the input features indicate higher relevance to the model prediction. In this
work, as the example of this class, we consider the gradient saliency (Grad) [13].
Finding the optimal x̂ for Grad-based IDLSes is inefficient via a sequence of gra-
dient descent updates (as in applying Eq. (4)), since DNNs with ReLU activation
functions cause the computation result of the Hessian matrix to be all-zero. The
issue can be solved by calculating the smoothed value of the gradient of ReLU.

Representation-Guided Interpretation. In this type of interpreters, feature
maps from intermediate layers of DNN models are extracted to produce attribu-
tion maps. We consider Class Activation Map (CAM) [18] as the representative
of this class. The importance of the input regions can be identified by projecting
back the weights of the output layer on the convolutional feature maps. Simi-
lar to the work of [17], we build g by extracting and concatenating attribution
maps from f up to the last convolutional layer and a fully connected layer. We
attack the interpreter by searching for x̂ using gradient descent updates as in
Eq. (4). The attack Eq. (4) can be applied to other interpreters of this class (e.g.,
Grad-CAM [12]).

Model-Guided Interpretation. This type of interpreters trains a masking
model to directly predict the attribution map in a single forward pass by masking
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salient positions of any input. For this type, we consider the Real-Time Image
Saliency (RTS) [1]. Directly attacking RTS has been shown to be ineffective to
find the desired adversarial inputs [17]. This is because the interpreter relies on
both the masking model and the encoder (enc(.)). To overcome the issue, we add
an extra loss term �enc(enc(x̂), enc(yt)) to the Eq. (3) to calculate the difference
of the encoder’s result with the adversarial input x̂ and the target class yt. Then,
we use the sequence of gradient descent updates as defined in Eq. (4) to find the
optimal adversarial input x̂.

Perturbation-Guided Interpretation. The perturbation-guided interpreters
aim to find the attribution maps by adding minimum noise to the input and
examining the shift in the model’s output. For this work, we consider MASK
[2] as the representative of the class. As the interpreter g is constructed as
optimization procedure, we cannot directly optimize the Eq. (3) with the Eq. (4).
For this issue, bi-level optimization framework [17] can be implemented. The loss
function is reformulated as: �adv(x,m) � �prd(f(x), yt)+λ. �int(m,mt) by adding
m as a new variable.
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Fig. 2. Attribution maps of benign and adversarial (ADV2, AdvEdge and AdvEdge+)
inputs with respect to Grad, CAM, MASK, and RTS on ResNet.

5 Experimental Setting

In this section, we explain the implementation of AdvEdge and the optimization
steps to increase the effectiveness of the attacks against target interpreters (Grad,
CAM, MASK, RTS). We build our two approaches (AdvEdge and AdvEdge+)
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based on the PGD attack that utilizes the local first order information about
the network (Eq. (5)). For the parameters, we set α = 1./255, and ε = 0.031
similar to previous studies [17]. To measure the proportion of the perturbation,
�∞ is applied. To increase the efficiency of the attack, we apply a technique
that adds noise to the edges of the images with a constant number of iterations
(#iterations = 300). The process aims to search for perturbation points on the
edges of the regions that satisfy both the classifier and interpreter.

Optimization for Both Approaches. In our attack, zero gradients of the
prediction loss prevents searching the desired result with correct interpreta-
tion (Grad). To overcome the issue, the label smoothing technique with cross-
entropy is proposed. In the technique, prediction loss is sampled using uniform
distribution U(1 − ρ, 1) and during the attacking process, the value of ρ is
decreased moderately. Considering yc = 1−yt

|Y |−1 , we calculate �prd(f(x), yt) =
−∑

c∈Y yc log fc(x).

Dataset. For our experiment, we use ImageNetV2 Top-Images [11] dataset.
ImageNetV2 is a new test set collected based on the ImageNet benchmark and
was mainly published for inference accuracy evaluation. For our test set, we use
all the images that are correctly classified by the given classifier f .

Prediction Models. Two state-of-the-art DNNs are used for the experiments,
ResNet-50 [4] and DenseNet-169 [6], which show 22.85% and 22.08% top-1
error rate on ImageNet dataset, respectively. The two DNNs are with different
capacities (i.e., 50 and 169 layers, respectively) and architectures (i.e., residual
blocks and dense blocks, respectively). Using these DNNs helps measuring the
effectiveness of our attacks.

Interpretation Models. We utilize the following interpreters as the represen-
tative of Back-Propagation-Guided, Representation-Guided, Model-Guided, and
Perturbation-Guided Interpretation classes: Grad [13], CAM [18], RTS [1], and
MASK [2] respectively. We used the original open-source implementations of the
interpreters in our experiments.

AdvEdge Attack. For the attack, we implement our attack (defined in Eq. (4)
on the basis on PGD framework. Other attacks frameworks (e.g., STADV [15]
can also be applied for the attack Eq. (4). For our case, we assume that our
both approaches are based on the targeted attack, in which the attack forces the
DNNs to misclassify the perturbed input x̂ to a specific and randomly-assigned
target class. We compare AdvEdge and AdvEdge+ with ADV2 attack, which
is considered as a new class of attacks to generate adversarial inputs for the
target DNNs and their coupled interpreters. For a fair comparison, we adopt the
same hyperparameters (learning rate, number of iterations, step size, etc..) and
experimental settings as in ADV2 [17].

6 Attack Evaluation

In this section, we conduct experiments to evaluate the effectiveness of AdvEdge
and AdvEdge+. We compare our results to ADV2 in [17]. For this comparison,
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we use the original implementation of ADV2 provided by the authors. For the
evaluation, we answer the following questions: 1 Are the proposed AdvEdge and
AdvEdge+ effective to attack DNNs? 2 Are AdvEdge and AdvEdge+ effective to
mislead interpreters? 3 Do the proposed attacks strengthen the attacks against
interpretable deep learning models?

Evaluation Metrics. We apply different evaluation metrics to measure the
effectiveness of attacks against the baseline classifiers and the interpreters.
Firstly, we evaluate the attack based on deceiving the target DNNs using the
following metrics:

– Misclassification confidence: In this metric, we observe the confidence
of predicting the targeted class, which is the probability assigned by the
corresponding DNN to the class yt.

Secondly, we evaluate the attacks based on deceiving the interpreter. This is
done by evaluating the attribution maps of adversarial samples. We note that this
task is challenging due to the lack of standard metrics to assess the attribution
maps generated by the interpreters. Therefore, we apply the following metrics
to evaluate the interpretability:

– Lp Measure: We use the L1 distance between benign and adversarial maps
to observe the difference. To obtain the results, all values are normalized to
[0, 1].

– IoU Test (Intersection-over-Union): This is another quantitative measure
to find the similarity of attribution maps. This measurement is widely used
to compare the prediction with ground truth.

Finally, to measure the amount of noise added to generate the adversarial
input, the following metric is used:

– Structural Similarity (SSIM): Added noise is measured by computing the
mean structural similarity index [14] between benign and adversarial inputs.
SSIM is a method to predict the image quality based on its distortion-free
image as reference.
To obtain the non-similarity rate (i.e., distance or noise rate), we subtract
the SSIM value from 1 (i.e., noise rate = 1 − SSIM).

6.1 Attack Effectiveness Against DNNs

We first assess the effectiveness of AdvEdge and AdvEdge+ as well as compare
the results to the existing method (ADV2 [17]) in terms of deceiving the target
DNNs. We achieved 100% attack success rate of ADV2, AdvEdge, and AdvEdge+

against different classifiers and interpreters on 10,000 images.
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Table 1. Misclassification confidence of ADV2, AdvEdge and AdvEdge+ against dif-
ferent classifiers and interpreters testing on 10,000 images.

ResNet DenseNet

Grad CAM MASK RTS Grad CAM MASK RTS

ADV2 92.19% 56.52% 53.54% 69.83% 87.88% 52.88% 58.05% 57.24%

AdvEdge 93.51% 55.53% 59.70% 68.99% 88.04% 53.79% 63.01% 57.26%

AdvEdge+ 92.49% 55.40% 53.48% 69.55% 86.94% 53.54% 62.82% 57.28%

Additionally, Table 1 presents the misclassification confidence results of the
three methods against different classifiers and interpreters on 10,000 images. It
should be said that due to the differences in the dataset and models, the results
of ADV2 are not consistent with the results achieved in [17]. Even though our
main idea is to add a small amount of perturbation to the specific regions of
images, the performance is slightly better than ADV2 in terms of Grad (ResNet),
CAM (DenseNet) and RTS (DenseNet). In other cases, the results of the models’
confidence are comparable.

6.2 Attack Effectiveness Against Interpreters

This part evaluates the effectiveness of AdvEdge and AdvEdge+ to generate
similar interpretations to the benign inputs. We compare the interpretations
of adversarial and benign inputs. We start with a qualitative comparison to
check whether attribution maps generated by AdvEdge and AdvEdge+ are
indistinguishable from benign inputs. By observing all the cases, AdvEdge and
AdvEdge+ produced interpretations that are perceptually indistinguishable from
their corresponding benign inputs. As for comparing with ADV2, all methods
generated attribution maps similar to the benign inputs. Figure 2 shows a set of
sample inputs together with their attribution maps in terms of Grad, CAM, RTS,
and MASK. As displayed in the figure, the results of our approaches provided
high similarity with their benign interpretation.
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Fig. 3. Average L1 distance of attribution maps generated by ADV2, AdvEdge and
AdvEdge+ from those of corresponding benign samples on ResNet and DenseNet.

In addition to qualitative comparison, we use Lp to measure the similarity of
produced attribution maps quantitatively. Figures 3(a) and 3(b) summarize the
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results of L1 measurement. As shown in the figures, our attacks generate adver-
sarial samples with attribution maps closer to those generated for the benign
samples compared to ADV2. The results are similar across different interpreters
on both target DNNs. We note that the effectiveness of our attack (against inter-
preters) varies depending on the interpreters. Generally, the results of Table 1,
Figs. 3(a) and 3(b) show the effectiveness of our attack in generating adversarial
inputs with highly similar interpretations to their corresponding benign samples.
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Fig. 4. IoU scores of attribution maps generated by ADV2, AdvEdge and AdvEdge+

using the four interpreters on ResNet and DenseNet. Our attacks achieve higher IoU
scores in comparison with ADV2.

Another quantitative measure to compare the similarity of attribution maps
is the IoU score. As the attribution map values are floating numbers, we bina-
rized the attribution maps to calculate the IoU. Figure 4 displays the IoU scores
of attribution maps generated by ADV2, AdvEdge and AdvEdge+ using four
interpreter models on ResNet and DenseNet. As shown in the figure, AdvEdge
and AdvEdge+ performed better than ADV2. We note that AdvEdge+ achieved
significantly better results than other methods, while AdvEdge achieved a higher
score on DenseNet with RTS interpreter.
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Fig. 5. Noise rate of adversarial inputs generated by ADV2, AdvEdge and AdvEdge+

on ResNet and DenseNet.

6.3 Adversarial Perturbation Rate

To measure the amount of noise added to the adversarial image by the attacks,
we utilize SSIM to measure the pixel-level perturbation. Using SSIM, we infer the
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parts of images that are not similar to the original images, known as noise. Fig-
ures 5(a) and 5(b) display the results of comparing the noise amount generated
by ADV2, AdvEdge, and AdvEdge+. The figures show that the amount of noise
added using AdvEdge and AdvEdge+ is significantly lower than the amount
added by ADV2. This difference is more noticeable when using the MASK inter-
preter. AdvEdge+ adds the least amount of noise to deceive the target DNN and
the MASK interpreter.

7 Conclusion

This work presents two approaches (AdvEdge and AdvEdge+) to enhance the
adversarial attacks on interpretable deep learning systems (IDLSes). These
approaches exploit the edge information to optimize the ADV2 attack that gen-
erates adversarial inputs to mislead the target DNNs and their corresponding
interpreter models simultaneously. We demonstrated the validity and effective-
ness of AdvEdge and AdvEdge+ through empirical evaluation using a large
dataset on two different DNNs architectures (i.e., ResNet and DenseNet). We
show our results against four representatives of different types of interpretation
models (i.e., Grad, CAM, MASK, and RTS). The results show that AdvEdge
and AdvEdge+ effectively generate adversarial samples that can deceive the deep
neural networks and the interpretation models.

Future Work. Besides utilizing the PGD framework, this work motivates
exploring other attack frameworks, such as DeepFool, STADV [8]. Another future
direction is to evaluate the effectiveness of potential countermeasures to defend
against AdvEdge, such as refining the DNN and interpretation models (e.g.,
via defensive distillation [10]) or applying an adversarial sample detector (e.g.,
feature squeezing [16] or through utilizing the interpretation transferability prop-
erty in an ensemble of interpreters [17]). We also consider to test whether our
approach is applicable and tractable on various sample space (e.g., numerical,
text, etc.).

Acknowledgments. This work was supported by the National Research Foun-
dation of Korea(NRF) grant funded by the Korea government(MSIT) (No.
2021R1A2C1011198).
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Abstract. In recent years, natural language modeling has achieved
a major breakthrough with its sophisticated theoretical and technical
advancements. Leveraging the power of deep learning, transformer mod-
els have created a disrupting impact in the domain of natural language
processing. However, the benefits of such advancements are still inscribed
between few highly resourced languages such as English, German, and
French. Low-resourced language such as Khmer is still deprived of utiliz-
ing these advancements due to lack of technical support for this language.
In this study, our objective is to apply the state-of-the-art language mod-
els within two empirical use cases such as Sentiment Analysis and News
Classification in the Khmer language. To perform the classification tasks,
we have employed FastText and BERT for extracting word embeddings
and carried out three different type of experiments such as FastText,
BERT feature-based, and BERT fine-tuning-based. A large text corpus
including over 100,000 news articles has been used for pre-training the
transformer model, BERT. The outcome of our experiment shows that in
both of the use cases, a pre-trained and fine-tuned BERT model produces
the outperforming results.

Keywords: Khmer · Deep learning · Sentiment analysis · News
classification · Transformer models

1 Introduction

Last two decades have seen a growing trend towards a field named Natural
Language Processing (NLP) that is concerned with the interactions between
computers and human (natural) languages. Numerous applications of NLP have
already been implemented in our real-life such as Sentiment Analysis, Question
Answering, Chatbots, Machine Translation, Speech Recognition and so on.

In this study, we have aimed to work with the Khmer language, the offi-
cial language of Cambodia. According to Wikipedia, Khmer is the second most
widely spoken Austroasiatic language in the world with approximately 16 mil-
lion speakers. Unlike English, French, and German, over the past two decades,
few studies have been conducted for the Khmer language related to NLP. That
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is why, there are few NLP resources available for the Khmer language that have
been built based on the traditional techniques.

Considering the inadequacy of Khmer NLP resources, in this work, we have
provided a pre-trained BERT model for the Khmer language along with two
downstream benchmarks for Sentiment Analysis and News Category Classifica-
tion. BERT [1], which stands for Bidirectional Encoder Representations from
Transformers, developed by Google, is the first fine-tuning based representation
model. Through this architecture, the models can learn the context of a sentence
from both of the direction (left and right). This model outperforms many task-
specific architectures as well as achieves state-of-the-art performance on a large
suite of sentence-level and token-level tasks.

Apart from English, Google also provided a multilingual BERT model that
supports for 104 languages of different countries but unfortunately Khmer has
not been included in the list of supported languages. This might be due to
the unique grammatical architecture of the Khmer. Unlike in Latin languages
such as English or French, Khmer has more complex structure to word form
and permits different orders of the character components that lead to the same
visual representation. So far, there is no available BERT pre-trained model,
which has been trained exclusively using the Khmer language, based on which
the Cambodian people can develop NLP models for different applications. That
is why, we aim to provide a pre-trained BERT model which will definitely add
a new dimension to Khmer language and its computational advancement.

We have pre-trained our BERT model with a large corpus composed of Khmer
online newspapers and also performed some downstream tasks such as Sentiment
Analysis and News Classification by fine-tuning our pre-trained BERT model.
Both of these two applications, Sentiment Analysis and News Classification, have
a significant impact on business. More specifically, for a consumer-centric indus-
try, which focuses on making a positive experience by maximizing the quality
of services or products, the Sentiment Analysis model can help to figure out the
customers’ demand based on the product or service reviews. In contrast, every
day a huge number of employees of the news industry spend their time arrang-
ing the news based on the category of the news. By the utilization of our News
Classification model, the news industry of Cambodia will be able to save their
time as well as the manpower.

In order to validate the performance of our BERT model, we have applied
4 different evaluation metrics namely accuracy, precision, recall, and f1-score.
In addition to this, we have included a comparative analysis with a context-
free word embeddings named FastText. For both of the applications, we have
conducted the experiment through three distinct approaches such as FastText,
BERT Feature-based, and BERT Fine-tuning. Significantly, the BERT Fine-
tuning approach outperforms the other two approaches by accuracy and f1-score.

2 Background Study

In recent years, there has been an increasing amount of literature on language
modeling. But, there is a relatively small body of literature that is concerned
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with the Khmer language. Among these studies, the authors proposed some basic
resources of Khmer language such as character recognition, word segmentation,
and POS tagging. This section briefly discusses some of the latest and relevant
background studies.

The authors in [2] proposed techniques for recognizing the character and
text from Khmer ancient palm leaf documents. For isolated character recogni-
tion, they applied different types of neural network architectures such as CNN,
LSTM-RNN and found the outperforming result with the combination of both
convolutional and recurrent architectures. On the other hand, they used both
one-dimensional and two-dimensional RNN to recognize the word/text image
patches of variable length and found that two-dimensional RNN performs better
than one-dimensional.

For building lemmatizers as well as extracting relation between words, POS
tagging is one of the essential tasks. Considering the sentence structure and
word classes’ ambiguties of Khmer, in 2007, the eminent authors [3] modified
the applying rule algorithms and proposed a supervised transformation-based
POS tagger. Moreover, to handle the unknown words, they proposed a hybrid
approach which combines rule-based and tigram approach. On the other hand,
based on the Conditional Radom Fields (CRFs), in 2017, the authors [4] pro-
posed a new approach to Khmer POS tagging by incorporating 5 groups of fea-
tures such as contextual, morphological, word-shape, named-entity, and lexical
features.

Like Khmer, for each of the languages, word segmentation is an integral part
of all of the language modeling related tasks. Unlike English, however, there are
no spaces in the writing system of the Khmer language to separate the words
that make it more complex. The authors in [5–7] have worked on the word seg-
mentation of the Khmer language. In paper [5], the authors applied Maximum
Matching Algorithm and a Khmer manual corpus to make word boundaries in
each sentence. Then intended to solving the unknown words, they created 21
grammar rules based on the principle of Khmer grammar books. On the other
hand, to reduce the frequency of dictionary lookup and Khmer text manipula-
tion tweaks, the paper [6] presented a study on Bi-directional Maximal Match-
ing (BiMM). They implemented their study for Khmer word segmentation by
focusing on both Plaintext and Microsoft Word document. In 2015, Chea and
co-workers [7] presented a word segmenter for the Khmer language based on a
supervised CRF segmentation method. Their proposed segmenter outperformed
the baseline in terms of precision (=0.986), recall (0.983), and f-score (=0.985)
by a wide margin. Surprisingly, they obtained substantial increases in the BLEU
score of up to 7.7 points, relative to a maximum matching baseline, in their
evaluation in a statistical machine translation system.

For many aspects of machine translation, the parallel corpus is essential.
But, the existing parallel corpus contains some problems such as difficulty in
obtaining, narrow fields, small quantity, and poor timeliness. To overcome this
insufficiency of bilingual parallel corpus of low resource languages, in a recent
paper [8], published in 2020, the prominent authors proposed a parallel fragment
extraction method based on the Dirichlet process. On the basis of the empirical
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results, the authors concluded that the method based on the Dirichlet process
is better than that based on the LDA model.

From the above discussion, it is obvious that there are few studies related
to the Khmer language where the researchers applied traditional techniques on
different NLP tasks. However, there does not exists enough NLP resources for
the Khmer language that has been built based on state-of-the-art techniques.
This is where this study will play a vital role in mitigating the gap by providing
a state of the art resource for the Khmer language.

3 Data Description

For the three different experiments, such as creating the pre-trained BERT model
for Khmer language, sentiment analysis, and news classification, we have col-
lected three different corpora. The entire data collection process has been illus-
trated in the following Fig. 1.

Fig. 1. Data collection pipeline.

3.1 Dataset for BERT Pre-training

In NLP, the concept behind pre-training refers to train a model with a large cor-
pus for learning the underlying knowledge from the data. Then, the pre-trained
model is used to initialize the model parameters of various downstream tasks.
For creating the pre-trained BERT model of Khmer language, we have collected
a large corpus from a popular Cambodian newspaper named Kohsantepheap
Daily [9]. The daily newspaper Koh Santepheap was founded in 1967 by Chou
Thany. The corpus contains more than 100,000 news articles that have been
scraped from the official website.

3.2 Dataset for BERT Fine-Tuning

For two different downstream tasks, we have prepared 2 different datasets for
fine-tuning each of the tasks.
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1. Dataset for Sentiment Analysis: The Sentiment Analysis dataset contains
10710 instances including 5367 for positive, and 5343 for negative sentiment.
For model testing purpose, we have collected additional 400 samples validated
by a native Cambodian.

2. Dataset for News Classification: We have collected the News Classifi-
cation data through scraping several Cambodian newspaper websites. The
dataset includes 7418 instances with 8 different news categories as class labels.
For training purpose we have used 70%(=5192), for validation 21%(=1558),
and for testing 9%(=668) instances from the whole dataset.

4 Data Preprocessing

One of the crucial phases of solving a real-world problem using NLP is to pre-
process the raw dataset properly. Usually, the NLP pipeline includes a bunch of
tasks such as removing the punctuation, tokenization, removing the stop words,
and so on. In this study, we have arranged this phase according to the form of our
datasets that includes some basic preprocessing followed by word segmentation.

4.1 Basic Preprocessing

To keep only the letters and digits of the Khmer and English languages, we
have applied some regular expressions on raw data using the Unicode. For basic
Khmer characters, the Unicode block is U+1780 – U+17FF. After that, we have
removed the punctuations of the Khmer language. The most commonly used
punctuations used in the Khmer language are and their
Unicode range is U+17D4 – U+17DA.

4.2 Word Segmentation

Word segmentation is an essential task in every application of Natural Language
Processing. In the case of Khmer language, word segmentation is not a trivial
task because, unlike English, spaces are not used here to separate words. More-
over, multiple Khmer words can be joined together to build up a new Khmer
word (compound word) that conveys different meaning. Some examples of Khmer
compound word are given in Table 1.

Table 1. Khmer Compound Words
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Another complexity in the writing system of the Khmer language is, a single
sentence can be tokenized in several ways based on its meaning in the context
[7]. Table 2 shows the distinct segmentation of an identical sentence.

Table 2. Two distinct segmentation of an identical sentence.

All these complications address many challenges in the tokenization of Khmer
text. In this study, we have applied a conditional random fields (CRFs) based
approach from [7] to separate the words in Khmer sentences. The authors devel-
oped a large manually-segmented corpus and also provided a set of word seg-
mentation strategies usually used by humans.

5 Methodology

In this section, we have described the workflow of our experiment in a proper
sequence. Our entire experiment can be divided into two steps: one is using the
FasText and the other one using BERT. Again, BERT is composed of three
distinct parts such as pre-training, fine-tuning, and feature-based. Each of these
steps has been described extensively in the subsections below.

5.1 FastText

In order to make the baseline, firstly, we have conducted our experiment using
the FastText word embeddings. The FastText library of the Khmer language
contains 242,732 vocabs and against each of the words, it provides a vector of
length 300. On the basis of these embeddings, in this phase, we have designed
two DNN models for sentiment analysis and news classification.

In the architecture of a DNN model, the number of neurons in its input layer
depends on the length of the feature embeddings. As the length of the feature
vectors is 300, we have specified 300 neurons in the input layer for both of the
models. Determining the number of hidden layers and the number of neurons in
the hidden layers is a crucial task as it defines the complexity and efficiency of
the network and has an enormous impact on the learning process of the model.
In both the sentiment analysis and news classification model architectures, we
have specified the identical number of hidden layers as well as the number of
neurons in hidden layers that are shown in Table 3.
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Table 3. Parameters of DNN Architectures.

Sentiment analysis News classification

Layers Number of
neurons

Activation
function

Layers Number of
neurons

Activation
function

Input Layer 300 Input Layer 300

Dense 1 1024 tanh Dense 1 1024 tanh

Dense 2 512 tanh Dense 2 512 tanh

Dense 3 256 tanh Dense 3 256 tanh

Dense 4 128 tanh Dense 4 128 tanh

Output Layer 2 softmax Output Layer 8 softmax

On the other hand, in the case of the classification model, the number of
neurons in the output layer depends on the unique class labels. According to
this terminology, we have specified the number of neurons in the output layer 2
and 8 for the sentiment analysis and news classification, respectively.

As our extracted embeddings contain both positive and negative values, thus
we have applied the tanh as the activation function [11] of the hidden layers.
The mathematical function ot tanh can be expressed as,

tanh(x) =
ex − e−x

ex + e−x
(1)

The output of this function ranges from −1 to 1. To minimize the losses we
have applied the optimization algorithm named Adam with a learning rate of
0.001.

5.2 BERT

This phase starts with pre-training the BERT model with Khmer followed by
fine-tuning and feature-based approaches for the downstream tasks. The exten-
sive discussion of this subsections are as follows:

Table 4. Configurations of BERT model

Parameters Values

attention probs dropout prob 0.1

hidden act gelu

hidden dropout prob 0.1

hidden size 768

initializer range 0.02

intermediate size 307

max position embeddings 512

num attention heads 12

num hidden layers 12

type vocab size 2

vocab size 167896
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Pre-training Model Architecture. In this phase, we have built a pre-trained
model for the Khmer language using BERT. BERT’s model architecture is a
multi-layer bidirectional transformer encoder based on [10]. In the configura-
tions that we have applied in our experiment, the number of hidden layers
(i.e.Transformer blocks) is 12, the size of each of the hidden layer is 768, and
the self-attention heads are 12. Table 4 shows the configurations of our BERT
model.

Fine-Tuning Model Architecture. Fine-tuning is a supervised learning pro-
cess where the weights of the pre-trained model are used as the initial weights
for a new model which is being trained on a similar task. This process not only
speeds up the training but also creates a state-of-the-art model for a wide range
of NLP tasks.

In this study, we have fine-tuned our pre-trained BERT model for two differ-
ent applications such as Sentiment Analysis and News Classification. Firstly, we
have initialized the fine-tuned model with the same pre-trained model param-
eters for both of the downstream tasks, such as Sentiment Analysis and News
Classification. Then, we have fine-tuned all of the parameters end-to-end using
the corresponding task-specific labeled data. Eventually, we have incorporated
an additional output layer according to the target classes. Thus, the fine-tuned
models for both of the downstream tasks are different, even though they have
been initialized with the same pre-trained parameters. Figure 2 represents the
architecture of the models.

Fig. 2. Architecture of the BERT Fine-tuning Model

Feature-Based Approach. In this phase, we have extracted the feature
embeddings from our pre-trained BERT model. Then, by applying these
extracted features, we have designed two Deep Neural Network (DNN) mod-
els: one is for sentiment analysis and the other one is for news classification.
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As the length of the BERT feature embeddings is 768, we have specified 768
neurons in the input layer for both of the models. However, we have applied 4
hidden layers for the sentiment analysis model while 5 hidden layers for the news
classification model. For both of the BERT Feature-based models, the number
of neurons in each of the hidden layers are shown in Table 5. According to afore-
mentioned terminology in FastText, we have specified the number of neurons
in the output layer 2 and 8 for the sentiment analysis and news classification,
respectively. Like FastText, we have applied the tanh as the activation func-
tion and the Adam as the optimization algorithm in our featured-based model
architectures of BERT.

Table 5. Parameters of DNN Architectures.

Sentiment analysis News classification

Layers Number of
neurons

Activation
function

Layers Number of
neurons

Activation
function

Input Layer 768 Input Layer 768

Dense 1 1024 tanh Dense 1 2048 tanh

Dense 2 512 tanh Dense 2 1024 tanh

Dense 3 256 tanh Dense 3 512 tanh

Dense 4 256 tanh Dense 4 256 tanh

Output Layer 2 softmax Dense 5 128 tanh

Output Layer 8 softmax

6 Results and Analysis

In this section, we have evaluated the performance of our models, both sentiment
analysis and news classification, using the classification metrics namely accuracy,
precision, recall, and f1-score.

6.1 Sentiment Analysis

After the training and validation, we have tested our models with a test dataset
that contains 400 instances. The obtained results for the three models of the
sentiment analysis have been presented in Table 6 and Table 7.

Table 6. Accuracy of sentiment analysis models.

Accuracy

FastText BERT (Feature-based) BERT (Fine-tuning)

Training 0.79 0.73 0.83

Validation 0.78 0.71 0.83

Test 0.77 0.70 0.81
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Table 6 shows the training, validation, and testing accuracies for the three
models: FastText, BERT Feature-based, and BERT Fine-tuning of sentiment
analysis. It is apparent from this table that, for each of the models, our obtained
validation accuracy is very close to the training accuracy and slightly lower
which indicates that each of the models has learned the underlying patterns
very well from the data without overfitting. Sometimes, solely accuracy is not
a good measure for the evaluation of a classification model. For this reason, we
have also analyzed other metrics such as precision, recall, and f1-score during
the testing phase of the sentiment analysis models that presents in Table 7.

Table 7. Precision, recall, and f1-score of sentiment analysis models.

FastText BERT feature-based BERT fine-tuning

precision recall f1-score precision recall f1-score precision recall f1-score

Negative 0.86 0.67 0.75 0.77 0.61 0.68 0.86 0.77 0.81

Positive 0.71 0.88 0.78 0.65 0.80 0.72 0.77 0.86 0.81

macro avg 0.78 0.77 0.77 0.71 0.70 0.70 0.81 0.81 0.81

weighted avg 0.79 0.77 0.77 0.71 0.70 0.70 0.81 0.81 0.81

From both of the Table 6 and Table 7, it can be observed that the BERT
Fine-tuning model outperforming the other two by the accuracy and f1-score.
Another important finding is that, in the case of sentiment analysis, surprisingly,
the FastText is performing better than the BERT Feature-based model.

6.2 News Classification

Similar to sentiment analysis, after the training and validation of our news clas-
sification models, we have tested our models with a dataset that contains 668
samples. The training, validation, and testing accuracies for each of the news
classification models are presented in Table 8.

Table 8. Accuracy of News Classification models.

Accuracy

FastText BERT (Feature-based) BERT (Fine-tuning)

Training 0.83 0.85 0.89

Validation 0.82 0.84 0.85

Test 0.83 0.82 0.85

From Table 8, it can be observed that the validation accuracy is slightly lower
than the training accuracy for each of the model’s output. This lower differences
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in training and validation accuracies indicate that each of the models has learned
the underlying patterns very well from the news data without overfitting. We
have obtained a good accuracy for each of the news classification models while
BERT Fine-tuning model outperforms the others. Unlike sentiment analysis,
BERT Feature-based model also achieved higher training and validation accu-
racies compared to FastText. The other metrics such as precision, recall, and
f1-score have also been analyzed during the testing phase of news classification
models are shown in Table 9.

Table 9. Precision, recall, and f1-score of News Classification models.

FastText BERT Feature-based BERT Fine-tuning

Class Labels precision recall f1-score precision recall f1-score precision recall f1-score

arts-and-culture 0.90 0.93 0.92 0.93 0.91 0.92 0.95 0.91 0.93

business 0.80 0.66 0.72 0.70 0.73 0.72 0.86 0.83 0.84

health 0.80 0.90 0.85 0.77 0.88 0.82 0.74 0.92 0.82

international 0.75 0.83 0.79 0.80 0.83 0.82 0.86 0.83 0.85

national 0.86 0.88 0.87 0.84 0.87 0.85 0.90 0.89 0.89

research 0.73 0.59 0.65 0.68 0.59 0.63 0.67 0.69 0.68

service 0.86 0.89 0.87 0.90 0.78 0.83 0.89 0.76 0.82

sports-news 0.97 0.94 0.96 0.90 0.96 0.93 0.96 0.96 0.96

macro avg 0.83 0.83 0.83 0.82 0.82 0.81 0.86 0.85 0.85

weighted avg 0.83 0.83 0.83 0.82 0.82 0.82 0.85 0.85 0.85

From Table 9, it is apparent that, like sentiment analysis, BERT Fine-tuning
outperforms the other two models of news classification by precision, recall, and
f1-score. Interestingly, for both of the applications, the test scores of the FastText
models are slightly higher than the BERT feature-based models.

7 Conclusion

The purpose of this study was to employ the state-of-the-art natural language
processing techniques for Khmer language, one of the most low-resourced lan-
guages currently available. In this study, we have defined two widely used appli-
cation scopes such as news category classification and sentiment analysis. Three
different type of experiments such as FastText (feature-based), BERT (feature-
based), and BERT (fine-tuning-based) have been conducted for both of the afore-
mentioned downstream tasks. The experimental results show that in terms of
Sentiment Analysis, BERT fine-tuning based approach outperformed the other
approaches with a test accuracy of 81%. Similarly, in terms of News Classifica-
tion, again BERT fine-tuning based approach stood out as the best performer
with a test accuracy of 85%. In future, we would like to investigate other state-
of-the-art variants of BERT such as RoBERT, DistilBERT, XLM-RoBERTa and
the new giant GPT-3 for Khmer language.
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Abstract. Authorship attribution is one of the renowned problems in
the domain of Natural Language Processing (NLP). Leveraging the state-
of-the-art (SOTA) techniques of NLP such as transformer models, this
problem domain has achieved a considerable advancement. However, this
progress is unfortunately only bound to the well-resourced languages like
English, French, and German. Under-resourced language like Bangla is
yet to leverage such SOTA techniques to make a breakthrough in this
domain. In this study, we address this research gap and aim to contribute
to the Bangla authorship attribution problem by building highly accurate
models using several SOTA variants of transformer models like mBERT,
bnBERT, bnElectra, and bnRoBERTa. Using the pre-trained weights
of these models we have performed fine-tuning and tackled the task of
authorship attribution of 16 prominent Bangla writers. Outcomes show
that our bnBERT model can classify the authors with superior accu-
racy of 98% and also outperform all the existing models available in the
literature.

Keywords: Bangla · Authorship attribution · Text classification ·
Natural Language Processing · Transformer models · BERT

1 Introduction

Because of the dramatic rise in the usage of the internet and its easy access
through smart devices, a large amount of textual content is being written or
posted to the web in digital form at a rapid rate. The growing prevalence of
text digitization makes the detection of authorship extremely challenging. As
a consequence, the automated identification or attribution of authorship has
garnered considerable research importance over the last few years.

The fundamental notion underlying authorship attribution is discriminating
writing of various authors by measuring specific textual characteristics that is
followed consistently throughout author’s work. A text of unknown author is
attributed to one of a specified set of possible authors for whom text samples
are provided in the general authorship attribution. Authorship identification has
a wide range of applications, including plagiarism detection, forensic linguistics,
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military intelligence, civil law, and many more. As a result, authorship attri-
bution has gained a considerable attention to the Natural Language Processing
(NLP) researchers.

Every author possesses a distinguished manner of writing, separating one
author from the other. Traditionally, stylometry has been used to detect dis-
tinguishable features of an author’s work. However, the recent innovations in
the domain of NLP is empowering us to tackle the task of finding distinguish-
able writing patterns more accurately and efficiently from a large text corpus.
One such state-of-the-art (SOTA) NLP technique is called transformer model. A
transformer model is an attention-based stacked encoder–decoder architecture
that is pre-trained at scale over a large text corpus. These models are designed
to have sophisticated internal attention mechanisms that enable these models to
dynamically select subsets of the input to focus.

The current research trend shows that transformer models are being applied
for various NLP downstream tasks including the authorship attribution problem.
However, such research practices can be easily found for well-resourced languages
like English, French, German, and Chinese. On the other hand, the low-resourced
language like Bangla is far away from leveraging the SOTA models such as
transformers in different natural language tasks.

In this study, we are aiming fill up this research gap through tackling the
authorship attribution problem in Bangla by leveraging several variants of
the SOTA transformer model. To achieve the purpose, we have chosen four
different variants of the Bidirectional Encoder Representations from Trans-
formers (BERT) model namely BERT Multilingual (mBERT), BERT Bangla
Base (bnBERT), Electra Bangla Base (bnElectra), and RoBERTa Bangla Base
(bnRoBERTa). All of these are pre-trained models that has been trained over
a large text corpus. We have utilized the pre-trained weights of these models
and implement the fine-tuning methods with a classification layer to perform
authorship attribution as a downstream task. We have used a portion of the
benchmark dataset named BAAD16 (Bangla Authorship Attribution Dataset)
[9] for the fine-tuning purpose and a portion for the evaluation purpose. For the
task of classifying 16 different authors, all of the fine-tuned models have achieved
an accuracy over 87%. Among all models, the performance of bnBERT (=98%
accuracy) found to be superior even to all available models in the literature.

2 Related Works

Being a low-resourced language, Bangla lacks a significant amount of study in
the field of Natural Language Processing, particularly in the classic problem
of authorship attribution. Statistical and classical machine learning approaches
using traditional feature extraction algorithms are employed in the majority of
the studies among the few that were available. Some of them have been found
employing neural networks and deep learning-based approaches in their studies.
In this section, we’ll briefly discuss the relevant studies and the progress of
natural language processing for the authorship attribution problem in the Bangla
language.
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One common and classic way to classify authorship is by using stylometry;
a linguistic approach that takes into account an author’s unique literary styles
that can not be repressed by conscious mind. M. Tahmid et al. [1] employed
traditional statistical analysis to identify the most effective stylometric features
such as most frequent words, most frequent bigrams, and word lengths to create
a modified stylometric feature set that has significant differences among authors
writing patterns. Using these features, they proposed a voting system that can
detect the original author of an unknown document with an average 90.67% suc-
cess rate. The training and evaluation of their system were performed over two
corresponding datasets of 700 and 300 writings of six Bangladeshi columnists of
the current time. Likewise, Md. Ashikul et al. [2] also employed a similar app-
roach where they performed statistical analysis on the experiment of authorship
attribution problem using multilayer perceptron (MLP) model. For this statisti-
cal analysis and experiment they built a corpus containing articles of five Bangla
writers from which a total number of 1381 articles were used for training, 242
for validation and 350 for testing purposes. Their proposed MLP model achieved
above 85% accuracy rate for each of the writers.

Characters are the smallest unit of text from which stylometric signals can
be extracted to find the author of a text. Taking this into account, Khatun et
al. [3] investigated character-level and word-level CNN approaches to identify
writing patterns and distinguish between authors. They have applied both of
these approaches on the authorship classification problem with author classes
from 6–14. They found that the character-level CNN approach is more efficient
than the word-level CNN approach in terms of the model training time and
memory efficiency. Although it comes at the cost of compromising accuracy of
2–5% than the best performing word-level models. They also mentioned that
using the pre-trained word embedding models the performance can be improved
up to 10%. The best accuracy (=98%) they achieved is for classifying 6 authors
using fastText and skip-gram. However, in classifying 14 authors, they achieved
81.2% accuracy with fastText and skip-gram.

Another common practice in tackling authorship attribution problem is the
use of pre-trained word embeddings for feature extraction. Hemayet et al. [4],
used pre-trained word embedding models (word2vec, Glove and fasText) in order
to extract features from texts considering the context and co-occurrence of the
words. Later the extracted features were fed into their proposed convolutional
and recurrent neural network based classifiers. Finally, they performed a compar-
ative analysis and showed the model performance on each of these word embed-
ding methods and during a classification task on blog articles of 6 authors. The
fastText word embedding coupled with convolutional architecture achieved the
best accuracy of 92.9%. Again, in another paper, Hemayet et al. [5] performed
a comparative study among fastText’s hierarchical classifier, Naive Bayes, and
SVM along with n-gram based feature sets. They showed that fasText’s hierar-
chical classifier along with uni-gram features achieved the highest accuracy of
82.4% over SVM and Naive Bayes.
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In [6], Ahmed et al. proposed a profile-based technique that uses super-
vised learning methods to identify the lyricist of Bangla songs composed by
two renowned poets and novelists, Kazi Nazrul Islam and Rabindranath Tagore.
Working on song lyrics made it a challenging task as the selection of words by the
novelists relies on factors such as rhythms and completeness. Out of the super-
vised models (Näıve Bayes, Simple Logistic Regression, Decision Tree, Support
Vector Machine, and Multilayer Perceptron) used in this problem, the Simple
Logistic Regression model achieved the highest accuracy of 86.29%. As every
writer has his own way of writing, thus, the probability to use some adjacent
word is more likely by a particular author. Similarly, such traditional approaches
were also performed by D. M. et al. [7] where they proposed a hybrid approach
of n-gram amalgamating with Naive Bayes for authorship attribution. In this
approach, bigram and unigram counts for adjacent and single words are cal-
culated by combining the n-Gram algorithm with Näıve Bayes. This approach
outperforms the sole Naive Bayes model by a margin of 9% accuracy. Again,
Sumnoon Ibn et al. [8] also used n-gram and parts of speech as features and pro-
posed a Multilayer Perceptron (MLP) based neural architecture for classifying
23 authors from a text corpus consisting of 12,142 writings. Their MLP model
produced an accuracy of 94%.

From the above discussion, it is apparent that similar types of approaches
and models have been studied over and over again. The most used traditional
approaches are n-gram based feature extraction with classical machine learning
algorithms and multilayer perceptrons. On the other hand, few studies investi-
gated the some advanced but most common pre-trained word embedding mod-
els such as word2vec, fastText, and Glove. It is apparent that the authorship
attribution problem in Bangla language still lacks studies concerned with the
state-of-the-art transformer models from the recent advancements of natural
language processing research. In this study, we have addressed this lacking and
showed how the latest transformer models can be used to outperform all the
previous approaches in the authorship attribution problem in Bangla. Hence,
we are aiming to contribute towards making Bangla from a low-resourced to a
well-resourced language in NLP research.

3 Data Description

In this study, we have used the BAAD16 (Bangla Authorship Attribution
Dataset) [9] dataset. BAAD16 includes Bangla text samples from 16 promi-
nent Bangla authors containing a total of 13.4+ million words. The dataset is
equally partitioned with each document having the same length of 750 words.
The dataset is partitioned into two parts training data and test data. The train-
ing set includes 14374 and the testing set includes 3592 data samples. From the
training samples we have drawn a sample of 2875 instances through stratified
sampling as a validation set. So, finally 11499 instances remain in the training
dataset. The class distribution of training, validation and test datasets are given
in the below Table 1.
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Table 1. Class distribution of the datasets

No Class Labels Train Train % Validation Validation % Test Test %

1 humayun ahmed 2889 25.12% 723 25.15% 906 25.22%

2 shunil gongopaddhay 1256 10.92% 314 10.92% 393 10.94%

3 shomresh 901 7.84% 225 7.83% 282 7.85%

4 shorotchandra 841 7.31% 210 7.30% 261 7.27%

5 robindronath 806 7.01% 201 6.99% 252 7.02%

6 m zafar iqbal 704 6.12% 176 6.12% 220 6.12%

7 shirshendu 670 5.83% 168 5.84% 210 5.85%

8 toslima nasrin 596 5.18% 149 5.18% 186 5.18%

9 shordindu 569 4.95% 142 4.94% 177 4.93%

10 shottojit roy 544 4.73% 136 4.73% 169 4.70%

11 tarashonkor 496 4.31% 124 4.31% 155 4.32%

12 bongkim 360 3.13% 90 3.13% 112 3.12%

13 nihar ronjon gupta 305 2.65% 76 2.64% 95 2.64%

14 manik bandhopaddhay 301 2.62% 75 2.61% 93 2.59%

15 nazrul 143 1.24% 36 1.25% 44 1.22%

16 zahir rayhan 118 1.03% 30 1.04% 37 1.03%

4 Methodology

In this section, we will briefly discuss the complete workflow of the experiment
that has been performed in this study. Firstly, we have performed some basic
data preprocessing steps over our datasets. Secondly, we have chosen the pre-
trained transformer models which will be fine-tuned later on our datasets for the
downstream classification task. Thirdly, we have evaluated the performance of all
the fine-tuned models using a comprehensive list of evaluation metrics. Finally,
we have analysed and compared the performance of the models and identified
the best classification model for our authorship attribution problem. A detailed
flow-diagram of the entire workflow is presented in the Fig. 1 below.

4.1 Data Preprocessing

In a natural language processing task, textual data always needs to be prepro-
cessed before moving into modelling. In this study, we have performed a few basic
preprocessing operations on our datasets. We have used regular expressions to
remove all the noises from the texts such as special characters, and punctuations.
We have built a comprehensive list of stopwords of Bangla language and used
the list to remove all the stopwords from the texts.
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Fig. 1. Workflow used in this study

4.2 Pre-trained Transformer Models

Since Bangla is a resource constrained language, every variant of transformer
models has not been pre-trained for Bangla language. However, we have found
few transformer models that have pre-trained weights for Bangla language.
Among all these models we have chosen four variants for our fine-tuning pur-
pose. The pretrained models that have been chosen for fine-tuning are described
below.

BERT Multilingual (mBERT). mBERT [10] is a transformers model pre-
trained on a large corpus of multilingual data in a self-supervised fashion. In
particular, it has been pre-trained over Wikipedia content with a shared vocab-
ulary across 104 different languages. In total it has 12 layers, output dimension
of 768, 12 multi-headed attentions, and 110M parameters.

BERT Bangla Base (bnBERT). bnBERT [11] is a pre-trained language
model of Bangla language using Mask Language Modeling. It has been trained
over two large Bangla corpus namely OSCAR, and Bangla Wikipedia dump
dataset. In total bnBERT has 12 layers, output dimension of 768, 12 multi-
headed attentions, and 110M parameters.

Electra Bangla Base (bnElectra). bnElectra [12] is a pre-trained model
of Bangla language that has employed the method of self-supervised language
representation learning. It has been trained over two large Bangla corpus namely
OSCAR, and Bangla Wikipedia dump dataset. In total bnElectra has 12 layers,
and an output dimension of 256.
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RoBERTa Bangla Base (bnRoBERTa). RoBERTa [13] is a variant of BERT
which modifies key hyperparameters of BERT, removing the next-sentence pre-
training objective and training with much larger mini-batches and learning rates.
bnRoBERTa [14] is a RoBERTa model which was pre-trained on a large Bangla
text corpus. bnRoBERTa has 12-layers, output dimension of 768, 12 multi-
headed attentions, and 125M parameters.

4.3 Fine-Tuning Transformer Models

Fine-tuning is a supervised learning technique in which the pre-trained model’s
weights are utilized as the initial weights for a new model being trained on a
downstream task. This process not only speeds up the training but also cre-
ates a state-of-the-art model for a wide range of NLP tasks. In this study, we
have fine-tuned all the four pre-trained transformer models for the multi-class
authorship attribution problem. During fine-tuning, firstly, we have initialized
the fine-tuned model with the same pre-trained model parameters for the down-
stream task. Then, we have fine-tuned all the parameters end-to-end using the
corresponding task-specific labeled data. Eventually, we have incorporated an
additional output layer according to the target classes. Usually, the BERT model
generates two different outputs concurrently: one is “sequence output” (token
representation) and the other one is “pooled output” ([CLS] representation). As
the final hidden state corresponding to [CLS] token is used as the aggregate
sequence representation for classification tasks, in our study, we have fed the
[CLS] representation into the output layer.

Classifier Architecture. Apart from the output layer, the same architecture
has been used for fine-tuning, which is a distinctive feature of transformer mod-
els. Besides, the self-attention mechanism in the transformer makes the fine-
tuning process more straightforward than standard language models. That is
why, in this study, we have fine-tuned our pre-trained models with just one
additional output layer. For, mBERT, bnBERT, and RoBERTa we have used a
fully connected linear layer with 768 input features and 16 output features. For
bnElectra, we have used a fully connected linear layer with 256 input features
and 16 output features.

Training Parameters. We have used the same training parameters for each
of the models. The models were fine-tuned with 4 epochs and a batch size of
8. We have also used 500 warmup steps, and a weight decay of 0.01. The total
optimization steps were 5752.

4.4 Evaluation Metrics

Since we are performing a multi-class classification task, we have recorded and
analyzed the performance in terms of overall performance and class-level per-
formance. For overall performance we have used Accuracy, F1 score with macro
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average, F1 score with micro average, and Cohen’s Kappa as evaluation met-
rics. And for class-level performance, we have used AUC score and F1 score as
metrics.

5 Result and Analysis

After the training and validation, we have tested our models on the test dataset
that contains 3592 instances. The obtained results are presented from two per-
spectives: overall performance and class-level performance. The overall perfor-
mance has been shown for both testing and validation datasets. The results of
overall performance are presented in the below Table 2.

Table 2. Overall model performance

Model Result type Accuracy F1 (Macro) F1 (Micro) Kappa

mBERT Validation 0.922 0.877 0.922 0.912

Test 0.919 0.876 0.919 0.909

bnBERT Validation 0.983 0.977 0.983 0.980

Test 0.980 0.971 0.980 0.978

bnElectra Validation 0.915 0.781 0.915 0.904

Test 0.912 0.778 0.912 0.901

bnRoBERTa Validation 0.877 0.833 0.877 0.862

Test 0.878 0.831 0.878 0.862

From the overall performance table we can see that all the models have
a similar result both in test and validation in terms of all metrics. bnBERT
has the highest accuracy (=0.98) where mBERT and bnElectra have a similar
(=0.92) result both in test and validation. For F1 (macro), bnBERT again has
the highest performance of about 0.97 and mBERT being the closest of about
0.87 in test and validation. bnBERT keeps up the highest performance (=0.97)
in F1 (Micro) where mBERT and bnElectra produced similar results in test
and validation of about 0.92. Likewise, bnBERT has the highest Kappa value
(=0.98) where mBERT and bnElectra yielded somewhat similar results both in
test and validation. bnRoBERTa has the worst performance in all metrics of all
models. Overall, bnBERT yields outperforming results of approximately 0.98 for
all performance metrics both in test and validation set.

The following Table 3 presents the class-wise performance of all the models.
To measure individual class performance we have used AUC and F1 scores.

Breaking down the results of class level performance we can see that, the best
model for overall performance, bnBERT has the highest result in AUC and F1
metrics for all classes. Focusing on the individual classes, ‘zahir rayhan’ achieved
the best classification result in AUC (=1.0) and F1 (=0.97) by bnBERT where
mBERT was very close to that of bnBERT. At the same time, bnElectra had
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Table 3. Class-wise model performance

Class mBERT bnBERT bnElectra bnRoBERTa

AUC F1 AUC F1 AUC F1 AUC F1

humayun ahmed 0.984 0.976 0.995 0.994 0.985 0.981 0.962 0.951

shunil gongopaddhay 0.973 0.957 0.993 0.991 0.974 0.964 0.958 0.916

shomresh 0.975 0.933 0.993 0.989 0.990 0.959 0.940 0.903

shorotchandra 0.977 0.930 0.993 0.979 0.991 0.957 0.973 0.922

robindronath 0.932 0.852 0.977 0.962 0.934 0.864 0.883 0.782

m zafar iqbal 0.981 0.945 0.997 0.980 0.967 0.952 0.956 0.879

shirshendu 0.945 0.906 0.992 0.983 0.945 0.906 0.939 0.858

toslima nasrin 0.956 0.902 0.991 0.984 0.962 0.911 0.937 0.877

shordindu 0.905 0.873 0.957 0.947 0.896 0.837 0.922 0.846

shottojit roy 0.934 0.905 0.996 0.977 0.997 0.949 0.889 0.849

tarashonkor 0.932 0.863 0.990 0.974 0.898 0.791 0.907 0.841

bongkim 0.896 0.836 0.985 0.952 0.894 0.798 0.797 0.694

nihar ronjon gupta 0.914 0.836 0.963 0.957 0.929 0.841 0.881 0.772

manik bandhopaddhay 0.922 0.836 0.994 0.974 0.960 0.737 0.871 0.711

nazrul 0.703 0.507 0.965 0.921 0.500 0.000 0.896 0.745

zahir rayhan 1.000 0.961 1.000 0.974 0.500 0.000 0.957 0.756

the worst performance both in AUC (=0.50) and F1 (=0.00) for ‘zahir rayhan’.
It produced the same result for the author class ‘nazrul’ which is also the worst
performing class out of all classes in all metrics by all models. From the above
result analysis, it is apparent that regardless of overall or class wise performance,
bnBERT has the outperforming result out of all models.

Table 4. Performance comparison with existing literature

No. author class No. of test documents Accuracy

Hossain et al. [1] 6 300 90.67%

Islam et al. [2] 5 592 85.00%

Khatun et al. [3] 14 6566 81.20%

Chowdhury et al. [4] 6 300 92.90%

Chowdhury et al. [5] 3 150 82.40%

Al Marouf et al. [6] 2 148 82.69%

Anisuzzaman et al. [7] 3 300 95.00%

Ahmad et al. [8] 23 3043 94.12%

bnBERT 16 3592 98.00%
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Along with the comparison between the models implemented in this study, we
have also compared the performance of our best model, bnBERT, with the exist-
ing models in the literature. The Table 4 summarizes the comparative results.

Again, it is evident that our best performing model, bnBERT outperformed
all the other models proposed by above mentioned authors in the literature.

6 Conclusion and Future Work

In this study, we performed the task of authorship attribution on famous Ben-
gali authors using several state-of-the-art transformer models as well as com-
prehensive and comparative analysis of the performance of these models. From
the analysis of the result, we found that all models have performed over 87%
in terms of classification accuracy, and F1 (Micro) score. As per our compara-
tive analysis, the bnBERT model has outperformed all the models with a test
performance of 98% accuracy, 0.971 F1 (Macro), 0.980 F1 (Micro), and 0.978
Kappa score. Furthermore, the bnBERT model outperforms all the other models
proposed in the existing studies and the closest model by a margin of 3% accu-
racy. In future, we would like to develop the model further using a multimodal
modeling approach.
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Abstract. Automatic detection and classification of traffic signs [1]
bring convenience and caution to drivers on the road. It provides drivers
with accuracy and timeliness in compliance as well as notifications in
the route they are on. In the field of computer vision, the problem of
detecting and classifying traffic signs has attracted great attention from
research communities, because of the consequences it can bring if any
mistake is made. In this problem, we have built a highly realistic data
set with many challenges for Vietnam’s traffic. In addition, we also solve
the problem of automatic detection [2] and classification of traffic signs
on the dataset that we have built using YOLOv4 and YOLOv5 algo-
rithms with fine-tuned parameters. The results obtained in this paper
are that the accuracy in detecting and classifying signs is quite high and
the error is very low compared to outside traffic in Vietnam. The arti-
cle is expected to benefit the development of practical applications and
bring certain contributions in further developing this issue.

Keywords: Traffic sign detection · Smart car · Intelligent
transportation system

1 Introduction

In recent years, self-driving car have become a hot topic that receive lots of
attention from both academic and industry. One of the key components in a
self-driving car is the computer vision module used for obtaining various type of
traffic data from environment. Traffic sign is among crucial data for self-driving
c© Springer Nature Switzerland AG 2021
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https://doi.org/10.1007/978-3-030-91434-9_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_12&domain=pdf
https://doi.org/10.1007/978-3-030-91434-9_12


130 B.-L. Le et al.

Fig. 1. System design.

car to operate properly. For example, based on the instruction on traffic signs, the
vehicle know if it can turn left or right, or if it must reduce the speed. Therefore,
a traffic sign detection system is a must for any self-driving car system [3].

Detecting a single traffic sign is not a difficult problem as most traffic signs
has simple patterns with features easy to extract. Detecting and differentiating
many traffic signs [4], however, is a challenging problem as many traffic signs have
similar patterns. Beside accuracy, processing time is another factor to concern.
For such an application like self-driving car, any mistake or delay in detecting
and classifying a traffic sign might lead to serious consequences. The problem
is exacerbated in developing countries with modest traffic infrastructure where
traffic signs are usually blocked by many obstacles.

Thanks to the development of advance object detection algorithms, traffic
sign detection has become a much approachable compare to it was just less than
10 years ago. Among possible approaches for traffic sign detection, deep learning
based algorithms are likely to have the best performance in terms of accuracy
and processing time. A tremendous number of experiments has shown that deep
learning based techniques like You Only Look Once (YOLO) [5], Single Shot
Detection (SSD) [6] perform very well in manky object detection tasks. However,
compared to normal object detection tasks, traffic sign detection [7] is different
in that the number of object class, which is the number of types of traffic signs, is
much larger. The larger number of classes, the higher possibility of misclassifying
the detected object [8].

This paper focuses on building a traffic sign detection application to detect
popular traffic signs in Vietnam. This application receives a traffic video as input.
It then locates the regions of the traffic signs in the videos and recognizes these
signs. To train the traffic sign detection model, a large dataset consisting of
16770 images of 54 types of traffic signs has been built. The performance of the
proposed application has been tested and evaluated in various metrics. Based
on the experiment results, an analysis of detection errors in the application has
also been provided.

2 Proposed System Architecture

System Design: The design of the proposed system is described in Fig. 1. The
input of the system are traffic video frames. A transfer learning model based on
YOLOv4 is used for detecting the traffic signs in each video frames to obtain
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Fig. 2. Experimental procedure.

the labels of these signs. Then, the contents of these labels is shown to users
through the web based interface of the system.

Transfer Learning Model Based on Yolov4: YOLOv4 [9] has many special
enhancements that increase the accuracy and speed of its brother YOLOv3 [10]
on the same COCO dataset and on the V100 GPU. The structure of v4 is divided
into four parts: Backbone, Neck, Dense prediction, Sparse Prediction.

The backbone network for object recognition is usually pre-trained through
the ImageNet classification problem. Pre-train means that the weights of the
network have been adjusted to identify relevant features in an image, although
they will be fine-tuned in the new task of object detection. The author considers
using the backbone: CSPResNext50, CSPDarknet53, EfficientNet-B3.

Neck is responsible for mixing and matching feature maps learned through
feature extraction (backbone) and identification process (YOLOv4 called Dense
prediction).

YOLOv4 allows customization of Neck structures such as: FPN, PAN, NAS-
FPN, BiFPN, ASFF, SFAM, SSP.

3 Experiment

The procedure of the experiment in this paper is described in Fig. 2. The exper-
iment includes four steps: data preparation, data labeling, model training, and
performance analysis.
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Table 1. Correlation table between class id and label.

Class Label Class Label Class Label

0 No thoroughfare 18 No proceeding

unspecified direction

36 Road/lane reserved for

cars

1 No entry 19 Road junction 37 One way

2 No cars 20 Roundabout ahead 38 Parking

3 No motorcycles 21 Road junction with

priority

39 U-turn permitted

4 No motor vehicles 22 Give way to main road 40 Direction allowed per

lane

5 No trucks 23 Traffic signals ahead 41 Road/lane reserved for

specified vehicles

6 No bus or trucks 24 Railway level crossing

ahead that

has-automatic gates or

other barriers

42 Direction indicating

7 No motorcycles,

tricycles

25 Railway level crossing

ahead that does not

have any automatic

gate or other barriers

43 Alternative route

where a turn is

prohibited

8 No pedestrians 26 Pedestrian crossing

ahead

44 Star/end of a built-up

area

9 Gross vehicle weight

limit

27 Children 45 Pedestrian crossing

10 Height limit 28 Construction 46 Overpass/underpass

route for pedestrian

11 Stop 29 Slow 47 Hospital

12 No left/right turn 30 Direction 48 Traffic police station

13 No U-turn 31 Keep pass side 49 Gas station

14 No overtaking 32 Roundabout 50 Bus stop/station

15 No overtaking

bytrucks

33 Walking path 51 Disabled parking only

16 Maximum speed limit 34 Minimum speed limit 52 Overpass route

17 No stopping/parking

or waiting

35 Overpass route 53 Others

3.1 Datasets

In this paper, the dataset of traffic signs was collected in two ways: image collec-
tion from Google search page and video recording. Most of the data is collected
by video recording because of its closeness to reality, the variety of contexts as
well as the noise that the images available on Google rarely bring. The video
recording is divided into two directions, once is the actual battle (out to the
street to shoot traffic signs), the other is based on the image projected from the
satellite on Google Maps and then back to the screen. For the first direction is
collected images will more than for the second direction. However, The second
direction is used to supplement data for signs that are difficult to encounter in
real life because it is not possible to correctly locate the remaining signs. If this
second direction still does not meet the quantity, the sample signs will be stitched
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Fig. 3. Number of photos per set.

into the actual context to create a realistic image and ensure the quantity for
the signs.

The collected signs are common signs that can be encountered in life with
the label names based on the traffic manual, a total of about 54 labels of which
53 are single signs, one category contains images deemed complex or absent from
the selected number of signs as shown in Table 1.

This label was added for the later developed problem. After labeling the
images and videos, there are 16770 images in total, of which 13439 are for the
training set and 3331 for the test set. Figure 3 illustrates the statistical chart of
the number of each assigned label.

3.2 Data Preprocessing

Each image has many different features. Therefore, to be used in the model,
the image data has to go through several preprocessing steps. Below are the
preliminary preprocessing steps on the image dataset:

– Read the image, then convert the color channels of all images to RGB format
to create consistency in the number of color channels for all images to match
the model input.

– Resize the photo to the appropriate size - height: 416 pixels and width: 416
pixels. So all images have been converted to size 416 * 416 * 3.

After preprocessing, we use yolov4 to train labeled images from the dataset
with the following parameters: Yolov4 using the model yolov4 Pre-trained.
The parameters used are: batch = 64, subdivisions = 16, max batches = 108000,
steps = 86400,97200, filters = 177, classes = 54, width = 416, height = 416.
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Fig. 4. mAP.

3.3 Evaluation Methods

Performance metrics of object detection problem include:

– IoU (Intersection over union) is the ratio between measuring the degree
of intersection between two contours (usually the predicted contour and the
actual contour) to determine if two frames are overlapping. This ratio is
calculated based on the area of intersection of 2 contours with the total area
of intersection and non-intersection between them.

– Precision measure how accurate is the model’s prediction i.e. percentage of
model’s prediction is correct.

– Recall measure how well the model finds all positive patterns.

From the precision and recall defined above, we can also evaluate the model
based on changing a threshold and observing the values of Precision and Recall.
The concept of Area Under the Curve (AUC) is similarly defined. With Precision-
Recall Curve, the AUC has another name, Average precision (AP). Suppose
there are N thresholds for precision and recall, with each threshold for a pair of
precision values, recall is Rn, n = 1, 2, . . . , N . Precision-Recall curve is drawn by
drawing each point with coordinates (Pn) on the coordinate axis and connecting
them together. AP is defined by:

AP =
N∑

n=0

[Rn − Rn−1] ∗ Pn (1)

In multiple-classes object detection, mAP is the average of AP calculated for
all classes.
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Fig. 5. SIGN detection demo.

3.4 Results

During the long training period (specifically, training around 4000 rounds/day,
with approximately 27 days for training to complete), there were many mod-
els saved at rounds 10000, 20000, ... 10000; along with the models saved from
the calculation of mAP at each small round. And we compared the obtained
models. In the end, the best model is the one with mAP@0.5 = 94.81% and
mAP@0.75 = 68.53%.

Derived from Figs. 4a, 4b and Table 1, it can be seen that the overall model
evaluation results for the dataset are very good with mAP@0.5 up to 94.81%
and mAP@0.75 = 68.53%, only a few cases are not high, like class id = 7 is a sign
that prohibits motorcycles and tricycles with very low accuracy AP = 22.85% at
rating mAP@0.5 and AP = 0 at rating mAP@0.75.

3.5 SIGN Detection Application

To build this application, we use python language with the main library Flask,
that capable of creating an interface that can be accessed by the website. After
detecting the signs and determining their classes, the parts containing the signs
in the video frames will be shown in the right panels to show the signs and their
contents as shown in Fig. 5. Next, transmit to the web the cropped image with
the category of the image after the model predicts it. To transmit information
on the device interface so that the driver can observe. This application builds
for users a list of 20 consecutive signs that help drivers have more information
about signs and the next section.
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Fig. 6. Typical error of detecting and labeling.

3.6 Error Analysis

Some pairs of figures have a lot of detail look similar to each other, which
is explained in Fig. 6a. This issue easily causes confusion for detection model.
Frames with a large number of objects (signs) or objects with overlap as shown
in Fig. 6b also make the model difficult to detect and recognize. Another issue
is about detecting small objects in large scenes. In figures c, because the object
is so small in proportion to the frame, it is mistaken as sign #21 instead of sign
#25 (Figs. 6c). There are a few road signs that are not ordinarily utilized, so
collecting data will be a troublesome issue for us as class imbalance also affects
the predictive performance of the model. Some of the reasons for the difference
in accuracy of identifying signs is due to the unevenness in the complexity of
them, or some signs have a highly correlated appearance with others, or the rate
involved in data set construction.

4 Concluding Remarks

In the future, we plan to improve and expand the dataset by recording more
videos of different routes to make it closer to real life. We also develop other
methods to improve the quality of identifying QR codes by combining more
frames. In this article, we used the method Yolov4. The method gave a high
result of 94.18% for mAP @0.5, but it gave a quite low result of 68.53% for
mAP@75 due to some cases of unable to identify such as prohibit motorcycle
signs or prohibit three-wheeled vehicle sign. The accuracy of identifying those
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mentioned signs were extremely low: AP = 22.85% for mAP@0.5, and AP = 0 for
mAP@0.75. This happened because the amounts of different signs in the dataset
are quite uneven. In the future, we plan to improve and expand the dataset for
those types of signs that have a small number of images. In addition to identifying
the signs, we would develop the problem to also provide instructions or warnings
based on the collected images from the dash camera. We hope to contribute this
dataset to the community in order to motivate the research of identifying traffic
signs, improve the efficiency of identifying with better methods.
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dation of Korea (NRF) grant funded by the Korea government (MSIT) (No.
2021R1G1A1008105).
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Abstract. The rise of hate speech contents on social network platforms
has recently become a topic of interest. There have been a lot of studies to
develop systems that can automatically detect hate speech contents. In
this paper, we propose a knowledge-rich solution to hate speech detection
by incorporating hate speech embeddings to generate a more accurate
representation of the given text. To obtain the hate speech embeddings,
we construct a hate speech dictionary in a semi-supervised fashion. We
conduct experiments on two popular datasets, which show that the com-
bination of word embeddings and hate speech embeddings can produce
promising results when compared with the methods that employ large-
scale pre-trained language models.

Keywords: Natural language processing · Hate speech detection ·
Deep learning

1 Introduction

Social network platforms are places where people can express their freedom of
speech as regulated within the framework of specific laws and community stan-
dards. However, the rapid growth of social network platforms has facilitated
the propagation of hate speech contents. For example, the attacks on Asian-
Americans have escalated concerns that racist contents on social network plat-
forms would lead to real-world violence1. We thus can see that a real-world event
could escalate rapidly into an online hate, and vice versa. As defined in Oxford
dictionary2, hate speech is a sort of content that attacks or threatens a par-
ticular group of people, including disability, ethnicity, gender identity, national
1 https://www.usatoday.com/story/tech/2021/03/24/asian-american-hate-crimes-co

vid-harassment-atlanta-google-facebook-youtube/6973659002/
2 https://www.oxfordlearnersdictionaries.com/definition/english/hate-speech

c© Springer Nature Switzerland AG 2021
D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 138–146, 2021.
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https://www.oxfordlearnersdictionaries.com/definition/english/hate-speech
https://doi.org/10.1007/978-3-030-91434-9_13
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origin, race, religious affiliation, sex. Facebook3, which is a popular social net-
work platform, has developed its community standards4 to outline what activity
is and is not allowed on its platform. Despite its well-defined policies, the content
review process should be done by both people and technology5. From a practical
viewpoint, there is a problem of ambiguity caused by a variety of hate speech
labels (e.g., abuse, offensive language, hate speech, cyberbullying, harassment),
since those labels have quite similar meanings. Another problem is the lack of
contextual information, since a social media post is often a short text, noise, and
not self-contained. Hate speech content also depends on temporal and historical
contexts.

The process of automatically determining hate speech contents is not often
straightforward. In [1–4], the authors exploit a lot of linguistic features to rep-
resent a given text before feeding it into machine learning algorithms, e.g.,
lemmatization, n-gram, bag-of-word, part-of-speech tagging, sentiment lexicon.
By employing hand-crafted rules/features to capture both semantic information
and syntactic structures from a given text, these methods can learn characteris-
tics of what hate speech contents would be. However, these sort of methods, also
known as feature engineering, are difficult, time-consuming and domain-specific,
since they depend on expert knowledge.

With the ability of learning representations of features automatically, deep
learning models have been widely adopted in recent years to overcome the lim-
itations of feature-engineering approaches [4–6]. However, some popular neural
network models such as CNN, RNN, LSTM are quite difficult to acquire explicit
knowledge about hate speech contents from the training data. Therefore, incor-
porating background knowledge into deep learning models is considered as an
important add-on [3,7,8]. In this paper, we propose a knowledge-rich solution to
hate speech detection with a specific focus on leveraging hate speech embeddings
in the deep learning models. In general, we can summarize the contributions of
this paper as follows:

– We present the procedure to construct a hate speech dictionary to obtain
hate speech embeddings.

– The word embeddings and hate speech embeddings are concatenated and fed
into neural network models, i.e., multilayer perceptron, BiLSTM, CNN to
train the classification models.

– We evaluate the proposed model on two benchmark datasets, i.e., HASOC-
2019 [9], HSOF-3 [2].

The rest of this paper is organized as follows: Sect. 2 briefly reviews the rele-
vant literature methods in hate speech detection; Sect. 3 describes our proposed
model; Sect. 4 presents the datasets and describes the experimental setup and
results; and we draw a conclusion in Sect. 5.

3 https://about.fb.com/
4 https://www.facebook.com/communitystandards/
5 https://about.fb.com/news/2020/08/how-we-review-content/

https://about.fb.com/
https://www.facebook.com/communitystandards/
https://about.fb.com/news/2020/08/how-we-review-content/
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2 Related Work

A considerable number of studies have been conducted for detection of hate
speech contents. From our viewpoint, we categorize the previous studies into two
sorts of approaches, i.e., (1) feature engineering and (2) deep learning. Feature
engineering requires expert knowledge to extract features from raw data, and
then select an optimal set of ones. In [10], the authors proposed a list of 11
criteria to conclude whether a given tweet is hate speech or not, e.g., a tweet is
considered as hate speech if it contains a sexist or racial slur. Instead of defining
these hand-carfted rules as in [10], methods proposed in [1,2,4] employ NLP
techniques to extract features from text, then feeding them into machine learning
algorithms. We observe that features like bag-of-word, n-gram, lemmatization,
part-of-speech tagging, grammatical structure, TF-IDF are often employed as
semantic and syntactic features. Besides that, some studies [3,8] also exploits
external knowledge sources, e.g., LIWC dictionary, Hatebase, emotion lexicon
corpus to expand the feature space.

Feature engineering is considered costly, time-consuming, domain-specific,
and depends on expert knowledge. On the other hand, deep learning models
are capable of learning representations of features automatically. The obtained
representations can then be fed into downstream models such as CNN [5,11,
12], RNN/LSTM [5,12] to train classification models. Explicitly incorporating
external knowledge into deep learning is also considered as an important add-on
for many NLP tasks. As mentioned in [7], neural network models are hard to
acquire explicit knowledge from training data, since it is not explicitly annotated.
In this paper, we propose a knowledge-rich solution to the task of hate speech
detection, in particular, we leverage the representation of hate speech concepts
as an additional input to the model.

3 Proposed Method

In Fig. 1, we present the overall architecture of proposed model. Given a sequence
of words, first, each word is represented as a d -dimensional word vector by
concatenating word embeddings and hate speech embeddings. The word vectors
are then fed into a neural network model, followed by the softmax function to
normalize the output to a probability distribution over predicted labels.

Fig. 1. The overall architecture of proposed model.
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Fig. 2. The input representation is a concatenation of word embeddings and hate
speech embeddings.

3.1 Input Representation

The input representation is a concatenation of word embedding and hate speech
embedding vectors, as presented in Fig. 2. Both of the layers transform a word
into a vector representation of d -dimensional. For word embeddings, we employ
the word2vec6 model to generate a 300-dimensional word vector for each given
word. The hate speech embedding layer is represented by a boolean scalar value
to indicate whether a given word is a hate speech term or not. Technically, if a
word is a hate speech term, the model will set and assign scalar = 1 to each
corresponding position, and vice versa. To obtain the hate speech embeddings,
we first need to construct the hate speech dictionary as the following procedure:

– We extract instances labeled as hate speech or offensive language from pop-
ular hate speech datasets to construct a hate speech dictionary, denoted
by DictHS . A dictionary containing neutral instances is also constructed,
denoted by DictNeutral.

– To eliminate irrelevant words in the DictHS , we assume that a word appearing
in both the DictHS and DictNeutral is not a hate speech or offensive word.
To determine these words, we measure the similarity for any pair of words
by employing the Wu-Palmer and Path-Similarity measurements which are
implemented in the NLTK7 library. A word will be removed from the DictHS

if its similarity scores are larger than or equal to 0.5.
– Finally, the DictHS is delivered to annotators, and with the approval rating

at 70%, the hate speech dictionary contains 766 terms.

In summary, given a text of length l, denoted by w1:l, first, the word embed-
ding vector is initialized with the word2vec model. Next, the model looks up each
wi in the hate speech dictionary to generate a hate speech embedding vector cor-
responding to each word position. The dimension of the word embedding vector
is 300 and hate speech embedding vector is 1. Finally, the input representation
is a concatenation of the two embedding vectors, denoted by I ∈ R

l×301.

6 https://code.google.com/archive/p/word2vec/
7 https://www.nltk.org/

https://code.google.com/archive/p/word2vec/
https://www.nltk.org/
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3.2 Neural Network Models

Fig. 3. (a) is the architecture of CNN model with h = 3; and (b) is the architecture of
BiLSTM model, where the ⊕ symbol denotes the concatenation operator.

Multilayer Perceptron Model. Given an input representation, we first
employ the bag-of-word model to generate a vector representation by performing
an element-wise summation over the embedding vectors, as presented in Eq. 1
where xi ∈ I. The vector is then fed into a multilayer perceptron model consist-
ing of two hidden layers with dropout and ReLU activation function.

s =
|x|∑

i=1

xi (1)

CNN Model. As shown Fig. 3(a), we set up the filter of the CNN model as
an n-gram feature. Given the input representation, I ∈ R

l×d, we define a filter
Wf ∈ R

h×d, where d = 301 and h acts as an n-gram feature, i.e., h = 1, 2, 3. The
convolution operation of a filter on h consecutive word vectors outputs a scalar.
Thus, m different filters output a vector ci ∈ R

m, as presented in Eq. 2. Given
a text of length l, we obtain [l − h+ 1] vectors after performing the convolution
operations over the text. These vectors are then fed into a max-over-time pooling
layer to compute the vector s ∈ R

m, followed by the softmax function.

ci = ReLU (Wf · Ii:i+h−1 + bf ) (2)

BiLSTM Model. The vanilla LSTM model processes a sequence of words
from one direction, we thus stack the two LSTM models on top of each other to
enable the model to look at a text from both directions, as shown in Fig. 3(b).
Specifically, for the ith word, we first simultaneously compute the hidden state
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vectors from the left-to-right (hL2R
i ∈ R

k) and right-to-left (hR2L
i ∈ R

k) direc-
tions, where k is the dimension of hidden layer. The final output of the BiLSTM
model is the concatenation of the last hidden state vectors of each direction,
denoted by s ∈ R

2k. We then feed the final hidden state vector into the softmax
function to squash the value into a probabilistic range, as described in Eq. 3.

y = softmax (Ws · s + bs) (3)

4 Experiments

4.1 Datasets

We evaluate the proposed model on the HASOC-2019 [9] and HSOF-3 [2]
datasets. The instances from both datasets are extracted from social network
platforms, and manually labeled by humans. The HASOC-2019 dataset has
5,853 training instances and 1,154 test instances; each instance is labeled as hate
speech or not. The HSOF-3 dataset has 24,802 instances and three labels, i.e.,
hate speech, offensive language, and neither. We also combine the HASOC-2019
and HSOF-3 datasets to construct a new one, named HS2-2021. To combine the
two datasets, we first conflate the offensive language and hate speech labels of the
HSOF-3 dataset. Then, we merge the new HSOF-3 and HASOC-2019 datasets
together to form the single HS2-2021 dataset. As a result, the HS2-2021 dataset
has 23,169 instances labeled as hate speech, and the rest have 8,619 instances.
For the HSOF-3 and HS2-2021 datasets, we evaluate the model by using 5-fold
cross validation and holding out 10% of the sample for evaluation.

4.2 Experimental Results

For input representation, we consider two cases: (i) using only word embeddings
(WE), and (ii) concatenating word embeddings and hate speech embeddings
(WE + HSE). For neural network models, we evaluate three sorts of models: (a)
multilayer perceptron (MLP), (b) CNN, and (c) BiLSTM. We compare the per-
formance of our proposed model with BERTweet [13], Wang et al. [14], Kovács
et al. [6] and Davidson et al. [2], as reported in Table 3. We report the hyper-
parameters of neural network models in Table 1, and the experimental results in
Table 2, including accuracy and macro F1-score metrics.

The experimental results show that the CNN model has achieved the best
performance in both two cases (2 and 5) for all datasets, in terms of macro
F1 measure. We figure out that the proposed model performs better when we
combine both word embeddings and hate speech embeddings. For HASOC-2019,
the method in [6] outperforms the other ones, since its model consists of 2-CNN-
and-3-LSTM layers with the RoBERTa language model [15], and this model is
by far larger than our proposed one. For HSOF-3, the authors in [2] manually
consider each linguistic feature, it thus can help the model to be well fit on the
dataset. For HS2-2021, the combination of HASOC-2019 and HSOF-3 datasets
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Table 1. The hyperparameters of neural network models.

CNN Learning rate 2e−5

Number of filters 300

Dropout 0.6

Activation function ReLU

Optimizer Adam

BiLSTM Hidden dimension 64

Learning rate 2e−5

Dropout 0.6

Optimizer Adam

MLP Number of hidden layers 2

Hidden layer dimension 100

Learning rate 2e−5

Dropout 0.6

Activation function ReLU

Optimizer Adam

Table 2. Experimental results for the HASOC-2019, HSOF-3 and HS2-2021 datasets,
where (1, 2, 3) only consider word embeddings, (4, 5, 6) combine word embeddings and
hate speech embeddings.

# Models HASOC-2019 HSOF-3 HS2-2021

Acc F1 Acc F1 Acc F1

1 WE + MLP 0.7804 0.7172 0.9076 0.8243 0.8459 0.831

2 WE + CNN 0.7923 0.7425 0.9308 0.8798 0.8948 0.8873

3 WE + BiLSTM 0.797 0.7365 0.9199 0.854 0.8588 0.8415

4 [WE + HSE] + MLP 0.7909 0.7309 0.9303 0.8784 0.8903 0.8814

5 [WE + HSE] + CNN 0.8098 0.752 0.9309 0.8824 0.8951 0.8878

6 [WE + HSE] + BiLSTM 0.8025 0.7366 0.9287 0.8758 0.8588 0.8415

Table 3. A comparison between our best model and other models from the literature.

Models HASOC-2019 HSOF-3 HS2-2021

Acc F1 Acc F1 Acc F1

BERTweet + Softmax 0.8326 0.7839 0.9758 0.9567 0.8956 0.9175

Wang et al. [14] – 0.7882 – – – –

Kovács et al. [6] – 0.7945 – – – –

Davidson et al. [2] – – – 0.9 – –

Our model

[WE + HSE] + CNN 0.8098 0.752 0.9309 0.8824 0.8951 0.8878
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significantly increase the macro F1 scores. In summary, we have shown that
the combination of word embeddings and hate speech embeddings can produce
promising results in comparison with the methods that employ large-scale pre-
trained language models [6,13].

5 Conclusion

In this paper, we have proposed a hate speech detection model that combines
word embeddings and hate speech embeddings. By incorporating the hate speech
embeddings, we can generate a more accurate representation of the given text,
in particular, we use a boolean scalar value to indicate whether a given word
is a hate speech term or not. The experimental results have shown that our
proposed model achieves promising results even though it is quite simple when
compared to the others that employ large-scale pre-trained language models. In
future work, we plan to expand the hate speech dictionary with more fine-grained
labels and assign weights to hate speech terms. The resources of this study are
publicly available on our GitHub repository8.
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Abstract. Prevention of cervical cancer (CC) is challenging due to
unobvious early symptoms and the complexity of influencing factors.
There are many risk factors for CC including the direct risk factors and
indirect risk factors that may be caused by other diseases or reasons. In
this paper, we proposed a MIC (Multiple Indicators Correlation) model
to resolve the problem of analyzing risk factors by establishing the indi-
cators structure. Based on the close relationship of indicators shown in
the literature, the strength of relationship among indicators is calculated
through the method of correlation analysis, and then strong association
rules of CC were dug by computing the relationship of indicators combi-
nation and disease from electronic medical records (EMR). Experiment
shows that though calculating the strength of multi-indicator joint influ-
ence, MIC model solves the problem of unstructured and many missing
values for the data of EMR, it has better accuracy in prediction of CC.

Keywords: Cervical cancer risk factors · Association rules · Deep
association analysis · Data mining · NLP

1 Introduction

Risk factors are important reference indicators for disease prevention and early
screening [1]. Among the many risk factors, some are directly related to cervical
cancer (CC), such as high-risk HPV infection [2], and some may be complications
caused by other diseases or reasons. Therefore, it is necessary to analyze the main
inducible factors of cervical cancer to provide a reference for cervical cancer
prevention [3].
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Statistical analysis methods such as Case-control studies [4], cohort stud-
ies [5], and cross-sectional studies [6] are used to assess the correlation between
risk factors and diseases by questionnaires. However, each risk factor has different
effects on disease. The importance of risk factors was analyzed by quantifying risk
factors, which is conducive to targeted prevention. Methods of quantifying risk
factors have also made some progress in recent years. Yang, W. et al. analyzed
the weight of risk factors for CC by the random forest and Pearson correlation
coefficient [7]. Sunil Kumar et al. proposed a framework to identify strongly
predictive attributes for depressed patients, The framework used the Pearson
product-moment correlation coefficient to study the relationship between the
target and independent attributes [8]. Alwidian, J. et al. proposed the WCBA
algorithm, the weight of each attribute was assigned from the domain knowl-
edge [9]. Huang, W. et al. analyzed the direct and indirect associations between
dietary magnesium intake and breast cancer risk by multivariate logistic regres-
sion model [10]. Piotr, P. et al. Extracted risk levels from the context of risk
factors in medical texts and assigned weights [11].

An important issue is that the interaction of risk factors affects the occurrence
of diseases. Therefore, correlation analysis of multiple risk factors has become a
challenge. The polynomial logistic regression model [12] and the COX model [10]
found that several risk factors cause cervical diseases together. Masoudi Sobhan-
zadeh, Y. et al. used If-Then association rules to extract the relationship between
drugs and diseases, drugs and drugs and applied discrete algorithms (Trader) to
find synthetic lists for controlling hypertension [13]. Zhou, L. et al. proposed a
neural network model, which selected the influence of multiple indicators that
was calculated by Pearson. The accumulation of low correlation was considered
to make risk prediction with a better accuracy [14]. Therefore, the correlation
analysis of indicators and the mining combination of key risk factors are very
necessary for the research of disease risk factors.

In this paper, we proposed a model named MIC (Multiple Indicators Corre-
lation), which deeply analyzes direct and indirect risk factors and their influence
relationships of CC by established the indicators structure. Through the analysis
of electronic medical records (EMR), abnormal indicators were found and the
association rules were mined. The association analysis of multiple risk factors
has better find the key combination of CC.

2 MIC Model

The MIC model (Multiple Indicators Correlation) includes a correlation analysis
algorithm and a strong association rule mining algorithm. The goal is that the
key combination of indicators is extracted from the EMR and the experiment is
verified in the prediction of cervical cancer.

2.1 Multiple Indicators Correlation Model

Symbols and their meanings used in this paper are shown in Table 1. The details
of the MIC model are shown in Table 2.
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Table 1. Symbols in this paper.

Notation Description

C The set of expression of CC

I The set of expression of risk factors

IA The subset of abnormal risk factors of EMR

f(C ,I ) The number of occurrences of CC and risk
factors in all paragraphs

f(I ,I ) The number of occurrences of risk factors and
risk factors in all paragraphs

R(C ,I ) The weight of CC and risk factors

RC The set of R(C ,I )

R(I ,I ) The weight of risk factors and risk factors

RI The set of R(I ,I )

TC The threshold of R(C ,I )

TI The threshold of R(I ,I )

R1(C ,I ) The weight of CC and risk factors

R2(C ,I ) The synthetic weight of CC and single indicators

R1C The set of R1(C ,I )

E(I ,I ) The set of expression of CC

EI The weight of risk factors and abnormal risk
factors

S(C ,Ik ) The synthetic weight of CC and risk factors

MA The weight of IA

W The minimum value of MA in all IA

G The network graph of CC and risk factors

It is an effective method to extract the relationship between CC and indica-
tors from medical literature. Organize the collection of expressions of CC through
cervical cancer literature and data set C = {C1, C2, . . . . . . , Cz}, set of indica-
tors is I = {I1, I2, . . . . . . , In} and set of related expressions for each indicator
is Ik = {Ik1, Ik2, . . . . . . , Ikm} k ∈ (1, n), The number of occurrences of C and
I in all paragraphs are counted as f(Ci,Ikj) i ∈ (1, z), j ∈ (1,m), and the num-
ber of occurrences of all pairwise indicators in the same paragraph is f(Ixi,Iyj)

x ∈ (1, n), y ∈ (1, n), j ∈ (1,m), x �= y.

Definition 1. The weight of CC and risk factors R(C,Ik).

R(C, Ik) = exp

⎛
⎜⎜⎝

z∑
i=1

m∑
j=1

f(Ci, lkj)

n∑
k=1

z∑
i=1

m∑
j=1

f(Ci, lkj)

⎞
⎟⎟⎠ (1)
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Definition 2. The weight of risk factors and risk factors R(Ix,Iy).

R(Ix, Iy) = exp

⎛
⎜⎜⎝

z∑
i=1

m∑
j=1

f(Ixi, Iyj)

n∑
k=1

z∑
i=1

m∑
j=1

f(Cxi,lkj)

⎞
⎟⎟⎠ (2)

According to formula (1), the set RC = {R(C,I1), R(C,I2), . . . . . . , R(C,In)} is
calculated. According to formula (2), the set of relational strength of indicator
is calculated, which could express as RIk = {R(Ik,I1), R(Ik,I2), . . . . . . , R(Ik,In)}.

Table 2. The details of the MIC model.

MIC Model (Multiple Indicators Correlation)

Input: C, I, f(C,I), f(I,I) , D(EMR Data)

Output: Satisfactory IA

1:for each c in C, i in I do

2: R(C,I) ← WeightOfCandI(f(c,i))

3: R(I,I) ← WeightOfCandI(f(x,y))

4:end for

5:TC, TI ← threshold(R(C,I), R(I,I))

6:N ← the number of D

7:for each i in I do

8: Ni ← the number of i is abnormal value in D

9: R1(C,I) ← Weight1OfIandI(Ni, N )

10: Satisfactory I: V1 ← R(c,i) >TC

11: Satisfactory I: V2 ← R(I,i) >TI

12:end for

13:G((V1,V2),(R(C,I),R(I,I)))

14:for any d in D do

15: IA ← Extracting Exception Attributes from D

16: for any A in all the subset of IA, a i in A do

17: EI ← WeightOfIand(a, G, R(I,I))

18 if |R(C,a) - R1(C,a)| >avg of |R(C,I)-R1(C,I)| then
19: R2(C,I) = (R(C,a) + R1(C,a)) / 2

20: else

21: R2(C,I) = max(R(C,a),R1(C,a))

22: Ma ← MultiIndicatorsCorrelation(R2(C,I), EI)

23: W ← min value of all Ma

24: return a

25: end for

26:end for
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Definition 3. Threshold TC of RC .

TC =
1
n

n∑
p=1

R(C, Ik) (3)

Definition 4. Threshold TIK of RIK .

TIk =
1

n − 1

n−1∑
q=1

R(Ik, I1) (4)

The indicators structure is established as a network G = (V,E) with CC as
the center point. V represents the set of CC and all indicators, E represents
the relationship between CC and the indicators, and the relationship between
the indicators and the indicators. Each indicator is a node in the graph. The
indicators whose relational strength between CC and each indicator is greater
than the threshold TC is used as direct risk factors of cervical cancer, which is
directly connected to the node CC in the network graph. The relationship of
the indicators in the direct risk factors and other indicators is greater than the
threshold value TIk in the network graph is connected as indirect risk factors until
all indicators and relationships appear in the network, the system is established.

In addition, it is also very important to analyze the relationship between
a single indicator and the disease from the data of EMR. It can calculate the
relationship between a single indicator and CC from another angle. In all the
data, the number of EMR is N , and the number of abnormal indicators Ik in
EMR is Nk. The strength of the relationship between CC and each indicator is
calculated by the formula (5), and the relational strength set between CC and
Ik is obtained R1C = {R1(C,I1), R1(C,I2), . . . . . . , R1(C,In)}.

Definition 5. The weight of CC and risk factors R1(C,Ik).

R1(C, Ik) = exp

(
Nk

N

)
(5)

Due to the different conditions of each patient, the content presented by
the electronic medical record is different, it is difficult to structure and analyze
the data of EMR uniformly. Abnormal indicators extracted from EMR form an
abnormal indicator set IA could solve this problem well. The extraction of abnor-
mal attributes follows some rules, authoritative medical literature was referred
to define the value rules of outliers. From the other point of view, all the values
of a continuous attribute in the data set were analyzed, and the value of its
quartile was taken as the boundary. According to the content of the attribute,
binary data was set the value of 1 or 0 as an exception attribute.

The relational strength of all indicators and abnormal indicators could
reflect the interaction. The set of indicators IS is screened as all indica-
tors that have a strong relationship with Ik and appear in IA. The influ-
ence level is calculated by standard deviation, denoted as E(IK ,IA), EI =
{E(I1,IA), E(I2,IA), . . . . . . , E(In,IA)}, Where μ is the average value of relational
strength in IS and Ik, NS is the number of elements in IS .
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E(Ik, Is) =

√√√√ 1
Ns

Ns∑
h=1

(R (Ik, Ih)
− μ

)2

(6)

The degree of a single indicator on the prevalence of CC is calculated from RC ,
R1C and EI together.

Synthetic Weight of CC and Single Indicators Algorithm. RC comes
from medical literature and R1C comes from EMR, both of them reflect the
relationship between CC and risk factors to a certain extent. If the difference
between R(C,IK) and R1(C,IK) of an indicator is greater than the average of
the difference about R(C,IK) and R1(C,IK) of all indicators, the largest of the
two is selected, otherwise, the average of the two is selected, denoted as R2C =
{R2(C,I1), R2(C,I1), . . . . . . , R2(C,I1)}. The calculation of R(C,IK) and R1(C,IK)

could obtain the synthetic weight of CC and single indicator.

δ =
1
n

n∑
p=1

|R (C, Ip)
− R1(C, I1p)

∣∣∣ (7)

Definition 6. The synthetic weight of CC and single indicators S(C,IK).

S(C,Ik) = (max (R
(C,Ik),

R1(C,Ik)

)
+E(Ik, IA)

)
1

[
|R (C,I1)

− R1(C,I1)

∣∣∣< δ
]

(8)

S(C,Ik) =
(

R(C,Ik)+R1(C,Ik)

2
+ E(Ik, IA)

)
1

[
|R (C,I1)

− R1(C,I1)

∣∣∣< δ
]

(9)

Multiple Indicators Correlation Algorithm. In the data of EMR, there
may be multiple abnormal indicators. To explore the key combination of abnor-
mal indicators that will have the greatest impact on CC, We proposed a Multiple
Indicators Correlation algorithm and the next example is used to illustrate the
idea of the algorithm as shown in Fig. 1. In the previous step, the indicators’

Fig. 1. Mining strong multi-node combinations.
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network has been constructed. Assuming that the abnormal indicator of a data
of EMR is IA = {I1, I2, I3}, and all its non-empty subsets are IA1 = {I1},
IA2 = {I2}, IA3 = {I3}, IA4 = {I1, I2}, IA5 = {I1, I3}, IA6 = {I2, I3},
IA7 = {I1, I2, I3}, NA is the number of subsets. Assuming that all indicators
in the network G are abnormal, according to formula (8) or (9), S(C,Ik) of each
point is computed. We remove the nodes of these abnormal indicators in the
subset from the network and observe the change after removal. The subset with
the smallest change is the greatest impact on CC.

Definition 7. Algorithm for The weight of IA.

ϕ1 =
1
n

n∑
k=1

S(C, Ik) (10)

ϕ2 =
1
n

n∑
k=1

S(C, Ik) (11)

MA1 =

√√√√ 1
n

n∑
k=1

(S (C, Ik)
− ϕ1

)2

−
√√√√ 1

n − nA

n−nA∑
k=1

(S (C, Ik)
− ϕ2

)2

(12)

w = min (MA1,MA2, . . . . . . ,MA7) (13)

Subset related to w is the greatest impact on the prevalence of CC. Predic-
tions of cervical cancer were achieved by matching a strong correlation subset
from EMR data.

3 The Experimental Analysis

The experimental environment was based on windows 10, GeForce GTX 1080Ti.
The processing language is python. The data set of the model is divided into
two parts, one is medical literature, the other is cervical cancer case data set.
Medical literature comes from NEJM, Lancet, JAMA, BMJ related to cervical
cancer, a total of 317 articles. The cervical cancer case data set comes from two
sources, one is from the UCI cervical cancer risk factor data set [15], and the
other is the cervix from TCGA-CESC obtained on The Cancer Imaging Archive
(TCIA) Cancer clinical data set [16]. The data sets of EMR were divided into
80% for training and 20% for testing. The Mixed Logit model (ML) is selected
as a comparative experiment [17]. In these two different data sets, the TCGA
data set are all positive samples, and we use the recognition rate of the positive
samples in the test set as the accuracy rate. The classification accuracy rate for
predicting the prevalence of cervical cancer is shown in Table 3.

MIC model has a good performance in accuracy, and the precision of pre-
diction is slightly higher than the Mixed Logit model. It has a good prediction
effect on the accuracy rate for predicting the prevalence of cervical cancer.
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Table 3. Classification accuracy of two methods.

Method

Accuracy Data

TCGA data risk factors data

Accuracy% Accuracy% Precision% Recall%

ML model 85.7 82.7 77.8 81.3

MIC model 91.9 88.2 84.1 84.5

Table 4. The key sets of risk factors of CC.

The key sets of risk factors of CC

HPV

Menopause

Age

Contraceptives, menopause

Contraceptives, HPV

Age, keratinizing squamous cell carcinoma

Smoke

Age, number of sexual partners, smoking year, HPV

Number of sexual partners

Age of first sexual intercourse, HPV

Age, smoke HPV, keratinizing squamous cell carcinoma

Age, the number of pregnancy

Smoke, contraceptives

52 indicators of risk factors are used for analysis and experiments. Prioritize
the frequency of the key association sets extracted by the multiple indicators
association algorithm, and the results are shown in Table 4.

High-risk HPV is still the main factor of CC. Many people with cervical
cancer are in menopause or perimenstrual period, the use of contraceptives will
increase the risk of cervical cancer. The high number of sexual partners, the
early first sexual intercourse, pregnancy, childbirth, miscarriage, and ectopic
pregnancy will increase the possibility of HPV infection and then increase the
likelihood of CC. Smoking is also a risk factor worth noting. People who smoke
are more likely to have the disease than don’t smoke.

4 Conclusion

MIC model adopted a new risk factors assessment method, it resolve the problem
of difficulty in quantifying the indicators relationship and mining the key combi-
nation of factors. In the future, our goal is establish a more complete indicators
structure by collecting more and more comprehensive data.
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Abstract. Smart grids can be vulnerable to attacks and accidents, and
any initial failures in smart grids can grow to a large blackout because
of cascading failure. Because of the importance of smart grids in modern
society, it is crucial to protect them against cascading failures. Simulation
of cascading failures can help identify the most vulnerable transmission
lines and guide prioritization in protection planning, hence, it is an effec-
tive approach to protect smart grids from cascading failures. However,
due to the enormous number of ways that the smart grids may fail ini-
tially, it is infeasible to simulate cascading failures at a large scale nor
identify the most vulnerable lines efficiently. In this paper, we aim at 1)
developing a method to run cascading failure simulations at scale and
2) building simplified, diffusion based cascading failure models to sup-
port efficient and theoretically bounded identification of most vulnerable
lines. The goals are achieved by first constructing a novel connection
between cascading failures and natural languages, and then adapting
the powerful transformer model in NLP to learn from cascading failure
data. Our trained transformer models have good accuracy in predicting
the total number of failed lines in a cascade and identifying the most
vulnerable lines. We also constructed independent cascade (IC) diffusion
models based on the attention matrices of the transformer models, to
support efficient vulnerability analysis with performance bounds.

Keywords: Power grid · Smart grid · Cascading failure ·
Transformer · Independent cascade model

1 Introduction

In smart grids, the integration of cyber and physical processes on one hand
enhanced the accessibility to all the functionality of the power grid, but on
the other hand, it leads to potential threat to the grid from the cyber surface,
since for attacks, attackers now may access the grid via internet connections;
for accidents, the cyber surface opens up more possibilities. The damage level
of the potential attacks and accidents can be escalated because of power grid
cascading failures (PGCF) [12], where the failure of one transmission line may
lead to failures of other lines and eventually large blackouts. Many real-world
blackouts, for example, the Northeast America blackout and Italy blackout in
c© Springer Nature Switzerland AG 2021
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2003, Brazil and Paraguay blackout in 2009, and India blackout in 2012 are all
related to cascading failure [1,3,4,13]. Because of the catastrophic impact of
cascading failures in smart grids, a key infrastructure network, it is important
to understand cascading failures and perform protection actions.

To prioritize the allocation of protection resources on the transmission lines,
it is crucial to understand what are the most important lines in a cascading
failure. We consider two types of lines as important: 1) the most critical lines:
the failure of those lines could cause the largest scale of cascading failure and 2)
the most vulnerable lines: the lines that are most likely to fail by the failure of
other lines. In order to identify those important lines, the approach of running
simulations of cascading failures is studied. One widely used model for simulation
is the OPA model, which was first introduced in [9,10,14,28], and many of
its variations are studied later [21–23,26]. Other cascading failure simulation
models include the hidden failure model [11] and the cascading failure model [6].
One essential component of all the models is the calculation of the power flow
equation [5], which is needed for each round in cascading failure. The existing
simulation models face two challenges: 1) Since the number of possible failed
line combinations is huge (

(
N
k

)
for an N − k analysis), it is infeasible to do

cascading failure simulations at scale. 2) there exists no efficient way to identify
the most critical/vulnerable lines with theoretical performance guarantee, as the
cascading failure models are too complicated.

To deal with the first challenge, Machine Learning (ML) models are consid-
ered in literature [15,25,29]. The existing models can predict the severity of a
cascading failure given the initial failures, however, it is hard to extract infor-
mation like the actual lines failed in a cascade, which is important for analysis.
We will consider more powerful models that can predict the whole cascading
failure process instead of the severity of cascading failure. The reason why it
is possible is a novel connection between cascading failures and natural lan-
guages: both the lines failed in a cascading failure and the words in a sentence
are sequences of elements, which makes it possible to adapt the sequence-to-
sequence models in NLP and use them on cascading failure prediction tasks.
Among the sequence-to-sequence deep learning models, the transformer based
models [30] are the state-of-the-art. Comparing to the traditional recurrent neu-
ral network, the transformer sacrifices the focus on the order of the elements in
the sequence but gained stronger ability to learn the correlations between ele-
ments. This disadvantage may compromise the performance on the pure NLP
problems but it does not affect the performance for the PGCF problem because
the order of failed lines in each set in a cascading failure stage has very little
effect on calculating or predicting the set of failing lines for the next stage. To the
best of our knowledge, there exists no research on using sequence-to-sequence
models for the PGCF problem.

The second challenge can be addressed with an intrinsic feature of trans-
former models: the attention mechanism. The correlations of elements rep-
resented by the attention matrix indicates the percentage that the elements
“attend” to each other. In a transformer model trained for PGCF, it means how
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likely a line will fail after the failure of another line. This possibility representa-
tion can be applied to the independent cascade (IC) diffusion model [17]. After
converting the attention matrix to a probability matrix, it is possible to simu-
late PGCF with an IC model, which greatly simplifies the process and provides
further performance boost to cascading failure simulation.

To verify the effectiveness of the transformer and IC models in cascading
failure simulation, we trained transformer models for three power grid networks,
including two IEEE test cases and the SciGrid network. The cascading failure
samples are generated using the model from [6]. The IC models are then derived
from the trained transformer models. Both models are capable of doing cascading
failure prediction tasks, the f1 score can go as high as 0.77 for the transformer
model in SciGrid. In terms of efficiency, the transformer model can generate
cascading failures up to 56 times faster than the classical power flow based
models, while the IC model can be several orders of magnitude faster.

Our contributions are summarized as follows.

– We propose a new approach of simulating PGCF with the transformer model,
based on a novel connection between cascading failures and natural languages.

– We utilize the parameters from the transformer model to build an IC model to
greatly simplify the simulation of the PGCF process and support vulnerability
analysis with theoretical performance guarantee.

– We trained the transformer model and constructed the IC model in multiple
widely used power network data sets, including IEEE test cases and SciGrid.
Experiment results on PGCF simulation tasks show that the transformer and
IC models have good accuracy and greatly boost efficiency, when comparing
to the power flow based cascading failure models.

Organization. The rest of the paper is organized as follows. Section 2 reviews
the related works. Section 3 explains the cascading failure model, the trans-
former model and the IC model. Section 4 provides the evaluation and compar-
ison between the three models. We conclude the paper in Sect. 5.

2 Literature Review

The analysis of the vulnerability of power grid has been a focus of studies to
improve the security of smart grid. Many of the studies are based on the deter-
ministic models [6,8–11,14,22,23,26,28], and references therein. Other studies
are based on stochastic models [16,20,24,27,31,32]. Furthermore, there are lim-
ited number of studies utilize ML techniques to analyze the PGCF [15,25,29].
All of those models have their own advantages and limitations.

The foundation of the deterministic models were the power flow equation
from [5]. The model in [11] provides the fundamental template for the cascading
failure which is extended in [6–8] with vulnerability analysis and control impli-
cation modules. The OPA model [9,10,14,28] enriches the template with the
complex factors that dynamically changing the configuration of the grid. The
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variants of the OPA model make the efforts with different point of view. The
improved OPA model [22] makes the improvement with the concept of the hid-
den failure. The OPA model with slow process [26] add on the factors of tree
contacts and temperature variation to the original OPA model. The AC OPA
model [21,23] changes the DC OPF calculation to the AC OPF calculation. The
deterministic models can reveal details of PGCF, however, they may experience
performance issues due to extensively resolving the power flow equations.

The stochastic factors are introduced to simplify the calculation with Markov
Chain or probability density function [16,20,24,27,31,32]. In [15,25,29], multiple
ML techniques are used to make statistical analysis from a more general per-
spective. Both stochastic and ML models lack the ability to describe the status
of individual components in a cascading failure.

The transformer model [30] has been proven to be the foundation for the
state-of-art Deep Learning (DL) techniques for natural language processing
(NLP), especially for the sequence-to-sequence problem. In [19], the informa-
tion diffusion problem for the social network was addressed by a transformer
based model. However, since the mechanism of information diffusion and PGCF
are very different, the model is not applicable in PGCF simulation.

DL techniques have been widely used to solve different power grid tasks [18].
The BiLSTM with Attention, for example, is used to analyse the stability of the
power grid [33]. However, the model only predicts a binary results of whether if
the grid is stable or not. To the best of our knowledge, no study has applied the
transformer based model to simulate the PGCF process.

PGCF simulation may also be addressed using the diffusion models [2,17],
in which the state of nodes in a network can be impacted by the state of the
neighboring nodes in a stochastic manner. However, it is pointed out in [6] that
cascading failure may propagate non-locally, hence, a diffusion model based on
the smart grid topology cannot be directly applied to simulate PGCF and some
transformation is needed.

3 Models

In this section, we first describe the cascading failure model, which is used to
generate the data set for the training and testing for the transformer model.
Then, we introduce the text generation task in NLP and show how it is related
to PGCF simulation, and describe the transformer model. In the end, we dis-
cuss an approach to construct an IC model with the attention matrix from the
transformer model.

3.1 Cascading Failure Model

To generate cascading failure samples for model training and testing, a simplified
cascading failure model from [6] is used in this paper. The power grid can be
described as a graph G with as set of nodes N , which can be further divided
into two groups: the supply nodes S ⊆ N and the demand nodes D ⊆ N . For
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node i ∈ S, si represents the active power generated at i, di represents the
demand power of i ∈ D and θi represents the phase angle of i. δ+(i)(δ−(i))
represents the set out(in)-neighbors of node i. We use a tuple (i, j) to represent
a transmission line between nodes i and j, with fij indicating the power flow,
xij as the reactance, and uij as the capacity.

The cascading failure model has the following steps:

1. A set of lines is randomly selected to fail as the initial state.
2. The power flow of the grid is calculated by the Eq. 1 and 2.

∑

j∈δ+(i)

fij −
∑

j∈δ−(i)

fji =

⎧
⎪⎨

⎪⎩

si, i ∈ S

−di, i ∈ D

0, otherwise
(1)

θi − θj − xijfij = 0,∀(i, j) (2)

3. The lines with power flow higher than the capacity (fij < uij) are set to
failed.

4. If no lines failed in step 3, the cascade ends and all the failed lines are recorded
as the final state. Otherwise, repeat steps 2 and 3.

3.2 Transformer Model

Text Generation vs. PGCF. The text generation task is one of the most clas-
sical NLP problems which is normally solved by a sequence-to-sequence model.
The model is “asked” with a sequence of words as input then “answer” with
another sequence of words as the output. This is the same as a simplified PGCF
process which has a sequence of initial failed lines and a sequence of final failed
lines. Since almost all the state-of-art sequence-to-sequence models for NLP
problems are based on the transformer model, it could be a great fit for the
PGCF analysis (Fig. 1).

Attention Mechanism. The detailed structure of the transformer model can
be found in [30]. The most powerful feature of this model is the attention mecha-
nism (Eq. 3) which calculates the correlation between all elements in the sequence
[30].

Attention(Q,K, V ) = softmax(
QKT

√
dk

)V (3)

The matrix multiplication of QKT represents the relationship between Query
matrix Q and Key matrix K. dk is the dimension of the matrix K.

√
dk is used

for scaling, which does not have direct impact to the result, but may improve
model training efficiency [30]. By taking the softmax of the matrix multiplication
result and multiply with the Value matrix V , we obtain the level of the attention
between each pair of elements in the Query and Key. The complexity for Eq. 3 is
O(n2) which is a great improvement to the power flow based models. However,
with multi-layer structure and the recurrent calculation to simulate the PGCF,
the transformer model is still computational expensive.
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Fig. 1. The general structure of Encoder-
Decoder Model for NLP and PGCF problem.
“〈start〉” and “〈end〉” are the tokens to indi-
cate the start and the end of the sequence.

Fig. 2. Transformer structure [30]

3.3 Independent Cascade Model

Since the transformer model is still “heavy” for prediction, with the attention
matrix extracted from the trained transformer model, it is possible to construct
an IC model that greatly simplifies the PGCF simulation. If we converted the
set of all transmission lines into a complete directed graph G(N,E). For edge
(i, j) from node i to j, its weight wij determines how likely node j will fail after
node i’s failure. The weight can be seen as the attention paid by i to j. If i
attends j significantly, it is more possible that j will be failed by the failure of
i. The attention mechanism of the transformer has exactly same purpose.

To summarize, the IC Model simulates the cascading failure with the follow-
ing steps: (1) assign scaled Attentionθ

ij to wij ; (2) randomly fail a set of lines
Rm,m = 0; (3) fail set of lines Rm+1 = {j|wij > P (ij),∀i ∈ Rm, (i, j) ∈ E\Rm},
where P (ij) is uniformly randomly sampled in [0, 1] independently for each (i,j);
(4) terminate if Rm+1 = ∅, else increment m and repeat step (3).

Because the calculation for the state of each node is just one comparison,
the complexity is only O(n) which is another great improvement than the trans-
former model. Also, due to the simplicity, many optimization problems defined
on the IC model can have theoretically bounded solutions (e.g. [17]), which
makes the IC model valuable in cascading failure vulnerability analysis for future
studies.

4 Experiments

To validate the performance of the proposed approaches, we train the trans-
former model and construct the IC model on three widely used synthetic power
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grids, and generate cascading failure samples using the model in [6]. The stats
of the networks and samples are summarized in Table 1. We use 80% samples
for training and 10% each for testing and validation. A virtual Google compute
engine with 4 vcpus plus 15 GB memory and one NVIDIA Tesla T4 GPU was
used in training. When testing the computational efficiency, we use a machine
with 80 CPUs (Intel(R) Xeon(R) CPU E5-4650v2 @ 2.40 GHz) and 566 GB
memory, GPUs are not used to ensure all models are evaluated under the same
condition.

We use the power flow based model in [6] as a baseline to compare with
the transformer and IC models. The reason for not comparing with the existing
ML/DL models [15,25,29] is that they are fundamentally different, for example,
they may use power flow features to train the parameters, or combining the
power flow calculation with the ML techniques.

4.1 Transformer Model Hyperparameter

The structure of the transformer model is shown in Fig. 2. Considering the
“vocabulary” size (total number of lines in our cases) is a lot less than the
common NLP problems, and because the improvements are limited with heav-
ier model according to the results of our experiments, we chose to only have 2
encoder layers and 2 decoder layers. For the embedding and attention matrix,
the dimensionality is set to 128, the same as the inner feed-forward layer.

4.2 Total Number of Failed Lines Prediction

Fig. 3. Total number of failed lines predictions - transformer model

The distribution of the total number of failed lines is shown in Fig. 3. It is
obvious to see that the more lines in the grid, the larger scale of PGCF may
occur. For case 300, it appears our prediction is more consist with the targets
comparing to other cases. However, it is also closer to a normal distribution for
both the predictions and targets. That could mean the vulnerability is more
normally distributed throughout the grid. Especially comparing the results with
case SciGrid, there are reasons to believe some of the lines may always trigger
more lines to fail.
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Table 1. Dataset description

Case Lines Total samples

IEEE-118 173 1,000,000

IEEE-300 283 100,000

SciGrid 852 191,479

Table 2. SSD of line failure frequency

Case Predict SSD Target SSD

IEEE-118 0.227 0.187

IEEE-300 0.196 0.174

SciGrid 0.335 0.335

4.3 Line Failure Frequency

In Table 2, the scaled standard deviation (SSD) of the failure frequency (f) for
each line in three cases is calculated by

SSD = SD(f)/S

where SD(.) is the function for standard deviation and S is the size of test set.
Since SSD for case 300 is the lowest, the failed frequency for each line does

not deviate much which is consist with the result we obtained from Sect. 4.2 that
the vulnerability is more normally distributed for case 300. We could also expect
the prediction of actual failed lines can be more difficult for case 300 and more
accurate and reliable for the case SciGrid.

In Table 3, 8/10 predicted most vulnerable lines are the same as the target
set for case 118 and case 300, and 6/10 predictions are correct for case SciGrid.
But, the general error distribution (Fig. 4) indicates that the error rate for most
of the predictions are within [0, 0.1], especially for case SciGrid. If the above
expectation was correct, this distribution could mean the transformer model
performs well for the most vulnerable lines prediction for complex power grids.

Table 3. 10 most vulnerable lines

Case Prediction Target

IEEE-118 73, 65, 30, 31, 32, 129, 67, 141,
142, 144

73, 65, 67, 30, 31, 32, 144, 143,
129, 158

IEEE-300 202, 230, 20, 164, 123, 153, 93,
5, 279, 143

202, 164, 230, 93, 20, 123, 153, 76,
143, 99

SciGrid 71, 26, 65, 8, 3, 252, 141, 253,
38, 86

26, 71, 8, 65, 38, 86, 25, 30, 13, 126

4.4 Line Failure Magnitude

To predict the most critical lines, we use the concept “magnitude” as defined by
Eq. 4. For each cascading failure sample, the contribution of one initial failed line
can be considered as the total number of failed lines divided by the number of
initial failed lines. For each transmission line, its magnitude can be the average
contribution out of all cascading failure samples that line had contributed to.
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magnitude(linei) =

∑
i∈initialj

num of(cascadej)
num of(initialj)

frequencyi
(4)

The transformer model performs even better for the most critical lines pre-
diction (Fig. 5). The higher error rate for the case 118 implies the transformer
model may perform worse for simpler grids.

Fig. 4. Line failure frequency Fig. 5. Line failure magnitude

4.5 F1 Score

The precision, recall, and f1 scores for three cases are listed in Table 4. It is
obvious to see that the transformer model performs better with the SciGrid case
(f1: 0.77) which is still consistent with the observation in previous experiments.
The reason that case 300 did not perform better than case 118 could also be the
normally distributed vulnerability.

Table 4. F1 score - transformer

Cases Precision Recall F1

IEEE-118 0.46 0.67 0.55

IEEE-300 0.41 0.72 0.52

SciGrid 0.70 0.87 0.77

Table 5. Time consumption (sec/sample)

Cases Power Flow Transformer IC

IEEE-118 5.35 2.91 0.017

IEEE-300 9.93 4.75 0.021

SciGrid 103.17 1.82 0.067

4.6 IC Model Simulation

The IC model simplifies PGCF simulation at the cost of lower accuracy. Hence,
the prediction of the total number of failed lines (Fig. 6) could be worse compar-
ing to the result from the transformer model (Fig. 3). The higher distribution for
the smaller scale cascading failure prediction implies the conversion between the
attention and the weights needs to be more sophisticated that the potential large
scale cascading failures won’t be missed. The implication is also supported by
the peak distribution for case SciGrid because the oversimplified conversion may
encourage the cascading failure with the deactivation of the vulnerable lines.
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Fig. 6. Total number of failed lines predictions - IC model.

4.7 Computational Efficiency

Complexity Analysis. From the Eqs. 1 and 2, the linearized power flow model
has time complexity O(n3) for the worst case scenario. From the Eq. 3, we know
the complexity for the attention calculation is n2 (Sect. 3.2). And, the complexity
for the IC model is O(n) as explained in Sect. 3.3.

It is obvious that the transformer model will perform much faster when n
is larger. However, when n is smaller, the difference won’t be that significant
because the other factors in the transformer model may contribute more to the
computational complexity. For example, when n is close to the dimensionality
of the embedding matrix d, the complexity can be close to O(n3).

Computing Time. In Table 5, we can see when the power grid gets more
complex (852 lines vs. 173 lines and 283 lines), the power flow model takes sig-
nificantly longer time. The IC model is the fastest as expected. These results are
consistent with the discussion above. Besides, because the computing speed for
transformer model will be affected by the dimensionality of the feature matrix,
there is no exponential difference between different cases.

5 Conclusion

In this paper, we studied the problem of predicting cascading failures with trans-
former models and further construct an IC model as a simplified cascading model,
which can be used for both prediction and theoretical analysis. By considering
line failures in cascading failure as a sequence, we trained transformers on cas-
cading failure data, and then built IC models using attention matrices in the
transformers. Comparison with the power-flow based cascading failure model in
three widely used power grid test cases showed that the transformer and IC
models have acceptable accuracy and can greatly improve simulation efficiency.
Also, it is possible to use the trained models to support identification of the
most critical and vulnerable lines in cascading failure, which can contribute to
protection planning.
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Abstract. Over the past several years, data breaches have grown and become
more expensive in the healthcare sector. Healthcare organizations are the main
target of cybercriminals due to the sensitive and valuable data, such as patient
demographics, SSNs, and personal treatment records. Data breaches are costly
to breached organizations and affected individuals; hospitals can suffer substan-
tial damage after the breach, while losing customer trust. Attackers often use
breached data maliciously, e.g., demanding ransom or selling patient’s informa-
tion on the dark web. To this end, this paper investigates data breaches incidents
in the healthcare sector, including community, federal, and non-federal hospi-
tals. Our analysis focuses on the reasoning and vulnerabilities that lead to data
breaches, including the compromised information assets, geographical distribu-
tion of incidents, size of healthcare providers, the timeline discovery of incidents,
and the discovery tools for external and internal incidents. We use correlation to
examine the impact of several dimensions on data breaches. Among other inter-
esting findings, our in-depth analysis and measurements revealed that the average
number of data breaches in the United States is significantly higher than in the
rest of the world, and the size of the health provider, accounting for factors such
as the population and number of adults in a region, highly influences the level of
exposure to data breaches in each state.

Keywords: Healthcare data breaches · Confidentiality · Data security

1 Introduction

Electronic health records (EHR) can be described as “a longitudinal electronic record of
patient health information generated by one or more encounters in any care delivery set-
ting. Included in this information are patient demographics, progress notes, problems,
medications, vital signs, past medical history, immunizations, laboratory data, and radi-
ology reports” [15]. The adoption of EHR improves the healthcare industry and patients
alike, and the transformation of healthcare organizations from paper-based to digital has
increased healthcare quality by improving patient care and participation, care coordi-
nation, diagnostics and patient outcomes, and practice efficiency. However, despite the
numerous benefits of EHR, this transformation has led to numerous privacy and secu-
rity issues which may arise from vulnerabilities (e.g. software vulnerabilities, insider
threats, human error, etc.) increasing the possibility of cyber-attacks [11]. The alarming
c© Springer Nature Switzerland AG 2021
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surge in healthcare data breaches has caused huge concerns in the healthcare sector due
to the illegitimate and unauthorized disclosure of private healthcare data [2,20].

Healthcare Data breaches can be classified as either internal or external, and they
can occur as a result of theft of private health records, hacking, loss of sensitive patient
data, and unauthorized access to patient’s private information [27]. External cyberse-
curity incidents are typically committed by cybercriminals operating in the dark web,
while internal data breaches result from something internal to an organization such
as disgruntled employees, malicious insiders, employee negligence, and human error.
Patient medical records and personal information are often targeted in healthcare data
breaches due to their sensitivity and value. External attacks aim to steal those records
and demand a ransom or sell those records for hundreds of dollars per single patient on
the dark web [22].

Data breaches are devastating and can cause significant damage to healthcare orga-
nizations; all the research in this domain demonstrates that the healthcare industry is
the most targeted sector due to the attractive financial return of selling sensitive patient
records on the dark web [26]. Additionally, the lenient security controls deployed by
healthcare organizations further complicate matters and make the healthcare domain a
favorite target for hackers. The cost of recovering from such breaches varies greatly by
the nature of the incident and number of compromised health records. To better under-
stand the cost aspect, we can break down the cost of data breaches for healthcare entities
into two categories: direct costs and indirect costs. Direct expenses include activating
incident response teams, engaging forensic experts, outsourcing hotline support, and
providing free credit monitoring subscriptions and discounts for future products and
services. On the other hand, indirect costs include in-house investigations and commu-
nication, as well as the extrapolated value of customer loss resulting from turnover or
diminished customer acquisition rates [10]. Given these facts, it’s compelling to conduct
extensive research studies into the causes, effects, and consequences of healthcare data
security incidents. Perhaps more importantly, gaining insights into the different trends
and the landscape, and understanding, analyzing, and measuring the statistics in data
breaches is crucial for combating such incidents. This is the motivation of this paper
and we wish to also motivate the research community in this space to extend the body
of knowledge by conducting more studies to be able to better understand data breach
and propose solutions in the fight against cybercrimes.

Contributions. To understand the landscape of healthcare data breaches against sev-
eral attributing characteristics, we provide a detailed measurement-based study of the
VERIS (Vocabulary for Event Recording and Incident Sharing) and the Office of Civil
Rights (OCR) datasets. To understand attackers’ intents and motives, we analyze the
type of assets targeted during breaches over various characteristics to investigate their
effect. We also analyzed data breaches considering multiple views looking at their dis-
tribution, affected entities, breached information, location of the breach, etc.

2 Data Sources

One of the challenges with analyzing cybersecurity incidents, in general, and in the
healthcare sector, in particular, is that most datasets are proprietary [25]. Additionally,
most breached healthcare organizations shy away from disclosing their vulnerabilities
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after a breach due to a variety of concerns, including public image, reputation, and
patient-trust. The other challenge lies in the fact that each victim healthcare entity tends
to take a different approach in analyzing and documenting a data breach [26]. This,
in turn, complicates research efforts because data breach statistics are not stored in
a central online repository and thus inaccessible to the broader research community.
To address the above challenges and conduct our measurements and analysis of data
breaches, we turn to the largest publicly available datasets of cybersecurity incidents,
namely, the VERIS dataset, and the OCR dataset, which we describe below.

VERIS.We obtained a reliable data source to conduct our research, namely, the Vocab-
ulary for Event Recording and Incident Sharing (VERIS). Veris provides a common
language for reporting data breaches incidents in an organized and repeatable manner
[13]. Thus, Veris plays a significant role in providing a solution to one of the most
critical and persistent challenges in the security industry; lack of quality information.
Veris contributes to the solution of this problem by helping organizations collect help-
ful incident-related details and share them anonymously and responsibly with others.
Veris’s primary goal is to lay a foundation to constructively and cooperatively learn
from our experiences to ensure the proper measurements and managing risk [3].

Office of Civil Rights (OCR). Our second dataset is obtained from the U.S. Depart-
ment of Health and Human Services Office of Civil Rights. The U.S. Department of
Health and Human Services (HHS) Office for Civil Rights (OCR) enforces federal civil
rights laws, conscience and religious freedom laws, the Health Insurance Portability
and Accountability Act (HIPAA) Privacy, Security, Breach Notification Rules, and the
Patient Safety Act and Rule, which together protect your fundamental rights of nondis-
crimination, conscience, religious freedom, and health information privacy [16]. The
OCR has its breach portal, where data breaches are reported. The website contains data
breaches that are currently under investigation within the last 24 months by the OCR.
There is also an archived dataset, where resolved data breaches and/or those older than
24 months are archived. All the data breaches reported by the OCR are in the U.S. only.
Additionally, all records in the subsequent data breaches affect 500 or more individuals
as minor data breaches that affect less than 500 individuals are not reported by the OCR.

3 Studied Dimensions and Variables

This study aims to examine healthcare data breaches considering different aspects of
threat characterization and modeling.

– Geographical mapping: Section 4.1 analyzes the geographical mapping and dis-
tribution of incidents around the world. Analyzing the geographical mapping of the
incidents is necessary for several purposes: (i) it provides us with an understand-
ing of the areas most targeted by adversaries for an affinity characterization, (ii)
identifying locations around the world where the number of incidents varies due to
valuable medical information, particular age group, banking details, etc. We can use
this analysis for correlation and prediction capabilities.

– State-level distribution: Section 4.2 measures the state distribution of incidents in
the U.S. This analysis is necessary for (i) identifying the hot spots targeted by attack-
ers and (ii) conducting correlation analysis between states.
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– Compromised assets: Section 4.3 details the targeted assets by breaches such as
media, server, terminal, etc. Alongside, we will categorize the assets into groups,
then dive into their varieties by an individual group against the number of incidents.

– State-level correlation: Section 4.4 carries a correlation analysis of the number of
incidents within the top ten states with characteristics such as population, Gross
Domestic Product (GDP), number of adults, etc. This correlation provides us with
essential insights into the reasoning and bearings for each state.

– Healthcare provider size: Section 4.5 analyzes the number of breaches versus the
size of organizations in terms of the number of employees. We intend to discover if
the number of employees influences the frequency of data breach incidents.

– Timeline discovery: Section 4.6 examines the response time for incidents affecting
healthcare organizations. We will measure the amount of taken time until the discov-
ery of incidents. This analysis helps us determine the organization’s security level,
and whether more extended discoveries cause more damage.

– Discovery methods: Section 4.7 aims to identify the discovery mechanisms used by
healthcare entities. Then, we will measure the reported tools and their use in data
breaches in our dataset. This analysis can help with determining the appropriate
tools needed to be implemented in organizations

– Adversary demography—The threat intent: Section 4.8 measures the intention of
attackers during data breaches. We intend to acknowledge whether the incidents are
targeted or opportunistic.

4 Measurement Results and Discussions

4.1 The Global Distribution of Incidents

Mapping incidents is explicitly provided in our dataset. The dataset uses the ISO 3,166
country codes for each country variable [7], where the codes are generated based on
the physical location of the hospital targeted by the attack. Based upon this analysis,
we discovered that 1,955 incidents out of the total incidents (2,407) had taken place in
the United States, representing 81% of the total incidents. The United Kingdom comes
in second, with 157 incidents, representing 7%, and Canada comes in third with 152
incidents, representing only (6%). Figure 1 presents the results for the remaining highest
ten countries, while the rest of the world represents (2%) comprising 58 incidents.

As a result of the geographical mapping analysis, we decided to conduct our in-
depth analysis study on the United States since most incidents occurred in this country.
Several reasons explain why the majority of the incidents are in the United States. First,
the Health Insurance Portability and Accountability Act (HIPPA) requires healthcare
entities to notify the Department of Health and Human Services (DHHS) whenever a
data breach occurs. Second, covered entities must notify affected individuals following
the discovery of a breach of unsecured protected health information [16]. In addition
to that, covered entities must notify the Secretary of breaches of unsecured protected
health information if the affected individuals are 500 or more [16]. Third, covered enti-
ties that experience a breach affecting more than 500 residents of a State or jurisdiction
are, in addition to notifying the affected individuals, required to provide notice to promi-
nent media outlets serving the State or jurisdiction [16]. Moreover, breach notification is
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Fig. 2. Incidents by state.

also required for vendors and third-party service providers under the Health Information
Technology for Economic and Clinical Health Act (HITECH) [14]. Finally, the HIPPA
Security Rule requires healthcare organizations to create a risk management plan pro-
tecting all personal health data against security incidents (Office of Civil Rights 2015),
which may explain the significant number of reported incidents in the United States [1].

4.2 Number of Incidents by State

Following the global distribution of incidents, we moved into the mapping of incidents
on the state level. We analyzed the number of incidents by state. As a result of this
analysis, we noticed that California is the highest state with the number of incidents
comprising 241 incidents, representing 24% of the overall. Florida comes in second
with 147 incidents, representing 15%, and Texas with 145 incidents, representing 14%.
Figure 2 shows the remaining results of this analysis.

4.3 Analyzing the Compromised Assets

This section investigates the compromised information assets in the Veris dataset. We
harnessed the power of Natural Language Processing (NLP) models to help with ana-
lyzing the data gathered from breaches. Information assets fall into six main groups:
media, server, terminal, network, user, and people. Each group comprises different vari-
eties [18]. First, the network group includes access control readers such as badge and
biometrics, camera or surveillance system, firewall, intrusion detection system (IDS)
or intrusion prevention systems, and others. Second, the media group comprises disk
media such as CDs or DVDs, flash drives or cards, hard disk drives, identity smart
cards, and others. Third, the people group includes administrator, auditor, cashier, cus-
tomer, former employee, guard, and others. Fourth, the server includes authentication,
backup, database, Dynamic Host Configuration Protocol (DHCP), DNS, mail, and oth-
ers. Fifth, the terminal group includes an automated Teller Machine (ATM), detached
PIN pad or card reader, gas “pay-at-the-pump” terminal, self-service kiosk, and others.
Finally, the user group includes an authentication token or device, desktop or laptop,
media player or recorder, mobile phone or smartphones, and many others.

The existence of assets depends on several reasons and conditions during each inci-
dent. We will measure each asset group based on their occurrences in the incidents, and
then, we get into the measurement of their varieties to look into the most targeted type
of each asset group. This analysis is essential, and its primary purpose is to adequately
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Fig. 3. Information asset groups and their varieties.

describe the incidents, assess control weaknesses and vulnerabilities, determine impact,
and identify mitigation strategies.

Usually, during a data breach incident, one or more assets get compromised by hack-
ers [9]. A compromised asset refers to any loss of confidentiality, integrity, availability
during or after the incidents. In the following section, we seek to analyze and measure
the asset groups and the total incidents for each group; then, we move to their different
asset groups. Based on this analysis, we noticed that media assets are the clear leader
comprising 564 incidents out of the overall, representing 33.97%, and server comes in
second, comprising 560 incidents, representing 33.73%. Table 1 shows the remaining
asset categories and their number of incidents.

Table 1. Assets varieties with the number of
incidents during data breaches.

Asset Group Type # Incidents Percentage
Media 564 33.97%
Server 560 33.73%
User 493 29.69%
People 34 2.04%
Network 5 0.30%
Terminal 4 0.24%
Overall 1660 100 %

After measuring the number of incidents
for each asset group as a whole, we moved
into measuring their varieties. Based on the
analysis done, we found that 61% of the inci-
dents in the user group are through laptops,
followed by the terminal group with 75% of
the incidents through ATMs. In the server
asset group, we found out that 63% of the
incidents happened through exploiting the
database. While for the people asset group,
50% of the incidents are because of the end-
user. Most of the incidents that happen in the network are throughout cameras, with
represent 60%. Lastly, 70% of the incidents in the media group are through documents.
In Fig. 3, we present the remaining results for the other asset groups and their varieties.

4.4 State Level Correlation

This section will conduct a state-level correlation between the number of reported inci-
dents and hospitals, staffed beds, population, and gross domestic product (GDP) for the
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top 10 states. GDP is the gross domestic product and is represented in billion U.S. dol-
lars. To address the following question, we conducted a state-level analysis considering
these factors related to the reported incidents in our dataset. We decided to run this anal-
ysis on the highest 10 states in terms of the number of reported incidents. We started
by collecting the specified statistics for each state, including population, GDP, staffed
beds, and hospitals. The relationship between two variables can be a positive relation-
ship (1), no relationship (0), and an inverse relationship (−1). Upon this analysis, we
discovered that the population and adults are highly correlated with the number of inci-
dents (0.96). Followed by the GDP (0.95). The remaining results of the correlation are
shown in Table 2.

4.5 Organizations Size

Table 2. State level correlation. Numbers of
incidents (I), hospitals (H), employees (E),
staffed beds (B), GDP (G), population (P),
and adults (A) are considered.

I H E B G P A
I 1.00
H 0.88 1.00
E 0.92 0.91 1.00
B 0.94 0.92 0.97 1.00
G 0.95 0.86 0.92 0.89 1.00
P 0.96 0.95 0.94 0.94 0.95 1.00
A 0.96 0.88 0.94 0.96 0.89 0.90 1.00

The following section investigates the size
of healthcare entities and how organiza-
tion’s size might contribute to a data breach.
Using Veris, we performed the analysis by
looking into the scope of healthcare orga-
nizations at the time of the incident. We
classified healthcare organizations into two
main groups: small and large. A small group
includes a size of up to 1,000 employees,
while a large organization would be over
1,000 employees. Upon this analysis, there
were a total of 1,361 incidents divided into
two groups. Our analysis revealed that 57%
of the incidents are in the small group, while
43% are in large groups.

4.6 Timeline Discovery

Timeline discovery of data breaches varies depending on the type of industry, geogra-
phy, and level of security of an organization. According to a recent study conducted
by the IBM security team in the healthcare sector, the average time to discover a data
breach is 329 days, and 93 days are required to regain control. Unfortunately, prior work
fails to provide in-depth analysis on the timeline discovery of the data breaches, includ-
ing discovery tools for external and internal incidents. To fill this gap, we analyzed the
timeline discovery of the reported incidents and went over the tools used for incident
discovery for both internal and external discovery methods. This analysis is essential to
address the lessons learned during the incidents and remediation process and provide
organizations with insights and corrective actions to improve their detection and defen-
sive capabilities. Our analysis found out that organizations fail to identify data breaches
early enough, resulting in more damage. From the reported incidents, we discovered
that 3% of the incidents took minutes until discovery, 9% took hours, 15% took days,
6% took weeks, 52% took months, and 15% took years. In the coming section, we will
address different discovery methods and whether there is a difference between internal
attacks and external attacks.
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Fig. 5. External discovery

4.7 Internal and External Discovery Methods

Discovery methods fall into two main categories; internal and external. Organizations
use several tools to discover an incident depending on the type of data breach. External
and internal data breaches are different, and each one of them requires special dis-
covery tools. First, healthcare organizations use numerous tools to discover incidents
for internal incidents, such as Host IDS or file integrity monitoring, network IDS, and
IPS alerts. In contrast, practices including law enforcement, actor disclosure, and cus-
tomer notifications can help discover external incidents. Our analysis found out that
most of the internal incidents are discovered by employees, representing 71% of the
total incidents. In contrast, customers discover 35% of the external incidents, and actor
disclosure comes in second, representing 24%. The remaining results of this analysis
are shown in Figs. 4 and 5.

4.8 Targeted vs Opportunistic

To understand the nature of the data breach incidents and whether they are intentional
or non-intentional, we conducted a measurement analysis to investigate the number
of targeted incidents and opportunistic ones. This classification is uniquely relevant to
deliberate and malicious actions. There are two main categories: targeted and oppor-
tunistic. First, opportunistic incidents occur when the victim exhibits a weakness that
the actor has the knowledge to exploit. Second, targeted incidents happen when the
adversary chooses the victim as a target, and then the actor will investigate possible
vulnerabilities to exploit. Using our exclusively given records in our dataset, we found
that more than half of healthcare data breaches are opportunistic, representing 80%,
while, on the other hand, 20% are targeted.

5 Analysis of the OCR Dataset

Type of Breach. We analyzed the causes of healthcare data breaches based on the
reported incidents and observed that most incidents occur due to hacking or IT-related
disclosure comprising 1,069 incidents, representing 31% of the overall incidents. Unau-
thorized access and disclosure came in second, holding 934 incidents overall, represent-
ing 27%. Finally, the theft category came in the third place, comprising 909 incidents,
accounting for 26% of the total incidents.
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State Distribution. The following section addresses the distribution of the incidents for
the U.S states. Using the OCR data, we measured the incidents for each state; this anal-
ysis is essential for trends and comparison. Following this analysis, we have observed
that states with large population, high Gross Domestic Product (GDP), and large adult
population are more targeted than others, as shown in Sect. 4.4. California was the most
affected, totalling 357 incidents, followed by Texas with 279 incidents, while Florida
was the third largest with 215 incidents (Figs. 6 and fig:UsspsStateshhs).

Distribution of Incidents by Year. Using the ORC dataset, and over the period between
2009 and the time of conducting this study in 2021, we measured the reported incidents
in the dataset affecting 500 or more victims and reported to the HHS OCR. Following
this analysis, we notice that the number of incidents surged over time, indicating a lack
in implementing stringent security controls by organizations in the healthcare industry.
As shown in Fig. 8, there is a massive increase in the number of incidents in 2019, as it
was the year with the highest number of breaches in the whole dataset.

Covered Entity.We analyzed the distribution of incidents by organization type. Accord-
ing to the OCR dataset, there are three main targeted entities. First, healthcare entities
that provide health care services and engages in professional review activity through a
formal peer review process for the purpose of furthering quality health care, a commit-
tee of that entity, a professional society, a committee or agent thereof, including those
at the national, state, or local level, physicians, dentists, or other health care practition-
ers that engage in professional review activity through a formal peer review process
to further quality health care [17]. Second, a business associate, which is a person or
entity that performs certain functions or activities that involve the use or disclosure of
protected health information on behalf of or provides services to a covered entity [24].
Third, health plan, which constitutes individual or group health plans that provide or



180 M. Al Kinoon et al.

 0

 10

 20

 30

 40

 50

 60

 70

 80

No Yes

P
er

ce
nt

ag
e

Fig. 10. Business associate.

 0

 5

 10

 15

 20

 25

Paper/F
ilm

s

Network Server
Other

Email
Laptop

Desktop Computer

Other P
OE

EMRs

P
er

ce
nt

ag
e

Fig. 11. Information breached.

pay the cost of medical care [5]. Following this analysis, we observed that healthcare
entities are most targeted during the incidents, having 2,450 incidents which represents
73% of the total incidents, business associate and healthcare plan came in second and
third comprising 451 and 439 incidents, and representing 14% and 13%, respectively.
Figure 9 depicts the results of this analysis.

Business Associates. We further analyzed the existence of incidents when a business
associate is present or not. According to HIPPA, any covered entities and business asso-
ciates enter into a contract to ensure the safety of protected healthcare information. A
business associate may use or disclose protected health information only as permitted
or required by its business associate contract or as required by law [23]. Our analysis
revealed that 2,532 incidents had no business associates included, representing 76%,
while only 819 incidents had a business associate, representing 24% of the incidents as
shown in Fig. 10.

Location of Breached Information. When a data breach occurs, private and confi-
dential patient information gets disclosed due to either unauthorized access or human
error. Healthcare system keeps record of valuable information and medical records,
containing sensitive personally identifiable information (PII) such as address history,
financial information, social security numbers, and patient medical treatment records.
This sensitive information is often targeted by hackers due to its outstanding value.
Hackers can easily use that data to set up a line of credit or take out a loan under
patients’ names. Unfortunately, healthcare organizations often lack the stringent secu-
rity measures (e.g., encryption, robust anti-virus software, multi-factor authentication,
etc.) required to secure medical records. To this end, we analyzed the most targeted
information to gain insight into the type of medical and personal data prioritized by
hackers in healthcare data breaches. We observed that paper/films are the most breached
information comprising 662 of the overall incidents, representing 20%. Closely, the
network server came in second, comprising 643 incidents, accounting for 19%. The
other category came in third, comprising 641 incidents, representing 19% as well. The
remaining attributes and results of this analysis are presented in Fig. 11.

6 Related Work

In the past few years, numerous studies have analyzed data breaches in the health-
care sector. Choi et al. [4] estimate the relationship between data breaches and hos-
pital advertising expenditures. They concluded that teaching hospitals were associated
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with significantly higher advertising expenditures two years after the breach. Another
study [12] investigated the privacy-protected data collection and access in IoT-based
healthcare applications and proposed a new framework called PrivacyProtector to pre-
serve the privacy of patients’ data. Another study [6] found that the healthcare industry
was being targeted for two main reasons: being a rich source of valuable data and its
weak defenses. Other study [28] suggested a framework to examine the accuracy of
automatic privacy auditing tools. Siddartha et al. [21] suggested that current health-
care security techniques miss data analysis improvements, e.g., data format-preserving,
data size preserving, and other factors. Most related to our work, the 2021 Data Breach
Investigations Report [8] summarized the findings and determined that external actors
are behind 61% of data breaches while 39% of data breaches involved internal actors.
According to the same report, personal information is the most compromised, com-
prising 66% of data breaches. In contrast to our work, authors of [19] conducted a
comprehensive analysis of HIPPA data breach reports. They found that the main dis-
closure types of protected healthcare information were hacking incidents, unauthorized
access (internal), theft or loss, and improper disposal of unnecessary data. The authors
used the Simple Moving Average (SMA) and Simple Exponential Smoothing (SES)
time series methods. They applied them to the data to determine the trend of healthcare
data breaches and their cost to the healthcare industry. Our comprehensive study com-
prises but is not limited to analyzing compromised assets, internal and external discov-
ery methods, discovery timeline of data breaches, distribution of the incident globally
and in the united states, and breached information. In addition, we used correlation as
a mathematical tool to determine healthcare data breaches and quantify the effects of
different factors like GDP, population, number of hospitals, and their sizes in terms of
the staffed beds on data breaches.

7 Conclusion

Our study revealed that the number of adults and the state population highly influence
the exposure to data breach incidents, with California, Florida, and Texas being the
lead targets. We show that the media group was the most breached asset, followed by
the Server and User group. Interestingly, we found that the majority of incidents occur
in small size organization – 57%. In contrast, 43% of the incidents occur in large organi-
zations, suggesting that large healthcare organizations tend to have better security sys-
tems. Our timeline discovery revealed that most of the incidents, approximately 52%,
were discovered within months, while 15% of the incidents took years to be discovered.
Employees discovered the majority of the incidents for internal incidents. Based on a
long-term dataset analysis, most of the incidents, 80%, tend to be opportunistic, while
20% are targeted. In the future, it would be interesting to conduct research harnessing
the power of machine learning to enable information sharing on data breaches.
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Abstract. Identifying the effects of social and motivational factors is
critical to understanding how healthy behaviors, i.e., physical activities,
spread in digital therapeutics programs. We evaluated a comprehensive
interconnected social network of 254 overweight and obese individuals
across 335 days. Daily physical activities, social activities, biomarkers,
and biometric measures were available for all subjects. We improved pro-
portional hazards models to characterize the impact of self-motivation,
influence, and susceptibility in the spread of physical activities. After 6
months, the YesiWell users increased leisure walking minutes by 164% on
average compared with 47% among the control participants (P < 0.05).
The YesiWell users also lost more weight than the controls (5.2 pounds
vs. 1.5 pounds) (P < 0.01). Our estimations showed that influence and
susceptibility increase with age; relaxed people are 96% more influen-
tial than stressed people (P < 0.001); obese people are 23% more self-
motivated (P < 0.001); socially active people are 29% more influential
(P < 0.001); those who self-characterize as “keep-to-themselves” peo-
ple have a 79% greater susceptibility (P < 0.001). Relaxed people exert
the most influence on non-stressed peers at 109% more than baseline
(P < 0.001). Our findings could enable new and effective personalized
behavioral interventions to spread healthy behaviors in next-generation
digital therapeutics.

Keywords: Overweight · Obesity · Social and motivation factors ·
Physical activities

1 Introduction

The US healthcare system is currently transforming from a transaction-based
industry into a value-based care model [25]. With this transformation, there
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D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 184–196, 2021.
https://doi.org/10.1007/978-3-030-91434-9_17

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_17&domain=pdf
https://doi.org/10.1007/978-3-030-91434-9_17


Social and Motivational Factors for the Spread of Physical Activities 185

is a growing dependence on leveraging innovative technologies to deliberately
impact the health expression of populations [25,34]. A new discipline, Digital
Therapeutics, is characterized by online or mobile programs that actually adjust
health risk, treat conditions, and measurably improve health outcomes [25,34].
Companies such as Omada Health, Cala Health, Telcare and Welldoc are prov-
ing successful in impacting health and thus opening up an era in which digital
therapeutics may well yield results that dwarf the outcomes achieved when our
narrow therapeutic armamentarium consisted mainly of in-person visits coupled
with pharmaceuticals [34].

The Diabetes Prevention Program [17] was a successful analog (in-person)
intervention, resulting in a 58% reduction in the incidence rate of diabetes,
among its cohort of 1,079 participants. Converting this analog model to a dig-
ital therapeutics program would not only provide the ability to scale across
larger and larger populations [25], but also would avail a secondary opportunity:
leveraging the digital exhaust of users to uncover the multitude of conditions
that combine to create the most therapeutic outcomes. Today, early digital
therapeutics approaches offer relatively similar programs to most participants
[10,16,24,25,32,33,35]. In addition, the programs offered by these approaches
usually do not take into account the impact of social networks, which have
been demonstrated to be important in spreading healthy behaviors, e.g., phys-
ical activities [15,27,30,31]. Harvesting high-definition insights from the digital
transactions of users and their social effects will enable significant personaliza-
tion. Therefore, a more data-driven customization of the intervention is highly
expected to yield, by design, ever improving health outcomes. In particular, data-
driven approaches may dramatically improve a program’s ability to arrange par-
ticipants into preferred groupings, with the aim to optimize social accountability
or socially-dependent impact of the digital therapeutics program.

2 YesiWell Study

We have proposed a system which comprehensively combines physical activities,
social activities, biomarkers, and biometric measures in a fine-grained time scale,
for identifying self-motivated, influential, and susceptible participants to influ-
ence toward increasing physical activities in a health social network, utilizing
lifestyle monitoring and online communities. Our study demonstrates the viabil-
ity and significance of our proposed system. The YesiWell study was conducted
for 335 days in 2010–2011, as collaboration among PeaceHealth Laboratories,
SK Telecom Americas, and the University of Oregon. We recorded daily physi-
cal activities, social activities (i.e., text messages, social games, meet-up events,
competitions, etc.), and biomarkers and biometric measures (i.e., cholesterol,
triglyceride, BMI, etc.) for a group of 254 individuals who formed a health social
network. Physical activities were reported every minute via a mobile device car-
ried by each user. All users enrolled in an online social network application,
allowing them to befriend and communicate with each other via public postings,
replies, comments, and private messages. Users were able to organize competi-
tions, social games, and meet-up events among various teams. Biomarkers and
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biometric measures were recorded via quarterly laboratory tests, including at
baseline, and wireless digital scales connected to the backend server, respectively.
We also collected data from 100 survey items, which covered diverse aspects of
mental health, food consumption, wellness, stress level, social activity level, sleep
disorder, etc.

Overall, we have 7 million data points for physical activities; 10,000 records
for BMI and wellness score1 [31]; 3,101 instances of participation in competi-
tions; 1,765 instances of participation within 278 social games; 2,656 messages
sent; 1,828 friend connections; 1,300 goals set; 14,138 survey answers, etc. Users
volunteered to join the study; therefore, they were not under any pressure to
exercise more or less. After 6 months, the YesiWell users increased leisure walk-
ing minutes by 164% on average (i.e., from 129.2 min/week to 341 min/week),
compared with 47% among the control participants, who did not use the Yesi-
Well social network (P < 0.05 performed by t-test) [15]. The YesiWell users
also lost more weight than the controls (5.2 pounds compared with 1.5 pounds)
(P < 0.01 performed by t-test) [15]. The system and our study provide strong
evidence that interventions using online social networks can successfully pro-
mote physical activity increase and weight loss. Such systems may increasingly
be refined over a greater number of users to provide a higher-granularity under-
standing of the dynamics of the spread of healthy behaviors (i.e., self-motivation,
influence, and susceptibility), and to inform next-generation digital therapeutics.

3 Self-motivation, Influence, and Susceptibility

Identifying the effects of social and motivational factors is critical to under-
standing how healthy behaviors, i.e., physical activities, spread in digital thera-
peutics programs. The correlations between social influence and self-motivation
are empirically elusive within social science. Scholars in disciplines as diverse
as economics, sociology, psychology, finance, and management are interested in
understanding such correlations as whether happiness, obesity, and smoking are
“contagious” [8,9,13]; and whether risky behaviors and information spread via
peer influence [5,11,12,14,18,19,22,23,26,28]. To what degree is a given behavior
change or contagion as a consequence of a social epidemic [1,4,5], and/or self-
motivation [2,6,21,36]? Comprehending estimates and data toward answering to
that question is critical to policy decision-making, as the success of personalized
intervention strategies in these domains depends on such analyses.

Due to limited resources, early digital therapeutics methods and studies have
been designed and conducted based on insufficient observable factors, i.e., either
lacking physical world factors (e.g., physical activities, biomarkers, social events,
etc.) or lacking online world factors (e.g., online social networks, e-mail, instant
messaging, mobile phone communications, etc.) [10,16,24,25,32,33,35]. Those
insufficiencies pose limitations to the completeness with which researchers may
perceive the effects of self-motivation, influence, and susceptibility on human
1 Wellness score is a composite score of one’s health based on lifestyle parameters,

biometrics, and biomarkers.
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Table 1. Examples of influential messages

Join me for the 50,000 steps M-F next week!

Wow! I believe we are about half way to our Valentine Day goal
Take a look at your total and see if you can double it by then...
plus about 10%... We can do it!

You don’t really have to try - except just get out and walk
What fun especially with our warmer weather

Getting close to summer! Join me in the final leg of the school year
Earn “extra credit” steps with Wellness game points, too!

You’re on, Mark! See you Monday at the flag poles

Last day for Peacehealth Oregon to “step it up”. We have those long
hallways in our buildings to walk on our breaks and lunch time
Come on let’s get her done!!! We can do it!!!

How about a connect 5 games for Turkey month?
Let’s keep motivated as the holidays kick off!

Table 2. Descriptive statistics of user and peers

# influence
trials

# messages
sent

# activations avg (# messages
sent)

avg (# activations)
message)

avg (# activations)/
trial)

Age: 18–39 172 226 127 1.3140 0.5619 0.7384

Age: 40–49 175 228 137 1.3029 0.6009 0.7829

Age: 50–59 482 621 372 1.2884 0.5990 0.7718

Age: 60+ 179 208 156 1.1620 0.75 0.8715

Overweight (BMI: 25–29.9) 781 1024 604 1.3111 0.5898 0.7735

Obesity (BMI: 30+) 227 259 188 1.1410 0.7259 0.8282

Relax 129 164 110 1.2713 0.6707 0.8527

Non-stress 586 747 451 1.2747 0.6037 0.7696

Stress 293 372 231 1.2696 0.6209 0.7884

Active in hanging out 200 247 166 1.2350 0.6721 0.83

Share to friends 479 628 362 1.3111 0.5764 0.7557

Keep to themselves 133 160 105 1.2030 0.6562 0.7894

Common number of friends 316 362 258 1.1456 0.7127 0.8165

Many friends 263 356 212 1.3536 0.5955 0.8060

Too many friends 429 565 322 1.3170 0.5699 0.7506

behavior change, especially the spread of healthy behaviors, such as exercise, in
digital therapeutics programs. Understanding whether self-motivation, influence,
susceptibility, or a combination of the three drives social contagions, and accu-
rately identifying self-motivated, influential, and susceptible individuals in net-
works, could enable new personalized behavioral interventions to spread healthy
behaviors, e.g., exercise, and to impact lifestyle-induced health problems in a
cost-effective, scalable manner. In this study, we have examined the quantity
and efficacy of influential messages sent from individuals to other users in the
network, in order to identify the participants who were self-motivated, influential,
and susceptible participants with regard to the spreading of physical activities.
Conceptually, we monitored the influence of each sender upon each recipient,
across 7 days, to see whether the recipient would increase physical activities
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Table 3. Descriptive statistics of peers in terms of competitions, social games, and
goals set

# influence # competitions # social
games

# goals
set

avg (# competitions) avg (# social
games)

avg (#
goals set)

Age: 18–39 254 1,175 142 597 4.6260 0.5591 2.3504

Age: 40–49 188 857 72 567 4.5585 0.3830 3.0160

Age: 50–59 438 2,830 274 1,147 6.4612 0.6256 2.6187

Age: 60+ 128 401 47 428 3.1328 0.3672 3.3438

Overweight (BMI: 25–29.9) 781 4,084 431 2,137 5.2292 0.5519 2.7362

Obesity (BMI: 30+) 227 1,179 104 602 5.1938 0.4581 2.6520

Relax 102 355 46 428 3.4804 0.4510 4.1961

Non-stress 543 3,539 324 1,369 6.5175 0.5967 2.5212

Stress 363 1,369 165 942 3.7713 0.4545 2.5950

Active in hanging out 195 597 65 450 3.0615 0.3333 2.3077

Share to friends 394 2,981 268 1,148 7.5660 0.6802 2.9137

Keep to themselves 246 799 105 763 3.2480 0.4268 3.1016

Common number of friends 289 570 53 640 1.9723 0.1834 2.2145

Many friends 304 1,169 130 913 3.8454 0.4276 3.0033

Too many friends 415 3,524 352 1,186 8.4916 0.8482 2.8578

in comparison to the previous week’s total by at least 2,500 steps, i.e., by the
average number of steps/day of sedentary US adults [7]. If the recipient met
that threshold, then the sender was considered to have successfully activated
the recipient in that particular influence trial.

More formally: First, we identify two sets of users in and between whom
there were message connections. Second, we open an observation window of 7
days starting from the first-message timestamp from to in order to investigate
the level and directionality of influence. By choosing 7-day windows, we can
avoid unbalance given different windows; since, they contain the same week-
days and a weekend. An influential user-to-user message generally refers to any
communication between peers that could conduct influence, such as invitations,
encouragement, follow-up, competitions, progress reports, fitness, goal, notifi-
cation, etc. (Tables 1, 2 and 3, Figs. 1 and 2). In our 10-month study, an indi-
vidual can activate another individual multiple times and can activate multiple
individuals at the same time. Self-motivation, influence, and susceptibility were
estimated, from modeling time to peer activation, as a function of the peer’s
treatment status– whether influential messages had been received, and if so,
how many, and in how many competitions, social games, and meet-up events
users had participated prior to the time of activation. Note that users tended to
exercise more; they set their goals and joined competitions, social games, and
meet-up events. Throughout the 335 days, users tried to activate their peers to
increase physical activities 1,008 times, by sending 2,656 messages. This resulted
in 792 unique peer activations, or a 78% increasing physical activities by at least
2,500 steps (Tables 1, 2 and 3, Figs. 1 and 2).

Our statistical approach uses hazard modeling, which is the standard tech-
nique for estimating social contagions in sociology, economics, and marketing
(e.g., [20]). However, we improved existing approaches by distinguishing self-
motivation and two types of peer-based influence on increasing physical activ-
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Fig. 1. Effects of age, BMI, stress level, social activity level, and #friend connections.
Influence (dark gray) and susceptibility to influence (white) in fig. (a), self- motivation
(white) in fig. (b), and spontaneous (white) in fig. (c) are shown with SEs (boxes), 95%
confidence intervals (whiskers). The figure presents hazard ratios (HRs) representing
the percent increase (HR > 1) or decrease (HR < 1) in adoption hazards associated
with each attribute. Estimates are shown relative to the baseline case for each attribute,
which is the average for all individuals given that attribute.

ities: (1) self-motivation-driven physical activity increasing, which occurs in
response to participating in competitions, social games, and meet-up events; (2)
spontaneous physical activity increasing2, which occurs in the absence of self-
motivation and influence; and (3) influence-driven physical activity increasing,
which occurs in response to influential messages. This improvement is significant;
since, in the absence of self-motivation, human behavior outcomes among peers
can be a consequence of influence, homophily, assortativity, simultaneity, and

2 Spontaneity can be considered a form of “intrinsic self-motivation.”.
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correlated effects [3,5,29]. To estimate the moderating effects of an individual
i’s attributes on the influence exerted by i on peer j (and to distinguish them
from the moderating effects of j’s attributes on j’s susceptibility to influence),
we use a continuous-time single-failure proportional hazards model. Moreover,
we extend the model by adding the effect of participating in competitions, social
games, and meet-up events to model self-motivation in increasing physical activi-
ties of peer j. Survival models provide information about how quickly peers react
(rather than simply whether they react), and they also correct for censoring of
peer actions that may occur beyond the experiment’s observation window, i.e.,
a week.

Models of dyadic (two-party) relationships between influential individuals
and potentially susceptible individuals test whether influence depends on self-
motivation of peers and characteristics of the relationship between a given pair;
e.g., whether relaxed people are more influential on stressed people than stressed
people are on relaxed people. To estimate the effect of dyadic relationships, we
use a continuous-time single-failure proportional hazards model.

4 Experimental Results

On average, in our findings, susceptibility and influence increase with age
(Fig. 1a). Meanwhile, spontaneity decreases with age (Fig. 1c). People under the
age of 40 are the least susceptible to influence, with the least likelihood of influ-
encing their peers to increase physical activities. Relative to the baseline, they
have a 15% lower hazard of increasing physical activities upon receiving influ-
ential messages (P < 0.05; the statistical significance of all estimates is derived
from χ2 tests), and a 71% lower likelihood of influencing their peers via send-
ing influential messages (P < 0.001). However, people in the same age quartile
(18–39) can spontaneously increase physical activities. They have a 20% higher
likelihood of spontaneously increasing physical activities.

Relative to people younger than 40, people with the age of 60+ are signif-
icantly more influential and susceptible; they have a 143% greater likelihood
of influencing their peers to increase physical activities (P < 0.001), and an
18% higher hazard of increasing physical activities (P < 0.01). However, people
with the age of 60+ do not spontaneously increase physical activities; relative
to people younger than 40, they have a 20% lower likelihood of spontaneously
increasing physical activities (P < 0.01). In addition, people in the same age
quartile (60+) are not self-motivated in increasing physical activities; they have
a 24% lower self-motivation hazard of increasing physical activities when they
participate in social games, competitions, and meet-up events (P < 0.01).

Meanwhile, people in the age quartile 50–59 are strongly self-motivated
in increasing physical activities; relative to aging adults (60+), they have
a 41% stronger likelihood of self-motivation in increasing physical activities
(P < 0.001).

Overweight people are 16% more influential than obese people (P < 0.001).
However, obese people are 23% more susceptible (P < 0.001), 11% more
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Fig. 2. Dyadic influence models involving age, BMI, stress level, social activity level,
and number of friend connections. The results include the relative age, BMI, stress
level, social activity level, and number of friend connections of senders and recipients,
with SEs (boxes) with 95% CI (whiskers). The figure presents hazard ratios (HRs)
representing the percent increase (HR > 1) or decrease (HR < 1) associated with each
attribute. The baseline case represents dyads in which the attribute being examined
is unreported in the individual data in both peers. “Common”, “Many”, and “Too
Many” refer to # of friends.

self-motivated (P < 0.05), and 13% more spontaneous (P < 0.01) in increasing
physical activities than overweight people.

Relaxed people are significantly more influential; they have a 78% greater
likelihood of influencing their peers to increase physical activities (P < 0.001).
However, relaxed people are the least self-motivated in increasing physical activ-
ities; they have a 10% lower self-motivation hazard (P < 0.05).

People with no stress are 17% more susceptible (P < 0.05). In addition, peo-
ple with no stress are strongly self-motivated; relative to relaxed people, people
with no stress have a 21% greater likelihood of self-motivation in increasing
physical activities (P < 0.001).

Stressed people are significantly less effective in influencing their peers to
increase physical activities; relative to relaxed people, they are 96% less influen-
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tial (P < 0.001). However, stressed people can spontaneously increase physical
activities; relative to people with no stress, stressed people are 20% more spon-
taneous (P < 0.001).

Analyzing the correlations among social activity level, the number of friend
connections, self-motivation, influence, and susceptibility reveals the potential
roles that different social relationships play in the spread of physical activ-
ities. Influence increases with the level of social activity from the “keep-to-
themselves” people to the “active-in-hanging-out” people. On the other hand,
susceptibility is negatively correlated with social activity. “Active-in-hanging-
out” people are 29% more influential (P < 0.001), but 31% less susceptible to
influence (P < 0.001) than the baseline. Those who self-characterize as “keep-to-
themselves” are susceptible to influence, but have the least likelihood of influenc-
ing their peers to increase physical activities. Relative to the “active-in-hanging-
out” people, those who self-characterize as “keep-to-themselves” people have a
33% lower influence, and a 79% greater susceptibility (P < 0.001). Interestingly,
the “keep-to- themselves” people have a significantly stronger self-motivation to
increase physical activities; meanwhile, the “active-in-hanging-out” people are
not self-motivated. Relative to the “active-in-hanging-out” people, the “keep-to-
themselves” people have a 34% greater self-motivation (P < 0.001). In spite
of low self-motivation, the “active-in-hanging-out” people can spontaneously
increase physical activities significantly more than the others. In fact, the “active-
in-hanging-out” people have a 29% greater spontaneous hazard in increasing
physical activities (P < 0.001).

Unlike general online social networks, such as Facebook and Twitter, having
many friend connections within our YesiWell social network does not guaran-
tee a strong likelihood of influencing their peers to increase physical activities.
In fact, influence and susceptibility are negatively correlated with the number
of friend connections. People with too many friend connections exert the least
influence on their peers in increasing physical activities; they have a 44% lower
likelihood of influencing their peers (P < 0.001). However, people with too many
friend connections have a significantly higher self-motivation in increasing phys-
ical activities when participating in social events; they have a 51% greater self-
motivation (P < 0.001). In addition, people with too many friends are among
the least susceptible individuals to influence and the least likely to spontaneously
increase physical activities. Relative to people with 1–10 friends, those with too
many friends have a 57% lower susceptibility (P < 0.001). People with too
many friends also have a 20% lower spontaneous hazard in increasing physical
activities compared with those with many friends (11–29) (P < 0.001). These
results suggest that people who make too many friend connections increase phys-
ical activities because of their strong self-motivation, and not because of social
influence, susceptibility, or spontaneous hazard.

On the other hand, people with 1–10 friends are the most susceptible to influ-
ence, and have the strongest likelihood of influencing their peers; i.e., 57% more
susceptible and 51% more influential than those with 30+ friends (P < 0.001).
These results suggest that high-quality social relationships, i.e., frequently inter-
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acting with friends, actively hanging out with them, is more important in the
spread of physical activities, than just having a high number of friend connec-
tions. This observation is strengthened by our previous finding that declaring
friend connections has some benefit, but that such benefit is marginal compared
with that from actual social interactions, e.g., hanging out and exchanging mes-
sages among users, in terms of spreading physical activities.

People exert the most influence on peers of the same or younger age, i.e.,
15% more influence than baseline (P < 0.05) (Fig. 2). In non-dyadic models, we
found that overweight people were more influential than obese people (Fig. 1).
Dyadic models (Fig. 2) further revealed that overweight people exert 26% more
influence over obese people than over other overweight people (P < 0.001). In
addition, obese people exert 37% more influence over other obese people than
over overweight people (P < 0.01). With regards to stress level, dyadic models
discover that relaxed people exert the most influence on non-stressed peers at
109% more than the baseline (P < 0.001), and 72% more than relaxed peers
(P < 0.001), while also influencing stressed peers by 95% more than the baseline
(P < 0.001), and 61% more than relaxed peers (P < 0.001).

Interestingly, people of different social activity levels, including those who
actively hang out, who are not stressed, and who keep to themselves, share a
similar behavior pattern in influencing their peers; that is, they exert the most
influence over keep-to-themselves peers and the least influence over actively-
hanging-out peers (P < 0.05 hold for all tests). For instance, actively-hanging-
out people exert more influence over keep-to-themselves peers than over the
baseline (34%, P < 0.05), over non-stressed peers (33%, P < 0.05), and over
actively-hanging-out peers (83%, P < 0.01).

Finally, dyadic models further reveal that people of different numbers of
friend connections, including a common number of friends (1–10), many friends
(11–29), and too many friends (30+), share a similar behavior pattern in influ-
encing their peers; that is, they exert the most influence over those with 1–10
friends (P < 0.01 holds for all tests). For instance, people with 1–10 friends
exert more influence over people in the same quartile than over the baseline
(68%, P < 0.001), over those with many friends (58%, P < 0.001), and over
those with too many friends (63%, P < 0.001).

These results have implications for policies designed to promote the spread
of physical activities and healthy behaviors. They show the general utility of
our approaches for informing intervention strategies, for targeting healthcare-
oriented social events/programs, and for policy-making toward healthy commu-
nities.

5 Conclusions

Our system, which combines social activities, physical activities, and biomet-
rics/biomarkers for a group of 254 individuals over 10 months, continuously
measures self-motivation, influence, and susceptibility to being influenced into
increasing physical activities. By applying online and mobile programs, our sys-
tem can be refined and can be scalable to a larger number of users, to provide
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a higher-granularity understanding of the dynamics of the spread of healthy
behaviors and to inform next-generation digital therapeutics. This will enable
significant personalization. In fact, by understanding individual social and psy-
chological factors that govern self-motivation, susceptibility, and influence, we
can personalize intervention strategies, policies, and nudges.
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Abstract. Vaccinations have emerged as one of the key tools to combat
the COVID-19 pandemic, reduce infections and to enable safe re-opening
of societies. Vaccinating the entire world population is a challenging
undertaking and with demand far exceeding supply in the world, it is
expected that topics surrounding vaccinations generate a wide array of
discussions. Therefore, in this paper, we collect data from Twitter during
the early days of the COVID-19 vaccination program and adopt a lin-
guistic approach to better understand and appreciate peoples’ concerns
and opinions with regards to the roll out of the vaccines. We begin by
studying the term frequencies (i.e., unigrams and bigrams) and observe
discussions around vaccination doses, receiving doses, vaccine supply,
scheduling appointments and wearing masks as the vaccination efforts
get underway. We then adopt a seeded topic modeling approach to auto-
matically identify the main topics of discussion in the tweets and the
main issues being discussed in each topic. We observe that our dataset
has nine distinct topics. For example, we observe topics related to vaccine
distribution, eligibility, scheduling and COVID variants. We then study
the sentiment of the tweets with respect to each of the nine topics and
observe that the overall sentiment is negative for most of the topics. We
only observe a higher percentage of positive sentiment for topics related
to obtaining information and schools. Our research lays the foundation
to conduct a more fine-grained analysis of the various issues faced by the
people as the pandemic recedes over the course of the next few years.

1 Introduction

Vaccines are one of the key tools to control the COVID-19 pandemic that has
caused immense suffering to people around the world. Though the first vaccines
were authorized in countries around the world in late 2020, the majority of the
world population is still unvaccinated and demand far exceeds supply. Vaccinat-
ing the entire world population to bring an end to the pandemic is a challenging
task and economic conditions, inequity, logistics, variants and misinformation
have compounded the difficulty of this endeavor. Therefore, understanding the
c© Springer Nature Switzerland AG 2021
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issues faced by the people and addressing their concerns with regards to the
COVID-19 vaccines is key to getting shots in the arms of people.

In this work, we collect and analyze approximately 650K user communi-
cations from Twitter in the United States between January and February 2021
related to COVID-19 vaccines to better understand and appreciate peoples’ con-
cerns and issues. Though Twitter communications can be biased [7], they present
us the opportunity to conduct a large scale analysis of the opinions of the people
as self-expressed by them. Therefore, in this paper, we conduct a linguistic study
to unearth the fine-grained topics of discussion and the sentiment of the people
with regards to the mass COVID-19 vaccination programs. We begin our lin-
guistic analysis by investigating term frequencies (i.e., unigrams and bigrams).
We observe from the term frequencies that large number of user communications
are centered around receiving the vaccine, vaccine distribution, appointment and
availability. We also investigate the bigrams that do not contain the word vaccine
as one of the words and observe that users also express their opinions on wearing
masks, health workers and nursing homes while discussing the availability, access
and distribution of vaccines.

We then design a seeded LDA model to identify the key topics of discussion
in our data. We observe that there are nine main topics of discussion, namely
scheduling, information, dose, distribution, eligibility, COVID cases, COVID
variants, trials, and schools with regards to the vaccination efforts. For example,
we observe that words such as county, clinic, site, resident, and state highlight
the main constraints with regards to scheduling appointments (Topic: Schedul-
ing). Similarly, we observe that with regards to the topic distribution, words
such as million, speed, president, and deliver underscore the difference between
the demand and supply and the hurdles associated with the vaccine distribution
process. With respect to the topic COVID variants, the presence of words such
as mask, effective, safe, and immunity demonstrate peoples’ concern on whether
the vaccines will be effective against existing and new variants.

Finally, we conduct sentiment analysis of the tweets to identify the sentiment
associated with the various topics. We observe that the overall sentiment is neg-
ative for seven of the nine topics. We observe that for the topics information and
school, the overall sentiment is positive. Additionally, we observe that the overall
sentiment is particularly negative (higher than 85%) for the topics eligibility and
distribution. Our research unearths the main topics of discussion and concerns of
the people with regards to the COVID-19 vaccine roll out and paves the way for
further fine-grained analysis. By identifying the main talking points, our study
arms government officials with tools that can be used when rolling out booster
doses of the vaccines so as to mitigate some of the issues faced by the public
during the first phase of the vaccination program.

2 Data and Methods

We collect tweets every day for a period of one month from January 4th, 2021 to
February 4th, 2021. As vaccine availability and accessibility, as well as political
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Fig. 1. Occurrence of criteria words in tweets

and social situations vary significantly between countries, we geographically limit
our data collection to English language tweets from the United States. Our script
runs every thirty seconds to ensure that we remain within the limits imposed
by the Twitter data collection API. We collect a total of 640,311 tweets using
specific search criteria.

Search Criteria: As our main goal is to understand peoples’ opinions about the
vaccines, our initial search criteria included words such as vaccine and the three
most popular drug companies developing vaccines at that time, namely Pfizer,
Moderna, and AztraZeneca. We note that during our data collection period, the
Johnson & Johnson vaccine trial results had not yet been submitted for emer-
gency authorization and therefore, it is not part of our search terms. After a few
iterations we added more words related to the vaccine roll out such as distribu-
tion and effect. Figure 1 shows the number of tweets collected for each search
keyword in the aforementioned time period, excluding the two most popular
words: COVID and vaccine. We observe that the number of tweets mention-
ing Pfizer is the highest, followed by Moderna and then AstraZeneca. This is
because only the Pfizer and Moderna vaccines are authorized in the US, while
AstraZeneca is yet to receive emergency authorization. Additionally, between
Pfizer and Moderna, the Pfizer vaccine has been more widely available, which
also explains the higher number of tweets. An increase in the number of tweets
related to AstraZeneca towards the end of January could be due to that fact
that it is the more widely available vaccine in the rest of the world.

Preprocessing: To enable us to obtain meaningful results, we pass each tweet
through a pipeline that returns a simplified form to be used by our algorithms.
We remove hyperlinks, special characters, emoticons, non-English words and
words with length less than three. Additionally, wherever applicable, we use full
forms of the words (i.e., transform can’t to can not), remove stop words and
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use lemmatization to obtain the simplest common form of words. Following [1],
in our work, we do not use stemming because it makes some operations harder,
particularly when trying to interpret the results obtained from our topic models.

Bias and Gaps in Data Collection: We acknowledge that Twitter data can
be biased due to spam and bots, as shown in previous studies [5]. Additionally,
due to the nature of the COVID-19 pandemic and the long time period over
which the vaccines will be distributed and administered to people, our study is
only able to capture peoples’ opinions in the month of January when the vaccines
were first being made available to the public.
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3 Linguistic Analysis

In this section, we conduct a linguistic analysis to unearth the main concerns of
the people and the issues faced by them. We first investigate the term frequen-
cies (i.e., unigrams and bigrams) to identify the primary points of discussion
surrounding vaccinations. We then leverage the term frequencies to design a
seeded topic model that helps us identify and investigate the key topics of dis-
cussion in the tweets. Our topic model helps us automatically group tweets into
separate topics and sheds light on the the sub-topics of discussion in each topic.
We conduct a sentiment analysis of the tweets to appreciate the sentiment of
the people with respect to each individual topic identified by our topic model.

3.1 Term Frequencies—Unigrams and Bigrams

We first evaluate the unigram and bigram frequencies to understand the key talk-
ing points in the tweets. We found that the most frequent unigram is vaccine,
with 300,000 repetitions; while receive, health, distribution, dose, state, vaccina-
tion, county, shot and work range from 30,000 to 15,000 approximately in that
specific order. In other words, the rest of the top 10 unigrams corresponds to
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less than 10% of the most frequent unigram. Words such as health, receive and
dose appears as top words as they are closely related to vaccinations. Figure 2a
shows the top bigrams and we observe word pairs such as vaccine distribution
and vaccine appointment that highlight the main concerns of the people. We
observe that majority of the bigrams contain vaccine as one of the words. As
vaccine is our main search keyword, we also study the bigrams that do not con-
tain the word vaccine (Fig. 2b). We observe from Fig. 2b that people are talking
about receiving their dose (receive dose). Given the time period of our data col-
lection, we know that only a small fraction of the population had obtained their
vaccinations, and even they were yet to receive their second dose. Therefore, we
observe people anxiously discussing about receiving the second dose of the vac-
cine (second dose and receive second). We observe word pairs such as wear mask
and high risk, which indicates users urging others to wear masks to limit the
spread of the virus. We also observe discussions surrounding health care workers
and the difficulty in scheduling appointments.

3.2 Topic Modeling

In this subsection, we design a Seeded LDA model [4] to discern the underlying
topics of discussion in the tweets. Seeded LDA is a seeded version of the Latent
Dirichlet Allocation (LDA) topic model [2] that uses seeded words to guide
the topic discovery. The model works with two main parameters α and β that
represent the mixture of topics for any given document and the distribution
of words per topic, respectively. With values of α = 0.001, β = 0.1 and 2000
iterations, we obtain a high sparsity of topics for our dataset.

By carefully perusing through the data, we determine that there are nine dis-
tinct topics of discussion in our dataset and choose the seed words appropriately
to automatically group the tweets. Table 1 provides an overview of the different
topics in the dataset, the seed words used to guide the tweets to the various
topics. Table 1 also shows the number of tweets assigned to each topic by our
Seeded LDA model.

Table 1. Topics, seeded words and frequency of tweets

Topic Seeded words Frequency

Distribution Distribution, plan, stock, supply 47,777

Scheduling Appointment, schedule, available, register 44,546

COVID variants Variant, spread, mutation, discover 37,054

Information Question, discus, inform, expert 34,391

Schools School, teacher, reopen 33,818

Eligibility Eligible, phase, adult, group 32,905

COVID cases Death, case, test, rate, patient 29,478

Dose Dose, shot, reaction, sore 23,315

Trials Trial, research, response, efficacy 19,235
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In Table 2 we show the top words for each topic excluding the seeded ones
discovered by the model. We observe from the table that words such as county,
clinic, site, resident, state underscore the primary constraints related to schedul-
ing appointment (Topic: Scheduling). Similarly, words such as million, federal,
president, administration, speed, deliver highlight the logistical hurdles associ-
ated with the distribution of vaccines to people around the country (Topic: Dis-
tribution). We observe that vaccine eligibility is an important topic of discussion
as demonstrated by words such as worker, priority, staff, home, state.

We also observe that some words such as health, vaccination, receive and
state occur across multiple topics. However, it is important to note that the
context in which these words are used can differ across as well as within topics.
For example, the word receive in the topic scheduling is primarily contained in
tweets where people are discussing when they will be able to receive the vaccine.
In comparison, the word receive in the topic eligibility mainly refers to the age
group that is currently eligible to receive the vaccine.

Table 2. Top ten words for each topic using SeededLDA

Topic Words

Scheduling County, health, vaccination, site, clinic, receive,
department, resident, information, state

Information Join, health, answer, community, link, support, late,
information, pharmacy, meeting

Dose Second, receive, effect, single, allergic, yesterday,
symptom, injection, severe, fever

Distribution State, administration, million, government, federal,
vaccination, president, official, speed, delivery

Eligibility Worker, receive, health, resident, home, state, vaccinate,
vaccination, priority, staff

COVID cases Receive, report, administer, state, million, positive,
data, number, vaccination, high

COVID variants Effective, mask, work, study, wear, south, social, safe,
strain, immunity

Trials Company, data, approve, clinical, country, emergency,
drug, produce, million, development

Schools Receive, work, family, vaccinate, staff, nurse, student,
parent, friend, able
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4 Sentiment Analysis
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Fig. 3. Sentiment distribution in each topic

For each topic, we perform sentiment analysis using a pre-trained BERT-based
model called RoBERTa, which achieves a 95% accuracy on the Stanford SST test
dataset. Before training the sentiment classification model, we pre-process the
data (e.g., remove hyperlinks, special characters, emoticons, non-English words).
We keep the original words that can be used by the transformer attention step
to get a better insight using certain words such as connectors. We observe from
Fig. 3 that the overall sentiment with respect to most topics is negative. The
key reason behind the negative sentiment is the lack of availability of vaccines
to the general public in the beginning of 2021. For topics such as information
and schools, we observe that the overall sentiment in the tweets is positive.
We hypothesize that most people engage positively with information related to
vaccines on social media.

5 Related Work

Since the beginning of the COVID-19 pandemic, researchers have studied a vari-
ety of different types of data including social network data to understand the
impact of the pandemic on peoples’ lives. Even before the outbreak of COVID-
19, researchers have investigated Twitter data to understand the concerns of the
public during the H1N1 influenza pandemic [11]. In this section, we provide an
overview of the some of the recent and most relevant research in this space.

Shanthakumar et al. adopt linguistic models to investigate the societal impact
of the COVID-19 pandemic [9]. They build upon their research and extend this
linguistic analysis to understand the impact of the pandemic on deep societal
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issues such as mental health, addiction and unemployment [10]. Sarker et al.
examine tweets to analyze COVID-19 symptoms as self-reported by users and
use them to create a symptom lexicon [8]. Similarly, the authors in [14] also
analyze COVID-19 related discussions, concerns, and sentiments using tweets
posted by Twitter users. In another recent work, the authors design a topic
modeling approach and identify 45 different topics related to concerns about
COVID-19 across areas with socioeconomic disparities [12].

Because global vaccination efforts started only a few months ago, there is
limited work related to analyzing public reaction to the COVID-19 vaccination
programs. In [3], the authors measure the intention of people to participate in
COVID-19 vaccination trials. Quyen et al. apply machine learning approaches
on Twitter data to understand and identify anti-vaccination content [13]. In
a similar study, Kwok et al. investigate the sentiment towards the COVID-19
vaccination program in Australia [6]. We build on existing work, but in contrast
to them, in this paper, we adopt a linguistic approach to investigate the issues
faced by the people when the COVID-19 vaccination program got underway in
the United States.

6 Conclusions

In this paper, we investigated the opinions, reactions and concerns of the people
with respect to the COVID-19 vaccine roll out in the United States by analyz-
ing approximately 650K vaccine-related user communications from Twitter. We
studied the unigram and bigram term frequencies and observed that users were
discussing about scheduling appointments, vaccine supply and wearing masks. To
obtain a deeper understanding of the underlying topics of discussion, we designed
a seeded LDA topic model and identified that there are nine main topics of dis-
cussion in our data. Some example topics of discussion are vaccine distribution
and appointment scheduling. Another topic of discussion was about the efficacy
of the vaccines against the different COVID variants. We then conducted senti-
ment analysis of the tweets with respect to the different topics and observed an
overall negative sentiment for most of the topics, except discussions related to
topics of vaccine information and schools. We continue to collect user tweets to
understand how the pandemic continues to affect various aspects of social life
including vaccinations.
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1. Alexandra Schofield, Måns Magnusson, L.T., Mimno, D.: Understanding text pre-
processing for latent Dirichlet allocation. ACL Workshop for Women in NLP
(2017). https://www.cs.cornell.edu/∼xanda/winlp2017.pdf

2. Blei, D.M., Ng, A.Y., Jordan, M.I.: Latent Dirichlet allocation. J. Mach. Learn.
Res. 3, 993–1022 (2003)

3. Detoc, M., Bruel, S., Frappe, P., Tardy, B., Botelho-Nevers, E., Gagneux-Brunon,
A.: Intention to participate in a COVID-19 vaccine clinical trial and to get vacci-
nated against COVID-19 in France during the pandemic. Vaccine 38, 7002–7006
(2020)

https://www.cs.cornell.edu/~xanda/winlp2017.pdf


Understanding the Issues Surrounding COVID-19 Vaccine 205

4. Jagadesh Jagarlamudi, H.D., Udupa, R.: Incorporating lexical priors into topic
models, pp. 204–213 (2012). https://www.aclweb.org/anthology/E12-1021

5. Kwak, H., Lee, C., Park, H., Moon, S.: What is Twitter, a social network or a news
media? In: Proceedings of the 19th International Conference on World Wide Web,
pp. 591–600 (2010)

6. Kwok, S.W.H., Vadde, S.K., Wang, G.: Tweet topics and sentiments relating to
COVID-19 vaccination among Australian twitter users: machine learning analysis.
J. Med. Internet Res. 23(5), e26953 (2021)

7. Morstatter, F., Liu, H.: Discovering, assessing, and mitigating data bias in social
media. J. Online Soc. Netw. Media 1, 1–13 (2017)

8. Sarker, A., Lakamana, S., Hogg-Bremer, W., Xie, A., Al-Garadi, M.A., Yang, Y.C.:
Self-reported COVID-19 symptoms on Twitter: an analysis and a research resource.
J. Am. Med. Inf. Associ. 27(8), 1310–1315 (2020). https://doi.org/10.1093/jamia/
ocaa116

9. Shanthakumar, S.G., Seetharam, A., Ramesh, A.: Analyzing societal impact of
COVID-19: a study during the early days of the pandemic. In: 2020 IEEE Interna-
tional Conference on Parallel & Distributed Processing with Applications, Big Data
& Cloud Computing, Sustainable Computing & Communications, Social Comput-
ing & Networking (ISPA/BDCloud/SocialCom/SustainCom), pp. 852–859. IEEE
(2020)

10. Shanthakumar, S.G., Seetharam, A., Ramesh, A.: Understanding the societal dis-
ruption due to COVID-19 via user tweets. In: IEEE Smartcomp 2021. IEEE (2021)

11. Signorini, A., Segre, A.M., Polgreen, P.M.: The use of twitter to track levels of dis-
ease activity and public concern in the U.S. during the influenza a H1N1 pandemic.
PLoS One 6, e19467 (2011)

12. Su, Y., Venkat, A., Yadav, Y., Puglisi, L.B., Fodeh, S.J.: Twitter-based analysis
reveals differential COVID-19 concerns across areas with socioeconomic disparities.
Comput. Biol. Med. 132, 104336 (2021)

13. To, Q.G., et al.: Applying machine learning to identify anti-vaccination tweets
during the COVID-19 pandemic. Int. J. Environ. Res. Public Health 18, 4069
(2021)

14. Xue, J., et al.: Twitter discussions and emotions about the COVID-19 pandemic:
machine learning approach. J. Med. Internet Res. 22(11), e20550 (2020)

https://www.aclweb.org/anthology/E12-1021
https://doi.org/10.1093/jamia/ocaa116
https://doi.org/10.1093/jamia/ocaa116


Complex Networks Analytics



Minimize Travel Time with Traffic Flow
Density Equilibrium on Road Network

Qinghua Tang1,2 , Demin Li1,2(B) , Shuang Zhou1,2 , and Yue Fu1,2

1 College of Information Science and Technology, Donghua University,
Shanghai 201620, China
deminli@dhu.edu.cn

2 Engineering Research Center of Digitized Textile and Apparel Technology,

Ministry of Education, Shanghai 201620, China

Abstract. With the complexity of the urban road network and the
increase of the automatic electric vehicles (AEVs) on the road, the time
spend on traffic is gradually increasing. Therefore, how to find the travel
path with the minimize time in the complex road network to make bal-
anced use of road resources remains a challenge. In is paper, we first pro-
pose a minimum travel time optimization model for AEV, which takes
into account the constraints of traffic flow density. One of the reasons
that affect the travel time cost is the choice of travel path, the other is
the traffic flow density of the road section. When a large number of vehi-
cles rush into the same road at the same time, which will increase the
traffic flow density on the road, and then increase the travel cost of AEV.
Therefore, second, we further consider the equilibrium of the traffic flow
density of the road section, and obtain the AEV minimum travel time
optimization model based on the equilibrium of the traffic flow density
on road network, which can reduces the occurrence of traffic congestion
and the travel cost of AEV. Finally, we propose optimal path planning
(OPP) algorithm to solve the optimization problem and some real scenes
of Songjiang District in Shanghai are used to verify the feasibility of the
proposed model.

Keywords: Automatic electric vehicle · Traffic flow density ·
Minimum travel time · Equilibrium

1 Introduction

In recent years, with the improvement of the domestic economic level, the average
vehicle ownership of each family has gradually increased [1], leading to a gradual
increase in traffic volume and a sharp rise in traffic pressure [2]. This situation
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directly aggravates the environmental pollution and traffic pressure. Therefore,
in order to alleviate the development of this trend, AEV has become the focus
of research. AEV is a kind of intelligent vehicle, which belongs to higher level
electric vehicle [3]. Private cars and AEVs also spend more and more time on the
road, which will not only cause traffic congestion, but also increase the cost of
travel. Therefore, optimal route planning should be developed to alleviate traffic
congestion and reduce travel time [4].

For path planning in vehicle travel, Wang, et al. in [5] introduce effective
travel time, which uses the k-shortest path algorithm to generate the path of the
iterative set, and then determines the optimal path. For the common shortest
path algorithm, A* algorithm [6], the key to determine the shortest path is the
evaluation function, which determines the path according to the cost of each
road section. However, there is a lack of research on the balanced utilization of
each road section. In fact, traffic flow imbalance may lead to traffic congestion
[7]. In [8], an improved ant colony algorithm for finding the best solution in local
search is proposed. Ants use pheromone tracking mechanism and directional
guidance mechanism to find the shortest path. However, the intelligent algorithm
will fall into local optimization with great probability, resulting in inaccurate
results and additional cost. Therefore, we select the travel path by calculating
the minimum travel time with consider the impact of traffic flow, and can flexibly
adjust the traffic flow density threshold of road sections under different driving
environments to realize the shortest time path planning with less probability of
congestion. For the travel time minimization model considering the influence of
traffic flow density equilibrium and the uncertainty of ordinary vehicle driving
on AEV travel is rarely discussed. The contributions of this paper are as follows,

– First, an AEV minimum travel time optimization model considering the con-
straints of traffic flow density is proposed, which involves the influence of
real-time overstocked vehicle on road section.

– Second, considering the equilibrium of traffic flow density, the optimization
model is simplified by Jain’s fairness index equation, which can make balanced
use of road resources and reduces the occurrence of traffic congestion.

– Finally, for the optimization model in this paper, we propose an optimal path
planning (OPP) algorithm based on network traffic conservation, and the
simulation results show that the path with lower travel time can be obtained
through the path optimization model proposed in this paper.

2 Road Network

In order to better analyze the problems raised in this paper. We have given some
definitions of the road network in this section. Among them, the relevant defini-
tions of road network, origin-destination pair and accessible path are all referred
to in [9]. We define the road network W (P,M), where P is the intersection node
set and M is the road section set, |P | = p, |M | = m. ∀i, j ∈ P , (i, j) �= (j, i),
if (i, j) ∈ M , which can be expressed as (1,−1). And number the road sections
in a certain order, expressed as M = {1, 2, · · · ,m}. In order to facilitate the
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following discussion, we express the road network W as a matrix in which rows
are the number of nodes and columns are the number of sections. The origin-
destination (O-D) of the h-th AEV is represented by vector bh, the origin node
and destination node are 1 and −1 respectively, and other nodes are 0. In [9], a
network flow conservation equation is proposed, which ensure the vehicle is able
to reach the respective destination. So, we can obtain some available routes from
origin to destination by the equation of Wxh = bh, xh is a vector to denote the
path of the h-th AEV.

Our work is based on real-time traffic information. For better analysis, we
make the following basic assumptions:

– Each AEV can obtain the real-time road section loads.
– Each AEV can receive traffic accident information to dynamically adjust the

path.
– Each AEV can receive the travel path selected by other AEVs and the esti-

mated travel time.
– AEV mission destinations are deployed with charging stations.

3 Problem Formulation and Algorithm Design

In this paper, we consider a group of AEVs which start their journey from the
central station when they are fully charged. Each AEV has its own mission desti-
nation, in order to ensure that each AEV can arrive at the destination smoothly
and complete the corresponding loading service. We consider minimizing the
travel time of AEV on the road network with the traffic flow density equilib-
rium.

3.1 Formula Description

In general, there are multiple reachable paths from the original node to the
destination node in the road network, but for a group of AEVs, different path
assignments lead to different travel times. Therefore, considering the influence
of other AEV route selection, the total number of vehicles on section g can be
expressed as follows,

qg =
N∑

h=1

xg,h + rg g ∈ M (1)

Here, N represents the number of AEVs in this group, xg,h represents the selec-
tion status of the h-th AEV for road section g. if the h-th AEV is assigned to
road section g, xg,h = 1, otherwise xg,h = 0.

∑N
h=1 xg,h represents the total

number of AEVs assigned to road section g, and rg represents the number of
vehicles overstocked on road section g. Based on the definition formula of vehicle
average speed proposed in [10], We consider the speed under the real-time road
loads is expressed as follows,

Ṽg =
Vg

[1 + α( qg
qmax
g

)β ]
g ∈ M (2)
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Where, qmax
g is the maximum capacity of the road section g. Vg represent the

free-flow speed. qg
qmax
g

represents the traffic flow density on road segment g. α

and β are adjustive parameters.
In order to avoid the congestion caused by the unbalanced utilization of road

resources in the road network, we consider the traffic flow density in the routing
process of AEV, and the range of traffic flow density on the road section can be
adjusted according to its own environment and the time period. Therefore, the
traffic flow density constraint on the road section can be expressed as follows,

0 ≤ qg

qmax
g

≤ Qg g ∈ M (3)

Here, Qg is the adjustment parameter, which can be adjusted according to the
different environment on the road section. Therefore, the AEV minimum travel
time routing problem for a group of trips with tasks can be expressed as follows,

min
xg,h

m∑

g=1

Lg

Ṽg

xg,h (4)

s.t. Wxh = bh (5)

Ṽg =
Vg

[1 + α( qg
qmax
g

)β ]
(2)

0 ≤ qg

qmax
g

≤ Qg (3)

xg,h = 0or1 (6)

where, m is the number of road section on road network, and Lg is the length
of the road section g. We denote ag = qg

qmax
g

. And based on the Jain’s fairness
index equation proposed in [11], we define equality constraints (7) to achieve
road network equilibrium as follow,

(
∑m

g=1 ag)2

m
∑m

g=1(ag)2
= 1 (7)

Proposition 1. For ∀m ≥ 2,m ∈ N∗,if
(
∑m

g=1 ag)
2

m
∑m

g=1(ag)2
= 1, then a1 = a2 = · · · =

am.

Proof. Here, N∗ is the set of non-zero positive integers. We prove this proposition
by mathematical induction.

First, when m = 2, if
(
∑2

g=1 ag)
2

2
∑2

g=1(ag)2
= 1, which may be transformed to obtain

(a1 − a2)2 = 0 (8)
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Because, a1 ≥ 0, a2 ≥ 0,so a1 = a2. The proposition holds.
Second, suppose that when m = k, and k ≥ 2, k ∈ N∗, the proposition is

established, that is, if
(
∑k

g=1 ag)
2

k
∑k

g=1(ag)2
= 1, then a1 = a2 = · · · = ak. Then when

m = k + 1, and k + 1 ≥ 2, k + 1 ∈ N∗, if
(
∑k+1

g=1 ag)
2

(k+1)
∑k+1

g=1(ag)2
= 1, which may be

transformed to obtain

(
∑k

g=1 ag)2

k
∑k

g=1(ag)2
+

ak+1(ak+1 + 2
∑k

g=1 ag)

k
∑k

g=1(ag)2
= 1 +

a2
k+1(k + 1)

k
∑k

g=1(ag)2
+

1
k

(9)

Since the proposition holds when m = k, we express a1 = a2 = · · · = ak = γ,
so Eq. (9) can be simplified as

k(ak+1 − γ)2 = 0 (10)

Because, ak+1 ≥ 0, so ak+1 = γ. Therefore, when m = k + 1, the proposition
also holds.

In conclusion, the proposition holds for ∀m ≥ 2,m ∈ N∗.

According to Proposition 1, when considering road network equilibrium, the
traffic flow density of each section should tend to be equal. For example, the
most ideal state is a1 = a2 = · · · = am = γ ≤ λ, where, λ is the equalization
threshold that can be adjusted. Because complete equalization is difficult, AEV
preferentially selects the road section within the equalization threshold during
path planning. However, when there are many vehicles in the road network and
close to the maximum load capacity, the above road network equilibrium may
be realized within a certain error range.

3.2 Algorithm Design

In this paper, the optimization model is a typical 0–1 integer programming
problem, we propose the optimization algorithm for this problem.

As shown in Algorithm 1, and we outline the method of solving the optimal
path, which explains how to choose a path that minimizes travel time within the
constraints of traffic flow density on road network. And the equilibrium threshold
λ will affect the existence and uniqueness of the path solution. If λ is too large,
there may be multiple optimal solutions, and if λ is too small, there may be no
solutions. Therefore, the adjustment of the λ value is the key to the solution
process.

Theorem 1. The complexity of the proposed OPP algorithm with traffic flow
equilibrium is O(pm + n + c).

Proof. According to the road network W , the complexity of the feasible path
from the origin node to the destination node is O(pm), where p and m are the
number of nodes and sections in the road network respectively. The complexity
of the optimal path under the traffic flow density constraint is O(n + c), where
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Algorithm 1 :The optimal path planning (OPP) algorithm
1: BEGIN
2: /*Initialization*/
3: Input the matrix of road network W
4: Input origin-destination pairs bh
5: Input traffic flow density equilibrium parameter λ
6: Load the current-time traffic information
7: while O �= D do
8: Calculate Eq. (5)
9: Obtain all available paths.

10: for each available path do
11: if 0 ≤ ag ≤ λ then

12: Calculates the
∑m

g=1

Lg

Ṽg
xg,h

13: if the sum is minimum then
14: Output the optimal path xh

15: end if
16: end if
17: end for
18: end while
19: END

n is the number of inequality constraints in the model and c is the number of
iterations. Therefore, the complexity of the proposed OPP algorithm is O(pm+
n + c).

4 Simulation Result

We use simulation to evaluate the feasibility of the optimization model and OPP
algorithm proposed in this paper, and this section describes and analyzes the
simulation environment and results.

4.1 Simulation Setup

In order to verify the correctness and feasibility of the road network optimization
model proposed in this paper, we carried out python simulation experiment
on it. We considered a realistic urban scene in Songjiang District, Shanghai,
China, as shown in Fig. 1, and used Java OpenStreetMap (JOSM) [12] to extract
traffic road information and number nodes, as shown in Fig. 2. The road network
consists of 13 nodes and 36 road sections, with two-way traffic between them,
which is represented as a matrix W with 13 rows and 36 columns. The parameters
in the model are set as follows: α = 0.5, β = 6, the AEV’s total number is 400,
and free running speed is set to 25km/h, and use Baidu map to obtain the length
of each section.
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Fig. 1. Simulation scenario: Songjiang
town

Fig. 2. Simplified road network

4.2 Simulation Analysis

Take the original node 1 and the destination node 10 as an example, we compare
the path planning results of OPP algorithm and A* algorithm, we know that
there are multiple possible paths from node 1 to node 10. When the threshold of
traffic flow density is set to 0.8, the path planning results of OPP algorithm and
A* algorithm are 1→4→5→8→9→10 and 1→2→6→7→10 respectively. Then, by
simulating different original-destination pairs of travelling AEVs, we compare the
travel time of the path obtained by the OPP algorithm proposed in this paper
with the travel time of the path obtained by the A* algorithm, as follow Fig. 3,

Fig. 3. Travel time of AEV with different original-destination pairs

As shown above, the travel time of the path obtained by the OPP algorithm
proposed in this paper is always less than or equal to the travel time of the
path obtained by the A* algorithm. This is because, without considering the
balance of the road network, AEV often only consider their own travel needs
when choosing travel routes, which will lead to road congestion, and increases
the travel time.



216 Q. Tang et al.

5 Conclusion

In this paper, we propose an optimization model for the minimize travel time of
AEV based on the road network. In this model, in order to use road resources in
a balanced way, avoid a large number of AEVs flooding into the same road at the
same time causing traffic congestion, we consider traffic flow density constraints
in the AEV routing process, and use the road section as evenly as possible. We
also consider the real-time overstocked vehicles on road section, and considering
the road network equilibrium, we further simplify the traffic flow density con-
straint. For the solution of the model, we propose OPP algorithm, and through
the real map environment simulation. The experimental simulation results are
consistent with the theoretical analysis and prove the correctness and feasibility
of the proposed model.

In future work, we will discuss the communication architecture of real-time
traffic information acquisition in detail, and discuss the charging problem of AEV
when the power is insufficient during driving, as well as the power consumption
cost of AEV during driving.
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Abstract. We propose a network based framework to model spread of
disease. We study the evolution and control of spread of virus using the
standard SIR-like rules while incorporating the various available models
for social interaction. The dynamics of the framework has been compared
with the real-world data of COVID-19 spread in India. This framework
is further used to compare vaccination strategies.

Keywords: Network based framework · Vaccination strategies ·
Disease spread modelling

1 Introduction

Pandemics are rapidly spreading diseases which are results of disorders caused
by various germs. COVID-19, the ongoing pandemic is due to a novel coronavirus
named Severe Acute Respiratory Syndrome Coronavirus 2 (SARS-CoV-2). Mod-
eling of infection spread, prediction of disease spread by inferring data at early
stages of endemic, quantifying and forecasting the spread of infectious disease,
are some of the basic direction of study when a disease outbreak occurs. These
studies help to understand and identify various mechanisms to slow down the
spread and flatten the curve of spread until antivirals/vaccines are developed.
For some diseases, it takes quite a large amount of time to establish a certi-
fied antiviral medication or develop a vaccination. In the meantime, if the basic
reproduction number of disease is not small enough (≤1), it doesn’t die on its
own. The basic reproduction number of COVID-19 has been estimated in early
studies [11,14] to be around 1.8–2.7. Therefore, even if one infected case remains
on the planet, there will be a chance of next wave of outbreak until a major
fraction of the global population is immunized. Once some certified vaccine has
been developed, the next challenge is to deliver it to the people to slow down
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the spread and further make the disease disappear. While there are several con-
straints involved in producing a vaccine on a large scale for the world population,
countries with a higher population, like India, faces the same challenge severely.
In the beginning, due to scarcity and limited availability of vaccines, an optimal
strategy to vaccinate people plays a crucial role.

In this paper, we first propose a network based modular framework for mod-
eling spread of COVID-19. Then we use real-world data in the context of India
to fine tune various input parameters in the model to simulate similar spread
dynamics as in the real-world. Afterwards, we apply this framework to compare
performance of various existing immunization strategies. The paper is organized
in 6 sections after the introduction. Section 2 discusses a few related works. Next,
in Sect. 3, we discuss the design of framework. Section 4 mentions considered vac-
cination strategies. Simulation results are compiled in Sect. 5. We conclude and
discuss future direction in Sect. 6.

2 Related Work

In a similar study, Yang et al. [16] used a network developed from empirical
social contact data and applied fixed choice designs to identify contacts. They
considered conventional SIR model where infection seeding started from 1% of
the population. Kherani et al. [7] recently proposed a queuing model to study the
spread of an infection. Vaccination is a mechanism to provide immunity to a per-
son. It reduces the spreading rate by reducing the susceptible population which
may also increase the likelihood that the disease dies out. Random immunization
strategy may demand to vaccinate a large portion of the overall population, at
times almost the whole population, to control a disease outbreak [1]. Therefore,
due to scarcity in the availability of vaccine soon after the invention of the vac-
cine, it is not feasible to follow random immunization. Few target immunization
strategies exist that suggest vaccinating highly connected people in the popula-
tion but due to the unavailability of related data, these approaches might not be
practical [4]. Several evolutionary algorithms have been designed to find optimal
vaccination strategies [3,5,10,12] some of which rely on genetic paradigm.

3 Network Based Framework

In this section, we propose a network based modular framework to model spread
of disease in context of pandemic and use it further to compare various vacci-
nations strategies. Several challenges are involved while designing such a frame-
work. Few are mentioned next. There is a huge uncertainty in the number of
parameters involved. The germs may mutate over a period of time and it may
affect spreading rate, severity etc. The disease might end in a single wave of
spread or there might be multiple waves of the infection. For spreading diseases
due to novel viruses, there is an uncertainty in the availability of vaccination.
In the early days, there is non-availability of sufficient clinical proofs regarding
reinfection and quantification of the volume of reinfection. The duration after
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taking the vaccination shot when vaccine becomes effective and the duration for
which the immunity due to vaccine or recovery holds is not well established.
One of the major challenge is the unavailability of accurate contact network in
real world. In this paper, we generate synthetic contact network based on the
following three standard network generation models:

– Small World Network Model by Watts-Strogatz (WS)
– Scale Free Network Model by Barabasi-Alberts (BA)
– Random Network Model by Erdos-Renyi (ER)

In the proposed framework, social interaction among individuals in a popula-
tion is assumed to be similar to a real-world social network. Each individual is
considered as a node of a network and the link of the network represent the
interactions among people. Nodes are classified as Susceptible(S), Exposed(E),
Infected(I), Recovered(R), and, Vaccinated(V) based on SEIRV model in order
to mimic the various state of a person during disease propagation as shown in
Fig. 1. Every node is initially classified as susceptible. The disease starts at seed
nodes by changing the status to exposed. In this paper, exposed nodes denote
those people who have caught the infection post exposure but yet have not been
detected as infected in the system based on testing. A person would be only in
any one of these states at a time. In order to control the spread of the epidemic,
different strategies like lockdown, containment, and immunization enforced by
government authorities are also incorporated into our system. All these process
are incorporated as modules.

Fig. 1. SEIRV MODEL

Model: Any framework requires to capture following functionalities to show
the dynamics of disease propagation similar to the real-world. It should cap-
ture the availability and scarcity of testing kits in the initial days of spread.
It should have the provision to start vaccination only after a counter day in
simulation that captures the start of vaccination drive and in parallel the daily
availability of vaccination should be taken into account. Mutation of virus is a
common phenomenon and due to it after the initial days of spread, spreading
virus exist in the form several strains/variants. The mutation may cause change
in the transmission rate which needs to be captured. An exposed person doesn’t
recover immediately, the duration of recovery varies from person to person. A
right mechanism to capture the duration of natural recovery when the exposed
person remains undetected or the duration of medicated recovery after testing
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positive is required. Lockdown and unlock are a globally known modus operandi
in the early days of pandemic when there is scarcity of testing kits and yet there
is no sign/scarcity of vaccine. During COVID-19 it has been used widely by
various countries and states to contain as well as control the spread. It is very
important to capture the restrictions imposed during lockdown and versions of
unlocking periods. The possibility of developing symptoms or remain asymp-
tomatic during infection and the capacity/duration for being active to transmit
infection is another essential feature which is required in any such framework.
In the proposed framework, all of the above discussed requirements are encap-
sulated as modules. Being modular in nature, the framework has the flexibility
to easily modify a module representing a functionality based on the real-world
requirement while disturbing other functionalities. There is not sufficient clinical
studies exist that shed light on the reinfection post vaccination or post immu-
nity after recovery in the case of COVID-19. Although, this framework easily
allows to add the possibility of limited time immunity due to vaccination/ natu-
ral recovery, we have left it for future work. Algorithm 1 portrays the skeleton of
the proposed framework where the modules are present in an abstraction form.

Algorithm 1: Modular Network-based Framework for COVID-19 Spread
1: INPUT: Parameters, Network Type Choice and Vaccination Strategy Choice
2: Generate Synthetic Interaction Network.
3: Contact Profile() � Initialise contact probability on the links
4: Seeding Profile() � Choose seed nodes to start disease propagation.
5: Set Counter = 0 � Day of seeding counts as the zeroth day.
6: while Number of Infected/Exposed nodes at the end of Counter day �= 0 do
7: Mutation Profile() � Change in transmission rate due to mutation.
8: Lockdown Profile() � Change in interaction probability due to lockdown.
9: for Each Infected/Exposed node do
10: if Node is Exposed then
11: Natural Recovery Profile() � Does node recovers today naturally?
12: if Naturally Recovered Today then
13: Change State of this node from Counter + 1 day : E → R
14: else � Node did not recover yet and is still exposed.
15: Symptomatic Profile() � Does node develop Symptoms?
16: Testing profile() � Does testing option available?
17: if Tested Positive then
18: Change State pf this node from Counter + 1 day: E → I
19: else
20: for Each Susceptible Neighbor do
21: Transmission Profile() � Does transmission happen?
22: if Disease transmits to that Neighbor then
23: Change state of neighbor from Counter + 1 day: S → E
24: end if
25: end for
26: end if
27: end if
28: else � Node is Marked Infected
29: Medicated Recovery Profile() � Does node recovers today?
30: if Recovered Today then
31: Change State of this node from Counter + 1 day: I → R
32: end if
33: end if
34: end for
35: Vaccination Profile() � Vaccinate Susceptible nodes as per availability.
36: Counter=Counter+1
37: end while
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Input Parameters. Following parameters are required before starting the algo-
rithm: number of nodes denoting the population (N), choise of synthetic network
and parameters to generate it, ratio of population to be made as seed nodes (r),
initial testing capacity and weekly incremental value, threshold day for recovery
(after which an E or I node definitely recovers), scaling factor in case of med-
icated recovery, days when lock down and versions of unlock is placed, scaling
factor for transmission probability when virus mutates, days when mutations
occur, scaling down factor for meeting probability during lockdown and vari-
ous versions of unlock, containment threshold, that checks whether the no.of
infection are sufficient to declare containment zone, choice of vaccination strat-
egy, parameters for vaccination (starting day of vaccination, initially available
quantity and daily increment factor), and fraction of overall population to be
classified into various age category.

Modules. The modules present in abstraction in Algorithm 1 representing var-
ious functionalities are described below:

– Contact Profile(): This module is to set daily contact probability as weights
on the links. In the real-world, people make contact with other people during
their daily activities which happens in different forms, for different duration,
and in different environment set-ups. These interactions would be different
for each individual based on the role they play in a society like a law-enforcer,
or a health professional might have a lot of interaction than a common man.
Also this social connection varies with the nature of the population like urban,
semi-urban and rural. As the number of contact increases, a person is more
likely to spread the influenza and might be called a super spreader[2]. In
this paper, we have assigned uniformly random interaction probability values
on the links. The values are generated based on Gaussian random number
distribution.

– Seeding Profile(): This module chooses the seed nodes to start disease
propagation. The fraction of the nodes to be initially made exposed to the
disease for further transmission needs to be given as input to the framework.
The approximate number of initial reported cases in the beginning of spread
could be given as inputs in order to simulate for an actual condition prevailing
in a region under study. In this paper, we have considered uniformly random
selection for choosing seed nodes among the population to start the disease
propagation.

– Mutation Profile(): The virus for spreading infectious disease mutates over
time and its spreading rate as well as severity due to infection changes over
time post mutation. This framework is mainly designed to understand the per-
formance of vaccinations strategies in controlling propagation of a pandemic.
Therefore, we consider a simplified version of mutation where the transmis-
sion probability is scaled up/down by a tuning factor. In this assumed model,
effect of mutation is activated when the day counter in simulation reaches to
the preset days given as input in the framework for mutation.
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– Lockdown Profile(): Infectious disease often traverse from human to
human if people interact within a distance limit for some duration. There
might be undetected yet exposed people, therefore, staying away from close
interaction is the best available solution to reduce the virus attack [6]. Dur-
ing COVID-19 spread, different lockdown restrictions have been imposed to
reduce the interaction among people. In this paper, we have modelled a sim-
plified version of real-world lockdown imposition. This version scales down
contact probability of every link by a multiplicative tuning factor 0 ≤ LF ≤ 1.
LF ∈ [0, 1] denotes the scale of lockdown restriction. LF = 0 means that all
interactions are severed while LF = 1 means that no lock down restrictions,
i.e., contacts are made with the initial assigned probability values. Lockdown
restrictions and unlock relaxations are activated when the day counter in
simulation reaches to the preset days given as input in the framework for
applying restrictions and relaxations.

– Natural Recovery Profile(): This module is to check if an exposed node
naturally recovers on a counter day based on the number of days since when
it has been exposed. We computes the conditional probability that a node
recovers on Xth day since exposure, given that it had not recovered on pre-
vious days. Based on this computed probability value, this module decides
if the exposed node under consideration recovers on this counter day or not.
Naturally recovering probability is assigned based on a exponential function.

– Medicated Recovery Profile(): This module is to check if an infected
node on medication recovers on a counter day based on the number of days
since when it has been exposed and since when it has been detected as
infected. The decision is made based on a conditional probability that a node
recovers on Xth day since exposure and Y th day since infected, given that
it had not recovered on previous days. Based on this computed probability
value, this module decides if the infected node under consideration recovers on
this counter day or not. The medicated recovery probability is computed sim-
ilarly to the probability value for natural recovery while taking into account
the speed-up effect in recovery due to medication after detection. We have
assumed to consider a linear scaling of natural recovering probability value
based on the day since when this exposed node got detected and started using
medication.

– Symptomatic Profile(): This module aims to bring in the functionality
of symptomatic and asymptomatic case. It considers the factor that every
exposed node does not develop symptoms due to varying immunity across
the population. In this paper, we implement this functionality with the help
of symptomatic probability and consider that only the nodes that develop
symptoms get tested if testing kits are available. We assume that probability
of developing symptoms after x counter days since exposure is generated
similarly as the transmission probability, i.e., the symptomatic probability
value is also assigned based on a normal distribution.

– Testing Profile(): This module incorporates the capacity of testing. In the
early days of COVID-19, due to scarcity of testing kits/ long procedure and
limited testing centers, not anyone could be tested for the disease. One of
the essential condition was to have the established symptoms. Once sufficient
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many centers were established and capacity of testing was increased suffi-
ciently, then this requirement was relaxed. We try to model the capacity of
testing in the form of the chance of getting tested given the symptoms are
present. Only symptomatic exposed cases are tested based on the availability
of testing. The capacity of testing on the current day counter is computed
based on the initial capacity of testing and daily increment factor given as
input. In this paper, we assume that the capacity of testing is increased lin-
early and after a threshold counter day, the capacity reaches sufficient that
any one can be tested.

– Transmission Profile(): This module checks if an exposed node transmits
disease successfully to a susceptible neighbor. The success of transmission
depends on the contact probability value on the link between these two nodes
and the transmission probability of the exposed node representing the capabil-
ity of spreading the disease. The transmission probability of an exposed node
is computed based on the current day counter and the day counter when that
node was moved to exposed category. In this paper, we have assumed that
the transmission probability is assigned based on a normal distribution.

– Vaccination Profile(): This module applies considered vaccination strate-
gies which are discussed in next section. Before starting the vaccination it
checks whether the current day counter is higher than the day counter when
the vaccination drive starts. It also computes the number of vaccine vials
available on the current day counter. This quantity is computed based on
the initial vaccination quantity and daily increment factor given as input. In
this paper, we assume that the production of vaccine as well as the availabil-
ity of vaccine vials is increased linearly after the start of vaccination. This
module vaccinates Susceptible/Exposed nodes as per the chosen vaccination
strategy and availability of vaccine. Change state of these chosen nodes from
Counter + t day: S → V if these nodes remain susceptible for the next t
days, where t is the number of days after which vaccine becomes effective.

Let N t
SV , N t

EV , N t
SE , N t

ER, N t
IR be the number of susceptible nodes vaccinated,

exposed nodes vaccinated, susceptible nodes exposed to disease, exposed nodes
showed symptom and tested positive, exposed nodes naturally recovered, and
infected nodes recovered with medicines respectively at the end of counter day t.
Similarly, let N t

S , N t
E , N t

I , N
t
R, and N t

V be the number of, susceptible, exposed
nodes, infected, recovered, and vaccinated nodes in the beginning of counter day
t. As per the proposed model and algorithm, these values are related as follows:
N1

S = N − SEED, N1
E = SEED, N1

I = N1
R = N1

V = 0 where N denotes the
population size and SEED denote the number of seed infections

N t+1
S = N t

S − N t
SV − N t

SE

N t+1
E = N t

E + N t
SE − N t

EI − N t
ER − N t

EV

N t+1
I = N t

I + N t
EI − N t

IR

N t+1
R = N t

R + N t
ER + N t

IR

N t+1
V = N t

V + N t
SV + N t

EV
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4 Considered Vaccination Strategies

Vaccines actually simulate the bodies natural immune system to create anti-
bodies that could effectively fight against pathogens. The distribution of vaccine
doses during a pandemic needs to be optimized when the demand is high and
supply is less especially in a highly populated country like India. The proposed
system would vaccinate the susceptible and exposed people based on the avail-
ability of doses and type of vaccination strategy. In the current framework, vacci-
nation begins with an initial quantity that is calculated from the average of first
week vaccines distributed in India, collected from https://www.covid19india.
org/. The increment in the number of available dose is assumed to follow a
linear curve. In this paper, we compare following vaccination strategies.

Random Vaccination: Individuals are randomly selected from the subject
population, based on the quantity of vaccine doses available. In this approach,
no information about the network structure is required, hence nodes are selected
without any knowledge about its position [16]. Thus, no preference is given to
any of the nodes.

Age-Based Vaccination: Government of India initially vaccinated all COVID-
19 Front-line Warriors followed by elder population above 60 and people with
comorbidities [8]. In subsequent phases, the target population were people above
45 and 18 years of age. Although to reduce the mortality rate the elderly should
be given initial preference, it would be better to vaccinate the youth responsible
for spreading the virus [9]. In the system, nodes are randomly classified into
four age groups, namely, 65 and above (6.72%), 55–64 (7.91%), 18–54 (59.07%)
and below 18 age groups. In order to mimic the actual age based vaccination
followed in India the elder group is vaccinated first, followed by the 55–64 and
18–54 groups.

Ring vaccination: As per medical definition, Ring vaccination is a type of
vaccination that vaccinates all susceptible individuals in the demarcated area of
an epidemic outbreak. If an individual gets infected, the probability of infection
getting transmitted to all the neighbouring nodes is high. Hence, all these neigh-
bours need to be vaccinated immediately. A ring of protected people would act
like a buffer to cover the infected person and stops further spreading of the virus
[15]. This is a traditional vaccination strategy that had been used to control
small pox.

Acquaintance Vaccination: This vaccination is applied in networks with large
heterogeneity. First, a node is randomly selected like in the case of random
vaccination and then, from its connected neighbours a new random node is
selected for vaccination. This is based on the assumption that the acquaintance
node might be more exposed to infections [15]. In actual scenario, this vaccination
is implemented by asking a random person to nominate one of his friend for
vaccination. Hence, it is also called as Nominated vaccination [16].

High Degree Vaccination: The number of contact a person have depends
on the nature of his occupation and social behaviour. If the interaction is more,

https://www.covid19india.org/
https://www.covid19india.org/
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Fig. 2. Comparison of daily New Infection in ER, BA, SW synthetic networks with
Random Vaccination starting from day:300 and the real-world data of Indian COVID19
daily new confirmed cases.

there is more chance to get exposed from an infected person and spread to others.
In this vaccination strategy, all the nodes having degree above a threshold value,
say average degree, are tracked and immunized to break the viral chain [16].

Top Degree Centrality Vaccination: The rate of transmission of pandemic
could be reduced by identify and vaccinating those people with the highest num-
ber of contacts. These super-spreader would, otherwise spread the virus to a large
group of people. Conventionally it selects some fraction of highest degree nodes
for vaccination. [16]. In this paper, we implement it by choosing the highest
degree nodes, vaccinate them if vaccines are available and, follow the same for
next lower highest degree. Similar strategies based on other type of centrality
measures [13] can be implemented in future.

5 Results and Discussion

In this section, we compile and discuss the acquired simulation results. The
simulation results achieved using the proposed framework scales linearly.

5.1 Comparison with the Real-World Data

In this section, first we plot simulation results for the three considered synthetic
network generators and compare to identify the one that shows most similar
disease dissemination as in the real-world. Figure 2 contains plots for ER, BA
and WS network generator models. The networks were generated with same
number of nodes and similar average degree, i.e., similar number of links. It is
evident from the plots that results on synthetic small world networks generated
based on WS model deliver most similar disease diffusion as observed in the real-
world data in context of India given in Fig. 3a. In this simulation, the average
degree has been considered 16 across all models. For higher average degree, even
network generated based on WS model also exhibits a single wave due to faster
disease dissemination in denser network.
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Fig. 3. Comparison of real-world new daily infection and recovery count of India, Maha-
rastra and Chhattisgarh data with simulated data

Next, we show the plots for daily new infection and daily new recovery for
India as well as two states (Maharashtra and Chhattisgarh) of India where the
proposed framework using WS small world network has exhibited similar dynam-
ics for disease spread as happened in the real-world. The plots are compiled in
Fig. 3. Apart from capturing the two waves of the real-world data, it is also
observed that the daily new recovery curve (detected cases) follows the daily
infected curve by few counter days similar to how it occurs in the real-world
data. The real-world data has been curated from https://www.covid19india.org/.
The detail list of input parameters for these simulations have been given in the
full-version paper available on www.iitbhilai.ac.in/index.php?pid=csonet2021.

Fig. 4. Plot of SEIRV model in WS small world network with random vaccination
starting from day:300

5.2 Disease Spread

In this section we show plots depicting the changes in the number of nodes
belonging to various class in SEIRV model in a simulation on WS model based

https://www.covid19india.org/
www.iitbhilai.ac.in/index.php?pid=csonet2021


228 R. R. Singh et al.

synthetic small world network. The plots are given in Fig. 4. It is observed that
the plots for active exposed cases and active infected case look similar. The plot
for infected nodes seems to lag by few days than the plot for exposed nodes. It
is also observed that the peaks for active exposed nodes arrives few days earlier
than the corresponding peaks for active infected nodes.

5.3 Comparison of Vaccination Strategies and Effect of Starting
Date of Vaccination

In this section, we compare performance of vaccination strategies using the pro-
posed framework. We also analyse the effect of the starting date of vaccination
on the performance of vaccination strategies and the containment power against
spread of disease. The plots are compiled in Fig. 5 and the expected number of
total infected nodes for various strategies applied from different starting days
has been compiled in Table 1.

Fig. 5. Plot of Daily Active Infection when different vaccination strategies are applied
from day X = 50, 100, 150, 200, 250, and 300 in WS Small world Network

The expected results are generated by averaging the results over 5 runs of
each simulation. It is evident from the plots that starting vaccination at early
stage helps contain the disease quickly and in most of the cases there occurs a
single wave of disease spread. But as we delay the start of vaccination process,
the chance as well as the size of second wave increases. Ring vaccination has turn
out to be most efficient among the considered strategies but it is not a realistic
strategy to implement in most of the cases. The high degree vaccination strategy
comes next in minimizing the expected number of total infection cases which is
a more realistic approach. In India, the front-line workers were vaccinated first
which is similar to vaccinating high degree nodes.



Network Based Framework to Compare Vaccination Strategies 229

Table 1. Expected number of infected nodes when various vaccination strategies are
applied from day X = 50, 100, 150, 200, 250, and 300

Type of vaccination Day 50 Day 100 Day 150 Day 200 Day 250 Day 300

Random 31871.92 32688.17 43847.83 60724.67 130430.42 134503

Age 32799.22 33621.10 43979.57 73105.28 116993.64 127114

Acquaintance 31956.15 32376.68 45000.64 74050.65 113310.40 145875

Ring 7140 29634.84 31809.37 36775.42 53171.70 103298.92

High degree 32541.70 38092.75 42786.47 75622.65 124645.70 150917.08

Top degree 28787.8 34831.84 39820.14 56640.85 99415.98 142957.00

6 Conclusion and Future Directions

We proposed a network based framework to compare performance of vaccina-
tion strategies during a pandemic. It has been observed that the results for
the dynamics of disease spread on small-world networks were the most similar
to the real-world spread among the considered synthetic network generators.
Although, Ring vaccination has turnout to be most efficient among the consid-
ered strategies, top-degree seems most realistic yet efficient approach to consider.
Simulation results show that if the vaccination starts early, it may contain the
dissemination of disease quickly. The dynamics of the spread scales linearly in
the proposed model. Considering more accurate probability generation functions
based on real-world behaviour is one of the future directions. A synthetic net-
work generator that can depict the real-world physical social relationships better
than the general synthetic generators considered in this paper is desired.
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Abstract. This paper studies a Group Influence with Minimum cost
which aims to find a seed set with smallest cost that can influence all
target groups, where each user is associated with a cost and a group is
influenced if the total score of the influenced users belonging to the group
is at least a certain threshold. As the group-influence function is neither
submodular nor supermodular, theoretical bounds on the quality of solu-
tions returned by the well-known greedy approach may not be guaran-
teed. To address this challenge, we propose a bi-criteria polynomial-time
approximation algorithm with high certainty. At the heart of the algo-
rithm is a novel group reachable reverse sample concept, which helps
speed up the estimation of the group influence function. Finally, exten-
sive experiments conducted on real social networks show that our pro-
posed algorithm outperform the state-of-the-art algorithms in terms of
the objective value and the running time.

Keywords: Viral marketing · Group influence · Approximation
algorithm · Online social network

1 Introduction

Information diffusion in Online Social Networks (OSNs) is a central research
topic due to its tremendous commercial value. By leveraging the “word of mouth”
effect, companies and organizations have used social networks as an effective
mean of communication to promote products, spread opinion and renovation,
persuade voters, etc. In a seminal work [10] published almost twenty years ago,
Kempe et al. introduced the Influence Maximization (IM) problem, which aims
to find a set of k users (called seed set) in a social network to initiate a propa-
gation process that can influence a largest possible number of users, under some
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D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 231–242, 2021.
https://doi.org/10.1007/978-3-030-91434-9_21

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_21&domain=pdf
https://doi.org/10.1007/978-3-030-91434-9_21


232 P. N. H. Pham et al.

predefined propagation model. Since then, this problem and its notable variants
have demonstrated theirs significant role in various real-world problems, not only
in viral marketing [12,15], but also in other fields such as epidemics control in
social network [13,20], social network monitoring [25], recommendation system
[24], etc. As in many realistic scenarios, users decision and behavior tends to be
dependent on his/her group and most of important decisions or works, which
would affect to many individuals, are done by a group of key persons. There-
fore, creating an impact on groups or communities would be able to bring more
benefits than individuals, and deserves a special consideration.

Motivated by aforementioned phenomenon, recent studies have been carried
out on a general version of IM, whose objective is to maximize the number of
influenced groups of users instead of the number of influenced individuals, by
choosing some seed set of at most k users (see, e.g. [7,17,23,27,28]). Also, one
can consider a dual problem of this problem by asking for the minimum number
of seed nodes to influence a given number of groups. Along this line, this paper
investigates a slightly general problem, named Groups Influence with Minimum
cost (GIM), which aims to find a seed set of minimum cost nodes to influence all
the groups in the network. Different from existing works, we consider the role of
each user in a group by assigning a score to him/her, and each group admits a
threshold representing how difficult it is to be influenced. Specifically, a group is
influenced if the total score of the influenced members reaches its threshold.

One can easily seen that GIM subsumes IM and its dual version as special
cases and thus it is NP-hard to solve, not only by the combinatorial structure
of the problem, but also by the #P-hardness of the calculation of the group
influence function (denoted by σ(·)). Another challenge is that σ(·) is neither a
submodular nor suppermodular, implying that the classical greedy algorithms
when being applied to GIM may not result in any approximation guarantee.

In this work, we address the above challenges and our contributions can be
summarized as follows. Assume that G = (V,E) is a social network under a
diffusion model, C = {C1, C2, . . . , CK} is a set of target groups, each group Ci

has a threshold ti, and each node u has a cost c(u) and a score b(u).

– We first show that the group influence function, denoted by σ(·), is neither
submodular nor suppermodular, and then develop a novel sampling technique,
named Group Reachable Reverse (GRR), to estimate σ(·). This technique
plays an importance role in our proposed algorithm.

– We devise a bi-criteria approximation algorithm, named Groups Influence
Approximation (GIA) by proposing an algorithmic framework for generating
multiple candidate solutions with theoretical bounds. Specifically, GIA is a
(O(ln K + ln(n ln n)), 1 − ε)-bicriteria approximation with high probability,
that is, GIA runs in polynomial time and returns a solution S satisfying c(S) ≤
O(ln K +ln(n ln n))OPT, and σ(S) ≥ (1− ε)K with high probability (w.h.p),
where OPT is the total cost of an optimal solution, and ε is any fixed positive
constant.

– We conduct extensive experiments on real social networks to demonstrate
the effectiveness and scalability of our proposed algorithms. It is shown that
our algorithms provide significantly higher quality solutions than existing
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methods, while their running time is several times faster than that of the
state-of-the art algorithms.

Organization. The rest of our paper is organized as follows. We give a short
literature review in Sect. 2. In Sect. 3, we introduce the information diffusion,
problem formulation and sampling method to estimate group influence function.
Section 4 presents our main algorithm. The experiments are presented in Sect. 6
and the conclusion is given in Sect. 5.

2 Related Work

Kempe et al. [10] first introduced the Influence Maximization (IM) problem as
a discrete optimization problem under two classical information diffusion mod-
els: Independent Cascade (IC) and Linear Threshold (LT). There are two main
challenges: (1) IM is NP-hard and it cannot be approximated within a ratio of
1 − 1/e + ε for any ε > 0; (2) calculating influence spread of a seed node is #P-
hard [3]. This work has inspired a vast mount of studies on developing efficient
algorithms for IM [4,14,21,22] as well as its variants [9,15]. By utilizing mono-
tonic and submodularity of the influence spread function, [10] also proposed a
naive greedy algorithm providing an approximation ratio of 1−1/e. Several fast
heuristic algorithms were proposed for the large-scale networks [3], without any
theoretical guarantees. In another work, Borgs et al. [2] introduced the concept
of Reverse Influence Sampling (RIS) which paves the way to the development of
a linear time (1 − 1/e − ε)-approximation algorithm (w.h.p). Subsequent works
have been considered for reducing the sampling complexity and running time by
improving the RIS algorithm [14,21,22]. In other direction, several works have
extended IM to different variants, such as, budget constraint [16], topic queries
[1], competitive influence [18], and misinformation detection [19,26].

The groups influence (or community) maximization is one of IM variations,
which has gained much attention recently. In this context, every user on social
media usually belongs to a particular group and his/her behavior is influenced
by those groups, making the creation of an influence on groups of users that
reap more benefits than individuals. Nguyen et al. [17] aimed to find a seed
set of k nodes that influences the largest number of communities and show
that the group influence function is neither submodular nor subpermodular, and
developed several approximation algorithms to solve this problem. The authors
in [27,28] investigated the problem of Group Influence Maximization, which is
to select k seed users such that the number of eventually activated groups is
maximized, in which, a group becomes active if β percent of nodes in this group
are influenced. Later, Tsang et al. [23] considered the influence maximization
problem with several fairness constraints and propose an algorithmic framework
which utilizes monotonic and submodular multi-objective functions techniques
to give the approximate solutions. More recently, [7] proposed the mix integer
programming approach for seeking the exact solution of this problem but it
only applies to a specific set of sample graphs due to its high complexity. These
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studies focused on the problem of maximizing the influence of groups with limited
budgets, which is different from our problem. Therefore, the existing algorithms
cannot readily be applied to our problem.

3 Diffusion Models and Problem Definition

3.1 Independent Cascade Model

We model an OSN as a directed graph G = (V,E) where V is the set of nodes
and E is the set of edges with |V | = n and |E| = m. Let Nin(v) and Nout(v)
be the set of in-neighbors and out-neighbor of node v, respectively. Given a
seed set (initial influenced nodes) S, an information diffusion process happens
in the network and hence more nodes can be activated. In this paper we focus
on the IC model but our approach can be modified to handle the LT model as
well. In the IC model, each edge e = (u, v) ∈ E has a propagation probability
p(e) ∈ [0, 1] representing the information transmission from a node u to a node
v. The diffusion process from S happens in discrete time steps t = 1, 2, . . .,
as follows. At round t = 0, all nodes in S are active and other nodes in V \S
are inactive. At step t ≥ 1, for each node u activated at step t − 1, it has
a single chance to activate each currently inactive node v ∈ Nout(u) with a
successful probability p(e). If a node is activated it remains active till the end of
the diffusion process. The propagation process ends at step t if there is no new
node is activated in this step.

The IC model is equivalent to a live-edge model defined as follows. From
the graph G = (V,E), we generate a random sample graph g by selecting edge
e ∈ E with probability p(e) and not selecting e with probability 1 − p(e). We
refer to g as a sample of G and write g ∼ G. The probability that g is generated
from G is Pr[g ∼ G] =

∏
e∈E(g) p(e)

∏
e/∈E(g)(1 − p(e)), where E(g) is the set

of edges in the graph g. The influence spread from a set node S to a node u
is I(S, u) =

∑
g∼G Pr[g ∼ G] · r(S, u), where r(S, u) = 1 if u is reachable from

S in g and r(S, u) = 0 otherwise. The influence spread of S in network G is:
I(S) =

∑
u∈V I(S, u).

3.2 Problem Definition

We are given a social network G = (V,E) under the IC model and a collection
of K disjoint groups C = {C1, C2, . . . , CK} (called target groups), where Ci ⊆
V,Ci ∩ Cj = ∅, for every pair of nodes (i, j) with i 	= j. Denote by C(u) the
group that contains node u. To determine a group is influenced or not, we extend
the group influence model in [17] by scoring each node in the group based on
the fact that each user has a different role in his/her group. Thus, each node
u ∈ V has a cost c(u) and a score b(u). We denote bmax = maxv∈V b(v) and
bmin = minv∈V b(v). The weight c(u) measures the cost or the price of the node
u that has to pay if u is chosen as a seed node. The node score b(u) > 0 (b(u) is
an integer) indicates the role of node u in group C(u). Each group Ci is assigned
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a threshold f ti (ti > 0), which reflects the minimum total score that we must
reach if we want to influence group Ci. We say that group Ci is influenced iff
the total score of influenced nodes in Ci is at least ti. We define a cost function
c : 2V → R+ and a group influence function σ : 2V → R+ as follows. For a
given seed set S ⊆ V , define c(S) =

∑
u∈S c(u) is the total cost of S and σ(S)

is the (expected) number of groups in C are influenced by the seed set S when
the diffusion process ends, that is,

σ(S) = |{Ci :
∑

v∈Ci

I(S, v)b(v) ≥ ti, Ci ∈ C}| (1)

In the special case where each group Ci has only one node, the group influence
function σ(·) above becomes the influence spread function I(·) of the IM prob-
lem. As a consequence, computing σ(·) is #P-hard. On the other hand, one can
easily verify that the function σ(·) is neither submodular nor supermodular. The
function σ(·) is submodular if for every pair of subsets A,B ⊆ V it holds that
σ(A)+σ(B) ≥ σ(A∪B)+σ(A∩B). If the inequality holds in the reversed direc-
tion we call σ(·) a supermodular function. Due to our group influence process
is an extended version of [17], the function σ(·) is also neither submodular nor
supermodular. We now formally define the Groups Influence with Minimal cost
(GIM) problem as follows.

Definition 1 (GIM). An instance of GIM is given by (G, C), where G = (V,E)
is a social network under IC model, and C is a collection of disjoint target groups
{C1, C2, . . . , CK}, Ci ∩ Cj = ∅. The objective is to find a seed set S ⊆ V of a
minimum total cost that influences all the groups in C.
It is not hard to prove the inappximibility of GIM problem, states in Theorem
1, by reducing from the classical Set Cover problem [8].

Theorem 1. GIM has no polynomial-time algorithm attaining an approximation
ratio of (1 − ε) ln n for any ε > 0, unless NP ⊂ DTIME(nO(log log n)).

3.3 An Estimator of Group Influence

In this section, we first introduce the concept of Group Reverse Reachable (GRR)
sample, by extending existing sampling methods in [2,17].

Definition 2 (GRR sample). Given an instance of GIM problem (G, C), a
GRR sample is generated by the following four steps:

1. Randomly select a group Ci with probability 1
K (call Ci a source group).

2. Generate a sample graph g according to the live-edge model under IC model.
3. For each node u ∈ Ci, return a node set Rg(u) that is reachable from u in g.

We call u is a source node.
4. Return a GRR sample Rg = {Rg(u)|∀u ∈ Ci}, we also refer to C(Rg) as the

source group of Rg and t(Rg) as the threshold of C(Rg).
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Our GRR sample is a nature extended version of the RR sample [10] by com-
bining RR samples with the source node belongs to the source group. Moreover,
our GRR sample is also an extended version of Reverse Influence Community
(RIC) [17] which uses to estimate the group influence with the sore of each node
is equal to 1. The main differences between ours and RIC are: (1) the definition
of GRR sample specifically determines whether or not a group is influenced via
the total score of influenced nodes but this is not well defined in the RIC even
when the score is equal to 1, (2) storing the reachable influence set for each
node in GRR sample can help us exploit some important properties that used
for analyzing approximation ratio of proposed algorithms in the next sections.

For a set S ⊆ V and a GRR sample Rg, and for Rg(u) ∈ Rg, if Rg(u)∩S 	= ∅,
we say that S covers node u, define:

cover-score(S,Rg(u)) = b(u) · min{|S ∩ Rg(u)|, 1} (2)

is score of source node u covered by S in Rg, we denote following random variable:

Xg(S) =

{
1, if

∑
Rg(u)∈Rg

cover-score(S,Rg) ≥ ti

0, otherwise
(3)

The variable Xg(S) indicates that the total score of nodes that are covered by
S is greater than threshold ti or not? When Xg(S) = 1, Ci is influenced by S in
sample graph g. We also say that a sample Rg is influenced by S. The probability
of generating a sample Rg is: Pr[Rg] = 1

K

∑
g∼G:Re(u,g)=Rg(u),∀u∈C(Rg)

Pr[g ∼
G], where Re(u, g) is the set of nodes that can reach to u in g. We now show
that we can estimate the value of σ(S) by the expectation of Xg(S), is a key
property of GRR sample that helps us devise the algorithms.

Lemma 1. For any set S ⊆ V , we have σ(S,C) = K · E[Xg(S)] where the
expectation is taken over the randomness of g.

Due to the space limitation, we omit some lemmas and proofs. From Lemma 1,
we have an estimation of group influence function over a collection of GRR sets
R is: σ̂(S) = K

|R| · ∑
Rg∈R Xg(S).

4 Proposed Algorithm

In this section, we introduce our proposed algorithms for the GIM problem. From
the analysis in Sect. 3, we can use σ̂(S) to closely estimate σ(S) if the number
of samples |R| is sufficiently large. Therefore, instead of solving GIM directly, we
find the solution of the following problem:

Definition 3 (Samples Influence with Minimal Cost (SIM) problem).
Given a set of GRR samples R. The problem asks to find a seed set S ⊆ V with
minimal total cost so that σ̂(S) = K, i.e., find S = arg minS′⊆V :σ̂(S)=K c(S′).
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The idea behind of our algorithms is that we propose a algorithm for solving
the SIM problem and use them as a core in our framework, which creates multi-
ple candidate solutions and select a final solution. We prove the approximation
guarantees by utilizing martingale theory [5].

An Approximation Algorithm for SIM. First of all, it is not hard to see that
SIM problem also is NP-hard and σ̂R(·) is non submodular and suppermodular.
Therefore, similar to GIM, it does not admit a naive greedy algorithm with any
approximation ratio. We handle the challenges by introducing a lower bounded
function F of σ̂R(·) and exploit its properties to devise an approximation algo-
rithm. Define f(S,Rg) is the total score of all source nodes in Rg which are influ-
enced by set S in sample graph g: f(S,Rg) =

∑
u∈C(Rg)

cover-score(S,Rg(u)).
We can see that f(S,Rg) is a non negative and monotonic set function respect
to S ⊆ V . Define g(S,Rg) = min{1, f(S,Rg)/t(Rg)}, we have following Lemma.

Lemma 2. For all S ⊆ T ⊆ V and v /∈ T , Δvg(S,Rg) ≥ bmin

bmax
· Δvg(T,Rg)

Denote ΔT f(S,Rg) = f(S ∪ T,Rg) − f(S,Rg). In order to influence all samples
in R, we need to find S such that g(S,Rg) = 1,∀Rg ∈ R. Therefore, we find
S with a minimal total cost such that F (S,R) = K

T

∑
Rg∈R g(S,Rg) = σ̂(S) =

K. Since F (S,R) is a linear combination of g(S,Rg), it is easy to show that
ΔvF (S,R) ≥ bmin

bmax
· ΔvF (T,R), for all S ⊆ T ⊆ V and v /∈ V \T . F (·) is a lower

bounded function of σ̂R(·) and they have the same value at set S which can
influence all samples in R. We propose Modified Greedy (MoGreedy) algorithm

Algorithm 1: MoGreedy(R, C)
Input: A set of GRR samples R, set of groups C = {C1, C2, . . . , CK}

1. S ← ∅
2. while F (S, R) < K do
3. vmax ← arg maxv∈V \S(min{K, F (S ∪ {v}, R)} − F (S, R))/c(v),

S ← S ∪ {vmax}
4. return S

which utilizes the above characteristic of F (·,R). The pseudocode is presented
in Algorithm 1. The general idea is that: we iteratively add a node v into the
current solution S, which maximizes the marginal gain per its cost Δv(S)/c(v) =
min{K,F (S ∪ {v},R)} − F (S,R)/c(v) until the value of F (S) achieves K.

Theorem 2. Algorithm 1 provides a bmax

bmin
(1+ln(|R|tmax))-approximation solu-

tion for SIM problem.

Complexity. At each iteration, MoGreedy scans at most n nodes and calculate
marginal gain value of F ′. Therefore, it takes O(|S|n) time complexity.

Main Proposed Algorithm. We now present Groups Influence Approximation
(GIA) algorithm, a (1 − ε, O(ln K + ln lnn))-bi criteria approximation algorithm
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w.h.p for GIM problem. Our algorithm is inspired by the idea of Stop-and-Stare
framework for IM problem [14], which devises a stopping condition to check
the quality of candidate solutions. Due to the different between GIM and IM,
we introduce another stopping condition to check the candidate solutions and
establish the number of required samples that ensure the theoretical bounds
of the final solution. GIA algorithm operates in multiple iterations and finds

Algorithm 2: GIA algorithm
Input: Graph G = (V, E), groups C = {C1, C2, . . . , CK}, ε, δ ∈ (0, 1).

1. Nmax = (2 + 2
3
ε) K

ε2
ln(2

(
n

kmax

)
/δ), N1 ← (2 + 2

3
ε) 1

ε2
ln(1/δ)

2. imax ← �log2(Nmax/N1)�, δ1 ← δ/(2imax)
3. Generate a set of N1 samples R1

4. for i = 1 to imax do
5. Si ← MoGreedy(Ri, C) and calculate Fl(S, Ri, ε, δ1) by Lemma 3
6. if Fl(S, Ri, ε, δ1) ≥ K − εK or i = imax then
7. break
8. else
9. Double size of Ri by generating |Ri| samples and adding them into Ri

10. Ri+1 ← Ri

11. return S

a candidate solution at each iteration by leveraging MoGreedy algorithm and
checks the quality of these solutions based on static evidences. Denote kmax =
arg maxk=1...n

(
n
k

)
, the algorithm needs at most Nmax = (2+ 2

3ε)K
ε2 ln(2

(
n

kmax

)
/δ)

samples and operates in at most imax = �log2(Nmax/N1)� iterations, where
N1 = (2 + 2

3ε) 1
ε2 ln(n

δ ). We then show that Nmax is the number of samples
required that can ensure the approximation ratio by Theorem 3. At iteration
i, the algorithm generates a set of (2 + 2

3ε) 1
ε2 ln(1δ )2i−1 samples Ri and finds

a candidate solution Si by utilizing MoGreedy algorithm (line 5). We devise an
stopping condition and check the quality of Si in line 7. Note that, we do not
reuse the stopping condition in [14], which is used in a recent work [17]. Our
stopping condition is based on a lower bound of function Fl(S,R, ε, δ) of f ,
defined in Lemma 3. We show that Fl gives a lower bound value of f w.h.p
in Lemma 3. The algorithm then checks termination condition in line 6. This
condition also helps us prove the approximation ratio more succinctly than Stop
and Stare. If the condition is true, the algorithm returns Si as a final solution.
Otherwise, it doubles size of Ri and moves to the next iteration. The details of
the algorithm described in Algorithm 2.

Theoretical Analysis. We now analyze the performance of our algorithm.

Lemma 3. Given ε, δ ∈ (0, 1), for any set S ⊆ V and a set of samples R,
denote c = ln(1/δ), T = |R| we have Pr[σ(S) ≥ Fl(S,R, ε, δ)] ≥ 1 − δ, where

Fl(S,R, ε, δ) = min{σ̂R(S) − Kc
3T , σ̂R(S) + K

T ( 2c
3 −

√
4c2

9 + 2Tc σ̂R(S)
K )}.
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Lemma 4. For any set of GRR samples R, we have: σ̂R(S∗) = K.

Theorem 3 (Approximation ratio). For any input parameters ε, δ ∈ (0, 1),
GIA algorithm returns a solution S satisfying Pr[σ(S) ≥ K − εK] ≥ 1 − δ and
c(S) ≤ bmax

bmin

(
1 + ln

(
(2 + 2

3ε)ε−2
)

+ lnK + ln(ntmax ln(n/δ))
)
OPT.

Theorem 4 (Complexity). GIA algorithm has O
(
(n ln n + ln(1δ )ε−2)|C|η +

n2) log n
)
time complexity, where ρ = |⋃i Ci| and η is the expectation of influ-

ence spread of a node.

5 Experiments

In this section, we conduct some experiments illustrating the performance of our
GIA algorithm as compared with the current state-of-the-art algorithms on three
metrics: the total cost of seed nodes, the time efficiency, and the value of group
influence function on various network datasets.

5.1 Experimental Settings

Dataset. We use three networks in recent work [17]: Facebook with 747 nodes
and 60.05K edges, Wiki with 7.1K nodes and 103.6K edges and Epinions with
76K nodes and 508.8K edges.

Algorithms Compared. To our knowledge, there is no existing algorithm can
be adopted to solve the GIM problem directly. Therefore, we compare our GIA
and EGI algorithms with the state-of-the-art algorithms for the closest problem:
Influence Maximization at Community level (IMC) [17]. Also, we adapt High
Degree, a common baseline algorithm for related problem on information diffu-
sion [3,4,10]. These algorithms are described in detail as follows. UBG (Upper
Bound Greedy) [17]: This the best performance algorithm for the Influence
Maximization at Community level (IMC) problem, which finds a set seed of
k nodes that can influence largest the number of groups while GIM problem
requires to find the set of nodes with minimal cost that can influence all target
groups. Therefore, we adapt UBG algorithm with some modifications as follows.
We first initialize an empty candidate solution S. We then sequentially use UBG
with k from 1 to n to find the best influence node then add it into S until the
objective is at least K. MAF [17]: This is also an algorithm for the IMC prob-
lem. We also modify this algorithm as for UBG to adapt for the GIM problem.
High Degree (HD): We repeatedly select a node with highest degree until the
current solution influences all target groups. For all the above algorithms, we use
the Monte-Carlo method in [6] to obtain an (ε, δ)-approximation for estimating
influence group function. For each algorithm, we run 10 times to get the average
results.

Parameters Setting. All experiments are under the IC model with edge prob-
abilities set to p(u, v) = 1/|Nin(v)| as in prior works [10,14,17]. We set param-
eters ε = 0.1 and δ = 1/n as the default setting. For the purpose of comparing
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(a) Total cost of solutions returned by algorithms

(b) The rate of expectation of influenced groups over K

(c) Running time of algorithms

Fig. 1. Performance of algorithms

our algorithm with current algorithms for the group influence problem, we set
s(u) = 1,∀u ∈ U , and the thresholds ti =

∑
u∈Ci

s(u)/2 for i = 1 . . . K accord-
ing to the setting in [17]. Each node has its cost calculated under Normalized
Linear model with the support (0, 1] according to recent works [11,16].

5.2 Experiment Results

We first compare the quality of algorithms, measured by the total cost of seed set
(Fig. 1(a)). In general, GIA always provides the best solutions and outperforms
other algorithms by a considerable gap. The total cost of solutions obtained by
our algorithm is up to 2.12 and 1.6 times lower than those of MAF and UBG,
respectively. We further report the ratio of number of influenced groups over K
of algorithms in Fig. 1(b). It can be seen that GIA can output solutions with
the group influence that is above (1 − ε)K and outperforms MAF and UBG.
These results show that the proposed algorithm is more efficient than the other
algorithms. They do not only select the smaller-cost set of nodes but also ensure
that the number of influenced group is above (1 − ε)K. Figure 1(c) shows the
running time of algorithms. We do not report the running time of HD because
it a simple heuristic algorithm and can finish within one second. GIA is several
times faster than MAF and UBG. This is because the mechanisms of MAF and
UBG consist of many iterations to find the seed set that can reach to the terminal
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condition. In contrast, GIA follows the mechanism of our framework which can
finds the final solution after a few loops.

6 Conclusion

In this paper, we studied the GIM problem, arising from the goal of reaping
the benefits of influencing user groups on social networks under a more real-
istic scenario. Solving the problem is challenging because of its hardness and
inapproxibility and the properties of group influence function. We developed a
bi-criteria approximation algorithm, called GIA, to solve GIM. The experiment
results demonstrate that our algorithm outperforms the state-of-the-art ones
both on the cost and on the running time.

Acknowledgements. This paper is partially supported by Vietnam National Founda-
tion for Science and Technology Development (NAFOSTED) under Grant No. 102.01-
2020.21.
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Abstract. This article studies the recovery of static communities in a
temporal network. We introduce a temporal stochastic block model where
dynamic interaction patterns between node pairs follow a Markov chain.
We render this model versatile by adding degree correction parameters,
describing the tendency of each node to start new interactions. We show
that in some cases the likelihood of this model is approximated by the
regularized modularity of a time-aggregated graph. This time-aggregated
graph involves a trade-off between new edges and persistent edges. A con-
tinuous relaxation reduces the regularized modularity maximization to
a normalized spectral clustering. We illustrate by numerical experiments
the importance of edge persistence, both on simulated and real data sets.

Keywords: Graph clustering · Temporal networks · Spectral
methods · Stochastic block model

1 Introduction

Complex networks are commonly used to describe and analyze interactions
between entities. A natural problem arising consists in identifying meaningful
structures within the complex system. Community recovery, i.e., partitioning
the set of nodes of a network into communities based on some common proper-
ties of the vertices, is now a well established area [6].

In many situations, interactions between node pairs vary over time, and clas-
sical graph-based models are replaced by temporal networks models [10]. Exam-
ples include communication, interaction, and transportation networks. The lon-
gitudinal dimension of data raises new challenges to traditional clustering algo-
rithms. Previous research has focused on evolving communities [22], for example
by generalizing belief-propagation methods [8], developing variational EM algo-
rithms [15] and introducing new spectral methods [5,13] or modularity-based

This work has been done within the project of Inria - Nokia Bell Labs “Distributed
Learning and Control for Network Analysis” and was partially supported by COSTNET
Cost Action CA15109.
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methods [16,20]. Nevertheless, all of the aforementioned works focus on evolving
communities for which the interactions between nodes are re-sampled at every
time step. One can then treat each layer independently by applying static com-
munity detection and smoothing the community predictions. When the commu-
nities are non-evolving, the extra longitudinal dimension brings new information,
and each additional snapshot makes the clustering easier. The recovery bounds
established in [1] highlight this fact. Nonetheless, simple temporal aggregation
of the data might lose important features such as temporal patterns. As such,
[1] proposes an online algorithm tailored for Markov edge evolution dynamics,
while [2] studies a spectral algorithm using the squared adjacency matrix.

In this work, we introduce a temporal extension of the degree-corrected
stochastic block model [9,11], in which the community labeling is fixed and the
interactions between node pairs follow a Markov evolution which only depends
on the community labeling and on the degree correction parameters. To the best
of our knowledge, we are the first to introduce degree-corrected parameters into
temporal network models with edge persistency. We show that the maximum
likelihood inference reduces to the maximization of the regularized modularity
of a time-aggregated graph, in the limit of a large number of snapshots and sparse
interactions. This graph is not simply the sum of the adjacency matrices over
all snapshots. Instead, it involves a trade-off between the newly formed edges
and the persistent ones, and this trade-off depends on the difference between the
edge-persistence between intra-community and inter-community node pairs. A
continuous relaxation then leads to a normalized spectral clustering algorithm.
Finally, we validate the importance of taking into account the persistent edges
in simulated and real data sets.

Notations. Throughout this article, matrices are represented by capital letters
(A, W , etc.), and the corresponding matrix elements by Aij , Wij , etc. Tr A
denotes the trace of a square matrix A, and A�B denotes the entrywise product
of two matrices. Finally, 1n is the n-by-1 vector of all ones, and the indicator of
an event B is denoted by 1(B). The Kronecker delta is denoted by δ(x, y), so
that δ(x, y) = 1(x = y).

By a slight abuse of notations, graphs are represented by their adjacency
matrix A. We will assume that graphs are undirected but potentially weighted,
hence A is symmetric, with non-negative entries. Clustering a graph with N
nodes into K clusters accounts to assigning to each node i a label Zi ∈ [K].

2 Degree-Corrected Temporal Network Model
with Markov Edge Dynamics

Consider a population of N nodes partitioned into K static communities such
that node i belongs to community Zi ∈ [K]. We write At

ij = 1 if nodes i and j
interact at time t, and At

ij = 0 otherwise. We investigate methods of recovering
the community structure Z = (Z1, . . . , ZN ) from an observed adjacency tensor
A =

(
At

ij

)
. The following section describes a versatile statistical model for this

setting.
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2.1 Model Description

A degree-corrected temporal stochastic block model with N nodes, K blocks and
T snapshots is a probability distribution

P(A |Z,F, θ) =
∏

1≤i<j≤N

F
θiθj

ZiZj

(
A1

ij , . . . , A
T
ij

)
(1)

of a symmetric adjacency tensor A ∈ {0, 1}N×N×T with zero diagonal entries,
where Z = (Z1, . . . , ZN ) is a community assignment with Zi ∈ {1, . . . , K} indi-
cating the community of node i, F = (F xy

k� ) is a collection of probability dis-
tributions over {0, 1}T , and θ = (θ1, . . . , θN ) is a vector of node-specific degree
correction parameters, with 0 ≤ θi < ∞.

In the following, we will restrict ourselves to homogeneous inter-block inter-
actions with Markov edge dynamics, for which the nodes’ static community
labellings are sampled uniformly at random from the set [K] of all node
labellings, and

F
θiθj

ZiZj
(x) =

{
μ

θiθj
x1

∏T
t=2 P

θiθj
xt−1,xt if Zi = Zj ,

ν
θiθj
x1

∏T
t=2 Q

θiθj
xt−1,xt otherwise,

(2)

with initial distributions

μθiθj =
(

1 − θiθjμ1

θiθjμ1

)
and νθiθj =

(
1 − θiθjν1

θiθjν1

)
, (3)

and transition probability matrices

P θiθj =
(

1 − θiθjP01 θiθjP01

1 − P11 P11

)
and Qθiθj =

(
1 − θiθjQ01 θiθjQ01

1 − Q11 Q11

)
. (4)

The parameters θi account for the fact that some nodes might be more inclined
than others to start new connections, similarly to the degree-corrected block
model of [11]. To keep the model simple, we do not add degree correction param-
eters in front of P11; hence once a connection started, the probability to keep
it active is simply P11 or Q11. Moreover, we assume that mini,j{θiθjδ} ≤ 1,
where δ = max{μ1, ν1, P01, Q01}. Finally, we normalise the degree correction
parameters so that

∑
i 1(Zi = k)θi =

∑
i 1(Zi = k) for all k.

2.2 Maximum Likelihood Estimator

Proposition 1. A maximum likelihood estimator for the Markov block model
defined by (1)–(2) is any community assignment Z ∈ [K]N that maximizes

∑

i,j

δ(Zi, Zj)

{
A1

ij

(
ρ

θiθj

1 − ρ
θiθj

0

)
+ ρ

θiθj

0 +
(
A1

ij − AT
ij

)
�
θiθj

10

}

+
∑

i,j

δ(Zi, Zj)
T∑

t=2

{ (
�
θiθj

01 + �
θiθj

10

) (
At

ij − At−1
ij At

ij

)
+ �

θiθj

11 At−1
ij At

ij − log
Q

θiθj

00

P
θiθj

00

}

where ρ
θiθj
a = log μ

θiθj
a

ν
θiθj
a

and �
θiθj

ab = log P
θiθj
ab

Q
θiθj
ab

− log P
θiθj
00

Q
θiθj
00

.
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The proof of Proposition 1 is presented in Appendix A.1. The MLE derived
in Proposition 1 is more complex that summing all snapshots independently. In
particular, the terms At−1

ij At
ij account for persistent edges over two consecutive

snapshots. Denote by At
pers = At−1 � At the entrywise product of adjacency

matrices At−1 and At. Then At
pers is the adjacency matrix of the graph containing

the persistent edges between t − 1 and t, and At
new = At − At

pers corresponds to
the graph containing the edges freshly appearing at time t.

Assuming that the number of snapshots T is large, we can ignore the bound-
ary terms, and the MLE expressed in Proposition 1 reduces to maximizing

T∑

t=2

∑

ij:Zi=Zj

(
(
�
θiθj

01 + �
θiθj

10

) (
At

ij − At−1
ij At

ij

)
+ �

θiθj

11 At−1
ij At

ij − log
Q

θiθj

00

P
θiθj

00

)

.

By utilising (3)–(4), we can further simplify it to express this as a modularity.
Recall given a weighted graph W , a partition Z and a resolution parameter γ,
the regularized modularity is defined as [19,21]

M (W,Z, γ) =
∑

i,j

δ(Zi, Zj)
(

Wij − γ
didj

2m

)

where di =
∑

j Wij and m =
∑

i di. Hence, suppose that P θiθj and Qθiθj are
nondegenerate, and μθiθj (resp. νθiθj ) is the stationary distribution of P θiθj

(resp. Qθiθj ). In a sparse setting, P01 and Q01 are small, and after a Taylor
expansion (see Appendix A.2 for the full derivations) the previous expression is
approximately equal to M(W,Z, γ), where W is defined by

W =
T∑

t=2

(
αAt

new + βAt
pers

)
(5)

with

α = log
P01

Q01
+ log

1 − P11

1 − Q11
and β = log

P11

Q11
, (6)

and γ = (P01 − Q01)
α(μ1+(K−1)ν1)+(β−α)(μ1P11+(K−1)ν1Q11)

K .

Comparison with Previous Work. Correspondence between maximum like-
lihood estimator and modularity maximization are long known in static block
models [18]. Analogously to the single-layer case, the modularity of a tempo-
ral network, with possibly time-dependent community structure, was previously
defined in [16,20] by

T∑

t=1

M(At, Zt, γt) +
T∑

t=1

∑

s �=t

∑

i

ωst
i δ

(
Zs

i , Zt
i

)
(7)
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where γt is the resolution parameter for layer t, Zt
i is the community membership

of node i at time step t, and wst
i denotes a coupling between time instants s and

t. For a static community structure, the second term in (7) is irrelevant. When
the resolution is constant over time, the relevant term in (7) can be written as

T∑

t=1

M(At, Z, γ) = M(Aagg, Z, γ),

where Aagg =
∑T

t=1 At is the weighted adjacency matrix of the time-aggregated
data. In contrast, the matrix W in (5) involves a trade-off between new edges
and persistent edges. We notice that W = Aagg only if α = β = 1.

2.3 Temporal Spectral Clustering Combining New and Persistent
Edges

Following our analysis in Sect. 2.2, the community prediction should verify

Ẑ = arg max
Z∈[K]N

M(W,Z, γ)

where W is defined in Eq. (5) and γ is a proper resolution parameter. This opti-
misation problem is NP-complete in general [4], but can be approximately solved
by continuous relaxation. We can choose the relaxation so that the optimization
problem reduces to normalized spectral clustering algorithm on the weighted
graph W (we refer to [17] and to the Appendix for the full computations). We
note that in order to compute the normalized Laplacian of W , we should restrict
α, β ≥ 0, which is not necessarily guaranteed by Formula (6). We summarize this
in Algorithm 1.

Algorithm 1: Spectral clustering for temporal networks with Markov edge
dynamics and static node labeling.
Input: Adjacency matrices A1, . . . , AT , number of clusters K, parameter α, β.
Output: Predicted membership matrix Ẑ ∈ ẐN,K

1

Process:
– Let W =

∑T
t=2 αAt

new + βAt
pers where At

new = At − At−1 � At and
At

pers = At−1 � At;

– Compute L = In − D−1/2WD−1/2 where D = diag(W1n);
– Compute X̂ ∈ R

N×K whose columns consist of the K orthonormal eigenvectors
of L associated to the K smallest eigenvalues.

2 Return z ← kmeans
(
D−1/2X̂, K

)
.
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3 Numerical Experiments

The Python source code for reproducing our results is available online1.

3.1 Synthetic Data

Effect of Persistent Edges. We first examine the effect of the choice of the param-
eters α and β in Algorithm 1. For this, we let α = 1 and we plot in Fig. 1 the
averaged accuracy obtained on 25 realizations of stochastic block models with
Markov edge dynamics for various β. While spectral clustering on the time-
aggregated graph (corresponding to β = 1) works well, it is striking to notice
that other values of β give better results. The choice of β depends on the proba-
bilities of persistent interactions. For example, if P11 > Q11 (Fig. 1a), then β > 1
are preferred, while if P11 < Q11 (Fig. 1b) large choice of β are penalized. This is
in accordance to the values of α, β derived in Formula (6) (albeit in Formula (6),
α and β could be negative).

(a) P11 = 0.9 (b) P11 = 0.1

Fig. 1. Accuracy of Algorithm 1 on a SBM with 300 nodes in K = 3 blocks, degree
correction parameters θ1 = · · · = θn = 1, and a stationary Markov edge evolution
μ1 = 0.04, ν1 = 0.02 and Q11 = 0.3. The results are averaged over 25 synthetic graphs,
and error bars show the standard deviation.

Effect of Degree Correction Parameters. We show the robustness of Algorithm 1
on the degree correction parameters in Fig. 2. More precisely:

– Figure 2a generates θi according to |N (0, σ2)| + 1 − σ
√

2/π where |N (0, σ2)|
denotes the absolute value of a normal random variable with mean 0 and
variance σ2. We choose σ = 0.25.

– Figure 2b generates the θi from a Pareto distribution with density function
f(x) = ama

xa+1 1(x ≥ m) with a = 3 and m = 2/3 (chosen such that Eθi = 1).

Note that the sampling of the θi’s enforces Eθi = 1 in both settings. We notice
that in both cases, letting β �= 1 improves the performance of Algorithm 1.
1 https://github.com/mdreveton/Spectral-clustering-with-persistent-edges.

https://github.com/mdreveton/Spectral-clustering-with-persistent-edges
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(a) Normal (b) Pareto

Fig. 2. Accuracy of Algorithm 1 with α = 1 and different β, on a SBM with 300
nodes and K = 3 blocks (with uniform prior), and a stationary Markov edge evolution
μ1 = 0.06, ν1 = 0.03, P11 = 0.7 and Q11 = 0.4, for different generation of the degree
correction parameters θ. The results are averaged over 25 synthetic graphs, and error
bars show the standard deviation.

3.2 Social Networks of High School Students

We investigate three data sets collected during three consecutive years from
a high school Lyceé Thiers in Marseilles, France [7,14]. Nodes correspond to
students, interactions to close-proximity encounters, and communities to classes,
with dimensions given in Table 1.

Table 1. Dimensions of three data sets of interacting high school students.

Year N K T

2011 118 3 5609

2012 180 5 11273

2013 327 9 7375

We make a hypothesis that the temporal characteristics of the interactions
are similar each year. We then use the 2011 data set to estimate the transition
probability matrices P and Q, and use these for clustering the 2012 and 2013
data sets. We assume that θi = 1 (no degree correction). A standard estimator
of Markov chain transition probability matrices [3] gives

P̂ =
(

0.9992 0.0008
0.37 0.63

)
and Q̂ =

(
0.999967 3.3 × 10−5

0.48 0.52

)
.

Using (6), leads to α̂ = 2.9 and β̂ = 0.18. We observe in Fig. 3b that this choice
of parameters gives a better accuracy on the 2013 data set than simply applying
spectral clustering on the time-aggregated graph (α = β = 1). For the 2012 data
set (Fig. 3a), this improvement is not so clearly visible.
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(a) Year 2012 (b) Year 2013

Fig. 3. Accuracy of Algorithm 1 on the 2012 and 2013 high school datasets, using
uniform α = β = 1 (blue) and adjusted α, β predicted using 2011 data (orange).
(Color figure online)

To understand why Algorithm 1 performs better for 2013 than for 2012, we
have listed in Table 2 temporal transition probabilities and clustering weights
α̂, β̂ estimated separately for each dataset. For year 2012, the difference between
intra-community edge persistence P̂11 and inter-community edge persistence Q̂11

is small, implying that persistent edges do not add much extra information for
distinguishing communities (β̂ ≈ 0). For years 2011 and 2013, this difference
is larger, manifesting that edge persistence contains information that can be
employed to recover communities with a higher accuracy.

Table 2. Markov chain transition probabilities and adjusted clustering weights esti-
mated separately for each dataset.

Dataset P̂01 Q̂01 P̂11 Q̂11 α̂ β̂ β̂/α̂

2011 0.00080 0.000033 0.63 0.52 2.9 0.58 0.060

2012 0.00050 0.000011 0.57 0.56 3.8 0.01 0.003

2013 0.00150 0.000014 0.64 0.40 4.5 0.07 0.015

A Proofs of Main Statements

A.1 Maximum Likelihood Computations (Proposition 1)

Proof (Proof of Proposition 1). By the temporal Markov property, the log-
likelihood of the model can be written as logP(A |Z, θ) = logP(A1 |Z, θ) +
∑T

t=2 P(At |At−1, Z, θ). By denoting ρ
θiθj
a = log μ

θiθj
a

ν
θiθj
a

, we find that
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logP(A1 |Z, θ) =
1
2

∑

i,j

∑

a

δ(A1
ij , a)

(
δ(Zi, Zj)ρθiθj

a + log νθiθj
a

)

=
1
2

∑

i,j

δ(Zi, Zj)
∑

a

δ(A1
ij , a)ρθiθj

a + c1(A),

where c1(A) = 1
2

∑
i,j

∑
a δ(A1

ij , a) log ν
θiθj
a does not depend on the community

structure. Similarly, by denoting R
θiθj

ab = log P
θiθj
ab

Q
θiθj
ab

we find that

log P(At |At−1, Z, θ) =
1

2

∑

i,j

∑

a,b

δ(At−1
ij , a)δ(At

ij , b)
(
δ(Zi, Zj)R

θiθj

ab + log Q
θiθj

ab

)

=
1

2

∑

i,j

δ(Zi, Zj)
∑

a,b

δ(At−1
ij , a)δ(At

ij , b)R
θiθj

ab + ct(A),

where ct(A) = 1
2

∑
i,j

∑
a,b δ(At−1

ij , a)δ(At
ij , b) log Q

θiθj

ab does not depend on the
community structure. Simple computations show that

∑

a

δ(A1
ij , a)ρθiθj

a = A1
ij(ρ

θiθj

1 − ρ
θiθj

0 ) + ρ
θiθj

0

and

∑

a,b

δ(A
t−1
ij , a)δ(A

t
ij , b)R

θiθj
ab = R

θiθj
00 + A

t−1
ij

(
R

θiθj
10 − R

θiθj
00

)
+ A

t
ij

(
R

θiθj
01 − R

θiθj
00

)

+ A
t−1
ij A

t
ij

(
R

θiθj
11 − R

θiθj
01 − R

θiθj
10 + R

θiθj
00

)

= R
θiθj
00 + A

t−1
ij �

θiθj
10 + A

t
ij�

θiθj
01 + A

t−1
ij A

t
ij

(
�

θiθj
11 − �

θiθj
01 − �

θiθj
10

)
.

By collecting the above observations, we now find that logP(A |Z, θ) equals

c(A)+
1

2

∑

i,j

δ(Zi, Zj)

{

A1
ij(ρ

θiθj

1 − ρ
θiθj

0 ) + ρ
θiθj

0 + (A1
ij − AT

ij)�
θiθj

10

}

+
1

2

∑

i,j

δ(Zi, Zj)

T∑

t=2

{

(�
θiθj

01 + �
θiθj

10 )
(
At

ij − At−1
ij At

ij

)
+ �

θiθj

11 At−1
ij At

ij − log
Q

θiθj

00

P
θiθj

00

}

,

where c(A) =
∑

t ct(A) does not depend on Z. Hence the claim follows. 	


A.2 Approximation of the MLE

Recall the structural assumptions (3)–(4) about the degree correction parame-
ters. Because P01, Q01 = o(1), a first-order Taylor expansion yields

log
1 − θiθjQ01

1 − θiθjP01
= θiθj (P01 − Q01) + o

(
P 2
01 + Q2

01

)
=

d̄id̄j

2m̄
+ o

(
P 2
01 + Q2

01

)
,
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as well as �
θiθj

01 ≈ log P01
Q01

, �
θiθj

10 ≈ log 1−P11
1−Q11

and �
θiθj

11 ≈ log P11
Q11

. Using these
approximations in the MLE expression leads to the maximisation of

T∑

t=2

∑

i,j : zi=zj

(
ãt

ij − θiθj (P01 − Q01)
)
.

where ãt
ij = α (At

new)ij + β
(
At

pers

)
ij

. Since μ and ν are stationary distributions,

E
(
At

new

)
ij

=

{
θiθjμ1(1 − P11) if Zi = Zj

θiθjν1(1 − Q11) otherwise,

E
(
At

pers

)
ij

=

{
θiθjμ1P11 if Zi = Zj

θiθjν1Q11 otherwise.

Therefore, using Wij =
∑T

t=2 ãij we have

EWij =

{
(T − 1)θiθjμ1 (α(1 − P11) + βP11) if Zi = Zj

(T − 1)θiθjν1 (α(1 − Q11) + βQ11) otherwise.

Since the community labeling are sampled uniformly at random and using the
normalization for the θi’s, we have

d̄i = (T − 1)θiN
μ1 (α(1 − P11) + βP11) + (K − 1)ν1 (α(1 − Q11) + βQ11)

K

together with m̄ = N2

2
μ1(α(1−P11)+βP11)+(K−1)ν1(α(1−Q11)+βQ11)

K . 	


A.3 Modularity and Normalized Spectral Clustering

The regularized modularity of a partition Z ∈ [K]N of the graph A is defined as

M (A,Z, γ) =
∑

i,j

δ (Zi, Zj)
(

Aij − γ
didj

2m

)

where d = A1n and γ is a resolution parameter. This can be rewritten as

M (A,Z, γ) = Tr Z̃T

(
A − γ

ddT

2m

)
Z̃

where Z̃ ∈ {0, 1}N×K is the membership matrix associated to the vector Z, that
is Z̃ik = 1 for k = Zi, and Z̃ik = 0 otherwise. As maximizing the modularity over
Z ∈ ZN,K is in general NP-complete [4], it is convenient to perform a continuous
relaxation. Following [17], we transform the problem into

X̂ = arg max
X∈R

N×K

XT DX=IK

Tr XT

(
A − γ

ddT

2m

)
X. (8)
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The predicted membership matrix Ẑ is then recovered by performing an approx-
imated solution to the following k-means problem (see [12])

(
Ẑ, Ŷ

)
= arg min

Z∈ZN,K ,Y ∈RK×K

∥
∥
∥ZY − X̂

∥
∥
∥

F
. (9)

The Lagrangian associated to the optimization problem (8) is

Tr XT

(
A − γ

ddT

2m

)
X − Tr

(
ΛT

(
XT DX − IK

))

where Λ ∈ R
K×K is a symmetric matrix of Lagrangian multipliers. Up to a

change of basis, we can assume that Λ is diagonal. The solution of (8) verifies
(

A − γ
ddT

2m

)
X = DXΛ and XT DX = IK ,

which is a generalized eigenvalue problem: the columns of X are the generalized
eigenvectors, and the diagonal elements of Λ are the eigenvalues. In particular,
since the constant vector 1n verifies (A−γ ddT

2m )1n = (1−γ)D1n, we conclude that
the eigenvalues should be larger than 1 − γ for the partition to be meaningful.

Multiplying the first equation by 1T
n leads to (1−γ)dT X = dT XΛ, and there-

fore dT X = 0 (using the previous remark on Λ). The system then simplifies in

AX = DXΛ and XT DX = IK .

Defining a re-scaled vector U = D−1/2X shows that U verifies D−1/2AD−1/2U =
UΛ and UT U = IK . Thus, the columns of U are eigenvectors of D−1/2AD−1/2

associated to the K largest eigenvalue (or equivalently, the eigenvectors of L =
IN − D−1/2AD−1/2 associated to the K smallest eigenvalues).
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Abstract. The detection of cohesive clusters with similar character-
istics in multiple types of networks is of immense informational value
to researchers. In this work, we propose a Weighted Semilocal Simi-
larity based Label Propagation Algorithm (WSSLPA) for such commu-
nity detection. The proposed method detects communities by using the
semilocal topological features to overcome the shortcoming of random-
ness and instability in the existing label propagation algorithms while
selecting a community label from multiple maximum labels. We asso-
ciate user-defined weight parameters with the topological features to help
WSSLPA adapt to different networks and enhance the performance met-
rics scores of detected communities. We compare the performance of the
proposed method with other community detection techniques and show
that the identified communities of WSSLPA are closer to the ground-
truth communities.

Keywords: Complex networks · Community detection · Label
propagation

1 Introduction

The emergence of network science has put forth the complex networks that model
the intricate relationships among the components of various complex systems [1].
The inception of such complex networks attract researchers’ interest to various
problems, such as their evolution [25], identify influential nodes [26], link predic-
tion [17], information diffusion [9], and so on. Community detection is one of the
fundamental problems in Network Science that aims to find strongly connected
clusters of nodes in a network, identified through more intra-cluster edges than
inter-cluster edges. A plethora of algorithms exists that are driven by different
motivations behind finding the clusters. The well known approaches are based
c© Springer Nature Switzerland AG 2021
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on modularity optimization [19], information-theoretic techniques [10], genetic
algorithms [16], non-negative matrix factorization [3], and label propagation [7].

One algorithm that we build our work on is by Raghavan et al. [22], who pro-
posed the Label Propagation Algorithm (LPA) that utilizes the neighborhood
structures of nodes to detect communities in networks. This approach consists of
three prominent steps., In the initialization phase, nodes are randomly assigned
a unique community label. Following that, the label propagation step begins
wherein each node adapts a label that is assigned to the majority of its neigh-
bors. Finally, the algorithm terminates when nodes have a label that belongs to
the majority of their neighbors. The nodes having the same label get clustered
together, thus producing the community structure of a given network.

The time efficiency and simplicity are advantages of LPA that have encour-
aged the development of various new approaches in this direction. Poaka et
al. [20] developed a new LPA approach wherein they compute link density based
measures to avoid ties between multiple maximum labels. They also extended
their method by using fuzzy techniques to find overlapping communities in com-
plex networks. Jokar et al. [11] extended the previous approach by developing
a new metric that utilized link density to choose the future community of a
node in the case of multiple maximum labels; and also presented a balancing
parameter that assigned appropriate weights to the similarity measures between
the node pairs. Verma et al. [28] developed a semi-supervised learning technique
based on LPA to find communities in complex networks; the proposed method
initializes the communities using core nodes identified through various centrality
measures. Li et al. [14] developed an improved LPA by utilizing the modularity
function and node importance, i.e., the normalized degree centrality of the node.
The proposed algorithm first initializes the communities using the modularity
function and then performs the update step in a specific order by using the node
properties.

In light of the context above, we propose a label propagation based commu-
nity detection method to find better quality communities. We will address two
shortcomings [7] of the existing algorithms, (i) the flaw of randomness and (ii)
the lack of stability in LPA; that are encountered when the algorithm randomly
selects a future community for each node in case of multiple maximum labels.
Therefore, LPA is unable to achieve stable community structures that can be
observed by its lower metric scores that are computed by taking the mean value
on several runs. Our work addresses these issues by utilizing topology based
similarity measures, thereby breaking the tie of random assignment from mul-
tiple maximum labels in obtaining a community structure. Furthermore, the
proposed method produces a stable community structure that is demonstrated
by high metric scores obtained on various networks.

In complex networks, the global similarity measures consider the properties
of the whole network that lead to high time complexity. On the other hand,
local similarity measures examine only the immediate neighborhood informa-
tion of each node. Henceforth, we use semilocal similarity measures to strike
a balance between efficiency and information quantity. Among the semilocal
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indices, we use the extended Jaccard [2], and 2-hop neighborhood volume [29]
to find suitable future communities for the nodes. Our proposed method also
integrates user-defined parameters for the above-mentioned measures to better
adapt to different networks. We conduct experiments comparing against other
existing community detection methods on real-world networks and evaluate the
identified communities using different performance metrics.

The rest of the paper is organized as follows. Section 2 describes the algo-
rithm proposed in this study. Section 3 presents the experimental results for the
comparison of our method with various existing community detection methods.
Lastly, Sect. 4 holds the conclusion of this paper along with future directions.

2 Proposed Method

In this section, we present the details of our proposed method, namely the
Weighted Semilocal Similarity based LPA (WSSLPA). As mentioned, the
WSSLPA removes the random selection of the future community for a node
in case of multiple maximum labels. This is done with the help of topological
information that is fine-tuned by parameters.

We first discuss the parameters required for our proposed method. The
Extended Jaccard EJ coefficient for two adjacent nodes u and v is defined as,

EJ(u,v) =
|Γ2(u) ∩ Γ2(v)|
|Γ2(u) ∪ Γ2(v)| , (1)

where Γ2(u) denotes the union of the neighbors of a given node u that are either
at one-hop or two-hop distance away from node u.

The 2-Hop Neighborhood volume NV 2 for a node u is defined as,

NV 2
u =

∑

w∈Γ2(u)

deg(w), (2)

where deg(w) denotes the degree of node w and Γ2(u) is defined as in Eq. 1.
Additionally, the similarity of a pair of nodes (u, v) is represented by Simu,v

that denotes the weighted sum of EJ(u,v) and NV 2
v using Eq. 3.

Sim(u,v) = k1 · EJ(u,v) + k2 · ˜NV 2
v (3)

where ˜NV 2
v is the normalized value of NV 2

v . The NV 2 values obtained represent
the sum of degrees, therefore we normalize the NV 2 values of all the nodes in
the network to accommodate them in the interval of [0, 1].

The steps of the WSSLPA algorithm are as follows.

1. WSSLPA takes a network G(V,E) as an input, where V is the set of nodes
and E is the set of edges in network G. The initialization phase begins,
wherein WSSLPA assigns a unique community label to each node present in
the network.
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2. The label propagation phase begins. First, the algorithm arranges the nodes
in random order. Next, it chooses a maximum community label in the neigh-
borhood of each node and assigns it as the node’s future community.

3. In the case of multiple maximum labels being assigned to a single node,
say u, we use the Extended Jaccard (EJ) introduced in Eq. 1, and 2-Hop
Neighborhood Volume (NV 2) introduced in Eq. 2 as follows.
(a) Both EJ and ˜NV 2 are pre-computed for the fast execution of the pro-

posed method for all the edges and nodes, respectively.
(b) Next, Sim(u,v) is computed for every pair of nodes using EJ , ˜NV 2 and

the user-defined parameters as explained in Eq. 3.
4. We compute a community wise cumulative sum of the combined similar-

ity measure, that is Simci
sum(u) =

∑
CommunityLabel(v)=ci & (u,v)∈E Sim(u,v),

∀ci ∈ C, where C = {c1, c2, · · · , ci, · · · } is the set of community labels. Subse-
quently, the community label with maximum sum magnitude is selected to be
the future community of the given node, therefore, CommunityLabel(u) =
argmaxci{Simci

sum(u),∀ci ∈ C}.
5. The algorithm is terminated if all the nodes have a label that belongs to

the majority of their neighbors or the maximum number of iterations (t) is
reached.

We now delineate the complete steps for WSSLPA in Algorithm 1.

Algorithm 1: Weighted semilocal similarity based LPA
Input: G(V,E): The Input Network, t: Maximum Iteration Limit

1 For each node u, assign a unique community label CommunityLabel(u)
2 iterations ← 0
3 repeat
4 V ′ ← Shuffle the list of nodes V to produce a random order
5 for u in V ′ do
6 if Multiple maximum labels for node u then
7 Compute Sim score using Equation 3
8 Calculate the community wise cumulative sum of Sim score,

Simci
sum(u) =

∑
CommunityLabel(v)=ci & (u,v)∈E Sim(u,v), ∀ci ∈ C

9 CommunityLabel(u) = argmaxci{Simci
sum(u), ∀ci ∈ C}

10 else
11 CommunityLabel(u) ← Maximum label among the neighbors of

node u

12 end

13 until All nodes have a label equal to the majority of their neighbors or
iterations > t

14 return CommunityLabel
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2.1 Time Complexity

In this section, we present the time complexity of the proposed method. Let n
denotes the number of nodes in the network, kavg is the average degree for the
nodes, t is the maximum number of iterations if the termination criteria is not
satisfied (namely that of all nodes have a label matching most of their neighbors’
label).

The first step of the proposed algorithm includes the calculation of semilocal
measures. The time complexity for calculating these structural measures is equal
to O(nk2

avg). Next, the algorithm begins with the initialization phase, which takes
O(n) time. Subsequently, the label propagation step of the proposed method is
executed that has O(tnkavg) time complexity. Finally, in the termination step,
every node’s neighborhood is utilized to check the termination criteria. This
step has O(nkavg) complexity. Henceforth, the overall time complexity of the
proposed technique is O(nk2

avg + tnkavg).

3 Experimental Analysis

In this section, we introduce the real-world and synthetic datasets used in the
experiments. We then follow it with the performance analysis of the WSSLPA
algorithm as compared to the baseline community detection algorithms.

3.1 Datasets

To evaluate the performance of the proposed algorithm, we use various real-
world datasets, including Karate, Dolphins, Polbooks, Football, Cora, Citeseer,
and AS internet network. The availability of ground-truth community structure
is a critical requirement in our experiments, and thus we consider datasets hav-
ing predefined ground-truth structures. Furthermore, we also test the algorithms
on LFR benchmark network. In LFR, the minimum degree and minimum com-
munity size was set to 20, and the maximum degree and maximum community
size was set to 50. Table 1 summarizes metrics of these networks.

3.2 Experimental Settings

For the analysis, we run each algorithm (WSSLPA and baselines) 10 times and
report their averages when comparing against WSSLPA. The performance met-
rics we use to measure the overall quality of the community structures are the
Normalized mutual information (NMI) [5], and modularity [19]. We use the ter-
mination criteria to set up a maximum number of iterations our proposed method
can execute. This is applied if some nodes do not have a label that belongs to
the majority of their neighbors, and the maximum number of iterations is set to
1000 for the majority of networks (the exception is AS Internet network, where
we set this number to 100 as it is a large network).

The weight parameters, namely k1 and k2, constitute an important part of
experimental settings for WSSLPA. They help the proposed method adapt to
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Table 1. Description of datasets used in this study.

Dataset Acronym Nodes Edges #Ground-truth
communities

Ref

Karate Kar 34 78 2 [30]

Dolphins Dol 62 159 2 [15]

Polbooks Pol 105 441 3 [12]

Football Foot 115 613 12 [8]

Cora Cora 2708 5278 7 [27]

Citeseer Cite 3327 4676 7 [27]

AS Internet AS 23752 58416 176 [4]

LFR LFR 500 µ(0.1 − 0.9) 20–50 [13]

different networks efficiently and maintain a fine balance between the extended
Jaccard and 2-hop neighborhood volume. The default value of weight param-
eters is set as k1 = 0.8 and k2 = 0.2 for WSSLPA as experimentation says
that these settings provide better results compared to baselines for most of the
datasets. Table 2 presents parameter values for all datasets that provides best
results (shown in Table 3) based on the experimental observation.

Table 2. Parameters value (k1, k2) for the best results of WSSLPA.

Datasets Karate Dolphins Polbooks Football Cora Citeseer

k1, k2 0.9, 0.2 0.2, 0.8 0.9, 0.1 0.9, 0.2 0.1, 1.0 1.0, 0.1

Datasets AS LFR(µ = 0.1) LFR(µ = 0.3) LFR(µ = 0.5) LFR(µ = 0.7) LFR(µ = 0.9)

k1, k2 0.9, 0.2 1.0, 0.1 0.2, 0.1 0.7, 0.5 0.5, 0.5 0.5, 0.5

3.3 Performance Analysis

Table 3 presents the performance comparison of WSSLPA with four commu-
nity detection techniques. We compare against four established methods: leading
eigenvector algorithm (Lead) [18], LPA [22], walktrap (Walk) [21], and infomap
(Info) [23,24] algorithms. For the WSSLPA method we show both the best results
achieved, as well as the results for the default parameter setting.

We observe that WSSLPA achieves the best NMI scores on the major-
ity of networks (0.8209, 0.8483, & 0.3227 are the best NMI scores achieved by
WSSLPA on Kar, Dol, Cite, respectively), and competitive scores on others
(0.5619, 0.9150, & 0.3342 are the second best NMI scores obtained on Pol, Foot,
AS, respectively). WSSLPA with default parameters also obtains better NMI
results (on Kar, Cite, AS ) in comparison with other community detection meth-
ods. Infomap and LPA achieve the best NMI scores on some networks; however,
WSSLPA gives competitive results on them. Additionally, the Lead and Walk
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Table 3. Performance comparison using the NMI and modularity metrics

Data
Set

Algorithm Lead LPA Walk Info WSSLPA
(best)

WSSLPA
(0.8/0.2)

Kar NMI 0.6771 0.6815 0.6110 0.6994 0.8209 0.7901

Modularity 0.3934 0.3604 0.3431 0.4020 0.3970 0.3925

Dol NMI 0.4489 0.6377 0.5372 0.5844 0.8483 0.5761

Modularity 0.4911 0.4795 0.4888 0.5269 0.4331 0.4955

Pol NMI 0.5201 0.5655 0.5081 0.4934 0.5619 0.5483

Modularity 0.4671 0.4989 0.4961 0.5228 0.4904 0.4893

Foot NMI 0.6986 0.8679 0.7451 0.9241 0.9150 0.9006

Modularity 0.4926 0.5871 0.5883 0.6005 0.5807 0.5739

Cora NMI 0.3820 0.4233 0.4011 0.4128 0.4111 0.4002

Modularity 0.7318 0.7401 0.5888 0.7178 0.7339 0.6237

Cite NMI 0.3011 0.3114 0.3181 0.3119 0.3227 0.3223

Modularity 0.8541 0.8221 0.8089 0.8207 0.7531 0.7534

AS NMI 0.0000 0.2302 0.2553 0.4412 0.3342 0.3092

Modularity 0.0000 0.2010 0.1649 0.5195 0.3540 0.3139

algorithms obtain low NMI scores. For modularity analysis, WSSLPA performs
competitively in most cases while it gets low modularity scores on some networks.

The main aim of this study was to develop a community detection tech-
nique that could produce near ground-truth community structures. The proposed
WSSLPA method performs excellently on the NMI measure as it produces high
quality community structures. The modularity community score suffers from
the resolution limit problem wherein it rewards the large size communities while
ignoring the small communities [6]. This is one of the main reasons for the average
performance of WSSLPA on the modularity metric. Overall, WSSLPA produces
better performances across various networks as observed in Table 3 summarizing
the results of our experiments.

Additionally, we perform an experiment to evaluate different community
detection methods utilized in this study on the LFR benchmark datasets, run-
ning each experiment 10 times and showing the average values. We create the
LFR network with 500 nodes by varying the mixing parameter μ ∈ [0.1, 0.9].
Figure 1 presents the results for this experiment, where the x-axis denotes the
different mixing parameter values, while the y-axis represents the NMI scores
obtained by different algorithms.

We observe that the infomap method obtains the highest NMI score for
smaller μ (namely μ ∈ {0.1, 0.3}), but its NMI values fall sharply after that
to their lowest point. Similar results are observed for LPA wherein the NMI
values fall sharply after the mixing parameter value of 0.1. WSSLPA achieves the
highest score at μ = 0.1, and it drops as observed for other methods. However,
the WSSLPA achieves the highest NMI values in comparison to other algorithms
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Fig. 1. Comparison on the LFR network using the NMI performance metric.

for μ ∈ {0.7, 0.9}. This observation shows the robust nature of the proposed
community detection technique for different mixing parameter values. Lead and
Walktrap methods achieve low NMI scores in the majority of the cases except
at μ = 0.5, where they obtain higher NMI values compared to other algorithms.

The above experiments help in providing a deep insight into the performances
of various community detection techniques. They also help in exhibiting the
consistent performances of WSSLPA across a variety of datasets with the help
of different evaluation metrics. WSSLPA obtains higher NMI scores on real-world
and synthetic networks, signifying the superior quality of identified communities.

3.4 Sensitivity Analysis

We now study the impact of weight parameters, i.e., k1, k2, on the performance of
WSSLPA for different networks. For this analysis, the one parameter (k1 or k2)
will be set to 0.5 and the other will be varied in the range of [0.1, 0.9]. Figures 2,
and 3 show the NMI values of identified communities. In Fig. 2, k2 = 0.5, while
k1 ∈ [0.1, 0.9], and in Fig. 3, k1 = 0.5, while k2 varies in the range [0.1, 0.9].

We observe from Fig. 2 that the overall NMI scores of WSSLPA increase
as the value of k1 increases. In Fig. 3, we observe that the overall NMI scores
decrease with the increasing value of k2. The variation in k2 affects more the
performance on small size networks as compared to larger networks.

In Fig. 4, we show the NMI values obtained by WSSLPA on Kar, Dol, Pol,
Foot networks for all parameter (k1 and k2) settings. The results show that a
higher value of k1 and a lower value of k2 provide good results on most networks,
as expected.
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Fig. 2. Analysis of WSSLPA by varying k1 ∈ [0.1 − 0.9] while keeping k2 = 0.5.

Fig. 3. Analysis of WSSLPA by varying k2 ∈ [0.1 − 0.9], and k1 = 0.5.

We, therefore, conclude that on the majority of networks, we obtain better
NMI scores through the combination of higher k1 values and lower k2 values. An
exception is the case of Cora network wherein lower k1 and higher k2 values give
better score. This might be because, in these networks, a higher preference is
given to the centrally connected nodes while predicting clusters closer to ground-
truth community structures. Henceforth, the parameters for WSSLPA are based
on these observations that finally help the proposed algorithm achieve better
quality community structures.
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Fig. 4. Analysis of WSSLPA on Kar, Dol, Pol, & Foot networks for k1 ∈ [0.1 − 0.9]
and k2 ∈ [0.1 − 0.9].

4 Conclusion

The development of efficient and accurate community detection methods is a
keen research area in the field of network science. Recent methods propose the
utilization of local information to detect the densely connected communities
of nodes. Although such methods are efficient, they achieve low performances
because of the limited information extracted from the network. Furthermore,
global similarity methods consider the topology of the whole network, thereby
making them less efficient.

In this study, we presented a Label Propagation Algorithm (LPA), named
Weighted Semilocal Similarity based Label Propagation Algorithm (WSSLPA),
that detects high quality communities that are similar to the ground-truth com-
munities in complex networks. Our proposed method utilized semilocal similarity
measures to counter the shortcoming of randomness in LPA. Consequently, this
improved the quality of WSSLPA’s detected communities by avoiding the for-
mation of large communities, which is a shortcoming in most modularity-based
community detection methods. Additionally, the utilization of semilocal mea-
sures helped in retrieving considerable global network information, while the
label propagation technique assisted in improving the algorithm run time. The
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experimental results showed the better performance of WSSLPA on real-world as
well as on synthetic networks as compared to baseline methods. The proposed
method performs consistently on different networks and achieves competitive
NMI scores, thereby signifying the closeness of the identified communities with
respect to the ground truth community structure.

One can further extend the proposed method to attributed networks where
each node has different properties, and the edges might represent varied relation-
ships. Such diverse information can be harnessed by developing efficient semilocal
methods that can be utilized by the community detection algorithms. Further-
more, the existing method could be extended to detect overlapping communities
wherein each node can attain multiple community labels. This would help to fur-
ther develop novel community detection techniques for real-world systems where
the objects are heterogeneous, and a single object might be linked with multiple
communities.
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Abstract. A graph analysis on the tweets and users networks from a
set of curated news was done to study the existing difference in com-
munication patterns between legitimate and misinformation news. Our
findings suggest there is no difference in the influence of misinformation
and legitimate news but misinformation news tend to be more shared and
present than legitimate news, meaning that while misinformation tweets
do not have more influence, their authors are more prolific. Misinforma-
tion reach wider audience even if the tweets, individually, are not more
influential. A subsequent qualitative analysis on the users reveal that
there is also influence of misinformation spreading in Spain from other
Spanish speaking countries.

Keywords: Misinformation diffusion · Twitter influence · Network
analysis

1 Introduction

The diffusion of misinformation and disinformation through modern communi-
cation and social networking sites is one of today’s most urgent problems. The
situation has worsened in recent years since its circulation has reached unfore-
seen scales, severely affecting domains that range from politics and economy to
public health. In healthcare, the proliferation of manipulated medical informa-
tion has been perceived as especially harmful due to the impact that this content
might have on people’s lives [15].

We understand disinformation as verifiably false or misleading information
created, presented and disseminated for economic gain or to intentionally deceive
the public, while misinformation is verifiably false information that is spread
without the intention to mislead1. With the rapid spread of misinformation in
social networks during the COVID-19 pandemic and the extensive use of Twitter
as information platform [8], a large number of studies have been carried out
since then. For example, Singh et al. analyse the most prevalent myths about
the COVID-19 and the number of conversations about those myths over time
[14]. Authors in [4] classify misinformation in some categories and try to find
1 https://digital-strategy.ec.europa.eu/en/policies/online-disinformation.
c© Springer Nature Switzerland AG 2021
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who is interacting with influential tweets containing misinformation and where
those tweets are propagated in the global network. In [7], authors develop a
twitter misinformation dataset and analyses the communities inside the users
interactions network. Mcquillan et al. present a network community analysis
and topic analysis about COVID-19 topics in Twitter [6].

As part of the RRSSalud project Dynamics of dissemination in social net-
works of false news about health, 2020–2022 2, we leveraged data from Twitter
to study the dynamics of dissemination of health, politics and technology mis-
information and disinformation.

Additionally, we examined the dynamics of tweets written in Spanish and
their profiles in the context of the COVID-19 pandemic.

2 Dataset and Methodology

Our study has been carried out with a dataset composed by misinformation
and legitimate news. The subset was built during the RRSSalud project [13]
selecting 10 misinformation news on health, technology and politics published
between March and April 20203. We completed our dataset with 10 verified news,
established by MyNews repository, a platform that records all the information
published in the main Spanish media on the same dates, and on similar topics.
Tables 1 and 2 show the 20 selected claims, 10 misinformation news and 10
legitimate news.

Table 1. Misinformation news

New id Claim

11 Alimentos que más inmunizan contra el coronavirus

12 Hantavirus. La OMS advierte al mundo del nuevo virus que viene de China

13 Madrid denuncia que el Gobierno paralizó en Zaragoza 5.000 kilos de mascarillas
para Madrid porque «Aduanas cierra a las 15h»

14 Bill Gates anuncia que implantará microchips para combatir Covid-19 y rastrear
las vacunas

15 Demuestran científicamente la relación causal entre la tecnología 5G y el COVID-19

16 Todo apunta a que el COVID-19 “se escapó” del Instituto de Virología de Wuhan:
¿Desarrollaban los chinos un arma de guerra biológica?

17 El uso prolongado del tapaboca produce hipoxia

18 Stefano Montario: las mascarillas incuban el cáncer

19 El Ministerio del Interior alemán define al coronavirus como «falsa alarma global»
en un informe filtrado a la prensa

20 La OMS alerta sobre el Virus Nipah que puede ser peor que el Covid-19

2 This project is financed by the BBVA Foundation in its 2019 call for Ayudas a
Equipos de Investigación Científica en el área de Economía y Sociedad Digital.
https://www.rrssalud.org.

3 Sources: EFE Verifica, Maldita and Newtral.

https://www.rrssalud.org
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Table 2. Legitimate news

New id Claim

1 La Junta iniciará el lunes el reparto de menús para menores en riesgo de exclusión
en Córdoba

2 El CSIC busca una vacuna contra el Covid-19 a partir del virus que erradicó la
viruela

3 Coronavirus: llega a Madrid el material sanitario al que Huawei se comprometió
con el rey Felipe VI

4 No hay evidencia de que los perros transmitan el virus

5 Moscú aprovecha el coronavirus para imponer el control a la población con códigos
QR

6 El coronavirus solo se desactiva por completo a más de 90 grados

7 El uso de la mascarilla agrava el aislamiento de las personas sordas

8 Utilizar guantes no tiene ningún sentido

9 Evitar el coronavirus con la vacuna de la polio

10 Sanidad estudia adelantar este año la vacuna de la gripe

In addition, we have collected tweets using the official Twitter API related
to the news from our dataset. For each of them, we searched a first set of tweets
containing the URL of these news or their claim, starting on March 2020 until
May 2021. From this initial set of 2.5k tweets we then captured the whole con-
versation around those tweets, the retweets and the quotes and collect a total of
20.5k tweets. Finally we collected the users set composed of the tweets’ authors
and the users who liked or retweeted any tweet from the initial set (N = 40.1k).

With this dataset we built the tweet network T and user network U, as well
as the resulting two one-mode projection of the bipartite network B, where the
nodes Nt ∪ Nu. Nt are the nodes representing the tweets and Nu are the nodes
representing users. An edge etu represents the interaction (like or retweet) from
the user u to the tweet t. Since we are interested in the influence and spreading of
the news, we based our graph on retweets and likes. This is an important aspect
to retain as all the metrics under this graph can only be interpreted based on
its foundation. An edge between node t1 and node t2 is created if they have a
common user that has interacted with both tweets. Finally, graph U represents
the users network and its nodes represent users. Again, an edge between user u1

and user u2 is created if they interacted with a common tweet.
Since the tweets are collected from different sources of selected misinforma-

tion news, tweets that are related to a misinformation news are labelled as mis-
information tweets, and tweets that are related to a legitimate new are labelled
as legitimate tweets.

3 Tweets Analysis

3.1 Graphs Analysis

In terms of the type of news gathered, our graph T presents an unbalance in
favour for the misinformation tweets as depicted in Fig. 1. We have identified
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16601 tweets related to the misinformation news, while only 3905 are about
legitimate news. Thus, misinformation news were tweeted four times more than
legitimate news.

Fig. 1. Graph T with pink coloured misinformation news and blue coloured legitimate
news (Color figure online)

We also found unbalance in regards to the news proportion. As shown in
Table 3 most of the tweets are about the news #14, and we have barely some
tweets from news #15 and #12 and nothing for news #11 and #20.

For the legitimate news tweets, as shown in Table 4, most of the tweets also
comes from a single item, the news #3. Moreover, we did not find any tweet
coming from news #1, #2, #5, and #7. Results show that legitimate news have
more potential to go unnoticed, compared to misinformation news.

Table 3. Misinformation news distribution

New id Nodes percentage Mean degree Mean retweet influence coefficient

11 0% – –
12 0.63% 5.80 0.37
13 4.38% 18.13 0.24
14 54.59% 21.31 0.22
15 0.55% 9.15 0.51
16 2.03% 4.74 0.30
17 1.80% 11.04 0.04
18 8.03% 20.00 0.19
19 16.45% 22.07 0.22
20 0% – –

To find if different tweets are related by the same group of people we built the
sub-graph Tinitial of the graph T where the nodes are only the tweets collected in
the initial phase of the data collection, and discarded the nodes that are part of
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Table 4. Legitimate news distribution

New id Nodes percentage Mean degree Mean retweet influence coefficient

1 0% – –
2 0% – –
3 12.45% 34.67 0.79
4 0.03% 1 0.88
5 0% – –
6 2.19% 17.68 0.79
7 0% – –
8 2.19% 14.27 0.76
9 0.03% 3.50 0.99
10 0.09% 4 0.93

the conversation of those tweets (see Sect. 2). The goal was to remove the tweets
that were related to each other as they were part of the same conversation in
order to analyse the connections between different and independent tweets. The
resulting graph Tinitial is a graph where most of the nodes have no connection at
all. However, those nodes who have connections belong only to misinformation
news.

Fig. 2. Subgraph of initial tweets
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The Fig. 2 represents the graph of the nodes that had at least one connection
from the mentioned graph. Tweets mentioning misinformation news are depicted
with red dots, while tweets mentioning legitimate news are in blue. As observed,
only red nodes are represented4. We interpret this as there is only a connec-
tion between the users interacting with misinformation news. Thus, a user who
interacts with a tweet containing misinformation is more probable for it to inter-
act with another tweet containing misinformation. This reinforces the findings
from [7]. To compare how nodes from the same type of news tend to connect to
nodes from their similar type we calculated the discrete assortativity coefficient
[9] for the graph T described in Sect. 2. We get a discrete assortativity of 0.898.
A high assortativity coefficient means that nodes do not tend to be connected
if they are different, so there are few links between misinformation news nodes
and legitimate news nodes which means there are few users that interact with
both misinformation tweets and legitimate tweets. This reinforce the idea that
users tend to interact with the same type of news.

3.2 Tweets Influence

On a general perspectives, influence has been extensively studied using users
on Twitter [12], as well as the measure of the tweet influence itself [4]. These
metrics measure the influence of tweets by counting their number of retweets
following the logic that if a tweet is retweeted it means the message in the tweet
was strong enough for the user to share it with others and being presented to a
new set of users, contributing to the spread of the news. Previous studies have
shown that the number of retweets follows a power law distribution [5]. Hence,
our following analysis aims to verify whether the number of tweet count per
number of retweets also followed a power law. One way to measure the influence
of a tweet could by the degree centrality measure [10]. However, this method
is not adequate in our case, due to the limitations for the graph construction
It does not represent a global measure of influence but rather in the context of
the graph, and the way it was built. Another way to measure the influence of a
tweet is by counting how many times the tweets has been retweeted.

We fitted the tweet counts by number of retweets to a power law using the
tool developed in [1] and observed that they follow a power law with an α = 1.80
as seen in Fig. 3. This means that tweets that have a lot of retweets, and by our
definition are more influential, are less frequent. We can have a coefficient of
how influential a tweet is by the retweets and the Probability Density Function
(PDF) of the power law.

ci(t) = 1 − r−α
t (1)

Equation 1 shows us this Retweet Influence Coefficient (RIC) ci for a tweet
t which has rt retweets and in our case α = 1.80. Since we want the tweets
with more influence to have a higher RIC we took the inverse of the PDF by
subtracting it to 1.
4 The figure shows a big clique of 45 nodes, those tweets are the same tweets being

posted by the same user and this user liking its own tweets.
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Fig. 3. Powerlaw fitting to the tweet count by number of retweets

In Table 3 we can see that the tweets that are the most connected are not
necessarily the one with the most influence. One of the causes of this, might be
to the graph construction.

Doing a qualitative investigation about the difference between the tweets
with high degree centrality and the tweets with high RIC, we found out that
tweets that have high degree centrality do not have any particularity to be the
most influential. Some were comments, some were original tweets, some had lots
of replies and others barely where liked.

Therefore we cannot consider the degree centrality of a tweet as reliable
measure of influence for this type of graphs.

On contrary, using our measure of RIC, the tweets with the highest RIC were
tweets that carried an important message and/or where published by someone
well known like an important politician.

When comparing the misinformation news RIC score (RIC = 0.164) and
the legitimate news’ one (RIC = 0.156) no significant difference were found
(one-way ANOVA: F(2, 4751) = 1.05, p-value = 0.41). Legitimate news and
misinformation news have the same probability to be retweeted.

4 User Analysis

4.1 User Graph

For the user graph the nodes are the users, and a link between two users if they
interacted with the same tweet. The resulting graph contains 32500 nodes and
1006998 edges. The mean degree in the graph is 63.61, the maximum 821, and
the minimum is 1. Having a higher degree than in the tweets graphs is probably
due to the fact that users tend to interact with the tweets in the same context
and even more in the same conversation.

Table 5 shows that the most connected users are also the ones who are the
most active (produce more tweets), have more followers and follow more people.

In case a user interacted or authored more tweets related to misinformation
news it was marked as misinformation user, otherwise it was marked as legitimate
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Table 5. Highest degree nodes compared to the average node

Measure General mean Mean 100
highest degree

Mean 10 highest
degree

Tweets posted 30141.27 119146.60 219308.70
Followers 1466.63 4427.49 2405.50
Following 1204.13 2055.07 2852.60

user. We found that for a total of 31629 users, 25703 users were misinformation
users and 5926 were legitimate users. This is coherent with the nature of our
dataset.

If we calculate the discrete assortativity coefficient [9] in the users graph U
to measure how nodes connect to similar nodes when comparing about misinfor-
mation users and legitimate users, we get a 0.88 coefficient which is high. This
is expected since legitimate users will interact with legitimate news and misin-
formation users interact with misinformation news according to our definition.

In addition, we clustered the users based on their graph U using the Lou-
vain algorithm [3]. Then we identified those clusters where there were a mix
of legitimate and misinformation users. There are 70 groups, with each group
having mean size of 295.3 users. With the smallest group being of 3 users and
the biggest group being of 1877 users.

Table 6. 10 biggest communities that contain misinformation and legitimate users

Community Legitimate users Misinformation users Proportion

62 469 8 98.32% - 1.68%
14 5 508 0.97% - 99.03%
49 106 557 15.99% - 84.01%
11 602 67 89.99% - 10.01%
47 1 709 0.14% - 99.86%
57 710 55 92.81% - 7.19%
12 6 813 0.73% - 99.27%
54 2 1010 0.19% - 99.81%
6 55 1000 5.21% - 94.79%

10 23 1854 1.23% - 98.77%

Table 6 shows that most of the communities are very unbalanced in favour
of a type of user. Nonetheless, we created the community sub-graph of the most
balanced communities to see how users from other groups interacted with each
other, which is represented in Fig. 4. We can observe that even by creating mixed
communities sub-graphs, the communities remains homogeneous. For example
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Fig. 4. Mixed user communities

in community 49, mostly composed of misinformation users, there are 2 clusters
of legitimate users. In communities 11 and 57, mostly composed by legitimate
users, most of the misinformation users are in the peripheries of the cluster or
linked by bridge users to the legitimate users. In conclusion legitimate users
tend to connect to legitimate users, and misinformation users tend to connect to
misinformation even in the case of mixed communities and even when connection
between the two communities exist, they are only connected through a few users.

4.2 User Influence

Our analysis to measure the influence of users in Twitter is based on a metric
proposed by [11].

They defined the Retweet Impact as shown in Eq. 2. Where OG is the number
of original tweets, and RT is the number of users who have retweeted the author’s
tweets.

RI = OG · log(RT ) (2)

For our case we used the total count of retweets instead of the total of different
users that have retweeted at least once one of the author’s tweets to account from
the Twitter’s API limits of 100 users retweets data collection.

A qualitative analysis of the 100 most influential users, we found that 78
were misinformed (38 from Spain) and 22 were legitimate users (18 from Spain).
Despite having 81% of the total users misinformed, this proportion is not main-
tained with the most influential users. Even though there users interacting with



276 D. Saby et al.

misinformation, those users are not necessarily more influential than legitimate
users.

We also found out that most of the misinformed users from this list of 100
most influential post content about politics, and religion. Where 13 of those users
post content related to extreme right ideas, 4 of those users post content related
to extreme left ideas, and finally 3 of those users post religious content. Most
of the legitimate users from the list of 100 most influential users post content
about scientific diffusion and fight against misinformation.

Finally we found that from this list of 100 most influential users, 44 users are
not from Spain or their region could not be identified.

4.3 Users Location

We developed a tool to identify the location of the users based on their loca-
tion input and their description. Even though we selected news from Spanish
sources we could not avoid getting users from other countries specially from
Latin America. As shown in Table 7, for Spanish users, our user sample reflect
the proportion of the different provinces.

Table 7. Users, authors of initial dataset, per Spanish localisation

Location Number of users

Unknown 2513

Comunidad de Madrid 168

Cataluña 106

España 65

Andalucía 46

Galicia 44

Comunidad Valenciana 43

Castilla y León 10

Principado de Asturias 19

Canarias 16

Región de Murcia 15

Others Spanish regions 41

A qualitative review from a sample from users that have an unknown location
showed that around one third of those users still are from Spain. The rest of the
users where in minority from an unknown location or from a Spanish speaking
country. Nevertheless we cannot ignore the rest of the users coming from another
country. We could say that the level of misinformation also depends from the
level of misinformation in other Spanish speaking countries.
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5 Discussion and Future Work

In this study we analysed the tweet influence among conversations on Twitter
about misinformation and legitimate news. Our goal was to develop a better
understanding of the different news spread patterns, as well as tackling some
limitations inherent to influence metrics. A common issue raised by metrics, such
as degree centrality measure, its their dependency upon the graph construction
process itself. This led us to develop the RIC measure which has the advantages
to be independent to the graph structure and capturing the influence of the
tweets appropriately.

While being more adequate to unveil influential tweets, our influence metric
did not show any significant difference between misinformation and verified news,
arguing for a similar impact of both type of news reveal a difference in the users
behaviour. Users that spread and/or interact with misinformation tend to post
more about it than users who post about verified news. This effect was also
found in [2], where authors observed that misinformation users are more focused
on spreading their ideas than legitimate users.

But since there is not a significant difference in the influence of misinfor-
mation tweets compared to legitimate tweets, both news are shared the same
amount of times. Misinformation is being posted more often, resulting in a wider
spread thus a different pattern of communication where users exhibit different
behaviours if they tend to post about misinformation rather than legitimate
news. No only does the users from different groups behave differently, they also
do not interact with each others. They tend to interact with other users that
share the same type of news than them and thus are prone to the echo chamber
effect, confirming finding from previous studies [2,7].

Another important aspect in term of combating misinformation is the lan-
guage. Users are connected with people from other countries that speak the same
language. This raises the concern of how do spread patterns of misinformation
behave. Our findings indicate that language prevails over geographic factors,
exacerbating the difficulties for governments to control the dissemination of mis-
leading information.
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Abstract. Identifying key nodes is crucial for accelerating or impeding
dynamic spreading in a network. Community-aware centrality measures
tackle this problem by exploiting the community structure of a network.
Although there is a growing trend to design new community-aware cen-
trality measures, there is no systematic investigation of the proposed
measures’ effectiveness. This study performs an extensive comparative
evaluation of prominent community-aware centrality measures using
the Susceptible-Infected-Recovered (SIR) model on real-world online
social networks. Overall, results show that K-shell with Community and
Community-based Centrality measures are the most accurate in iden-
tifying influential nodes under a single-spreader problem. Additionally,
the epidemic transmission rate doesn’t significantly affect the behavior
of the community-aware centrality measures.

Keywords: Complex networks · Centrality · Influential nodes ·
Community structure · SIR model

1 Introduction

With the plethora of data flowing into online social networks, representing the
main entities and their interactions is essential. Networks offer an ideal repre-
sentation of such complex systems to investigate their structure and dynamics.
Identifying influential nodes is crucial for many applications such as designing
lucrative marketing campaigns, targeting terrorist attacks, controlling epidemic
spreading, detecting financial risks, and extracting salient features from visual
content [3,9,14,16,20,23,24]. Centrality is one of the main approaches employed
to do so. Classically, centrality measures exploit the topology and dynamics of
networks [16]. They can be classified into two main groups, namely local and
global. The former uses the node’s neighborhood, while the latter incorporates
all of the network’s information to quantify a node’s influence. They can also be
combined [10,28].

Many real-world networks contain densely connected zones that are loosely
linked to each other. This so-called community structure is a ubiquitous feature
in natural and artificial systems [6]. The network’s structure and dynamics are
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significantly affected by communities [19]. Recently developed centrality mea-
sures exploit this information to identify influential nodes [5,7,8,17,18,30,32].
We refer to them as “community-aware” centrality measures. Unlike classical
centrality measures, community-aware centrality measures differentiate between
the node’s intra-community links (links between nodes in the same commu-
nity) and inter-community links (links between nodes in different communi-
ties). Intra-community links exert influence at the community level, while inter-
community links exert influence at the network level [22]. The difference between
community-aware measures is mainly based on how intra-community links and
inter-community links are associated together. For example, Comm centrality [8]
preferentially selects bridges over hubs by prioritizing inter-community links over
intra-community links. Community-based Mediator [30] favors nodes with unbal-
anced intra-community and inter-community links.

With limited resources, it is essential to identify top influential nodes either
for maximizing or for minimizing the diffusion in online social networks. The
Susceptible-Infected-Recovered (SIR) model is commonly used to model disease
and rumor spreading [1]. Starting with a small set of initial spreaders defined
by a specific centrality measure, the goal is to evaluate its ability to reach the
maximum outbreak size.

The SIR model has been widely used to investigate the behavior of various
classical centrality measures [2,11,15]. Studies on community-aware centrality
measures examine either a small number of the proposed solutions in the litera-
ture or experiments are performed on a small sample of networks [8,17,18,30,32].
Therefore, there is no consensus about the effectiveness of the most popular
measures on online social networks, where communities are naturally preva-
lent [4,13,29]. This paper aims to fill this gap. An extensive investigation of
seven community-aware centrality measures is performed on ten real-world online
social networks using the SIR diffusion model under a single-spreader scheme.

The paper is organized as follows. Section 2 introduces the community-aware
centrality measures. Section 3 presents the networks, the tools, and the method-
ology applied. Experimental results are provided in Sect. 4. The main findings
are discussed in Sect. 5. Finally, in Sect. 6, the conclusion is given.

2 Community-Aware Centrality Measures

In this section, we briefly recall the definitions of the seven community-aware
centrality measures under test. Let G(V,E) be an undirected and unweighted
graph where V is the set of nodes, E is the set of edges, and N = |V | is the
size of the network. It is partitioned into Nc non-overlapping communities where
ck is k-th community. A node i possess kintra

i intra-community links and kinter
i

inter-community links such that ktot
i = kintra

i +kinter
i represents its degree. Note

that if the community structure is unknown, a community detection algorithm
is needed to uncover it.

1. Community Hub-Bridge [5] weights the intra-community links of a
node by its community size. The inter-community links are weighted by the
number of communities reached by the node. It is defined as follows:



Comparing Community-Aware Centrality Measures 281

αCHB(i) = |ck| × kintra
i + NNCi × kinter

i (1)

where |ck| is the size of the community of node i and NNCi is the number
of communities linked to node i.

2. Participation Coefficient [7] gives more importance on the hetero-
geneity of the inter-community links of a node. If the node’s links are uni-
formly distributed across the communities, its centrality value is one. It is
defined as follows:

αPC(i) = 1 −
Nc∑

c=1

(
ki,c

ktot
i

)2

(2)

where ki,c is the number of links node i has in a given community c.
3. Community-based Mediator [30] uses entropy to quantify the

node’s importance through its intra-community and inter-community links.
It is defined as follows:

αCBM (i) = Hi × ktot
i∑N

i=1 ktot
i

(3)

where Hi=[−∑
ρintra

i log(ρintra
i )]+[−∑

ρinter
i log(ρinter

i )] is the entropy of
node i based on its ρintra and ρinter which represent the node’s ratio of
intra-community and inter-community links.

4. Comm Centrality [8] weights the intra-community links and inter-
community links by the ratio of external links. It also prioritizes bridges over
hubs. It is defined as follows:

αComm(i) = (1 + μck) × χ + (1 − μck) × ϕ2 (4)

where μck is the proportion of inter-community links over the total community
links in community ck, χ = kintra

i

max(j∈c)k
intra
j

× R, ϕ = kinter
i

max(j∈c)k
inter
j

× R, and
R is a constant to scale intra-community and inter-community values to the
same range.

5. Modularity Vitality [18] is based on the modularity variation due
to the node removal from the network. Removal of a bridge node increases
the modularity, while removal of internal a hub decreases the modularity. It
is defined as follows:

αMV (i) = M(G) − M(Gi) (5)

where M(G) is the modularity of a network and M(Gi) is the network’s
modularity after the removal of node i. Note that Modularity Vitality is a
signed centrality. In this study, we use its absolute value to rank the nodes.

6. Community-based Centrality [32] is based on weighting the node’s
intra-community and inter-community links by the subsequent sizes of their
belonging communities. It is defined as follows:

αCBC(i) =
Nc∑

c=1

ki,c

(nc

N

)
(6)
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where nc is the number of nodes in community c and ki,c is the number of
links node i has in a given community c.

7. K-shell with Community [17] is based on the k-shell (also called k-
core) hierarchical decomposition of the network composed of intra-community
links and the network composed of inter-community links, separately. A
weighting parameter then combines the two values to prioritize the selection
of hubs or bridges. It is defined as follows:

αks(i) = δ × αintra(i) + (1 − δ) × αinter(i) (7)

where αintra(i) and αinter(i) stand for the k-shell value of node i by only
considering intra-community links and inter-community links, respectively. δ
is set to 0.5 in this study.

3 Data, Tools, And Methods

3.1 Data

This study uses ten unweighted and undirected online social networks pub-
licly available. They originate from various online platforms (Facebook, Twitter,
Deezer, Hamsterster, and Pretty Good Privacy). Table 1 reports their basic topo-
logical characteristics. As their community structure is unknown, it is uncovered
by Infomap [26].

1. Facebook Friends [21]: Nodes are users from a Facebook ego network
extracted in April 2014. Edges between two users mean they are “friends” on
Facebook.

2. Retweets Copenhagen [25]: Nodes are Twitter users tweeting while
the United Nations conference in Copenhagen about climate change was tak-
ing place. Edges represent retweets.

3. Caltech [25]: Nodes are users on Facebook enrolled at Caltech Uni-
versity. Edges between two users mean they are “friends” on Facebook.

4. Ego Facebook [25]: Nodes are users on Facebook participating in
a survey conducted on Facebook. Edges between two users mean they are
“friends” on Facebook.

5. Hamsterster [12]: Nodes represent users from an online social pet
network hamsterster.com. Edges represent friendships between the users.

6. Facebook Organizations [21]: Nodes are users on Facebook who
work in the same company. Edges between two users mean they are “friends”
on Facebook.

7. Facebook Politician Pages [25]: Nodes are Facebook pages of politi-
cians from different countries. Edges represent mutual likes of Facebook users
among the given pages.
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Table 1. Topological features of the networks. N is the number of nodes. |E| is the
number of edges. < k > is the average degree. ζ is the transitivity. μ is the mixing
parameter. λth is the epidemic threshold. * means the largest connected component of
the network is taken if it is disconnected.

Network N |E| < k > ζ μ λth

Facebook Fri.* 329 1,954 11.88 0.512 0.112 0.048

Retweets Co. 761 1,029 2.70 0.060 0.287 0.139

Caltech* 762 16,651 43.70 0.291 0.410 0.048

Ego Facebook 4,039 88,234 43.69 0.519 0.077 0.009

Hamsterster* 1,788 12,476 13.49 0.090 0.298 0.022

Facebook Org. 5,524 94,219 34.11 0.222 0.366 0.016

Facebook Pol 5,908 41,729 14.12 0.301 0.111 0.024

Princeton* 6,575 293,307 89.21 0.163 0.365 0.006

PGP 10,680 24,316 4.55 0.378 0.172 0.056

DeezerEU 28,281 92,752 6.55 0.095 0.429 0.066

8. Princeton [25]: Nodes are users on Facebook enrolled at Princeton
University. Edges between two users mean they are “friends” on Facebook.

9. PGP [12]: Nodes are users from the web of trust, utilizing Pretty Good
Privacy (PGP) encryption for sharing information online. Edges between
users represent sharing data under secure connections.

10. DeezerEU [27]: Nodes represent users from Deezer, a European plat-
form for music streaming. Edges represent online friendships between users.

3.2 Susceptible-Infected-Removed Model

The Susceptible-Infected-Removed (SIR) model is one of the widely used diffu-
sion models in networks. Initially, a single node or a set of nodes (fo) is in the
infectious state (I) while the remaining nodes are in the susceptible state (S). At
each iteration, an infectious node infects its susceptible neighbors at a rate λ.
Previously infected nodes recover and are removed from the network at a rate
γ. The spreading continues until there are no infectious nodes. At this point,
the number of nodes in the “Recovered” state indicates the spreading power of
the single node or the initial set of nodes (fo). Each network has an epidemic
threshold (λth) controlling the epidemic spreading. It is defined as [31]:

λth =
< k >

< k2 > − < k >
(8)

where < k > and < k2 > are the first and second moments of the network’s
degree distribution. The epidemic threshold values are reported in Table 1.



284 S. Rajeh et al.

3.3 Imprecision Function

The imprecision function [11] measures the performance of a centrality measure
in predicting influential spreaders. It is based on the average number of infections
due to an infected seed node. It is defined as follows:

εc(p) = 1 − Mc(p)
Meff (p)

(9)

where p is a value between [0,1], Mc(p) is the average spreading power of top
pN nodes ranked according to a specific centrality measure c, and Meff (p) is the
average spreading power of top pN nodes ranked according to their influence in
the SIR model (N is the number of nodes). The smaller the value of εc(p), the
better the performance of the centrality measure c.

3.4 Methods

The SIR model runs on each network using different transmission rates around
the epidemic threshold (λth

2 , λth

1.5 , 1.5 × λth, 2 × λth). The recovery rate γ is set
to 1 to measure the spreading ability of the seed node initiating the spreading
only. For each transmission rate, 1000 independent simulations of the SIR model
are performed in networks with less than 6000 nodes and 100 independent simu-
lations otherwise. The SIR spread size of each node in the network is computed
after setting it as the seed of diffusion. The set ordered from highest to small-
est SIR spread size is called the reference set. The community-aware centrality
measures are computed, and nodes are ranked from higher to lower centrality
value. For each transmission rate (λ), we calculate the imprecision function over
the top fraction pN nodes.

4 Experimental Results

4.1 Performance of the community-Aware Centrality Measures
Within Networks

Figure 1 illustrates the performance of the community-aware centrality measures
for the ten networks under study. The transmission rate is set equal to the epi-
demic threshold (λth) for each network. Each figure reports the evolution of the
seven community-aware centrality measures’ imprecision function when the top
spreading nodes’ size ranges from p = 0.02 to p = 0.2 of the network size. Remem-
ber that the lower the value of the imprecision function, the more effective the
centrality measure. One can observe that the performance generally increases
with the proportion of top spreading nodes. Furthermore, no community-aware
centrality measure outperforms the others in all the situations. Overall, there is
a high variability of community-aware centrality measures performances within
and across networks. For example, In Ego Facebook, at p = 0.02, the imprecision
value of K-shell with Community is 0.38, followed by Modularity Vitality at 0.6.
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Fig. 1. The imprecision function ε(p) for the 7 community-aware centrality measures
on each network. The transmission rate is set to λth and the recovery rate is set to 1. μ
is the mixing parameter, the ratio of inter-community over total community links in a
network. The community-aware centrality measures are: Comm Centrality = αComm,
Community-based Mediator = αCBM , Community Hub-Bridge = αCHB , K-shell with
Community = αks, Community-based Centrality = αCBC , Participation Coefficient =
αPC , and Modularity Vitality = αMV .

Then all others have an imprecision value between 0.9 and 1. The variability
among the community-aware centralities persists till p = 0.2. K-shell with Com-
munity now has a value of 0.05, indicating its high accuracy at higher p. In the
same vein comes Community-based Centrality, which has an imprecision value of
0.1. Its accuracy improves by almost 90% compared to its value at p = 0.02. Mod-
ularity Vitality follows with an imprecision value of 0.25, improving in almost
half value of ε(p). Community-based Mediator improves from 0.92 (p = 0.02) to
a value of 0.61 (p = 0.20). Community Hub-Bridge also improves, but in a lower
proportion. Finally, Participation Coefficient and Comm Centrality show a negli-
gible improvement. There is also a high variability for the same community-aware
centrality measures across networks. For example, in Facebook Politician Pages,
the imprecision value of Community-based Mediator at p = 0.02 is 0.81, while in
Caltech, it amounts to 0.25. Another example is Community-based Centrality
in Ego Facebook amounting to 0.9 at p = 0.02 while it amounts to 0.11 in PGP.
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Fig. 2. The average of the imprecision function ε(p) over the 10 online social networks.
The transmission rate is set to λth and the recovery rate is set to 1.

4.2 Performance of the community-Aware Centrality Measures
Across Networks

Each community-aware centrality measure’s imprecision function is averaged
over the ten networks for all p values. The goal is to better understand the per-
formance consistency. Figure 2 illustrates these results. The most stable (low vari-
ability) community-aware centrality measure is Modularity Vitality. Despite the
change in p, the imprecision function values remain stable and condensed. Then
comes K-shell with Community and Community-based Centrality. Even though
they show high variability when p ≤ 0.08, both are very consistent afterward. On
the opposite, the remaining community-aware centrality measures show higher
variability as p increases. The average imprecision function ε(p) illustrates the
high accuracy of K-shell with Community and Community-based Centrality for
all p values. It ranges from 0.5 for the lowest p value to 0.1 at the highest p value.
Then comes Modularity Vitality, with ε(p) = 0.55 at p = 0.02 and ε(p) = 0.40
at p = 0.20. Community-based Mediator has similar ε(p) values as Modularity
Vitality, yet it has high variability. Community Hub-Bridge shows ε(p) between
0.75 and 0.5 at p = 0.02 and p = 0.20, respectively. Participation Coefficient and
Comm Centrality perform poorly. Their minimum for ε(p) is around 0.6, and
their maximum is around 0.8. These results confirm the results of Fig. 1.

4.3 Influence of the transmission Rate

In this experiment, we study the effect of varying the transmission rate (λ) in
the SIR model around the epidemic threshold (λth). Figure 3 shows the average
imprecision function ε(p) of the seven community-aware centrality measures at
five different transmission rates. The average imprecision function ε(p) is calcu-
lated considering a low portion of top nodes (p = 0.02), a medium portion of top
nodes (p = 0.10), and a high portion of top nodes (p = 0.20).
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Fig. 3. The average of the imprecision function ε(p) over the 10 online social networks
as a function of five different transmission rates (λth

2
, λth

1.5
, λth, 1.5×λth, 2×λth). The

recovery rate is set to 1. The upper, middle, and bottom figures show the results at
p = 0.02, p = 0.10, and p = 0.20, respectively.

At low p values (p = 0.02), results are generally comparable. For example, the
mean of ε(p) for Comm Centrality at the five different transmission rates is in the
vicinity of 0.8. Also, the boxplots’ interquartile range is quite similar, indicating
that the values are consistent across λ. Participation Coefficient, Community-
based centrality, K-shell with Community, and Modularity Vitality also show
consistent results. In contrast, Community Hub-Bridge is the most sensitive
to the variation of the transmission rate. When λ = λth

2 , Community Hub-
Bridge cannot differentiate the nodes. Indeed, the mean ε(p) is 0.98, and the
interquartile range’s height is very narrow. When the transmission rate is set to
λth

1.5 , λth, 1.5×λth, and 2×λth, ε(p) becomes quite comparable. The consistency of
the mean and the interquartile range of ε(p) persist at p = 0.10 and at p = 0.20.
Indeed, they share approximately the same values of ε(p) for all community-
aware centrality measures except for Community Hub-Bridge. Although now its
interquartile range is wider compared to that of p = 0.02 when λ = λth

2 , the mean
and interquartile range are much different than the others.

5 Discussion

This study aims to investigate the behavior of popular community-aware cen-
trality measures in online social networks. Community-aware centrality measures
quantify a node’s importance based on its local influence (inside its community
using intra-community links) and its global impact (outside of its community
using inter-community links). Yet, each community-aware centrality measure
processes these two types of links distinctively.
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A comparative evaluation of seven community-aware centrality measures is
performed using the SIR diffusion model under a single-spreader scheme. The
imprecision function quantifies the centrality measure’s accuracy by compar-
ing the spreading power of top nodes according to a centrality measure com-
pared to their ground truth spreading efficiency. Results indicate that K-shell
with Community and Community-based Centrality outperform the alternative
community-aware centrality measures. K-shell with Community exploits the
hierarchical structure of the networks while taking into consideration its com-
munity structure. This result corroborates the study reported in [11].

Indeed, under a single-spreader setting, nodes identified using k-shell are the
most accurate in predicting spreading outbreaks in networks. The performance
of Community-based Centrality is also on the same line as the findings of the
authors who proposed this measure [32]. This study shows that this community-
aware centrality measure is accurate in online social networks with communities
of different sizes. Results also show that Community-based Mediator is some-
what sensitive to the community structure strength. Indeed, as shown in Fig. 1,
when the network has a strong community structure (μ ≤ 0.172), it performs
poorly. Yet, as the network has a weaker community structure, it becomes as
accurate as K-shell with Community and Community-based Centrality. This
centrality exploits the heterogeneity of links to assess the node’s importance.
Indeed, in a weak community structure, a node possesses a higher number of
inter-community links than intra-community links. It explains why it performs
better in a weak community structure. Modularity Vitality is the most con-
sistent across networks, regardless of the strength of the community structure.
The low accuracy of Participation Coefficient, Comm Centrality, and Commu-
nity Hub-Bridge may be linked to the fact that they give a lot of importance
to bridges. Besides bridges, online social networks also include hubs inside their
communities that play a major role in information dissemination.

6 Conclusion

Identifying influential nodes in online social networks is fundamental for max-
imizing information diffusion and inhibiting fake news spreading. The commu-
nity structure of a network plays a crucial role in the dynamics of these spread-
ing processes. This work investigates the effectiveness of prominent community-
aware centrality measures to target influential nodes using the SIR diffusion pro-
cess under a single-spreader scheme. Results show that K-shell with Community
and Community-based Centrality are the most accurate community-aware cen-
trality measures. Additionally, performances are pretty insensitive to variation of
the transmission rate. Therefore, this work gives clear indications about which
community-aware centrality measure to use when resources are restrained to tar-
get single nodes. Nevertheless, practitioners need to be conscious that the com-
munity aware-centrality measures accuracy depends on the seed node size. As in
numerous situations, the community structure is unknown. Future work will inves-
tigate the results consistency using alternative community detection algorithms.
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Another direction of research is to study the influence of the community-aware
centrality measures using different propagation processes. Finally, we are plan-
ning to link the performances to the network topological properties.
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Abstract. Enabling global Internet access is challenging for the Inter-
net of Things due to limited range of terrestrial network services. One
viable solution is to deploy satellites into terrestrial systems for cover-
age extension. However, operating a hybrid satellite-terrestrial system
incurs potentially high satellite bandwidth consumption and excessive
service latency. This work aims to reduce the content delivery delay and
bandwidth consumption from the Internet-connected gateway to remote
users in satellite terrestrial networks, using a two-tier cache-enabled full-
duplex system model where content caches are placed at the satellite and
the ground station. A closed-form solution for successful delivery proba-
bility of content files within allocated time slot under general caching
policy is derived considering the requested content distributions and
channel statistics. Illustrative results demonstrate superior performance
of the proposed system over those of single-tier cache-aided. The trade-
off between successful delivery probability and satellite bandwidth con-
sumption, in addition to insights on the network support ability are also
investigated.

Keywords: Satellite-terrestrial networks · Edge caching ·
Full-duplex · Successful delivery probability · Cache placement design

1 Introduction

Although being around for many years, cellular-based technologies for the Inter-
net of Things (IoT) have not fulfilled the demand of globally connecting every-
one and everything. To offer service across all geographic regions, particularly,
in rugged or dispersed terrain, integrating satellites into IoT networks has been
proposed. Providing better service reliability and coverage, satellite is a more
effective solution for IoT than cellular network. Embedding satellite into IoT
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networks, however, poses challenges in service delays and satellite bandwidth
cost. A content delivered to end-users from the Internet-connected gateway is
relayed through satellite(s) and ground station(s), which extends the serving
time in addition to very pricey and often limited satellite bandwidth. Excessive
content delivery delay can hinder potential use of satellite IoT systems to sup-
port delay-sensitive applications. To address with these challenges, caching has
been proposed to move content storage to the edge devices closer to the users.
Caching popular contents at the network edge can reduce network congestion
and decrease content delivery latency [12].

Employing edge caching technique in hybrid satellite-terrestrial relay net-
works, [2] proposes an amplify and forward relaying protocols where the cache is
enabled at relays on the ground (a.k.a. ground stations in our current work). The
work in [2] considers the most popular and uniform content-based cache place-
ment schemes, that shows substantial improvement over the traditional approach
without caching in terms of outage probability. To off-load the backhaul of ter-
restrial network, [9] proposes using the hybrid satellite terrestrial network in
combination with an off-line edge caching algorithm. The performance of the
proposed off-line caching algorithm is measured through cache hit ratio. Using
the same network model as in [9,13] investigates the system performance in two
use cases: in dense urban areas and in sparsely populated regions. The effective-
ness of the system is studied through cache hit ratio and cost per bit for satellite
transmission. It should be emphasized that [2,9,13] consider dual-hop downlink
satellite–relay(s)–users transmissions with single-tier cache placed at the relays.
The satellite uplink communications from the Internet-connected gateway to the
satellite is not considered, which is usually the bottleneck in satellite IoT systems
due to large bandwidth consumption.

Aiming at reducing the satellite uplink bandwidth consumption, additional
caching at the satellite has been proposed. The work [15] proposes a two-tier
caching model where the first and second cache tiers are placed in the ground
stations, and in the satellite, respectively. Caches at each ground station are used
for the popular contents in its local area, while the satellite’s cache is used for
the most popular contents in its coverage (containing multiple ground stations)
to take advantage of the satellite’s broadcast nature to the ground stations.
Non-cached contents can be retrieved from the gateway if needed. While [15]
aims to minimize the satellite bandwidth consumption, the file delivery time, a
critical concern in satellite IoT operation, is not investigated that requires more
elaborated analysis.

In this paper, we consider a two-tier cache-aided model in hybrid satellite-
terrestrial systems [15] considering end-to-end gateway to end-users data trans-
missions over realistic channel models. Our work focuses on the content deliv-
ery time analysis in terms of successful delivery probability (SDP) considering
full-duplex (FD) transmissions at the satellite and ground station, albeit with
imperfect self-interference cancellation (SIC). Deploying FD communications
will potentially shorten the service delivery time comparing to half-duplex mode
providing sufficiently effective SIC, and hence, increasing the SDP. A closed-
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form expression for the SDP under FD mode is derived taking into account
the requested content characteristics, channel statistics, and network configura-
tions. The results enable convenient evaluations of the trade-off between SDP
and satellite bandwidth consumption. Numerical results are presented for the
network performance behavior under two caching policies: uniform caching and
popular caching. They also show the proposed system’s merits over single-tier
cache systems [2,9,13] in both SDP and satellite bandwidth consumption.

2 System Model

The satellite assisted IoT system composes of a satellite S, an Internet connected
satellite gateway G, a ground station Gs and a set of K end-users Ui, i = 1, . . . , K
as depicted in Fig. 1. In this system, S is a geosynchronous equatorial orbit
(GEO) satellite; Gs is a low power IoT base station equipped with a satellite
receiver. Both S and Gs are cache enabled. End-users Ui are IoT devices on the
ground. Assuming there is no direct link from users Ui to satellite S and from the
ground station to gateway due to weather factors, long distance, and/or heavy
shadowing.

Fig. 1. Satellite IoT networks architecture.

2.1 Two-Tier Caching Model

The caching model consists of two tiers: the first tier is at the ground station with
storage capacity of C1 (bits) and the second tier is at the satellite with storage
capacity of C2 (bits). Gateway is connected to the Internet and hosts N files
W1, . . . ,WN , which are assumed to be equal size of F (bits). This assumption is
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for scenario of heterogeneous IoT applications. For other IoT applications, the
analysis in Sects. 3, 4 and 5 can be easily extended to unequal file size. A typical
caching protocol consists of two phases: the placement of files into caches and the
delivery of files to users. The focus of this work is on the performance analysis of
the content delivery phase. Cache placement design for content placement phase
will be discussed later in the text.

The probability for a file Wn being requested follows Zipf distribution, which
is qn = n−α

ΣN
m=1m−α where 0 < α < 1 denotes the Zipf skewness factor [4]. A large

α means the requests on the high popularity files, whereas a small α is related
to the requests with heavy-tailed popularity. Without loss of generality, we have
assumed that files W1, . . . ,WN have decreasing popularity.

2.2 Channel Model

Consider block-based communications where a transmission section is accom-
plished within a coherence time T (seconds). Both large-scale fading and small-
scale fading are considered. The large-scale fading is modeled by the distance-
dependent power-law path-loss attenuation d−αi

m−n where dm−n denotes the dis-
tance between nodes m and n, and αi represents the path-loss exponent. For
small-scale fading, the channel model proposed in [1] has been commonly used
for satellite terrestrial communications [2,3,7], and Rayleigh fading channel is
commonly used for terrestrial wireless communications.

The Satellite-Terrestrial Links have multipath fading and shadow fading.
The multipath fading composes of one line-of-sight (LOS) and many weak scat-
ter components. The shadow fading composes of the LOS shadow fading and
multiplicative shadow fading. The channel power gain of the satellite-terrestrial
links hS−Gs

(t) has the probability distribution function (PDF) of fhS−Gs
(x)

given by [1,3] as:

fhS−Gs
(x) =(

b1,0m1

b1,0m1 + Ω1

)m1 1
b1,0

exp
(

− x

b1,0

)
1F1

(
m1, 1,

Ω1x

b1,0(b1,0m1 + Ω1)

)
, x ≥ 0

(1)
where b1,0 represents the average power of the scatter components; Ω1 repre-
sents the average power of the LOS component; m1 is the Nakagami parameter;
1F1(., ., .) is the confluent hypergeometric function [6, Eq.(9.210.1)].

The Terrestrial Links are modeled as Rayleigh fading channels with channel
power gain hGs−Ui

(t) having the PDF given by

fhGs−Ui
(x) =

1
h̄i

exp
(

− x

h̄i

)
, x ≥ 0 (2)

with h̄i is the average channel power gains taking into effects of small-scale
fading.

Note that we have omitted the time-dependent index due to stationarity
assumption.
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2.3 Transmission Scheme

When caching IoT data, it is essential to maintain the data freshness [14]. This
model assumes that the users will be served in a time-division multiple access
(TDMA) manner which allows each user to be consecutively active in T/K
(seconds). The time slot T/K will be large enough to ensure the data freshness in
practical IoT applications. Under TDMA, inter-user interference does not exist.
Both satellite and ground station are operating in FD mode. When channel
state information is known at the transmitter, rate adaption is employed, the
achievable rates (bps) on the links are

RGs−Ui
=BGs−Ui

log2

(
1 +

PGs
|hGs−Ui

|2d−αg

Gs−Ui

σ2

)
,

RS−Gs
=BS−Gs

log2

(
1 +

PS |hS−Gs
|2d−αs

S−Gs

IGs
+ σ2

)
,

RG−S =BG−S log2

(
1 +

PG|hG−S |2d−αs

G−S

IS + σ2

)
,

(3)

where BG−S , BS−Gs
and BGs−Ui

are the bandwidths (Hz) of the satellite uplink,
downlink and the terrestrial downlink, respectively; PS , PG, and PGs

denote the
transmit powers of satellite, gateway and ground station, respectively; σ2 is the
additive white Gaussian noise power; IS and IGs

represent the residual self-
interference power at the satellite and ground station, respectively, which are
assumed to be proportional to the transmit power PS and PGs

with coefficient
β ≥ 0 being the SIC quality parameter.

When a user requests file Wn, the gateway needs to transfer the non-cached
(1 − μn

1 − μn
2 ) portion to the satellite, which also needs to send accumulated

(1−μn
1 ) portion to the ground station. By employing the FastForward protocol [5]

with FD mode at the satellite, the completion time is

max {(1 − μn
1 − μn

2 )F/RG−S , (1 − μn
1 )F/RS−Gs

} .

Similarly, by deploying FastForward protocol with FD mode at the ground sta-
tion, the (end-to-end) delivery time for transferring the whole file to the user
is determined by the time for sending the (1 − μn

1 ) portion over the satellite
downlink to the ground station and the time for sending the whole file over the
terrestrial link to the user, that is:

tn,i = max
(

F

RGs−Ui

,
(1 − μn

1 )F
RS−Gs

,
(1 − μn

1 − μn
2 )F

RG−S

)
. (4)

Note that we have neglected the propagation delays for simplicity. Otherwise,
they can be straightforwardly included in the delivery time expression as approx-
imate constants and the mathematical derivations in the next Section remain
unchanged.
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3 Successful Delivery Probability

The successful delivery probability of serving a requested file to a user is defined
as the probability that user receives the file within the user’s active time slot.
Assume that K � N , i.e., the library size is much larger than the number of
users. It implies in this work that users request different files. In general, when
users request similar files, more efficient delivery mechanism can be developed
utilizing the broadcasting. However, it is out of the scope of this work. The
following analysis is for user Ui requesting file Wn, and is true for all other
users. The SDP of file Wn requested by user Ui is:

ψn,i = Pr
(

tn,i ≤ T

K

)
(5)

The probability operator is taken with respect to the channel power gain vari-
ables. The closed-form expression for ψn,i is

ψn,i(μn
1 , μn

2 ) = exp

⎛
⎝−2

F K
T BGs−Ui − 1

γ1

⎞
⎠

×
(

1 −
m1−1∑
k=0

∞∑
q=0

(−1)k

(k!)2
.
Γ (1 − m1 + k)

Γ (1 − m1)
.
α1δ
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(6)

Note that the distances between nodes in (3) are constants. Since S is a GEO
satellite, all the nodes in the system have fixed locations.

Proof. Let denote:

γ1 =
PGs |hGs−Ui

|2d
−αg
Gs−Ui

σ2 , γ2 =
PS |hS−Gs |2d−αs

S−Gs

IGs+σ2 , and γ3 =
PG|hG−S |2d−αs

G−S

IS+σ2 .

Following (2), the PDF of γ1 is fγ1(x) = e
− x

γ1

γ1
, γ1 =

PGsd
−αg
Gs−Ui

h̄i

σ2 for x ≥ 0.

Let denote α1 =
(

b1,0m1
b1,0m1+Ω1

)m1
1

b1,0
, χ1 = 1

b1,0
, δ1 = Ω1

b1,0(b1,0m1+Ω1)
(refer

to (1)), the PDF of γ2 is fγ2(x) = α1
l1

e
δ1−χ1

l1
x.

∑m1−1
k=0

(−1)k(1−m1)k(
δ1
l1

x)k

(k!)2 , where

l1 =
PSd−αs

S−Gs

IGs+σ2 , (.)k denotes the Pochhammer symbol with (1−m1)k = Γ (1−m1+k)
Γ (1−m1)

.

Similarly, the PDF of γ3 is fγ3(x) = α2
l2

e− χ2
l2

x.1F1(m2; 1; δ2
l2

x) where m2, α2, χ2,

δ2 are corresponding denotations in the PDF fγ2(x); and l2 =
PGd−αs

G−S

IS+σ2 .
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Substituting (4) into (5) we have

ψn =Pr
(
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(

F

RGs−Ui

,
(1 − μn

1 )F
RS−Gs

,
(1 − μn

1 − μn
2 )F
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)
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K

)

=Pr
(

F
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log2(1 + γ1)
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K
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︸ ︷︷ ︸
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·Pr
(

(1 − μn
1 )F
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· Pr
(

(1 − μn
1 − μn

2 )F
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.

Since γ1 follows exponential distribution, A1 can be directly obtained as A1 =

exp

(
− 2

F K
T BGs−Ui −1

γ1

)
. A2 and A3 can be obtained in the same approach as fol-

lows A2 = Pr
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1 )F
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≤ T

K

)
= 1 − Fγ2(2
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q! is expanded using Maclaurin series.)

The average SDP of the system is defined as the weighted sum of users’ SDPs:

ψ(µ1,µ2) =
K∑

i=1

ωiψi(µ1,µ2) =
K∑

i=1

ωi

N∑
n=1

qnψn,i(μn
1 , μn

2 ) (7)

with weighting coefficients ωi ∈ (0, 1) and
∑

i ωi = 1. In the following, w.l.o.g.,
assume homogeneous users with ωi = 1/K, and average channel gains h̄i =
h̄k,∀i, k. Thus, ψ = ψi.

4 Satellite Bandwidth Consumption

Since satellite service is more expensive, we focus on the satellite uplink and
downlink bandwidth consumption during content delivery phase. Assume that
the total number of requests follow Poisson distribution with an average arrival
rate of λ. Because each of all N files has some portions cached at both the satellite
and the ground station, the average request arrival rate for file Wn at the two
caches is the same, which is λn = qnλ. Let pn denote the probability that the
request for file Wn is received during time T with pn = λne−λnT . The satellite
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bandwidth consumption to deliver file Wn includes the downlink consumption
when transmitting the cached portion of the file pnμn

2F , the relay portion of the
file pn(1 − μn

1 − μn
2 )F and the uplink consumption when receiving the portion

pn(1 − μn
1 − μn

2 )F from gateway G. Hence, the satellite bandwidth consumption
is

B(μ1, μ2) =
N∑

n=1

pn(2 − 2μn
1 − μn

2 )F. (8)

Increasing the caching portions at the ground station and/or satellite can reduce
the bandwidth consumption.

5 Cache Placement Design

The cached contents are placed into caches C1 and C2 via satellite uplink and
downlink transmissions during off-peak hours. In this section, the cached portion
μn
1 of all N files at ground station Gs and μn

2 portion at satellite S are optimized
in order to balance the average SDP and bandwidth consumption (maximizing
the SPD and minimizing the bandwidth consumption). Hence, this optimization
problem is formed as the following a bi-objective optimization problem:

minimize (−w · ψ(μ1, μ2) + (1 − w) · B(μ1, μ2)) (9)

subject to
N∑

n=1

μn
1 · F ≤ C1,

N∑
n=1

μn
2 · F ≤ C2 (10a)

N∑
n=1

pn(2 − 2μn
1 − μn

2 )F ≤ BS−max (10b)

0 ≤ μn
1 + μn

2 ≤ 1 with n = 1, 2, ..., N (10c)

where w ∈ (0, 1) is a non-negative weight representing the performance impor-
tant between SDP and bandwidth consumption. A larger value of w means the
amount of cached content is decided in favour of having a higher SDP and
vice versa. The set of constraints (10a) ensures that the cached contents will
not exceed the cache size of C1 and C2. Constraint (10b) makes sure that the
bandwidth consumption stays within the satellite bandwidth capacity BS−max.
Constraint (10c) shows the nature of partial content of all files caching scheme.

Eq. (9) can be solved using the genetic algorithm described in [11]. We omit
the details of the genetic algorithm here for brevity.

6 Numerical Results

In this section, numerical results are presented for two different caching poli-
cies in terms of system average SDP and satellite bandwidth consumption. The
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results are compared between the proposed two-tier cache system and the single-
tier cache system adopted from [2,9,13]. The caching policy for single-tier cache
system is corresponding to the policy cached at ground station in the two-tier
case.

Uniform Caching Policy: All of N files are cached with the same portion
μ̂1 at the satellite and μ̂2 at the ground station. In uniform caching, we have
μ1 = [μ̂1, μ̂1, ..., μ̂1] and μ2 = [μ̂2, μ̂2, ..., μ̂2] where 0 < μ̂1 + μ̂2 < 1.

Popular Caching Policy: The most popular files are cached with a larger
portion at the ground station and a smaller portion at the satellite. In popular
caching, we have μ1 = [ημ̂1

1, ημ̂2
1, .., ημ̂k

1 , 0, ..., 0] and μ2 = [μ̂1
1, μ̂

2
1, .., μ̂

k
1 , 0, ..., 0]

where η ∈ Z, 0 < ημ̂i
1 + μ̂i

1 < 1 (i = 1, 2, ..., k) and μ̂1
1, ..., μ̂

k
1 follows popular file

distribution.
The values for key parameters [8] used in this section are presented in Table 1.

Because it is required to have more than 100dB of SIC for FD system to achieve
the same signal-to-noise-ratio-plus-interference as that of the HD system [10],
we choose the SIC quality parameter β = 0.0001 for most of our system config-
uration under FD transmission. With this value of β, the SIC is achieved from
110 dB to 120 dB. The fading states for the satellite-terrestrial links are defined
by {m1, b1, Ω1} = {5, 0.251, 0.279} and {m2, b2, Ω2} = {4, 0.126, 0.835} [7] when
approaching average shadowing. End-users are randomly distributed inside a
circle with radius 10 km and center at Gs.

Table 1. Parameters used for numerical results

Parameter Value Parameter Value

N 500 files F 100 Mb

α 0.8 β 0.0001

Bm−n/BS−Gs 2/10 Gb PS/PG/PGs 10/30/2 W

BGs−Ui 2 Gb σ2 -120 dBm/Hz

dS−Gs/dG−S 35,786 km αs/αg 2/3

We first investigate the effect of percentage of file cached at ground station
μ1 under uniform caching policy. With 10 end-users, the numerical results are
shown in Fig. 2. The total caching capacity in Fig. 2 is C1 for single-tier cache
system and C1+C2 for two-tier cache system. For both single-tier/two-tier cache
systems, the average SDP increases with more percentage of content cached at
ground station (Fig. 2(a)). The satellite bandwidth consumption consumes more
in single-tier cache system (Fig. 2(b)). It is observed from Fig. 2 that achieving
better average SDP with less satellite bandwidth consumption happens in single-
tier cache system when μ1 is no more than 50%. In two-tier cache system, the
caching strategy is still effective as long as μ1 is less than 55%; Otherwise, caching
more content will not improve the system performances.
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Fig. 2. Two-tier vs. single-tier systems under uniform caching.

Fig. 3. Two-tier network capacity.

Secondly, we study the two-tier cache system capacity under uniform and
popular caching policies. Under uniform caching policy, 50% of each file are
prefetched at the ground station and 20% at the satellite. For popular caching
policy, the threshold k = 0.5 meaning one half of N files are cached and the ratio
of percentage cached at the two layers is η = 4. As shown in Fig. 3(a), the more
ground users, the smaller average SDP for both caching policies. For less than
20 users, the uniform caching policy outperforms the popular one. Otherwise, its
SDP is surpassed by that of the popular caching policy. Figure 3(b) shows the
satellite bandwidth consumption. As serving more users, the popular caching
case consumes more bandwidth than the uniform caching case. This result is



Two-Tier Cache-Aided Full-Duplex STN 301

caused by the amount of data transmitted in satellite uplink/downlink when a
requested file is not cached due to its popularity.

7 Conclusion

In this paper, we study the performance of a two-tier cache aided full-duplex
satellite-terrestrial network on two metrics: the successful delivery probability
and the satellite bandwidth consumption. Both metrics are investigated with
their performances presented via numerical results under uniform caching and
popular caching policies. Depending on the system use cases, the optimal cache
placement scheme can be chosen in order to achieve better average SDP and less
satellite bandwidth consumption.
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Abstract. Online influence operations (OIOs) present a serious threat
to the integrity of online social spaces and to real-world democratic elec-
tions. While many OIO detection approaches have focused on classifica-
tion algorithms for individual social media posts (often with artificially
balanced datasets), we present a novel system centering around a human
analyst. This system incorporates a user representation and visualization
procedure for unbalanced social media data. Our content-based social
media user representation, the Mean User-Text Agglomeration (MUTA),
summarizes a user’s social media activity with respect to Transformer
embeddings of texts authored by the user. We apply MUTA to a real
social media dataset in advance of an election event and flag a number
of suspicious Reddit users that were later removed by the social media
platform. When projected to a 2-dimensional visualizable space, MUTA
user representations are shown, via extrinsic cluster quality measures,
to outperform BERT representations for analyst identification of OIO
accounts.

Keywords: Online influence operations · User representation ·
Transformer architecture · Natural language processing ·
Disinformation · Social media analysis

1 Introduction

In the last five years, a significant increase in publicly documented online influ-
ence operations (OIOs) has led to concerns regarding the integrity of online
social spaces and the potential impact on democratic institutions. To date, pub-
lic releases by Twitter [34], Facebook [18], and Reddit [20] indicate increased
patterns of politically motivated inauthentic behaviour linked to influence cam-
paigns based out of (to date) 20 different countries worldwide. Improvements in
OIO detection mechanisms are critical for uncovering the presence of these cam-
paigns, thereby safeguarding authentic expression on social media, and protect-
ing the integrity of democratic elections. There is a particular lack of research
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that bridges the gap between recent advances in state-of-the-art natural lan-
guage processing (NLP), such as Transformer language models, and practical
OIO detection workflows on social media data “in the wild”.

We introduce an unsupervised approach to detecting online influence opera-
tions, which we refer to as Mean User-Text Agglomeration (MUTA), that allows
a human analyst to easily leverage Transformer-derived user representations
through a visual interface. MUTA is a fully unsupervised approach that computes
the average output activations of a Transformer encoder for each user based on
all the text submissions available from that user in a collection of social media
data. In contrast to other vector representations of social media users, MUTA
user representations do not require pretraining of a custom architecture on a
data-intensive author identification task. Further, they can be adapted to lever-
age widely-available Transformer models in a variety of languages and are easily
updated as new data becomes available.

Much of the research in OIO detection is focused on automated supervised
approaches, where a model is trained to differentiate between activity associ-
ated with an influence operation and normal user activity. This is typically
accomplished by using data from public datasets of OIO activity released by
social media companies, as well as a random sampling of normal user activity to
artificially balance the training dataset between influence accounts and normal
accounts [2,10,15]. While automated class-balanced supervised approaches are
useful for determining the relative predictive power of disparate social media fea-
tures, these approaches have significant gaps to practical application to detection
of OIOs on social media, primarily due to the following causes:

1. OIO accounts account for a small portion of social media users; a super-
vised classifier trained on artificially class-balanced data does not reflect the
problem domain.

2. Supervised models trained on past operations may be skewed by specific sub-
ject matter and tradecraft present in prior campaigns, but not in ongoing
campaigns.

3. OIO investigations rely heavily on human expertise, and fully-automated OIO
detection systems carry ethical risk related to the automated suppression of
political speech.

In light of these considerations, pioneering unsupervised detection systems
that incorporate a human analyst – though challenging to compare to other
work in the field – are a very desirable approach for improving OIO detection
capabilities in practice.

The presented methodology takes advantage of common characteristics in
user-generated text from online influence operations that manifest in vector
sentence representations (embeddings) generated by a high-capacity language
model, such as those produced by a pre-trained Transformer encoder archi-
tecture. Similarities in linguistic background among cells of OIO operators, as
well as the external coordination of subject matter that an orchestrated politi-
cal OIO necessitates, both impact the resulting embedding from a Transformer
encoder [10]. Cosine distances in the embedding space of the Transformer encoder
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implementation of Bi-directional Encoder Representations from Transformers
(BERT), have been shown to be useful for representing relative semantic char-
acteristics among input sentences [27]. In the context of the social media platform
Reddit, OIO submission titles will, overall, have embeddings with a lower cosine
distance to other OIO title embeddings compared to the embeddings of regular
submission titles (even if the distribution of OIO posts is multi-modal). While the
embeddings of individual posts vary substantially, by taking the mean embed-
ding of titles submitted by each user, similar OIO accounts are drawn together
in the resulting meta-embedding space. In an interactive low-dimensional pro-
jection of MUTA user representations, the human analyst’s ability to quickly
identify patterns in post titles while referencing expert knowledge allows them
to rapidly triage what information is relevant to a potential online influence
operation, and facilitate OIO detection.

This work includes two major contributions. First, we offer a practical new
meta-embedding technique for user representation called MUTA that is compu-
tationally cheap to update and easily transferable to more powerful Transformer
language models, including those in other languages. Second, we present an end-
to-end OIO detection workflow using a case study based on the 2019 Canadian
federal election in which MUTA representations are used to identify suspicious
accounts on Reddit – several of which were later verified to have been indepen-
dently removed by the social media platform – demonstrating practical utility in
OIO investigations. All code, privacy-protected datasets (see Sect. 2), and asso-
ciated tools are made available so this process can be easily repeated using other
datasets and alternate Transformer architectures [12]. Portions of this work were
published in thesis form in partial fulfillment of the requirements for the Master
of Computer Science degree at the University of Ottawa [11].

The remainder of this paper is organized as follows. Section 2 addresses
the ethical and privacy considerations of OIO detection as they apply to this
research. Section 3 discusses related work in user representation and social media
analysis. Section 4 contains a complete explanation of the MUTA user analysis
methodology. Sections 5 introduces the 2019 Canadian Election Reddit dataset
and pre-processing procedure. Section 6 describes the experiments and results.
Concluding remarks and future work are presented in Sect. 7.

2 Ethical Considerations and Social Impact

Analysis of social media carries significant ethical and privacy considerations –
particularly when moderation of political discourse is concerned.

The inclusion of a human analyst into the analytical process is a signifi-
cant ethical advantage for a user embedding and visualization approach to OIO
detection. Emphatically, even a methodology that incorporates a human analyst
(such as MUTA) is capable of manifesting algorithmic bias through how data
is presented to the analyst. Additionally, the human analyst’s own biases may
also influence the results of such a system in practice. Regardless, the integra-
tion of a human analyst into the detection methodology is generally regarded as



308 E. Crothers et al.

an improvement in the standard of rigour for the deployment of AI systems, as
noted by the ethics guidelines for trustworthy AI developed by the High-Level
Expert Group on AI [19]. The first of seven key principles of trustworthy AI sys-
tems is “human agency and oversight”, which is supported by the introduction
of a human arbiter. Further, by relying less on data from past operations – an
approach that has been demonstrated quantitatively to have potential for dis-
crimination based on shared language backgrounds [10] – it is also an arguable
improvement for the fifth key principle: “diversity, non-discrimination and fair-
ness”. As such, we believe that our approach aligns very well with current ethical
guidance around AI systems for this purpose.

Before large-scale deployment of a MUTA-based OIO detection system, the
system should undergo an ethical evaluation. A complete ethical assessment
would include a trial applied to a real OIO detection task, including the human
oversight component – similar to the proposed EU process for algorithmic impact
assessments for automated decision making in policing [21]. Large-scale user
trials directly comparing human performance using assorted analyst-driven OIO
detection techniques have never been performed publicly to date, and there is
limited visibility into the current methods employed by investigative teams at
social media companies and security agencies. This represents a challenge for
both comparing the efficacy of approaches as well as evaluating the impact of
human bias in practice.

All user data utilized within this research is publicly available – however, flag-
ging individual social media accounts may expose certain users to undeserved
scrutiny. Furthermore, data legislation such as the General Data Protection Reg-
ulation (GDPR), mandates a ‘right to be forgotten’, and this research includes
user accounts that no longer exist due to removal by social media platforms.
Respecting these considerations, as well as the interests of reproducible research,
we make available all the calculated text and user embeddings, as well as the
complete code for creating, processing, visualizing, and evaluating these embed-
dings. To ensure that others can validate our claims regarding the suspending
of the accounts highlighted by this research, we can provide further details on
specific banned accounts upon email request.

3 Related Work

While there are limited research works focusing on visualization-based analyti-
cal tools for improved OIO detection, past work on OIO detection has demon-
strated the broad applicability of content-based features [2]. Extensive work has
also been done in the space of social spam detection that overlaps with the area
of political OIO detection. Spam operations and OIOs have certain similari-
ties, as both often share a common objective in the dissemination of a particu-
lar message to a receptive target audience while evading platform moderators.
Many approaches for spam detection exist, such as regex matching on shared
spam URLs [16], or modelling friend/follower relationships between users [35].
In political online influence operations, the presence of a malicious website is not
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required to influence a reader. Furthermore, detection methods based on unusual
domains or URLs can be undermined by linking to existing articles that pro-
mote the desired narrative, or by hosting bespoke OIO content on popular social
media and blogging platforms to avoid registering a custom domain. Modelling
friend/follower relationships is also less valuable on a platform such as Reddit,
which has a comparatively low emphasis on direct relationships between user
accounts.

Transformer-based solutions for detecting malicious behaviour in social media
are still in the early stages. Previous research has demonstrated the performance
of fine-tuned Transformer models on text classification of malicious comments or
falsified reviews [10,22]. While this research forms useful groundwork for further
investigation, the use of balanced training and evaluation datasets means that
the resulting systems do not translate well into real-world detection methodolo-
gies, where such systems must contend with significant class imbalance. Variation
in problem formulation and inconsistent availability of reproducible code mean
that quantitative comparison between OIO detection methods is difficult, even
when not considering under-researched areas such as analyst-driven approaches.

There are a variety of non-Transformer techniques for creating user repre-
sentations for detecting hateful or harmful behavior, though many of these rely
on platform-specific characteristics (such as “retweet” interactions on Twitter)
and do not take a generic content-based approach to user representation [29].
Text-based methods for user representation also exist, but often similarly focus
on Twitter users, and involve applying and reducing numerous views, requiring
an expensive computational process to update the resulting embedding, rather
than a single Transformer model [7].

Previous work has been performed on clustering social media users based
on their written text [17,32], and specifically using BERT embeddings to clus-
ter written arguments between humans [28]. Research on the nature of BERT
embeddings has also leveraged visualizations obtained through dimensionality
reduction techniques, resulting in insights into the combination of syntax and
semantics represented within BERT embeddings [8]. These works do not consider
the combination of multiple BERT embeddings to create user representations
based on textual content – the approach used by MUTA.

4 Methodology

The proposed OIO detection methodology applies several computational tech-
niques in order to transform user-authored text submissions into a user visual-
ization that assists a human analyst in discovering accounts that warrant fur-
ther investigation. A central component of this workflow is the Mean User-Text
Agglomeration (MUTA), which consists of calculating the mean embedding of
multiple user-generated texts, prior to their projection into a low-dimensional
space where similar accounts gravitate together. For reference, a flow diagram
of the methodology can be found in Fig. 1.
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4.1 User Representation

The MUTA user representation approach is broken into two steps: first, the cre-
ation of embeddings for each of user-authored texts; and second, the combination
of these text embeddings into a user embedding for each author.

In the first step, we generate an embedding for each text using a sentence rep-
resentation token from a Transformer encoder (specifically, the [CLS] token from
the uncased English BERTBASE model [13]). While other Transformer encoders
exist, and other methods of using BERT to create sentence representations may
offer improved performance, we use the BERT [CLS] method as it is the most
easily reproduced, reflects the approach of the original BERT paper, and demon-
strates the effectiveness of our approach under the most generic and reproducible
settings possible.

The second step groups these text embeddings by the user that authored
each text, conceptualizing a “user” as the collection of all texts authored by a
particular person. For a user k that has authored n texts, all n text embeddings
are averaged to form a single user embedding, uk. The count n is preserved to
allow for weighting the embeddings of future texts before adding to uk.

This approach has several major practical advantages over alternate
approaches to content-based user representation:

1. User representations are easily transferable to Transformer encoders in other
languages, or more advanced encoders with greater representational capacity

2. Generating user representations is quick, and does not require a costly and
slow pre-training process as is required by custom Transformer architectures
for user representation [4]

3. Upon the emergence of new data, new text embeddings can be weighted and
added to existing user representations, a process which is computationally
cheap and can be executed at the massive scale required for social media
analysis

Fig. 1. Flow diagram of user embedding, visualization, and evaluation methodology

Generated user embeddings can be projected into 2 or 3 dimensions for visu-
alization using Uniform Manifold Approximation and Projection (UMAP) [25].
In contrast to other dimensionality reduction methods, such as t-distributed
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stochastic neighbour embedding (t-SNE) [23], UMAP better preserves the global
structure of the underlying data [25], providing a projection where distances
between nearby points are meaningful (local structure), as well as the relative
position of groups of points within the projection space (global structure).

As the presence of influence accounts is unlabelled in contemporary social
media data, we rely on publicly disclosed accounts from past online influence
operations as a means of evaluating to what extent influence titles are colocated
in projection of the embedding space. It is important to note that this methodol-
ogy can also be entirely performed without labelled OIO data, making it possible
to eliminate topic bias caused by using data from past operations.

5 Datasets and Processing

According to the Alexa rankings, which factor a combination of traffic and
engagement, Reddit is currently the seventh most popular website in Canada
and the U.S., placing it ahead of Twitter, Instagram, and Wikipedia [1]. As
such, Reddit is an important platform for online influence research in the Cana-
dian digital ecosystem. Reddit has been the target of past online influence oper-
ations, and has preserved the accounts associated with these OIOs for future
research [20]. All submissions and comments from these OIO accounts are avail-
able for download on GitHub [9], and (as mentioned in Sect. 4) are used for
evaluating the user embedding projection.

To analyze social media activity leading up to the Canadian election, sub-
mission titles from 2019 prior to the federal election within Canada-focused sub-
reddits were scraped using the Pushshift API [5] and organized into a dataset.
A variety of large Canada-focused subreddits were selected in consultation with
OIO subject matter experts based on relevance to the Canadian election and
likelihood to influence Canadian voters. While this list is by no means compre-
hensive, the sampling represents a variety of different Canada-oriented Reddit
communities.

As the BERT model used is English-specific, and several Canadian subreddits
in the corpus are bilingual, the resulting titles are filtered to remove French sub-
mission titles. This is performed by dropping submission titles that are identified
as French with a score pfr ≥ 0.99 by the spaCy language detection library [14].
SpaCy frequently produces high-confidence results, and the high threshold min-
imizes the amount of posts removed – erring on the side of retaining posts where
the title contain both French and English text.

6 Experiments and Evaluation

All experiments were run on a single high-capacity processing machine with
32 GB of RAM, an Intel R© i7-6800K CPU @ 3.40 GHz, and a NVIDIA GPU
with 6 GB of memory. Submission titles in the entire 2019 Canadian Reddit
dataset were grouped by author and the dataset was filtered to only those users
who posted at least m submissions over the collected period, where m was set to
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10 to remove users with little posting activity. As making new accounts requires
additional work – and new accounts are restricted based on age and post history
– it is attractive for an attacker to maximize usage of an established account. The
BERT embeddings of the [CLS] tokens for these submissions were then averaged
together to create the MUTA meta-embedding of each user’s pre-election 2019
submission titles. BERT inference on GPU took an average of 29.2 ms per title.
This process was repeated for users from past Reddit OIOs who also produced
10 or more submissions.

UMAP was used to reduce these vectors into a visualizable number of dimen-
sions for review by OIO analysts. We perform UMAP dimensionality reduction,
using cosine distance as the similarity measure, reflecting other work in compar-
ing sentence representations using BERT embeddings [27]. The number of output
components is set to produce a 2-dimensional representation for consumption by
embedding visualization tools. The UMAP “number of neighbors” hyperparam-
eter was set to 15 (the default) as adjusting this parameter to 10 or 20 had little
impact on the resulting projection, and the usage of the default value better
demonstrates the effectiveness of the approach under generic settings. As UMAP
projections may have minor variation between runs [25], for reproducibility, the
projections in this paper were generated in UMAP’s deterministic operating
mode, with a random seed of 0. UMAP dimensionality reduction completed in
10.3 s.

Fig. 2. Projection comparison of raw submission title embeddings (left) and by-user
mean title embeddings (right). OIO accounts highlighted in bold red. Averaging multi-
ple title embeddings by user draws them closer together in fewer regions of the projec-
tion, making them more likely to be observed by an analyst viewing user submission
samples through mouseover events. (Color figure online)
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6.1 Assessment of Visualization Quality

A 2D projection is useful for facilitating human OIO detection if the projection
places OIO embeddings into visually identifiable structures within the projection,
either in a single part of the embedding space, or in several distinct formations.
We introduce a Visual Class Perceptibility (VCP) metric for measuring the util-
ity of a point visualization to a human searching for a particular class of points
(i.e., the OIO class). This is accomplished by executing an established clustering
algorithm (HDBSCAN), followed by an extrinsic cluster quality measurement
(BCubed). The usage of a perceptual quality metric to evaluate the quality of
a visualization is common practice in information visualization, and relies on
selection of criteria that heuristically capture desirable visualization properties.
While work in human-computer interaction (HCI) has produced several existing
visualization quality metrics for scatter plots [6], these metrics do not address
the case where the viewer is searching for a particular class of points. The cal-
culation of the VCP metric is now described, along with a justification as to its
appropriateness as a measure of visualization quality for this task.

To calculate VCP, we apply Hierarchical Density-Based Spatial Clustering of
Applications with Noise (HDBSCAN) [26] to create a density-based clustering
of embedding visualizations from labelled influence operations. Density-based
clustering methods, such as DBSCAN and HDBSCAN, are preferable for this
problem, due to noise in the data, as well as the emergence of clusters of varying
shape in UMAP projections. Between these methods, HDBSCAN has several
advantages over DBSCAN that make it more suitable as a quality metric. First,
unlike DBSCAN, HDBSCAN is able to identify clusters of variable density, which
may emerge following UMAP projection. Second, HDBSCAN automatically sets
the epsilon and distance parameters based on stability, eliminating the need
for a grid search of DBSCAN hyperparameters and increasing the simplicity of
the metric. We fix the minimum cluster size and minimum samples variables
to 15 after following the guidance of HDBSCAN documentation for selecting
parameters [24].

To obtain the final quantitative VCP metric for point projection evaluation,
we leverage BCubed as an extrinsic cluster evaluation measure. BCubed is an
extrinsic cluster evaluation measure that can be used to compare the perfor-
mance of a clustering against a set of labels indicating the ideal cluster assign-
ment for each point [30]. An extended superset of BCubed, known as Extended
BCubed [31], also supports overlapping clusterings. BCubed provides precision,
recall, and F-score measures for clustering results. The BCubed F-score is a
particularly desirable extrinsic evaluation measure as it fulfills “homogeneity”,
“completeness”, “rag bag”, and “clusters size versus quantity” conditions sur-
veyed to be important for an intuitive extrinsic cluster evaluation measure [3].

To quantify the utility of title and user projections, we calculate VCP on
projections of submission titles and MUTA user representations, using data from
past OIO operations as the positive class. The VCP measure reflects the tendency
of a point projection to gather OIO accounts into visually distinct clusters.
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A projection that places many influence accounts into the same density-based
cluster is assessed to have greater value to a human analyst.

For comparison, we perform clustering under two different operating modes
of HDBSCAN: excess of mass (EOM) clustering and leaf clustering. These modes
determine how HDBSCAN selects clusters from the cluster tree hierarchy. Put
simply, EOM combines nearby smaller clusters into larger clusters, while leaf
clustering selects only the leaf nodes from the HDBSCAN tree, producing a
larger number of smaller homogeneous clusters. Leaf clustering is compared to
assess whether there is benefit to further breaking down large clusters considered
a single region under EOM.

The VCP results under both settings of HDBSCAN can be found in Table 1.
From these results, we find that visualizations of MUTA user embeddings pro-
vide a greater perceptibility of OIO content than visualizations of BERT title
embeddings. This aligns with qualitative observation of Fig. 2, which are dis-
cussed further in the next section. A random baseline is also provided, which
reflects an unstructured view of the data (i.e., the results obtained if same num-
ber of clusters were assigned randomly, rather than according to proximity in a
2D projection). This is accomplished by assigning labels to each sample from a
uniform distribution over 1..k where k is the number of clusters—an approach
that is regularly used for obtaining a baseline of extrinsic cluster quality [33].
We repeat the random cluster assignment 10 times, and the results are averaged
to obtain a robust baseline with a standard deviation σ < 0.0005 for the random
F1 benchmark results in Table 1.

Table 1. Extrinsic BCubed precision, recall, and F1 scores of density-based clusters
in 2D projections with ground-truth provided. Cluster counts provided in parentheses.

Proj. Cluster Selection (&) Precision Recall F-Score

MUTA HDBSCAN-EOM (4) 0.875 0.955 0.913

HDBSCAN-Leaf (22) 0.893 0.395 0.547

Random (4) 0.864 0.251 0.389

Random (22) 0.875 0.051 0.096

BERT HDBSCAN-EOM (72) 0.907 0.393 0.549

HDBSCAN-Leaf (1054) 0.915 0.489 0.637

6.2 Qualitative Analysis and Application

A 2D visualization of the user embeddings can be found on the right of Fig. 2.
We find that the MUTA user representation qualitatively colocates users who
tend to post similar topics, or structure their submission titles in similar ways.
The position of a user account within this projection reflects both the common
topics in a user’s submission titles, as well as the typical grammatical structure of
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their sentences. For example, the top left “tip” of the large structure is occupied
by users posting news headlines, while the small blob in the upper middle is a
group of accounts that had a higher incidence of French and bilingual submission
titles. There are three main groups of influence accounts: the majority occupy
the upper right area of the projection, a smaller group occupies the less dense
area in the middle, and the remaining accounts are in a very dense structure
in the distant bottom right. By hovering over accounts, an analyst can identify
commonalities in different regions of the projection, and use this to focus their
attention according to their domain knowledge.

HDBSCAN-EOM clustering of 2-dimensional MUTA embeddings alongside
labelled OIO Reddit users resulted in 3 clusters (plus an additional “noise”
cluster containing 4 points). These three clusters are as follows:

1. A large cluster of users containing the majority of the points in the central
region of the user representation in Fig. 2.

2. A small cluster of French and bilingual users remaining after the language-
filtering step, found in the upper middle of the user representation in Fig. 2.

3. A small dense cluster containing the highest relative proportion of OIO
accounts. This cluster was of particular interest and is marked by the red
box in Fig. 2.

Cluster 3 was identified as a distinct cluster by both HDBSCAN-Leaf and
HDBSCAN-EOM. Content within this cluster is entirely English-language, and
characterized by promotional posts, often related to technology. Of the 20
accounts within this cluster, 16 were among those banned and preserved as
part of the Reddit transparency report account disclosure. The remaining 4 are
users from the 2019 Canadian subreddit dataset. Querying these accounts six
months later revealed that each of these users had been suspended, raising the
proportion of deactivated accounts in this cluster to 100%.

The removal of these accounts is promising for the usage of MUTA for mod-
eration. Commonality in material and proximity to OIO accounts indicates that
these 4 accounts have similar features to a group of similar accounts used during
past OIOs on Reddit. This does not necessarily mean that these accounts are
owned and operated by the same entity. They may, for example, belong to a
spam network that sold accounts to the OIO operator at some point in time.
Alternatively, it may be that these accounts were operated using similar software
utilities, or even simply that spam strongly resembles other spam much more
than regular discourse. Whether or not there is a direct link between the detected
spam accounts and OIO accounts, the separation of a cluster that exhibits sus-
picious characteristics is of benefit to OIO investigation efforts, and will likely
be useful in analyzing and characterizing future online influence operations.

7 Conclusion

In this paper we introduced Mean User-Text Agglomeration (MUTA): a practical
method for user representation as part of a novel human-centric unsupervised
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approach to OIO detection. We simply show that this practical meta-embedding
technique is effective at creating user visualizations that are quantitatively more
useful for identifying OIO users than either an unstructured view of accounts
or direct text embeddings, and furthermore demonstrate that this approach has
the practical ability to spotlight inauthentic accounts during a genuine election
event. Combined, these findings create a compelling case for the value of future
research into analyst-driven OIO detection methods – which this work enables
through providing reproducible code and privacy-protected datasets.

Many challenges persist as OIOs and detection methodologies continue to
evolve. First, the text produced as part of online influence operations can vary
significantly over the course of an operation’s length, as well as between dis-
parate operations, impacting text representations accordingly (i.e., “concept
drift”). Second, there has yet to be any user study in which OIO detection
methods are piloted by OIO domain experts to determine real-world effective-
ness. Third, alternative methodologies for user representation, such as those that
incorporate additional temporal and metadata features, may offer improvements
in user representations for OIO detection. Finally, as generative text models for
computer-authored comments become more ubiquitous, offensive OIO tradecraft
may change dramatically, requiring corresponding adaptation in defensive mea-
sures.
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Abstract. This paper seeks to explore how the three hallmark dimensions of
Information Organization—(1) Access, (2) Discovery, and (3) Retrieval—each as
a construct paves the way for the rise of misinformation and, consequently, be
the essential areas of interest for its control and regulations. Furthermore, the role
of social networking platforms, grounded on folksonomy-designed environments,
is examined on how they function as a seminal contributing factor for the cre-
ation and persistence of misinformation. A taxonomic approach as an addendum
for the remedy of misinformation is assessed, including suggestions for its more
robust implementation. This paper concludes with a summative precis of the pre-
sented ideas and literature on this subject and stipulates the general limitations of
Information Organization and Knowledge Structuring in their applications in the
domain of misinformation.

Keywords: Taxonomy · Folksonomy · Misinformation

1 Introduction

Misinformation or fake news, albeit its deceptive nature, is still a type of information.
Thus, it is still subject to the characteristics and properties of classical correct and truthful
information. These include the metadata functioning as its descriptors, ontological clues
dictating its domain, and even the semantical provenance that can be used to trace its
origins—among other qualities.

Knowledge structure, the interrelated collection of facts or knowledge about a partic-
ular topic, is grounded on labels [1] and relations [2]. TheData-Information-Knowledge-
Wisdom (DIKW) pyramid of Information Management suggests the processing and
transformations that transpire in many models, including information systems and the
cognitive behavior of humans. An erroneous value in any of the stages of the DIKW can
be a highly probable cause of misinformation. Incorrect data, when not corrected, can
lead to inaccurate analysis. Correct data, coupledwith incorrect analysis, may yield inac-
curate information. Correct data and analysis that leads to verified information may still
be rejected by users when their cognitive capabilities can’t comprehend or outright reject
it due to biases or incompatibility in information-seeking motivation (i.e., impairment
of knowledge and wisdom).
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The figure [3] below illustrates the connected and interacting elements that, in their
trivial ways, when compromised, may contribute tomisinformationwhich is represented
by the blue oval as the societal challenge in this paper’s context (Fig. 1).

Fig. 1. The DIKW ecosystem & its elements

Given these groundings, falsehoods and misinformation is effectively controlled
when prevented in the first place rather than the use of corrective mechanisms. However,
the use of the latter should always be available as an essential recourse for its governance
in information environments since the infallibility of the integrity in all the content
remains elusive.

2 Information Access as a Factor

2.1 Access as a Definitional Construct

In the context of knowledge inquiry, information access is the series of actions performed
by users to achieve the goals of seeking, organizing, and understanding the phenomena
of any particular information [4]. Moreover, information access is the freedom or ability
to identify, obtain and make use of any database or information effectively since users
typically interactwith information technologies for this undertaking. Information access,
as an abstraction, takes in the concrete form of search queries, text summarization, and
text clustering, among other representations [5]. Information access, as a dimension,
covers several key issues prevailing in the current times, including but not limited to
copyright issues, open-source, privacy, and even security.

One primal importance of information access is the objective to which it seeks
to simplify and make it more effective for human users to access and further process
large and unwieldy amounts of data and information. Information consumers engaged
in the information-seeking process has one or more goals in their minds and use the
search systems as tools to help achieve those goals. The fields of user-centered design
and human-computer interaction (HCI) are the prevailing subfields of computing that
support bridging the gap between the information-seeking motivation of users and the



The Role of Information Organization and Knowledge Structuring 321

interface of information technologies. To fulfill the information needs of users, accurate
knowledge translations (e.g., from tacitly abstract to more explicit codified forms) and
representations between these two entities is imperative.

The figure [6] below shows how this consistent interaction and their respective
triggers take place (Fig. 2).

Fig. 2. The human-computer interaction

2.2 Applications on Misinformation

Social Networking Platforms, which have been historically used for entertainment pur-
poses by users [7], have now superseded that affordance. These platforms are now the
most used medium for information access, including news consumption which offers
more timely, real-time updates from public figures and news channels. These platforms,
functioning as containers, now allows webpages to be contained in their respective
environments allowing both structured and unstructured data. The very backbone of
knowledge inquiry and structuring has been maintained arduously—from queries, key-
word searches, even up to reverse audio or image lookup. The flexibility of even the
most abstract form of queries to be looked up has been made incrementally possible.

The rise of these platforms mainly altered two crucial features of the knowledge
inquiry process. First is the transfer of inceptions in the information-seeking goals of the
users to the news feed. Unlike traditional queries where users have an objective prior to
their information access, users now typically access the medium first and, from there,
decide which information to consume. Next, unlike the traditional information-seeking
mediumswhere resources and artifacts generally are scrutinized and substantiated, social
networking websites such as Facebook and Twitter allow almost any user to create and
share contents that can be freely accessed, information-wise, by other users [8]. These
are the two predominant characteristics of the current platforms that pave the way for the
creation and persistence of misinformation. The developments in access technologies,
in ways, made it easier for misinformation to reach an even bigger and wider audience.
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3 Information Discovery as an Amplifier

3.1 Discovery as a Definitional Construct

In the context of the information search process, information discovery is the complex
series of tasks that involves locating a particular digital object on the network through
iterative research activities, which usually involve the specification of a set of criteria
relevant to the resources needs of users, the organization, and ranking resources in the
candidate in this candidate search, and the repeated expansion or restriction based on
the characteristics of the identified resources and exploration of specific resources [9].
Information and knowledge discovery is grounded on the principles of structures and
semantic relationships where related objects can be grouped based on metadata values
for classificatory purposes [10]. Information discovery, as a dimension, entails controlled
vocabularies, thesauri, and other related forms of taxonomic structures.

In outright retrospect, the paramount importance of information discovery is the
uncovering of relevant information based on a user’s information needs and seeking
objectives. Information systems that seek to predict the relevance or preference to a
particular resource are called recommender or recommendation systems.

The figure [11] below outlines the explicit and implicit data points used by
recommender systems to attain this objective (Fig. 3).

Fig. 3. A summative diagram of modern recommender systems

Information discovery is further attributed as the dimension responsible for filtering
irrelevant information in the search process due to information overload [12]. Although
it may seem uncomplicated, this task is especially arduous due to the vast number of
resources, artifacts, and information that may be accessible to the users, especially in
the digital age. Another crucial role of information discovery in the search process is the
presentation of related resources that the users may find valuable and relevant for their
information-seeking needs. This is due to the fact that the information search process
is not static and, as a matter of truth, interactive, where learning and discovery are both
unequivocal components of the process.
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3.2 Applications on Misinformation

There has never been a failure in the transference of the principles of information dis-
covery from its traditional mediums and formats to the contemporary social networking
platforms. As a matter of truth, the components and enforcements of knowledge dis-
covery did not just transfer, but rather, is even more amplified to reach more than its
intended potential. This is particularly visible in the emergence of recommender systems
in the queries of users, which have been so advanced that issues of privacy have been
raised in the data collection methods used in these current technologies. The upgrades in
mining and analytic techniques have been ubiquitous [13]. Unlike before, where usually
structured data, metadata, and textual information are processed and mined, sophisti-
cated advances now allow unstructured data not just processed but even manipulated.
Computer vision as a field, for instance, offers complete analysis and control of images
and videos alike [14].

The methods of information discovery transgressed the traditional forms of struc-
tured and unstructured data and included an analysis and mining of the behavior of the
users. Included herein but is not limited to are mouse clicks, eye movement tracks, and
even webpage refresh rates for the purposes of recommending more relevant informa-
tion and content to the users in the form of extreme personalization, which are originally
grounded on the fundamentals of information discovery. Fake news literature predomi-
nantly suggests that this model is a chief enabler of misinformation [15–17]. When users
tend to acquire content to feed off their confirmation biases, even conspiracies, it creates
an environment, typically referred to as a filter bubble, that is dividedly partisan and is
usually a potent breeding ground of misinformation.

4 Information Retrieval as the Filter of Fake News

4.1 Retrieval as a Definitional Construct

In the information search process, retrieval is the process, methods, and procedures of
acquiring particular information from resources relevant to users’ information needs
expressed through search queries. The technological underpinning that made this pos-
sible are two-fold: (a) the indexing system and (b) the query system, functioning as the
interface for users. Results displayed are from the indexing system and can either be
based on full-text or other specific-text extraction techniques [18]. The widely accepted
variables functioning as metrics that measure a retrieval system’s effectiveness are pre-
cision and recall. The former is the fraction of retrieved documents that are relevant
to a particular query, while the latter is the fraction of the relevant documents that are
successfully retrieved.

For its valuation in knowledge structuring, information retrieval compels search
systems (e.g., engines, directories, etc.) to facilitate a rapid and accurate search-indexed
structure based on the input(s) of users, usually in the form of keywords, to fulfill their
interests and informational needs. Information retrieval, as a science, is in a continuous
iterative process to keep improving this indexing design to provide an evenmore effective
and rich search that includes texts from documents, metadata that describe data, and even
unstructured data objects such as images, videos, and audio. Fields of computing are born
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out of information retrieval such as natural language processing (NLP), decision trees
(DT), and social search, among others. Due to these emergences, the queries, previously
in textual format, can now be in the form of voice [19], reverse image, and even audio
footprint—all for recognition purposes.

The figure [20] below displays the differences in indexing both structured and
unstructured data objects (Fig. 4).

Fig. 4. Indexing style of data objects dependent on type

4.2 Applications on Misinformation

Non-factual information should cease to exist by the very doctrines of information
retrieval. One of the hopes of precision and recall is to filter out irrelevant content
that will not fulfill the information needs of the user performing the query. In the cur-
rent information environments, however, the actors of misinformation have played the
card of relevance all too well. Deceptive contents are indexed as appropriate since the
descriptors are designed to truly mislead the users in their quest for information. Even
unstructured data objects are not left untouched; manipulated photos and videos that
support the claims of fake news are used to mislead the information user further. The
paradox is that the quest for speed in retrieving content based on the queries of users
will now often result in the inclusion of content that may be unverified.

Although retrieval systems may have been exploited to disseminate misinformation,
the remedy still lies in this domain. Ranking strategies in indexing systems should
promote verified, truthful content and demote the misleading ones. A strategy already
enforced in retrieval systems where the computation of a numeric score on how well
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each object in the database matches the query and ranks the objects according to this
value. The top-ranking objects are then shown to the users. This process may then be
iterated if the user wishes to refine the query since the outright removal of contents (i.e.,
censorship), as of this time, is a highly controversial topic since it intersects with the
laws in freedom of speech and press [21]. The ranking strategy, however, is not without
its controversies. Issues of discrimination, biases from paid content, privacy intrusion,
and even racism are sometimes associated with this area of strategy.

5 The Contribution of Folksonomy in Misinformation Explosion

5.1 Influence in Social Networking Platforms

At the very backbone of social networking platforms lies the democratic model of user-
generated content (UGC). These are any forms of content that are contributed by any user
in an information environment, be it of any type, including videos and images. The ques-
tion of whether these environments are anchored from folksonomic or taxonomic struc-
tures is visibly evident and has long been settled. The knowledge acquisition obtained
through social tagging in almost any content has been long the classical strength of
social mediums over the traditional top-down approach to information sharing [22]. The
community-based UGCs and tagging lacked the traditional hierarchies of taxonomies,
and for a long time, this has been a feature of strength rather than a vulnerability. This
bypassed the delay due to the processing time in the indexing of contents, thereby offer-
ing anyone of almost instantaneous access to any information, unfortunately including
the untruthful ones.

5.2 The Rise of Misinformation

The long flagship feature of these platforms, the democratic folksonomic model,
unequivocally paved the way for misinformation. The bottom-up structure offered direc-
tion of information flows both vertical and horizontal alike almost without restrictions.
One of the hopes of folksonomy is to improve collaboration [23] through the contri-
bution of tags by a broad spectrum of users [24]. But then, the current misinformation
environment reveals how impaired conspiratorial and hyper-partisan extremists used this
structure to pollute these platforms. Unlike the traditional taxonomic models where the
gateways (i.e., information professionals such as subject matter experts, fact-checkers)
verify the integrity of information prior to its distribution, the right of the users to free
speech overpowered the right to access the truth.

5.3 Crowd-Driven Tags as Enforcers of Misinformation

Tags, as an essential component of this bottom-up structure, have been weaponized to
shield misinformation. The characteristics of tags to reflect personal association, cate-
gories, and concepts for content representation have been exploited. Debunked beliefs,
including conspiracy theories, have been labeled as opinions and personal views by some
users [25]. The dangerous contradiction is when an impaired and compromised commu-
nity cannot accept a scientific truth that goes against their belief. Tags of fake news and
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lies are contradictorily associated with such truths. For instance, people who refuse to
vaccinate spread misinformation and claim how vaccines are the means of government
to install a tracker in their bodies or even how vaccines are even more dangerous than
the actual diseases. Medical and scientific campaigns that call for vaccine awareness are
unfortunately tagged as lies by crowds of misinformation actors. Misinformation draws
its strength from the density of users, and this model provides that possibility through
the virality of content enhanced by tags.

5.4 Online Communities of Misinformation

A more concrete effect of ultra-personalization in information discovery and retrieval
in these social networking platforms is the creation of online communities grounded
on false beliefs. Social tags allow users to connect with other users that share com-
mon beliefs and interests, including misinformation. Unlike taxonomic classification,
the vocabulary in folksonomy directly reflects the user’s vocabulary, and people with the
same demographic, socioeconomic, culture, and perceptions [26] tend to group them-
selves in these networks socially. This grouping ismade easier by recommender systems.
This is a factor of political polarization, a divide of people based on opinions or beliefs.
The knowledge structured from communities of misinformation is based on blind faith.
Scientific and factual truths become relative positions based on the community one
belongs.

6 The Classical Functions of Taxonomic Authority
as Misinformation Safeguards

6.1 Natural Characteristics of Taxonomy Against Misinformation

Taxonomies, in their own intrinsic authoritative structure, might give the impression
of being dictatorial, but it creates an information environment that allows for efficient
searching, sorting, and reporting. An information architecture that is grounded on a hier-
archical system of classifying information [27] with clear guidelines and categorizations
may put misinformation in its rightful place. For instance, the current content integrity
descriptors in social networking platforms identifying posts as misleading and verified
when enforced efficiently may offer a sense of clarity to users. The authoritative fact-
checkers, functioning as third-party subject matter experts, dictate the integrity of the
content as per their current scientific state.

This taxonomic system, when communicated regularly, may limit the growth of mis-
information through a simple system of categorization. First-person accounts and opin-
ions should be clearly labeled as personal views rather than binding claims or “claimed”
personal truths. This is because there are simple truths and facts that are not subject to
personal interpretations, such as on the topics of public health and national security.

6.2 The Bias Neutralizer in News and Media

Whereas the truthmay be absolute, theway inwhich it is expressed through linguistics or
lexiconsmay be relatively subjective. For instance, the very keywordmisinformation has
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many associated synonyms, including the colloquialism fake news or even deception. In
an attempt bymost media organizations to keep their subscribers and viewers maximally
engaged, the need to cater to the latter’s dispositions may be a priority to the former.
This is the reason why news headlines may have different framing of their words and
lexical structures.

A taxonomic approach to the wordings of news headlines may provide an even
more objective approach to their presentation. Current proposals to implement linguistic
technologies against misinformation are introduced to detect biases and to grade the
political spectrums of vocabularies. These technologies are grounded on semantic rela-
tions, including synsets with the more generic, objective terms positioned on top of the
hierarchy. Although the synonyms, including hyponyms, hypernyms, meronyms, may
have various interpretations that change over time—the authoritative term as the refer-
ence index remains the same. This can limit the semantic inconsistencies explicitly used
by some news organization that implicitly amplify the social polarization in a nation’s
citizens and as a natural consequence, promotes the culture of misinformation.

6.3 Achieving Conjunctive Balance with Folksonomy

While the previous sections highlight the shortcomings of the folksonomy and strength
of taxonomic classifications in social networks, this paper does not recommend the
termination of the former and the complete enforcement of the latter. As always, a
harmonious balance between the two philosophies is the ideal model of a functioning
platform grounded on efficiency and integrity. An absolute taxonomic approach to con-
trol misinformation will result in the content of the environments losing personalized
and relatable topics to the users. On the other hand, the current structure in the platforms
is on the opposite spectrum, where an almost absolute folksonomic culture of tagging
is exactly what amplified (if not directly caused) the societal problems of polarization
and misinformation. A social network knowledge model that considers the strength of
both approaches where one remedies the weakness of the other creates an information
environment where misinformation may be difficult to thrive.

7 Conclusion

Misinformation, in its very existence, is the antithesis of Information Organization.
Through the lenses of Knowledge Structures, Representations, and Models, this paper
examined how the phenomenon ofmisinformation emerges and lingers in an information
environment. This paper, with regards to the science of misinformation, shifted the
analytical focus from the typical domains of such as threat actors, victims, motivations
to the system that enables it on the background, the misinformation environment. From
an ecosystem view, the interacting elements that make it possible to happen are also the
key factors for its control and regulation. At the surface, although it may appear that the
most trivial of processes may not seem to affect its growth, such as index rankings, labels
in content, miswording—however, the current state of the social networking platforms
suggests otherwise.
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As this paper had revealed, a substantial contributor to the culture of misinformation
is the blueprint of the classificatory system in socialmedia. The combination of taxonomy
and folksonomy, drawing from the strength of one another, remains the optimal model.
As a literary subject, misinformation is highly interdisciplinary [28]—and the place of
information science in the core domains investigating its naturewill remain unchallenged
and imperative.

8 Limitations

As a complex phenomenon, misinformation has many contributory factors outside the
scope of knowledge structures and representations. For instance, the determinative
effects of sociological design in different countries and societies. Misinformation can be
a symptom of an even deeper societal problem, such as the divide in a country’s citizens
rooted in culture, economic disparity, and politics. In cases like these, misinformation
will persist outside online communities and social networking sites. The misinformation
flows in these online mediums may be temporarily controlled, but people will simply
find new ways of creating and disseminating them.

An even more dangerous subset of misinformation, dezinformatsiya or disinforma-
tion, is information created and carefully engineered to deceive. Unlike misinformation,
disinformation actors smartly play the rules of knowledge structures and representations
to completely mislead, usually for the purpose of cyber warfare, computed propaganda,
and political manipulations. Their strategies include but are not limited tomass astroturf-
ing and deepfakes, among other usually state-sponsored acts. Unlike a misinformation
actor that can be corrected through training and awareness programs, disinformation
actors act on blind faith. In cases such as these, more aggressive and stringent infor-
mation policies grounded on legal remedies are necessary for their control. This subset
of misinformation is outside the scope of this paper and falls under the domains of
cybersecurity and digital forensics.
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Abstract. The spread of the COVID 19 virus has dramatically impacted global
society by modifying its lifestyle. Social networks, video streaming tools, vir-
tual collaborative environments have been the primary source of communication
through the Internet. This suspension of the “real” has led all activities to be
declined through new places and contexts of virtual discussion, increasing new
problems, including the most important related to the spread of so-called Fake
News. The spread of such news can be devastating: consider what is happening
during the critical vaccination phase for COVID 19. In this scenario, systems able
to recognize, in a practical way, the truthfulness of news are becoming more and
more valuable.

This paper aims to present an approach that combines probabilistic and
machine learning techniques such as Latent Dirichlet Allocation and K-NN in
combination with Context-Awareness techniques to identify the veracity of the
news. AdoptingContext-Awareness techniqueswithin the proposed system allows
abetter definitionof the operational context FakeNews refers to, reducing the prob-
lems of semantic polysemy. The first results obtained through standard datasets
or using data from real contexts are very interesting and promising.

Keywords: Fake news · Fake news detection · Latent Dirichlet allocation ·
Machine learning · Text classification

1 Introduction

The last year has seen a series of events that have had a devastating impact on the
whole of world society and, more generally, on its way of life [1]. For example, the
epidemic linked to the spread of the COVID 19 virus, which effectively suspended the
main activities linked to our daily lives, transferring the stage for social interactions
to those communication systems that use the Internet as the technological tool needed
to spread them. Video-conferencing environments, social networks, chats, collaborative
environments, and e-commerce sites have for a long time constituted the technological
backbone enabling social interaction between people. This suspension of the “real” has
meant that all activities have been declined through this new dynamic: think, for exam-
ple, of the presidential elections in the United States held in 2020. The whole process has
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seen social networks as the places where it has been possible to share information and
discuss. However, these new dynamics have led to new problems, the most important
of which is linked to the spread of so-called Fake News. The expression Fake News
indicates articles or publications on social networks written with invented, misleading,
or distorted information, made public with the deliberate intent to misinform or create
scandal through the media or attract clicks on the Internet. The effect of Fake News
can be devastating: think of what is happening during the delicate phase of vaccination
for COVID 19 [2, 3]. Everyday posts question the vaccine’s usefulness or describe its
potentially harmful effects: because of these posts in some areas, the vaccination process
has slowed down significantly. Therefore, it is increasingly essential to develop method-
ologies that can automatically recognize and label posts or news items Fake News. The
process of classifying Fake News is not a simple one, typically consisting of numerous
steps, and its complete automation has not yet led to particularly effective software. In
this paper, an automatic approach for identifying Fake News will be presented through
the combined use of methodologies based on probabilistic approaches such as Latent
Dirichlet Allocation and machine learning such as K-NN. The proposed approach aims
to identify topics and characteristic words to build a Fake News model for specific topics
and operational contexts. Adopting Context-Aware techniques within the proposed sys-
tem allows a better definition of the operational context to which the Fake News refers
and reduces the problems of semantic polysemy. After this first phase, it is possible to
describe the Fake News through the main characteristic components and their cluster-
ing. To classify a news item, the system uses the same techniques adopted previously to
have its modelling by components and then use a K-NN-based approach for the actual
classification. The first results obtained through standard datasets or data coming from
real contexts are fascinating and promising.

This paper is organized as follows:

• Section 2 presents the background and related works;
• Section 3 contains the description of the proposed approach;
• Section 4 shows the dataset used to test the proposed approach and the experimental
results;

• Section 5 contains the conclusion and future works.

2 Background

Fake News can be defined as intentionally and verifiably false [4, 5]. The definition given
is not the only one provided by state of the art, but it is adequate for this paper. Fake
News Detection can be achieved through various strategies.

Knowledge-Based Methods [6, 7] are mainly based on Fact-Checking, which aims
to determine the truthfulness of news by verifying the content of the news itself through
other already verified news. Style-BasedMethods [6, 8] aim to determine the truthfulness
of the news by studying the language used and the lexical style. This approach is widely
used to exploit machine learning techniques [9, 10].

Network-Based Detection Methods [11] exploit representation using graphs to
describe links on the network. Based on the type of links described by the graph, it
is possible to have:
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• The Friendship network, exploited in the context of social networks and which aims
to describe the connection between the users of the social;

• The diffusion network, which describes the directions of information propagation;
• The Propagation Network, which aims to describe the propagation of news through
macro-level and micro-level. The macro-level describes the propagation of news and
tweets and retweets related to the news itself. The micro-level is represented through
a tree that describes the propagation through shares.

Finally, the Source-Based Methods [6] aim to verify the truthfulness of the news
through the analysis of the reliability of the source. The proposed approach aims to
determine the truthfulness of the news through syntactic and semantic analysis. In par-
ticular, Latent Dirichlet Allocation (LDA) [12, 13] will be exploited to determine the
main topics of the news and the K-Nearest Neighbor (K-NN) algorithm for the final
classification of the news. In addition to the coefficients associated with the topics, other
news features related to the semantic and syntactic environment will be exploited. These
will be described in detail in the section dedicated to the proposed approach.

The Latent Dirichlet Allocation (LDA) is a generative probabilistic model of a doc-
uments collection (Blei et al., 2003) that allows determining the topics of a text [14].
This topic classification assumes that there are a fixed number of latent topics within
the document under analysis that can be determined through a probabilistic study of the
problem under consideration.

The K-NN [15–17] is, instead, a technique that allows the clustering of data. A
distance metric [18] is exploited for classification. In particular, the Euclidean distance
will be exploited in the proposed approach.

d(x, y) =
√∑p

i=1
(xi − yi)2 x, y ∈ R℘ (1)

K-NN can be used as both a classification and regression technique [19] and allows
for label prediction by analyzing the k elements closest to the analyzed data. The K-NN
technique is used by [19] for Fake News Detection.

A further tool exploited by the proposed approach is the Context Dimension Tree
(CDT) [20], an undirected acyclic graphG= <r,N,E> that allows context management
(Fig. 1) [21, 22]. Such a graph G is composed of the root node r, the set of edges E and
the set of nodes N. In particular, the nodes can be divided into:

• Dimension nodes, which describe the dimension domain;
• Concept nodes, which describe the values that the dimension domain can take;
• Parameters, which allow specifying the information associated with a concept node.

The following section will show how the tools described work in synergy for Fake
News Detection.
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Fig. 1. The context dimension tree

3 The Proposed Approach

This section aims at describing the Fake News Detection approach that is designed by
exploiting the LDA, CDT and K-NN methodologies. Figure 2 shows the architecture
of the proposed system, which graphically represents the workflow of the proposed
methodology. The system analyzes news through a Feature Extraction phase. Three
modules are involved in this phase:

• The topic analyzer module, which extracts, through the LDA approach, the topic to
which the news belongs;

• The syntactic analyzer module, which analyzes the news parameters;
• The Sentiment analyzer module, which is able to extract the sentiment of the news.

The proposed architecture presents a Context analyzer module, which is a particular
module that can store contextual information to improve the Feature Extraction Phase. In
particular, this module exploits the Context Dimension Tree (CDT), acquiring temporal
information regarding the origins and topic of belonging.

The Context analyzer module is fed by internal modules such as the Topic analyzer
and some Semantic analyzer data and external Open data API services that can further
enrich the description of the news context. All the modules described above give life
to the second phase of the proposed approach, which concerns the evaluation of the
truthfulness of the news. In particular, in this phase, the inference engine is able to
exploit the K-NN approach to analyze the news by comparing them and expressing a
reliability index.

In summary, the proposed approach can be divided into two main phases. The first
phase is the identification of the news features. This phase concerns the probability that
the news falls within the reference topics, the semantic and syntactic characteristics of
the news. The second phase involves the use of the K-NNmethod for news classification.
This method is trained using a dataset containing both real and fake news. In addition,
the news in the dataset is profiled using the features determined in the first phase. These
phases will be presented in detail below. The first phase aims at news profiling and data
discretization. In fact, otherwise, it would not be possible to use the K-NN method,
which works by calculating distances between points in a Euclidean space.
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Fig. 2. System architecture

3.1 Feature Extraction

In order to analyze the news through the K-NN method is necessary to generate profiles
that represent the news itself. The profiling is performed by exploiting the topic to which
the news belongs and the semantic and syntactic characteristics.

In order to use the Latent Dirichlet Allocation, stop-words [23], which are common
words in the language and do not allow to associate the news to a specific topic, are
initially eliminated from the news. It should be noted that there are methods to avoid the
elimination of stopwords [24]. At this point, it is possible to proceed with the method
that will allow determining the belonging to the reference topics.

Syntactic and semantic features are added to the topic analysis. The syntactic features
are the following:

• The number of characters in the text. This parameter allows the description of the
length of the news;

• Flesch Index F, an index that allows measuring the readability of the news [25]. This
index is derived through the following formula:

F = 206.834 − (84.6 × S) − (1.015 × P) (2)

where S is the average number of syllables per word and P represents the average
number of words per sentence. A low Flesch index indicates text that is difficult to
read, while a high Flesch index indicates easy to read.

• Gunning Fog IndexGI , an index used to determine the comprehensibility of text [25].
The following preliminary steps must be taken to calculate this index:

– Fix a part of the text of about 100 words that does not truncate any sentence.
– In the selected section of the text, count the words that have three or more syllables
(complex words), eliminating from the count the common suffixes related to the
plural of words or verb declensions. Compound words and proper nouns should
not be counted.
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The index is calculated using the following formula:

GI = 4

10

(
ms + 100

wc

wt

)
(3)

Where ms indicates the average number of words per sentence, wc indicates the
number of complex words, and wt represents the number of total words. A high
Gunning Fog index indicates high news comprehensibility, a low Gunning Fog
index indicates low news comprehensibility.

Through the Context Dimension Tree (CDT), the information associated with the
features just determined is further filtered. In particular, the temporal context and the news
sources are exploited and integrated with the syntactic features to make an appropriate
selection of topics determined by the LDA method. This allows limiting the study to
the most popular topics in the selected contextual area, bringing improvements to the
performance of the K-NN method. The semantic analysis, in addition to being linked
to topics, as mentioned above, is integrated through Sentiment Analysis [26, 27]. In
particular, two different features are integrated:

• The probability of negative news sentiment;
• The probability of positive news sentiment.

Let the news be n ∈ N , where N is the set of all news, f (n)
1 denotes the index related

to the number of news characters, F (n) denotes the Flesch index of news n and GI (n)

denotes the Gunning Fog index of n. Let the vector t(n) relative to news topic and let
f (n)
2 and f (n)

3 the coefficients related to negative and positive sentiment of the news n
respectively. Because of the coefficients f1,F,GI are more significant than others, a
normalization is needed through the maximum of respective features.

Data la news n ∈ N , con N insieme di tutte le news, denotiamo con f (n)
1 l’indice

legato al numero di caratteri della news n, con F (n) il flesch index della news e conGI (n)

il Gunning Fog index di n. Sia t(n) il vettore legato ai topic della news e siano f (n)
2 e f (n)

3
le stime legate alla probabilità che il sentiment sia negativo e positivo rispettivamente.
Si sottolinea che, poiché i f1,F,GI sono solitamente molto più grandi rispetto agli dati,
verranno normalizzati attraverso il massimo delle rispettive caratteristiche. Therefore,
the following operations are done.

f (n)
1 = f (n)

1

max
m∈N f

(m)
1

n ∈ N (4)

F (n) = F (n)

max
m∈NF

(m)
n ∈ N (5)

GI (n) = GI (n)

max
m∈NGI

(m)
n ∈ N (6)
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The profile of each news n ∈ N is obtained as the vector f (n) described in (7).

f (n) =
(
f (n)
1 ,F (n),GI (n), t(n), f (n)

2 , f (n)
3

)
(7)

At this point the data is ready to be analyzed through the K-NN method.

3.2 News Classification

The K-Nearest Neighbor method includes a training phase. In this phase, a dataset con-
taining both real and false news are used to train the algorithm. This news has been
profiled as just shown. After the training phase, the classifier is able to label the news
introduced. Once the news profiling is given as input by LDA, syntactic analysis and
Sentiment Analysis is done, it is labelled by calculating the closest K news. This calcu-
lation is performed based on the Euclidean distance described in (1). The classification
will be based on how much news with a given label will be identified as close to the
input news.

4 Experimental Results

This sectionwill describe the experimental phase exploited to test the proposed approach.
Three different datasets were exploited for this purpose:

• ISOT1: a dataset containing 21417 real news taken from Reuters.com and 23481 fake
news taken through different sources labelled through polifacts.com. Each news item
is described by title, text, category and date of publication.

• CREDBANKdataset [28] composed ofmore than 60million tweets collected between
October 2014 and December 2015;

• UNICO: dataset containing 14237 posts collected via Facebook and Twitter and
related to the ongoing coronavirus and pandemic issue;

The evaluation metrics consist of identifying true positives (Tp), false positive (Fp),
true negative (Tn) e false negative (Fn) to calculate the precision P, recall R and F1-score
F1 described below.

P = Tp
Tp + Fp

(8)

R = Tp
Tp + Fn

(9)

F1 = 2
PR

P + R
(10)

1 https://www.uvic.ca/ecs/ece/isot/datasets/fake-news/index.php.

https://www.uvic.ca/ecs/ece/isot/datasets/fake-news/index.php
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Table 1 shows the results obtained on the respective datasets.

Table 1. Numerical results of the proposed approach on the datasets ISOT, CREDBANK and
UNICO.

Dataset Precision Recall F1 score

ISOT 0,81 0,84 0,82

CREDBANK 0,77 0,80 0,78

UNICO 0,82 0,86 0,84

Table 1 shows that the proposed system achieves acceptable results using the ISOT
dataset. This result is still interesting even though the contextual parameters used were
only temporal, and therefore the full potential of the proposed system was not exploited.

However, on the CREDBANK dataset, the proposed approach offers worse results.
These results are probably due to the dataset’s limitations concerning both syntactic and
contextual feature extraction.

Finally, the proposed approach has been applied with satisfactory results using the
UNICO dataset. This result is due to the ability of the system to exploit the dataset
elements, which allow the extraction of all the syntactic, semantic and contextual features
described in Sect. 3.

Although the proposed approach encountered difficulties in using conventional
datasets found in the literature, the results obtained are satisfactory and can be improved
by adding more data or features to the system.

5 Conclusions

In the present paper, after an overview of models for Fake News Detection, an approach
that exploits the syntactic and semantic properties of news for the classification of real and
fake news was presented. In particular, the Syntactic Analyzer, the Sentiment Analyzer
and the Topic Analyzer allow news profiling. Moreover, through the contextual analysis
that exploits the Topic Analyzer and the Syntactic Analyzer data, it is possible to adjust
the data according to the specific context. The processed data are exploited by the K-NN
classifier that has been previously trained through a dataset made available.

In Sect. 5, the experimental data allow us to state that the results obtained are
encouraging. In particular, good results are obtained on the UNICO and ISOT datasets.

In the future, to improve the proposed approach, the news analysis from a social
point of view will also be integrated.
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Abstract. In the modern era, social media has taken off, and more
individuals may now utilise it to communicate and learn about current
events. Although people get much of their information online, some of
the Internet news is questionable and even deceptively presented. It is
harder to distinguish fake news from the real news as it is sent about
in order to trick readers into believing fabricated information, making
it increasingly difficult for detection algorithms to identify fake news
based on the material that is shared. As a result, an urgent demand for
machine learning (ML), deep learning, and artificial intelligence models
that can recognize fake news arises. The linguistic characteristics of the
news provide a simple method for detecting false news, which the reader
does not need to have any additional knowledge to make use of. We dis-
covered that NLP techniques and text-based word vector representation
may successfully predict fabricated news using a machine learning app-
roach. In this paper, on datasets containing false and genuine news, we
assessed the performance of six machine learning models. We evaluated
model performance using accuracy, precision, recall, and F1-score.

Keywords: Machine learning · NLP · LR · SVM · Linear regression ·
Fake news

1 Introduction

Due to the fast growth of the Internet, social networks have become a signifi-
cant vehicle for the dissemination of false news, distorted information, fraudulent
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reviews, rumours, and satires [12,19]. Many people believe that false news played
a role in the United States’ 2016 presidential election campaign; as a result of this
election, the phrase has entered the popular lexicon [10,24]. Therefore, academia
and industry are collaborating to study and create methods for analysing and
identifying false news. In addition, the battle against fake news is closely linked to
social networks and data consumption issues. By distributing harmful informa-
tion, a user wastes the network and processing resources, while also jeopardising
the service’s reputation. Deceptive news leads to an increase in distrust, which
is reflected in the Quality of Trust metric [13,20,21,27].

Fake news is disseminated on social media to trick readers or start rumours.
The proliferation of social media platforms has accelerated the transmission
of rumors and incorrect information, resulting in an increase in the distribu-
tion of fake news [9,13]. Due to the widespread mistrust of conventional media,
social network users often depend on false news, which is frequently shared
by friends or confirms previous information. Additionally, when consumers are
constantly bombarded with false information, it becomes difficult to tell the dif-
ference between real and fake news. In terms of 3 V [16], as shown in Fig. 1, it
also posed a danger to many communities and had a profoundly detrimental
effect on people through widespread advertising, online purchasing, and social
messaging.

Several academics have been working on developing effective and automated
frameworks for detecting online fake news in recent years in order to distinguish
spurious news from legitimate news [1,3,10,23]. Numerous researchers presented
their models through the use of machine learning and deep learning methods
[7,25]. However, finding false news on social networks is difficult. To begin with,
collecting statistics on false news is challenging. Additionally, manually identi-
fying false news is a challenge. Due to their intent to mislead readers, they are
difficult to identify just on the basis of the news substance [2,18]. It is diffi-
cult to evaluate the validity of newly released and time-bound news, since they
provide an insufficient training dataset for the application. Significant methods
for recognizing trustworthy individuals, extracting valuable news characteristics,
and developing an authentic information distribution system are only a few of
the critical study areas that need further exploration [18]. However, the sug-
gested techniques have significant limits in terms of accuracy. A new technique
is required to address these problems and efficiently identify false news.

We used many classification algorithms, including the Multinomial NB Algo-
rithm, Logical Regression, Gradient Boosting classifier, Random forest, and sup-
port vector machine to see if they might be used to detect fake news in this
research. To increase the overall performance of each model, the stacking app-
roach was used. Kaggle dataset was used in our study. To tokenize the text and
title features of these two datasets, we employed counter-vectorization methods.
Performance is frequently measured using the following four categories: accu-
racy, recall, f1 score, and precision. New experimental findings were compared
with results from previous literature to assess the effectiveness of the suggested
stacking approach. All experimental data have been gathered in separate tables
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Fig. 1. 3V’s of fake news [16]

and are shown graphically in various figures, with the intention of facilitating
comprehension.

This paper is split into the following sections: The second part covers similar
research in the field of false news detection. Section 3 describes the approach,
while Sect. 4 summarizes the findings. Finally, Sect. 5 brings the paper to a con-
clusion.

2 Related Work

Numerous researchers have proposed a variety of approaches for detecting dif-
ferent cyber attacks [6,28,29] and fake news [5,26]. We presented some of the
most widely used false news detection algorithms in this section.

The authors in [10] evaluated the performance of ML models and DL models
on two different-sized fake and real news datasets. In order to build ML and
DL models for text representation, the authors employed term frequency, term
frequency-inverse document frequency techniques. Similarly, the authors in [14]
tested twenty-three supervised AI systems on three datasets to determine the
most effective approach for detecting false news. According to their findings,
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the decision tree technique outperformed all other algorithms in all assessment
metrics except recall.

The authors in [16] provide an automated technique for detecting false news
on Facebook using the Chrome browser. The authors utilize deep learning to eval-
uate a Facebook account’s activity based on a range of account characteristics
and some components of news content. The experimental examination of real-
world data demonstrates that the proposed work intent was to distribute false
information. The authors in [22] developed a novel approach termed ‘Traceminor’
to identify fake news broadcasts across a different network using deep learning
classifiers. Additionally, it investigates how the material reacts when certain bits
of information are omitted. In [11] authors proposes a novel hybrid deep learning
model for classifying fake news that combines CNN and RNN. The model was
successfully validated on two fake news datasets, providing detection results that
were significantly superior to non-hybrid baseline approaches. To determine the
trustworthiness of sources and, by extension, the news they publish or dissem-
inate, the hybrid model of the author in [8] combines graph embeddings from
the Twitter user follower network with individual attributes. The authors in
[15] proposed a method involves creating more characteristics for NLP by using
data storage mining; as a result, the efficiency of identifying fake news increases.
Additionally, the authors compare the proposed approach’s outcomes with those
of existing machine learning methods, such as LSTM.

The authors in [17] proposed a model that illustrates how diverse meth-
ods of debunking falsehoods influence the distribution of misinformation among
populations. We have confidence in this method since it is capable of locating
and removing false news from OSNs. This suggested method establishes a key
parameter known as the basic reproduction number (Rn) in the investigation
of message propagation in OSNs. When Rn is smaller than one, it is possible
to limit the distribution of fraudulent messages inside the OSN. Otherwise, the
rumour will be unstoppable.

3 Methodology

Six fundamental machine learning algorithms are used in the proposed technique
to detect false news. The suggested strategy begins with the elimination of super-
fluous characters, tokenization, and stop wording. Each ML technique’s perfor-
mance is evaluated using accuracy, precision, recall, and F-Measure. Figure 2
represents the flow diagram of the proposed technique.

Fig. 2. Proposed approach
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3.1 Dataset

Classifying a piece of news as “fake news” may be a time-consuming and complex
task. As a consequence, a previously collected and recognized dataset of fake
news was utilized. This project used data from the Kaggle dataset [4]. The
dataset has a header and columns for title and content, as well as a flag indicating
if the news item is fake or real.

3.2 Pre-processing of Dataset

Prior to incorporating text data into machine learning models, it must be pre-
processed using techniques such as stop word removal, phrase segmentation, and
punctuation removal. These approaches have the potential to significantly assist
us in identifying the most pertinent keywords and optimizing model performance.
Because our datasets are taken from real-world news stories, they contain a large
amount of meaningless text and unusual characters. As a result, we eliminated
duplication in our data collection by removing these unwanted characters. The
next stage of preprocessing is to eliminate stop words. Stop words are frequently
used in English sentences to complete the phrase structure, even if they serve
no use in expressing specific concepts. As a result, we excluded them from all of
our tests because of the possibility that they caused excessive noise.

3.3 Machine Learning Models

We preprocessed the data set using the machine learning models in the preceding
part. However, because the utilized machine learning models can not accept
text input, we transform the text information to machine-readable form using
a counter vectorized. After converting the text to a vector format, we supplied
the news headlines and body content to the machine learning model for training
and testing purposes. Finally, statistical approaches are used to compare the
performance of several machine learning models.

4 Result and Discussions

We began by removing stopwords and special characters from our dataset in this
research. Then, we utilised tokenization and counter vectorization algorithms
to extract and transform the undesired text from the dataset. Following that,
we trained individual models using five different machine learning techniques,
including LR, DT, KNN, RF, and SVM. The performance of these machine
learning models is evaluated using statistical metrics.

Accuracy =
TP + TN

TP + TN + FP + FN
(1)

Racall =
TP

TP + FN
(2)
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Precision =
TP

TP + FP
(3)

F1-Score = 2 × Precision×Recall

Precision + Recall
(4)

Where TP is ‘true positive’, TN is ‘true negative’, FP is ‘false positive’, and FN

is ‘false negative’.

4.1 Confusion Matrix Calculation

When evaluating the performance of a classification model, a confusion matrix
is used. Actual target values are compared with the predictions made by the
machine learning model in this matrix. The information provided by this gives
us a complete view of how well our classification model is doing, as well as the
kinds of errors it is making. Using a confusion matrix, it is straightforward to
calculate precision, accuracy, recall, and the f-1 score.

4.2 Performance Comparison

In this subsection, we assess the performance of six ML models based on their
accuracy, precision, recall, and f-1 scores. All of these characteristics are derived
from the confusion matrix and are shown graphically in Fig. 3 (Fig. 4).

Fig. 3. Confusion matrix for different ML models
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Fig. 4. Statistical parameters calculation

5 Conclusion

Fake news is a serious issue that is spreading like wildfire as information becomes
more accessible to the general population in a variety of ways. In every country,
fake news has the ability to have a major impact on people’s political and social
life. As a consequence, we evaluated the accuracy, precision, recall, and F1-score
of five ML models on the kaggle fake news dataset in this paper. Certain models,
such as LR, performed substantially better on the datasets than others, such as
DT, SVM, LR, MNB, RF, and GB. We will do more testing in the future using a
variety of data sets and languages. Additionally, we will try to detect fake news
using a broader variety of machine learning and deep learning models. To assist
in identifying fake news in different countries, we will also collect more data on
fake and real news in numerous languages.
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Abstract. Extract summarization algorithms help identify significant informa-
tion from the news by extracting meaningful sentences from the original text. The
information background existing at the time of the news release often significantly
affects its content. Such background can distort the text summarization algorithm
working results. The study was conducted with the example of the theme “coro-
navirus” (COVID-19), which at the time of the study was one of the main topics
in news feeds. Experiments were carried out on sports news articles, concerned
football. This news area was selected because it is not related to medical topics.
The TextRank algorithm for sport news extraction was applied in two ways. First,
the key information from the source text of news was extracted. Then, a list of
the COVID related words was created and the key information from news without
considering words from this list was extracted. Our approach showed that men-
tioning a popular theme such as COVID that is not related to sports can have a
negative impact on the text summarization algorithm. We suggest that to obtain
accurate results of the algorithm operation, it is necessary to first compile a dic-
tionary of terms related to the coronavirus theme and then exclude them when
identifying the main content of news texts.

Keywords: Summarization algorithm · News · Coronavirus · Text · Extracting

1 Introduction

The problem of texts summarizing is important because of the ever-growing flow of
information. Text summarization systems extract brief information from it. Using the
resulting summary, the users can select the news related to their needs. Note that, influ-
encing factors for content of news feeds are e.g. specifics of the area and information
background relevant at the time of news are published. In usage of automatic text sum-
marizing one needs to realize that temporary information background is influencing the

© Springer Nature Switzerland AG 2021
D. Mohaisen and R. Jin (Eds.): CSoNet 2021, LNCS 13116, pp. 351–360, 2021.
https://doi.org/10.1007/978-3-030-91434-9_30

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91434-9_30&domain=pdf
http://orcid.org/0000-0002-4758-6104
http://orcid.org/0000-0003-0124-6646
https://doi.org/10.1007/978-3-030-91434-9_30


352 L. Gadasina et al.

results and also that results will be affected if it is applied to texts that do not take into
account words related to such background.

At the present time coronavirus (COVID-19) is a major theme in news. Effect of
coronavirus to media space has been interest of several researchers (see e.g. [1–4]. This
has influenced e.g. the area of fakes news [1] and it has had an impact on financial
markets [2, 3].

In this paper we are interested in examining: 1) Has coronavirus theme a significant
semantic impact on the content of news; 2) Does coronavirus theme affect the results of
summarizing news text algorithm?

2 Research Method

Research on Automatic Text Classification (ATC) can be traced back to seminal work
of Luhn [5]. First studies were mainly centered on text categorization [6, 7]. Theoretical
approaches for automatic indexing were developed in the 60’s by several authors. For
example in [6] proposed probabilistic approach using clue-words derived using frequen-
cies with subject categories. Factor analysis is used in [7] and discriminant analysis for
automatic indexing is used in [8]. Due to increased computational power in the late 90’s
research in the area started to shift from rules based on expert knowledge to learning
based methods and machine learning based approaches started to emerge for solving
text classification tasks. These include e.g. k-nearest neighbors [9, 10], decision trees
[11], Bayesian classifiers [9, 11] and boosting methods such as AdaBoost [12].

There are two major categories of text summarization – Extractive and Abstractive
Summarization [13]. Extractive summarization methods are based on extracting several
parts, such as phrases and sentences from a text and stack them together to create a
summary. These methods select the most significant words or sentences from the text.
The other type, Abstract summation, uses advanced NLP techniques based on recurrent
neural networks to create a new resume.

The aimof this article is to identify the influence of the current coronavirus news topic
on the text summarization algorithm. Therefore, abstract summarization algorithms are
irrelevant in this case, since they are based on memorizing certain sequences of words.
This creates a serious obstacle for creating a model that does not take into account
coronavirus theme. In our study we use the extractive summarization algorithm based
on the graph approach. In [14, 15], extractive summarization is used to extract keywords.
In our research, we need to extract the entire sentences to reveal the key idea embedded
in the text. In [16], a comparison of PageRank algorithms and Shortest-path algorithms
is made. Authors note that the PageRank algorithms do not depend on the language
specifics, and the Shortest-pathAlgorithmgenerate summaries, which is not so “smooth”
to read as a manually written summary.

In this study, a TextRank algorithm based on an extractive approach was constructed.
This algorithm was originally proposed by Balcerzak et al. [17, 18]. It is based on
the principles of the more famous PageRank algorithm [19], which is mainly used for
ranking web pages in online search results. PageRank is a link analysis algorithm that
assigns a numerical weighting to each element of a hyperlink document set, to measure
its relative importance within the set. The algorithm can be applied to any collection of
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objects with mutual quotes and links. In [20], experiments were carried out on extraction
to determine the reliability of web content (for identifying web content credibility).
Although the method did not show top quality, the authors note that it can help with
manual evaluation.

TextRank algorithmworkswith the same principle, but uses sentences instead of web
pages. The similarity level between any two sentences is equivalent to the probability of
clicking on a web page. In our study cosine distance was used for similarity calculations.
Each word was matched with a numeric vector of a fixed dimension so that the words
close in meaning correspond to the vectors close in meaning. Then to get a general
sentence vector, the vectors of all the words in the sentence were summed up and divided
by the number of words. The coefficients of similarity for each pair of sentences is stored
in a square matrix, which is used to build the graph for analyzed text.

Thus, the stages of the TaxtRank algorithm are the following:

1. Split the text into separate sentences.
2. Find a vector representation for each sentence.
3. Calculate the similarities between sentence vectors and put them to the matrix.
4. Transform the similarity matrix into a graph with sentences as vertices and similarity

estimates as edges.
5. Calculate the rank of sentences using a graph.
6. Form the final summary with a certain number of top-level ranking sentences.

3 Data Sources and Modelling

In our study, we experimented with a collection of texts from sports news articles, con-
cerned football. We collected the data from a Russian-language sport information source
[21]. We wanted to explore how the coronavirus theme affects the news feed in a partic-
ular area that is least related to medicine sphere. The corpus of 30,000 news published in
the period from 07.09.2019 to 25.04.2020 was collected to create a dictionary containing
vector representations of words to form a matrix of similarity of sentences. For this we
used the standard libraries of Python programming language (such as nltk, nltk.tokenize,
genism.models, rusenttokenize and so on) and developed our own functions for data
collecting, processing, and algorithm constructing.

The next important step before building the model was to clean the texts. We created
a function for clearing texts, which included the use of both the built-in stop-word library
and regular expressions written for processing Russian-language texts, comprises:

• lowercase translation of texts,
• deleting all characters except Russian words,
• deleting stop words,
• deleting short words (less than 3 letters in length).

As a result, we compiled the dictionary with 91825 words mapped each word to
a vector of dimension 100, using the Word2Vec library. In particular, the word coron-
avirus corresponds to the following top 10 words in the collected corpus, the degree of
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compliance (probability of being in one sentence) is indicated in brackets1: test (0.890),
positive (0.858), passed (0.848), suspicion (0.809), passed (plural, 0.797), discovered
(0.784), condition (0.781), relative (0.777), informal (0.774), confirmed (0.771).

Figure 1 created using the T-SNE dimension reduction method [22], shows groups
of tokens (words) similar in meaning.

Fig. 1. Displaying word vectors with T-SNE algorithm. Examples of two groups of words are
shown: words related to the “coronavirus” theme and words related to the “tournament table”
theme.

Described procedure allows us to create a commonvector for each sentence fromana-
lyzed texts. For these texts we built the graphs, using the TextRank algorithm discussed
above to get a ranking of sentences.

Thus, our algorithm extracts the key information from the textwhere sentence vectors
are based on allwords from the created dictionary. Tomore thoroughly test the hypothesis
about the impact of the coronavirus theme on the algorithm, we compiled a list of
words that contained the major words associated with this virus: “coronavirus”, “virus”,
“pandemic”, “infection”, “lethal”, “disease”, “patient”, “death”, “died”, “discovered”,
“symptom”, “suspicion”, “quarantine”2. Then we implemented the same algorithm, but
do not consider words from the created list in sentence vectors. We did not remove
all sentences related to the virus theme from the news, but rank sentences according
to the algorithm without taking into account the most popular words associated with
coronavirus theme in them.

4 Results and Discussion

We tested each algorithm on original sports articles included a coronavirus theme. We
considered the two most popular sentences of texts that should determine its content. To

1 In the original corpus, these are Russian words.
2 In the original corpus, these are Russianwords in different forms (noun cases, verb conjugations
etc.).



Summarization Algorithms for News 355

identify the most significant sentences from the text, we developed a web service that
gives as an output results of both algorithms.

First, we illustrate our approach with the four following texts (analyzed texts in
original language are presented in Appendix):

Text 1: {1} To complete the English championship, teams will have to play on neu-
tral fields, the BBC reports. {2} The Season was interrupted because of the coronavirus
pandemic. {3} It is reported that up to 10 stadiums will be needed to continue the tourna-
ment. {4} The Premier League Will also need up to 40,000 coronavirus tests for players
and club employees. {5} Earlier, the clubs expressed their readiness to continue the
championship when it is possible. {6} According to the source, the resuming football
process tournaments in England will be lengthy. {7} Its timing has not yet been deter-
mined. {8} It is Planned that the matches will be held without spectators. {9} According
to AR, the tournament can start on June 8. {10} According to Worldometer, the total
number of people infected with coronavirus in the world has reached 3402886. {11}
239653 deaths were Recorded, and 1084606 people recovered.

Text 2: {1} Romawill suffer serious financial losses at the end of the 2019/20 season,
Calciomercato reports. {2} According to the source, the Rome club will suffer losses
of $110 million. {3} It is reported that this is due to the financial crisis caused by the
coronavirus pandemic. {4} “Roma did not manage to reduce losses even though the
salaries of players and staff were reduced. {5} According to the latest Worldometers
data, there are 203,591 cases of coronavirus infection have registered in Italy. {6} 27682
deaths were recorded, and 71252 people recovered.

Text 3: {1} Spain’s health Minister, Salvador Ilya, believes that football matches
in the country will not be resumed until the summer. {2} Competitions in Spain were
suspended due to the coronavirus pandemic on March 12. {3} – It is reckless to say
that football will return before the summer – quotes AP El Salvador Ilya. {4} – We
continue to monitor the evolution of the virus. {5} Recommendations will show how
life can return in original areas of activity. {6} According to Worldometers, the world
revealed 2977188 cases of infection with coronavirus. {7} 206 139 people died, 874587
recovered. {8} Spain is one of the most affected countries. {9} It recorded 226629 cases
of infection, 23190 cases were fatal.

Text 4: {1}BorussiaMonchengladbach released a special version of the club’s t-shirt.
{2}All themoneywill be used to supportmedical personnel fighting the coronavirus. {3}
Purchase is only possible through an online store. {4} Almost all sporting events were
postponed or canceled because of the coronavirus epidemic. {5} According to Worl-
dometer on the night of May 1 to 2, the coronavirus was confirmed in 3,389,933 people
worldwide. {6} Dead – 239029, recovered – 1076487. {7} According to Rospotrebnad-
zor, in Russia on the day of May 1, a total 114431 cases of coronavirus were registered
in 85 regions. {8} Over the entire period, 1169 deaths were recorded, and 13220 people
recovered.

Results from the created algorithm to four texts above are presented in Table 1. In
the Table 1 two most important sentences are reported from both cases, news items for
text including and excluding the coronavirus theme.

As we can see applying algorithm to news content without words related to coron-
avirus allows indicate in texts 1–3 a significant information. For example, the sentence
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Table 1. Results of algorithm application to four texts.

News Content with all words Content without words related to
coronavirus

The most important
sentence in the text

The second in
importance

The most important
sentence in the text

The second in
importance

Text 1 {2} {6} {9} {6}

Text 2 {3} {5} {4} {3}

Text 3 {4} {8} {8} {1}

Text 4 {5} {7} {5} {3}

{9} in news 1 gives informationwhich can be used for decisionmaking, but sentence {2}
gives only part of important information. Applying algorithm to original texts in gives
noisy information: sentences {5} and {4} respectively. We can note that in news 4 (see
Table 1), the sentence related to the coronavirus theme that is not important within the
meaning of the news remained in the top. In many cases sentences related to coronavirus
remain after deleting the created word list. Sometimes the algorithm pays attention to
other words in such sentences that may also be significant for it and it focuses on words
that go in combination with words associated with the virus. Examples of such words:
“world”, “confirmed”, “crisis” and others. These words can’t be discarded from texts,
because they can also appear in another context.

Result for Full Dataset. We analyzed all news for the period from 25.04.2020 to
02.05.2020: the total number of news is 921. Of these, 116 news contain the coron-
avirus theme. In 81 of the original news, the dominant topic is related to coronavirus
theme. Of these, in 17 news are no longer the dominant topic is related to corona-virus
theme after removing the most popular words associated with this theme.

Thus, 12.6% of news published during the analyzed period contains the virus theme.
In almost 70%of cases, this theme is the key topic. The algorithmmodification described
above allows us to correct this result – the coronavirus theme is the key one in 55.1% of
news containing it. Our result shows that in almost half of the cases, the virus theme is
only the background context of current events feed of the topic football in Russia. This
theme clutter up the news and does not add information.

To test coronavirus theme impact on news we used the following approach. We
considered themost popular sentence in the text that can be used as a news headline or can
help with creating a headline. We compared the actual news headline that was written by
experts and the headline predicted by algorithms using the BLEU (Bilingual Evaluation
Understudy) [23] andROUGE (Recall-OrientedUnderstudy forGistingEvaluation) [24]
metrics. Table 2 shows the metrics values for original news and news without the most
popular words associated with coronavirus theme. ROUGEmetrics refers to the overlap
of unigram (ROUGE-1), Bigrams (ROUGE-2) and longest common subsequence of
texts were applied.
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Table 2. Comparing metrics values for original news and news without words related to
coronavirus.

Used metric Metric value for content with all words Metric value for content without words
related to coronavirus

BLEU 0.216 0.220

ROUGE-1 0.128 0.132

ROUGE-2 0.047 0.049

ROUGE-L 0.120 0.124

Thus, we note an improvement in the quality of the algorithm after deleting words
associated with the coronavirus. Our results show that the appearance of a new topic in
the media that is not related to sports can negatively affect the quality of the extraction
algorithm. In some cases, the words associated with the virus are information noise and
do not define the main idea of the article.

The topic of coronavirus affects the operation of the TextRank algorithm. However,
we note that the characteristics of the data used in the study affected the result. In
particular, coronavirus theme distorted the corpus on which we trained the algorithms.
Words related to this theme are present in the texts for training many times. For example,
the word “koponavipyca” (one of the forms of the word “coronavirus”) was found
in the texts 3540 times and ranked 51th in frequency of use (see Fig. 2). The word
“koponavipycom” (another form of the word “coronavirus”) was found 1703 times and
was placed in 145 places. Our total dictionary comprise 91 825 words. It means that a
lot of attention is paid to the coronavirus pandemic despite the sports theme of the news.

Fig. 2. Words from 45 to 55 places by frequency of use.
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5 Conclusion

In this paper, we explored whether the coronavirus theme is noisy information or has a
significant semantic impact on the content of news. We applied a graph-based ranking
algorithm TextRank for sport news processing. We identified the key information from
news containing the coronavirus theme. Our results show a negative impact on news
headline extraction algorithms when there also exists a popular unrelated general topic.
To identify significant information during periods when there is a dominant theme more
properly, it is necessary to cleanse the source texts from the most popular words associ-
ated with this theme. Otherwise, the summarization algorithms may produce distorted
results that are not relevant to users’ needs.

Acknowledgments. The authors are grateful to participants at the Centre for Econometrics and
Business Analysis (CEBA, St Petersburg University) seminar series for helpful comments and
suggestions.

Appendix

Analyzed news examples in original (Russian) Language
Text 1: Dl� zavepxeni� qempionata Anglii komandam ppidetc� igpat�

na ne�tpal�nyx pol�x, coobwaet BBC. Cezon byl ppepvan iz-za pandemii
koponavipyca. Coobwaetc�, qto dl� ppodol�eni� typnipa ponadobitc� do
10 ctadionov. Tak�e ppem�ep-lige ponadobitc� do 40 tyc�q tectov na
koponavipyc dl� igpokov i pabotnikov klybov. Panee klyby vypazili
gotovnoct� ppodol�it� qempionat, kogda �to bydet vozmo�no. Po dannym
ictoqnika, ppocecc vozobnovleni� fytbol�nyx typnipov v Anglii bydet
dlitel�nym. Ego cpoki poka ne oppedeleny. Planipyetc�, qto matqi bydyt
ppoxodit� bez zpitele�. Po dannym AP, typnip mo�et naqat�c� 8 i�n�. Po
dannymWorldometer, obweeqiclo zapa�ennyx koponavipycomvmipedoctiglo
3402 886 qelovek. Zafikcipovano 239653 letal�nyx icxoda, 1084606 qelovek
vyzdopoveli.

Text 2: «Bapcelona» ob��vila, qto klyb pepedaet ppava na nazvanie
ctadiona «Kamp Hoy» cobctvennomy fondy Barca Foundation. Fond za�metc�
poickom cponcopa, kotopy� polyqit ppavo na im� apeny na odin cezon –
2020/21. Bypyqennye cpedctva po�dyt na bop�by c koponavipycom. Takim
obpazom, ctadion polyqit cponcopckoe nazvanie vpepvye v cvoe� ictopii.
Den�gi ot kontpakta po�dyt na iccledovatel�ckie ppoekty, cv�zannye c
bop�bo� c koponavipycom vIcpanii i vo vcemmipe. Ctadion «KampHoy» byl
otkpyt v 1957 gody. Ego vmectimoct� coctavl�et 99 354 zpitel�. On ppinimal
matqi qempionata Evpopy i mipa, final Ligi qempionov, fytbol�ny�
typnip Olimpiady-1992, a tak�e koncepty zvezd mipovo� myzyki.

Text 3: «Poma» ponecet cep�eznye financovye potepi po itogam cezona-
2019/20, coobwaet Calciomercato. Po infopmacii ictoqnika, pimcki� klyb
ponecet ybytki v pazmepe 110 millionov dollapov. Coobwaetc�, qto �to
cv�zano c financovym kpizicom iz-za pandemii koponavipyca. «Pome» ne
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ydaloc� cokpatit� potepi da�e necmotp� na cokpawenie zapplaty igpokami
i pepconaly. Po poclednim dannym Worldometers, v Italii zapegictpipovan
203 591 clyqa� zapa�eni� koponavipycom. Zafikcipovano 27 682 letal�nyx
icxoda, vyzdopoveli 71 252 qeloveka.

Text 4: Minictp zdpavooxpaneni� Icpanii Cal�vadop Il�� cqitaet, qto
fytbol�nye matqi v ctpane ne bydyt vozobnovleny do leta. Copevnovani� v
Icpanii byli ppioctanovleny iz-za pandemii koponavipyca 12 mapta.

− Bezpaccydno govopit�, qto fytbol vepnetc� do leta, − citipyet AP
Cal�vadopa Il��.

−My ppodol�aem cledit� za �vol�cie� vipyca. Pekomendacii poka�yt,
kak �izn� cmo�et vepnyt�c� v paznyx cfepax de�tel�nocti.Po dannymWorl-
dometers, v mipe vy�vleno 2 977 188 clyqaev zapa�eni� koponavipycom. 206
139 qelovek ymepli, 874 587 vyzdopoveli. Icpani� − odna iz naibolee
poctpadavxix ctpan. B ne� zafikcipovano 226 629 clyqaev zapa�eni�, 23 190
clyqaev ctali letal�nymi.
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Abstract. Catastrophic and urgent events, such as the COVID-19 pan-
demic, are known not only to polarize societies and induce selfish,
individualistic behavior, but might also motivate altruistic behavior.
We have analyzed COVID-19 perception using data collected from the
Polish-language Internet from 15.01-30.06.2020, equaling 930,319 tweets.
Deploying methods of computational social science and digital epidemiol-
ogy, we aim to understand mechanisms of social consolidation and depo-
larization (measured by network modularity and sentiment) during the
so-called “stay-at-home phase” of the COVID-19 pandemic. Mauss’ the-
ory of interaction or exchange of gifts, the theory of social capital, as well
as Kaniasty’s theory of mobilization and deterioration serve as a back-
ground for reflection on the Polish example during the first epidemic
wave. Our study highlights the potential of social support and caretak-
ing to reduce affective and behavioral polarization in social media

Keywords: COVID-19 · Risk perception · Polarization · Twitter ·
Social media · Social network analysis · Sentiment · Internet research

1 Introduction

Theoretical Background. Social interactions have a fundamental impact on the
dynamics of infectious diseases (such as COVID-19), challenging public health
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mitigation strategies and possibly the political consensus. COVID-19 posed a
paradox of social interaction. On the one hand, it polarized and disrupted social
networks [18,34], which resulted in the formation of filter bubbles. On the other
hand, it provides a stage for mutual help and support [25,26].

Fig. 1. Theoretical model of mobilization and deterioration during the first wave of
COVID-19 in 2020.

Social media gives a voice to user concerns regarding COVID-19, society, and
political systems in an interactive way. Perceived social support and a sense of
society (Gemeinschaft vs. Gesellschaft [41]) are known to be mediated by social
media [31]. The COVID-19 pandemic found Poland and other post-communistic
countries totally unprepared in March 2020, while richer Western European
countries limited the sharing of resources they possessed and controlled supply
chains, disconnecting weaker EU members [10]. The new reality of the crisis has
not been seen in Poland since 1981’s martial state [23]. The COVID-19-related
state of emergency was declared due to the necessity of supporting hospitals with
food delivery, homemade personal protective equipment, etc. due to a shortage
of resources and limitations in dealing with patients and the elderly. Mauss’s the-
ory of help-giving defines the concept of gifts to benefit other people. Pro-social
interactions depend on “social embedding” [28], which has its own projection
in virtual reality (e.g., social media). Interactions between goal-oriented actors
could create a focus on the social environment [37] and build positive and neg-
ative attitudes towards help-giving.

Most studies on self-organized and collective movements on social media dur-
ing the pandemic revealed its negative impact on the society [34], but this need
not always be the case. These mechanisms provide emotional or material support,
which could not appear in non-crisis situations due to the social distance/anti-
homophily rule. In non-crisis times, people are unlikely to befriend people who are
too different - above some similarity threshold-from each other, because building
and maintaining social interactions is costly [30]. Social capital from these interac-
tions [8] can lead to action (such as social support and cohesion [33]). Thus, help-
giving principles and social consolidation [6] could be independent from political
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orientation and be projected, even induced, by social media, thereby moving soci-
ety to a new equilibrium. We investigate the emergence of altruistic behavior char-
acterized by higher-than-usual levels of social interactions (e.g., in social media)
between conflicting (polarized) communities. Thus, in such a scenario, we should
expect more inter-community links, which could lead to a suboptimal state from
an evolutionary perspective [30]. Social embeddedness at the country level was sig-
nificantly negatively associated with controlled COVID-19 Rt [22] during the first
wave of infections. This implies that better-connected/-networked societies were
more efficient in coping with the spread of the disease.

The aim of this study was to use social media (Twitter) data to explore
polarization dynamics revealed by intercommunity links and sentiment analysis.
Thus, using network modularity and sentiment to assess polarization dynamics
could provide an overview of this ongoing phenomenon in society.

2 Data, Methods and Research Questions

Twitter has relatively low popularity in Eastern Europe (∼1.5 million active users
out of ∼6 million registered accounts or less than 5% of the literate population
in Poland [14]) and is mainly used by expats, journalists, and politicians. Con-
sequently, it reflects the opinion of key influencers of national politics. During
the lockdown, as in many other social media, the number of users significantly
increased [40]. Moreover, professional news (traditional media) was ahead of the
commentating reaction on Twitter in Poland [21]. This implies that Twitter is not
a primary knowledge hub about COVID-19. For example, only 8% of respondents
mentioned Twitter as a source of information, many times less than TV or nation-
wide Internet portals [49]. Despite many initial observations, mainly in the USA
[38] the pandemic did not drive the polarization significantly deeper or weaker
in the behavioral dimension [3,9]. Other studies on Twitter did not confirm that
polarization decreased over time during the first waves of the pandemic [35,42].
In our study, based on the analysis of Polish Twitter data, we claim that we could
observe and quantify the polarization. Our main hypothesis is that communities
divided according to political beliefs (partisan), became less segregated during the
mobilization phase, and returned to the previous level of polarization during the
deterioration phase (Fig. 1). Thus, the main goal of our study is to indicate the
depth and duration of depolarization on Twitter using the affective (emotional
load) and behavioral (structure of the social connections) metrics.

The social network of Twitter users may be represented as a graph G =
(N,E) with a set of n nodes N = {1, ..., n} and a set of m links (edges) E ⊂
N×N , |N | = n and |E| = m with |·| denoting cardinality. We represent a Twitter
user as a node, and we connect the nodes with a link if there is an interaction
between the nodes. We considered three interactions: retweeting, replying, and
quoting. Each interaction results in a different network; thus, we consider three
networks corresponding to specific interactions.

We used network modularity [29] as an index of polarization, which has
been widely used in measuring polarization [11,13]. Modularity is computed
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for the network and partitions of its nodes into communities. Modularity has
a value in the range [−1/2; 1] characterizing the partition. The maximization
of modularity leads to the best separation of the network into communities;
there are multiple algorithms for modularity maximization. In the current paper,
we used the unsupervised weighted Louvain algorithm [7] and considered the
networks as undirected.

The data collection includes tweets with the #Koronawirus hashtag posted
from 15.01.2020 to 30.06.2020. We constructed networks based on the interac-
tions that occurred within each week. We used word count-based sentiment anal-
ysis, with the Nencki affective word list [36,45] for the Polish language. We com-
puted the proportion of the words (content of Tweets for weekly aggregated data)
having connotation for selected emotions (with focus on optimism/happiness in
our study). The baseline to understand the process is the pre-pandemic polar-
ization and partisan level in Poland, which is reflected in social media [4,20,27].

3 Results

A starting point of our analysis was to reveal the partisan structure of our
pandemic-related data sample. Previous studies on the Polish-language Twitter
showed similar clusters emerging among partisans with sharp community divi-
sions in general [27] almost the same as in the COVID-19 discourse (Fig. 2). After

Fig. 2. A network of retweets with the #Koronawirus hashtag in the Polish language
during 15.01-30.06.2020 (1,500 most central nodes by weighted degree centrality, color
codes correspond to different communities). Blue—the ruling coalition, Orange—the
mainstream opposition, Light blue—far right, Yellow—a Protestant minority. (Color
figure online)
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community detection, the vertices were colored the same color if they belonged
to the same community. Out of 76,822 Twitter users engaged in coronavirus
discourse, there is a clear polarization between major communities: ruling party,
mainstream opposition, and minor but clear communities of the far-right party
and Protestant movement. See Fig. 2. Notably, before SARS-CoV-2’s introduc-
tion to Poland, there was no far-right community [20] that came onto the scene
when the topic became popular and gained political power. The role of central
nodes, such as celebrities, politicians, and scientists [24] could be important in
building the discourse on Twitter. In this study, we focus on the “stay-at-home”
phase; however, it is important to draw an epidemiological and infodemiologi-
cal background before and after the investigated period. Based on the qualita-
tive and quantitative analysis of multiple media sources in Poland from 10.03-
07.05.2020 (which we define as the first wave of the epidemic), we can distinguish
the following phases [15,21].

1. Mitigation phase (10-17.03.2020). Declaration of the main restrictions.
2. “Stay at home” phase (18.03-07.04.2020). Social consolidation.
3. Anti-crisis shield phase (08.04-7.05.2020). Anti-crisis shield declaration.

Fig. 3. Sentiment dynamics on Twitter week by week. The depolarization phase cor-
responds to 18.03−07.04.2020.

In the middle of the “stay-at-home phase,” we observe a temporary minimum
of network modularity, which implies temporary depolarization and mobilization
(Fig. 4) in supporting each other (which is also seen in optimism in the sentiment
analysis) over political divisions (Fig. 3). However, it lasted very shortly (just a
few weeks) and the system relaxed back to reach the peak of polarization around
the summer presidential campaign.
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The main hashtags of the consolidating phenomenon were #widzialnareka
(visible hand), #pomoc (help), #solidarność (solidarity), #WspierajSeniora
(support senior), #PomocZakupowa (shopping help), #covidowesos (COVID
SOS), #szyje maseczki (sewn masks), and #brawadlaWas (applause for you).
The end of social consolidation happened when the presidential election cam-
paign started around 10.04.2020, which was the 10-year anniversary of the
Smoleńsk crash, the main polarizing event in the history of an independent
Poland [17].
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Fig. 4. Attempt to indicate the depolarization phase 18.03-07.04.2020. The modularity
of the full networks and their weekly dynamics for types of communication (retweeting,
reply, quotation).

4 Discussion

In critical moments of the pandemic, the social media were already incorpo-
rated into emergency planning and crisis management for monitoring as well as
for crowd-sourcing and collaborative development [2] mainly for local communi-
ties. It provided opportunities for commenting and engagement by active users
(76,822 unique users in the Polish COVID-19 context).

The unexpected scale of the pandemic and the loss of information control by
the government have destroyed the existing “institutionalized society” in social
media (with high polarization) and created a “communal society”. However, in
the COVID-19 era, social media has gained a bad reputation due to the spread
of mis-/dis-information [44], creation of filter bubbles/echo chambers [5], etc.
Most current research on communication through social networks during crises
concentrates on the speed of spread [12] and the quality of information [43];
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however, the most influential element—inter-community links—was not investi-
gated to such an extent. A special role of social media as the moderator could
be deployed to maintain social capital during the COVID-19 pandemic.

We showed that in the mobilization phase (“stay at home”), people demon-
strated an altruistic attitude (experiencing positive emotions such as optimism
(Fig. 3)) on Twitter. They could potentially take actions benefiting others in the
physical world and the virtual reality of social media. We also discovered that
sharing activities (for instance, retweeting) crosscut partisan lines (Fig. 4). Thus,
we confirmed the short-term depolarization during the “stay-at-home phase”
(Fig. 4, 3) in late March/early April. However, this phase of relative optimism
and high interlinkage between all users was unstable. The system soon returned
to its polarized equilibrium. Studies on inter-connected partisan communities
formed in crisis situations in the pre-social media era have reported that inter-
connectivity (depolarization) was also unstable. For instance, in 1997 during the
flood of the century in the Polish city of Wroclaw, a support society was also
formed for a short time [39].

Limitations. We are aware that operationalization of polarization to network
modularity and sentiment is a simplification, and we miss many aspects of
this phenomenon. Historically in Poland, solidarity movements that gathered
people of different statuses, religions, and political orientations in the 1980s
(form of social capital [1,16]) played a role in the democratisation of this post-
communistic country, so the level of mobilisation observed in Polish social media
during COVID-19 does not need to be observed in other countries to such an
extent. Some civil initiatives via social media such as participatory epidemiology
of COVID-19 vaccines have been only carried out in post-communistic societies
only [16,19]. Moreover, the retrospective character of this study and the use of
the biased medium of Twitter does not allow causative reasoning without further
qualitative reflection [32].

5 Conclusion

In conclusion, social media provides new opportunities for fostering the dynam-
ics of supportive actions [37] allowing the mobilisation of people in crises such
as COVID-19. Massive, apolitical actions supporting the healthcare system or
people with special needs are creating social cohesion. Social media platforms
(particularly Twitter) are known for polarizing (by default) the communication
ecosystem, because users see content filtered by this technological giant accord-
ing to their preferences mostly from the other users they like, follow, and re-
tweeted previously [47,48]. However, top-down policies and procedures on social
networks are likely to fail [46], so the advocacy of bottom-up (civil initiatives
of average users) could be critical in future resilience policy planning, aiming
for depolarization. Thus, the catastrophic weather anomalies in Europe in 2021
could also lead to forming supportive Internet communities in societies.
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Abstract. Social media networks have gradually become the major
venue for broadcasting and relaying information, thereafter making great
influences in many aspects of our daily lives. With the mass adoption
of the internet and mobile devices, social media users tend to follow
and adopt their friends’ or followers’ thoughts and behaviors. Thus find-
ing influential users in social media is crucial for many viral marketing,
cybersecurity, politics, and safety-related applications. In this study, we
address the problem through solving the influence and activation thresh-
olds target set selection problem, which is to find the minimum number
of seed nodes that influence all the users at time T . These time-indexed
integer program models suffer from computational difficulties with binary
variables at each time step. To this respect, this paper leverages compu-
tational algorithms, i.e., Graph Partition, Nodes Selection, and Greedy
Algorithm to solve the models for large-scale networks. Computational
results show that it is beneficial to apply the BFS Greedy algorithm for
large scale networks. In addition, the results also indicate nodes selection
methods perform better in the long-tailed networks.

Keywords: Networks · Integer programming · Target set selection ·
Greedy algorithm · Influence maximization

1 Introduction

Nowadays, the use of social media networks has become a necessary daily activ-
ity for people to interact with family and friends, access news, information and
make decisions. Besides being a handy means for keeping in touch with friends
and family, social media is more of a platform spreading the tremendous influ-
ence. Social media has great impact on businesses, politics, disease control and
others. To this end, researchers have studied various practical problems in social
media to better understand how the social media behaves and propagates the
information. The problems include buzz prediction [7], volume prediction [24],
infection prediction [3,17], source prediction [21], link detection [19], target set
selection [6,8,9,14,26] and firefighter problem [2].
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1.1 Motivation and Problem Description

Here we focus on investigating the problem of target set selection. Formally, we
define a social media network as a directed graph G = (V,E), where users are
defined as all nodes V and their friendships are defined as all edges E. Users
are active when they repost the messages. Target set selection problem refers to
find a minimum subset S ⊂ V , then all the nodes will be activated by S. The
target set selection problem can be applied in the areas of viral marketing [11]
and cyber security [4].

In the target set selection model, the seed nodes spread the influence until the
diffusion process stops. The goal is to activate all the nodes. The influenced users
refer to activated users who repost the messages. However, in reality, influenced
users sometimes will repost the messages. But in most cases, even they are
convinced or influenced by the message, users will not repost the message for
certain reasons. In this case, influence not only refers to activation (repost)
but also refers to the belief in the messages. Thus we build the influence and
activation thresholds target set selection models to describe the situation. Here
we introduce two thresholds, one is activation threshold (φ) and another one is
influence threshold (θ). Users will be influenced first before be activated, thus
we define θ <= φ. The goal of the model is to influence all the nodes.

Our models are time-indexed integer program models, which can be divided
into two parts, the first part is the information propagation. There are two
widely used propagation models, namely Independent Cascade Model (IC) [14]
and Linear Threshold Model (LT) [12]. Independent Cascade Model assumes
every node has a single chance to activate its neighbors. In Linear Threshold
Model, each node will be influenced by each neighbor according to a weight.
When the total weights from its neighbors is larger than a threshold φ, then the
node will be activated. In this paper, we propose all the mathematical models
based on the Linear Threshold Propagation Model. Here we set the weights as
1 for all the nodes. Thus an inactive node will become active if at least φ of
its neighbors are active in the previous step. The second part is the influence
dominating part, which means the users should be either active or influenced
through having at least θ of activated neighbors at time T .

1.2 Literature Review

To investigate the influence and activation thresholds target set selection prob-
lem, the research of target set selection problem offers us some good insights.
Kempe et al. [14] study the maximum active set (under the name target set
selection) and show that it is NP-hard. They also provide a greedy algorithm
within provable approximation guarantees based on the submodularity prop-
erty of the objective function. Chen et al. [9] study the minimum target set
selection problem and show the problem is hard to approximate within a poly-
logarithmic factor. Besides, he comes up a polynomial-time algorithm to find
an optimal solution when the underlying graph is a tree. Ackerman et al. [1]
propose a combinatorial model for the minimum target set selection and prove
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the combinatorial bounds for the perfect target set selection problem. Shakarian
et al. [22] present a time-indexed formulation to find the minimum seeds for the
target set selection and come up with a scalable heuristic based on the idea of
shell decomposition. Spencer et al. [23] consider the problem of how to target
individuals with subsidy in the network in order to promote pro-environmental
behavior. It is also a target set selection problem and they use a time-indexed
integer program formulation with as many time periods as the number of nodes
in the network to tackle the problem. Günneç et al. [13] study the variation of
the target set selection problem called least cost target set selection on social
networks, and they propose greedy algorithm and dynamic programming algo-
rithm to solve the problem for the tree structure network. Raghavan et al. [18]
develop and implement a branch-and-cut approach to solve the weighted target
set selection problem on arbitrary graphs.

1.3 Contribution and Organization

To our knowledge, the previous research involving target set selection focuses on
the single threshold (activation threshold) target set selection. In this paper, we
propose practical influence and activation thresholds target set selection math-
ematical model and its computational algorithms correspondingly.

The rest of the paper is organized as follows. Section 2 presents the novel
Minimum Influence and Activation Thresholds Target Set Selection Model. In
Sect. 3, we propose several computational algorithms for solving large scale net-
works. Section 4 shows the experimental results of the proposed model and its
corresponding computational algorithms. Section 5 concludes the article.

2 Minimum Target Set Selection Model with Influence
and Activation Thresholds

In this section, we introduce a time-indexed integer program to find the minimum
number of influential seeds for the influence and activation thresholds target
set selection problem. An artificial time index t taking values from 0 to T is
introduced to model the order in which nodes become active. The messages
could propagate at varying distances through different forms of social media.
Cha et al. [5] observe that even for popular photos, only 19% of fans are more
than 2 hops away from uploaders on Flickr.com. Ye et al. [25] find that, on
Twitter, 37.1 percent message flows spread more than 3 hops away from the
originators. Thus here we set T as 0,1,2,3, which means we only consider the
cascades less than or equal to three time steps. The formulation uses a binary
variable xi,t to represent the status of node i at time t, which is 1 if node i is
active at time t and 0 otherwise. Here θ represents the influence threshold and
φ represents the activation threshold. Nodes should always be influenced before
activated, so we set θ <= φ. N(i) represents the neighborhood of node i. The
Minimum Influential Seeds Model is as follows:
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min
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⎭ + φxi,t ≤ φ − ε + (1 + ε)xi,t+1 ∀ i ∈ V, t < T (4)

θ ∈ ( 0, 1 ] ← influence threshold
φ ∈ ( 0, 1 ] ← activation threshold
θ ≤ φ ← node is influenced before activated

N(i) = { j : (i, j) ∈ E } ← Neighborhood, adjacent nodes

The objective function (1) aims to minimize the seed nodes activated at time 0.
Constraints (2) are influential constraints, making sure that all the nodes should
be either active or be influenced by at least θ of active neighbors at time T .
Constraints (3) refer that a node i will stay inactive at time t + 1 when it is
not activated at time t. Constraints (4) restrict that a node will stay active if
it is originally active, which means when xi,t = 1, xi,t+1 should be 1 as well. In
addition, the constraints make sure that a node will become active at time t + 1
when it is activated at time t, which means when xi,t = 0, the influence from its
neighbors is larger or equal than φ, then xi,t+1 = 1. Here we introduce two ε,
the first ε restricts that node i should be active at time t+1 even if the influence
from its’ neighbors is φ. The second ε confirms that when xi,t = 1 and all the
neighbors of i are active, the node i being active at time t + 1 still holds.

3 Computational Algorithms

The time-indexed integer program model proposed in Sect. 2 is computationally
intractable unless in very small instances because of the large number of binary
variables. However, social media networks are usually in an extremely large scale.
Thus we apply multiple computational algorithms to tackle the influence and
activation thresholds target set selection model for larger scale networks in this
manuscript. More details will be discussed in the rest of this section.

3.1 Graph Partition

When the social media network is large-scale, solving the models exactly through
Gurobi is very difficult. The most intuitive way is to solve multiple smaller sub-
graphs instead of one large graph. Here we use techniques from Modularity and
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Community Structure [10] in networks to divide the large graph into several
smaller subgraphs. Then we solve the models exactly separately for each sub-
graph.

3.2 Nodes Selection

When we’re dealing with influence and activation thresholds target set selection
problem for large-scale network, the large number of binary decision variables,
which are |V ||T | in total, makes the problem difficult to solve. In order to accel-
erate the computational speed, we could reduce the decision variables through
adding some constraints to restrict that some of the nodes are not selected or
some of the nodes should be selected. Here we come up with two methods, one
is to delete the leaf nodes, and another is to choose the nodes with high degree.

Leaf Nodes Deletion. Leaf nodes in a connected graph may not be seeded
because they’ll influence or activate at most one neighbor directly. Thus we add
the constraints (5) to remove the option of activating leaf nodes. In other words,
all the leaf nodes will not be seeded using the method.

xi,0 + 1 ≤ |N(i)| (5)

Degree Centrality Selection. Nodes with high degree have more potential to
influence and activate other nodes. Therefore, we assume the high degree nodes
must be seeded. Here 1

|V | � ρ < 1 is defined as the criteria for choosing the seed
nodes. When the total neighbors |N(i)| of node i is larger than ρ|V |, the node
i will be seeded. Thus we add the constraints (6) to the original model in order
to choose the nodes with more than ρ|V | neighbors as seed nodes.

xi,0 + ρ ≥ |N(i)|
|V | (6)

ρ = ε implies that N(i) = 1 for a connected graph
ρ = 1 − ε implies that N(i) = V − 1

The larger the ρ, the nodes with higher degree will be selected as seed nodes.
When ρ is ε, the nodes having neighbors will all be selected. When ρ is 1 − ε,
only the node connecting to all the other nodes will be selected.

3.3 Greedy Algorithm

We propose the greedy algorithm for the Minimum Influence and Activation
Thresholds Target Set Selection problem. The greedy algorithm selects the seed
node with the largest number of inactive neighbors in each iteration and adds it
to the seed node set S until the stop conditions have been met. Then we update
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the nodes threshold and active set in each iteration considering the propagation
process. Here we update the threshold and active set based on the Breadth First
Search (BFS).

For the BFS Search Greedy Algorithm shown in Algorithm 1, firstly we
choose the seed node with the largest number of inactive neighbors and add it
to the seed set S. Then we update the threshold and activation time step (T) of
an inactive neighbor node by adding the influence sent from the activated seed
node. BFS search starts at the tree root and explores all of the neighbor nodes
at the present depth prior to moving on to the nodes at the next depth level.
Here we use a queue Q to store the parent nodes which will spread the influence
within propagation step P .

Algorithm 1. BFS Search Greedy Algorithm
Input: Graph G = (V, E), Propagation step P
Output: Seed node set S

1: A ← ∅, S ← ∅, Q be queue
2: threshold(i) = 0, T (i) = 0, ite(i) = 0
3: while ∃ v ∈ V \ A, nA(v) < θdeg(v) do
4: Pick u ∈ V \ A with the most inactive neighbors
5: Q.enqueue(u)
6: S = S ∪ u
7: A = A ∪ u
8: iteration = 0
9: while Q is not empty do

10: v = Q.dequeue()
11: iteration = ite(v) + 1
12: for all ω in N(v) do
13: if ω not in A then
14: threshold(ω) = threshold(ω) + 1

deg(ω)

15: T (ω) = max(T (ω), iteration)
16: if threshold(ω)>= φ then
17: A = A ∪ ω
18: if T (ω) < P then
19: Q.enqueue(ω)
20: ite(ω) = iteration
21: end if
22: end if
23: end if
24: end for
25: end while
26: end while
27: Return (S)
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4 Computational Algorithms Comparison

In this subsection, we assess and draw comparisons between different compu-
tational algorithms introduced in the Sect. 3 for the minimum influence and
activation thresholds target set selection model.

We consider a subset of real-life social networks as datasets in our experiment:
Karate Club [27], Hamster Friendships Network [15], Facebook Network Dataset
[16] and LastFM Social Network Dataset [20]. We set the time limit of 3600 s for
bold methods in the following experiments. For the method of degree centrality,
we set the ρ as 0.2.

The Karate network is a network of very small size and the result is shown
in Table 1. For the Karate Club network, we could solve the model directly.
However, the Leaf Node method could accelerate the computation slightly with-
out sacrificing the performance. For larger size network of Hamster Dataset, the
Graph Partition method couldn’t generate a solution in one hour, so we don’t
include here in Table 2. For Leaf Node method, the model is not feasible which
means we couldn’t exclude all the leaf nodes as seed nodes for Minimum Influen-
tial Seeds model. We could see from the table the Original Model even performs
better than the Degree Centrality method within the time limit of 3600 s. In
addition, BFS Greedy method offers good solutions within much less time com-
pared to the Original Model. The results of Facebook1 dataset are shown in
Table 3. Facebook 1 is a dataset of low density. The Facebook 1 network has a
large number of nodes with few friends. Thus it is easy for Gurobi to solve it
directly. However, the Leaf node method has the shortest computation time for
this dataset. The results of LastFM Asia Dataset are shown in Table 4, here Leaf
Node performs the best compared with Original Model and Degree Centrality
methods within the time limit of 3600 s.

Table 1. Karate network

Method θ φ T Seeded Activated Influenced Obj Time

Original Model 0.4 0.6 3 6 18 34 6 0.34

Graph Partition 0.4 0.6 3 7 32 34 7 0.09

Leaf Node 0.4 0.6 3 6 18 34 6 0.32

Degree Centrality 0.4 0.6 3 7 32 34 7 0.02

BFS Greedy 0.4 0.6 3 7 33 34 7 0.001

Table 2. Hamster dataset

Method θ φ T Seeded Activated Influenced Obj Time

Original Model 0.4 0.6 3 282 1543 1858 282 3600.47

Degree Centrality 0.4 0.6 3 291 1529 1858 291 3600.56

BFS Greedy 0.4 0.6 3 327 1766 1858 327 15.05
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Table 3. Facebook 1 Dataset

Method θ φ T Seeded Activated Influenced Obj Time

Original Model 0.4 0.6 3 10 2888 2888 10 16.66

Graph Partition 0.4 0.6 3 10 2888 2888 10 20.17

Leaf Node 0.4 0.6 3 10 2888 2888 10 0.55

Degree Centrality 0.4 0.6 3 10 2888 2888 10 4.40

BFS Greedy 0.4 0.6 3 10 2888 2888 10 1.11

Table 4. LastFM Asia Dataset

Method θ φ T Seeded Activated Influenced Obj Time

Original Model 0.4 0.6 3 2850 6682 7624 2850 3601.25

Leaf Node 0.4 0.6 3 1498 6453 7624 1498 3601.52

Degree Centrality 0.4 0.6 3 3427 7624 7624 3427 3601.42

BFS Greedy 0.4 0.6 3 1675 7255 7624 1675 868.62

In summary, for the small size datasets, we could solve the problem directly
using Gurobi. For the network of low density, especially when large portion of the
nodes have few neighbors(long-tailed network), we could consider the Leaf Node
method and Degree Centrality method. For the larger size datasets, normally
the BFS Greedy will have better performance. The Graph Partition has poor
performance and long computational time for the selected social media networks.
For the Graph Partition method, it could result from the structure of network
which is hard to divide into subgraphs. Furthermore, even it is divided properly,
sometimes the size of the subgraph is still hard to solve directly.

5 Conclusion

The increasing popularity of social media networks has created the need for
businesses, politicians and organizations to find influential users in social media
to spread the influence. In this work, we have addressed the problem through
developing the minimum influence and activation thresholds target set selection
model. Our model allows us to find the minimum seed nodes that influence all
the nodes at time T . In addition, we provide different computational algorithms
to tackle the various datasets as well. They are Graph Partition, Leaf Node,
Degree Centrality and BFS Greedy computational algorithms. Experiments in
various datasets show that BFS Greedy is much more efficient than the other
methods for large size datasets. Besides, leaf node deletion and degree centrality
selection perform better in terms of long-tailed network.
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Blockchain-Based Online Social Networks. Blockchain-based online social
networks (BOSNs) are social platforms built on a blockchain that enables a
reward system for high-quality content. The key idea is to reward users with
cryptocurrencies, according to the popularity of the content they produce and/or
promote. An attractive point for users is the possibility of exchanging cryptocur-
rencies for traditional currencies, services and goods. From a researchers’ view-
point, BOSNs are an appealing socio-technological complex system where users’
social activities are influenced by the technological infrastructure; and inter-
nal socio-economic dynamics are linked with external financial trends. Another
interesting aspect is that these platforms usually share the blockchain with other
apps, called “decentralized apps” (DApps in short). While BOSNs are interest-
ing, there is still limited work: some aspects have been studied, such as innova-
tive characteristics [1], the static network structure [2], economic and rewards
aspects [3]. Even though BOSNs provide high and detailed volumes of temporal
data, there is a lack of work focused on network dynamics and temporal aspects.

Objective and Data. Our goal is to study dynamic aspects of complex systems
such as BOSNs. Here, we focus on Steemit [4], a successful platform launched
in 2016 that emerged in the BOSN ecosystem. The basic idea of Steemit is
that user activity should be rewarded. Every week, content producers and con-
tent promoters of the most successful posts are rewarded with cryptocurrency
tokens. According to BOSNs principles, Steemit relies on its blockchain - Steem
- for data storage and validation. The blockchain is also home to many DApps
such as Dtube, a video sharing platform, and Splinterlands, a trading card game.
In this work we focus on social activity, to understand how user activity evolves
and changes in these innovative social media platforms. To do so, we analyze
data covering a four-year period of users’ activities, from Dec. 6, 2016, up to
Jan. 6, 2021. The obtained dataset covers user actions, stored as a collection of
operations. Specifically, we focus on social operations, i.e. user activity typical
of traditional social media platforms. We look at: i) comment operations, that
record published content (posts) and comments ii) vote operations that track
user votes, and influence content popularity and rewards; and iii) custom json,
a type of operation designed to store different actions, that we can differentiate
by their “id” field, e.g. “follow”.
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Fig. 1. Time plots for operations. X-axis: time in months. Y-axis: operations per day.
Vertical lines for important events.

Results. We first build time series of the daily user activities carried out by
Steemit users (Fig. 1). The first observation is that, for all the social operations
considered (comment, vote, custom json), we observe a first period of growth;
then, all social actions drop in volume, as time passes. The drop was followed by
an announcement, by Steemit’s Founder Ned Scott, explaining that the BOSN
was in a crisis.1 A second observation is that custom json operations grow and
then drop again around the beginning of June 2020. As we can see in Fig. 1, social
operations stored as custom json operations (characterized by “id”s “follow”,
“unfollow”, “reblog”, “mute”,“ignore”) decline like other social operations. The
new custom json operations are mostly performed by other DApps operating on
the blockchain. Indeed, an analysis of operations’ id confirms that the majority of
actions performed were made by one of the most popular DApps, Splinterlands.
Furthermore, the successive drop coincides with the DApp transferring to a new
Blockchain, Hive.2 We can observe a shift in the way the blockchain is being
used, combining social activity and popular decentralized apps. From a focus
on supporting social interactions, Steemit is moving to an app ecosystem where
social interactions are becoming more marginal.
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Abstract. In this work, we envise an effective case study concerning a
data and a model poisoning attack, consisting in evaluating how much
a poisoned word embeddings model could affect the reliability of a deep
neural network-based Fake News Checker; furthermore, we plan to train
three different word embeddings models among the most performing in
the Natural Language Processing field, in order to investigate which of
these models can be considered more resilient and robust when such kind
of attacks are applied.

Keywords: Natural Language Processing · Fake news · Adversarial
attacks · Data poisoning attacks · Deep neural networks resilience

1 Introduction

Adversarial machine learning (AML) can act by prompting a Deep Neural Net-
work with intentionally manipulated inputs, with the aim of fooling it and reduc-
ing its accuracy in accomplishing its task.

Adversarial examples, that represent purposely designed inputs able to
exploit vulnerabilities of machine and deep learning models, got great popu-
larity in performing adversarial attacks against image classification systems1.

As for the Natural Language Processing (NLP) field, adversarial attacks
are more difficult to be acted: while an image perturbation can lead to small
changes of pixel values, that are hardly perceived by human eyes, small pertur-
bations applied on texts are easier to sense. A text perturbation could consist,
for example, in replacing characters or words within a sentence, thus generat-
ing invalid words, meaningless sequences or syntactically incorrect sentences.
Therefore, perturbations on natural language texts are easily perceived.
1 Goodfellow, I. J., Shlens, J., & Szegedy, C. (2014). Explaining and harnessing adver-

sarial examples.
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2 The Envised Case Study

Recent studies have evidenced that also NLP systems can be fooled by AML
attacks2. More precisely, they are vulnerable to poisoning attacks acted by the
means of knowledge transferred, in the shape of pre-processed models, as an
input during the training step of a deep learning model While small perturba-
tions expressly introduced in a training data set could be easily recognized, a
model poisoning, performed by the means of altered data models and typically
provided in the transfer learning step to a deep neural network, are harder to
be detected. A notable instance of a scenario is represented by the poisoned
word embeddings models attack3. So, in this work we envise an effective case
study to analyze this kind of attack to NLP systems; more precisely, we consid-
ered a NLP application of great interest in the current times, provided by the
Fake News Detectors (FNDs). These systems typically apply several NLP tech-
niques to analyze the features of a set of news and information published and
disseminated, mainly through the web. FNDs represent an ideal target to adver-
sarial attacks, since malicious users are interested to bypass news checker, to
go on spreading unnoticed misleading information. We considered a model poi-
soning attack consisting in poisoning a word embeddings model, used to train
a deep neural network-based Fake News Checker; we trained two different word
embeddings models, based respectively on fastText4 and BERT5 algorithms; we
performed experiments both on the trusted and the poisoned versions of these
WEs models, in order to investigate the vulnerability level of these NLP systems
to these poisoning attacks and the level of resilience of the WEs models to these
kinds of traps.

3 Conclusion and Future Works

This work explores the effects of a poisoned word embeddings model attack to
fool a deep neural network implementing a Fake News Checker, that generate
alerts when potential Fake News are detected. The rise of the False Positives
rate, while reducing the reliability of a Fake News Checker, is among the goals
of such attacks. We considered, as case study, a Fake News Checker, that per-
forms a stylometric analysis of texts written in natural language, to analyze the
severity of a WEs poisoning attack and how much it can affect the accuracy in
recognizing real and fake news. We evaluated two different WEs models, to build
a vulnerability assessment of NLP systems to poisoning attacks.
The research described in this work is funded and performed within the activ-
ities of the Research Program “Vanvitelli V:ALERE 2020 - WAIILD TROLS”,
financed by the University of Campania “L. Vanvitelli”, Italy.
2 Zhang, W. E., Sheng, Q. Z., Alhazmi, A., & Li, C. (2020). Adversarial attacks on

deep-learning models in natural language processing: A survey. ACM Transactions
on Intelligent Systems and Technology (TIST), 11(3), 1–41.

3 Zhao, Z., Dua, D., & Singh, S. (2017). Generating natural adversarial examples.
4 https://fasttext.cc/docs/en/crawl-vectors.html.
5 https://blog.google/products/search/search-language-understanding-bert/.
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Abstract. Predicting probability of default for potential loan customers
is of the utmost importance to banks and other financial institutions.
Nowadays, most financial institutions assess borrowers using machine
learning algorithms. However, they may require large amounts of training
data to make accurate predictions. Small financial institutions may not
be able to collect large training datasets, and would benefit from the large
datasets or pretrained models provided by larger financial institutions.
This paper employs the use of transfer learning with neural networks
to predict probability of default for new borrowers. We explore multiple
architectures of deep neural networks trained on a large dataset and
transfer the learned knowledge to a smaller dataset.

Keywords: Probability of default · Machine learning · Neural
network · Transfer learning

1 Introduction

Accurately predicting probability of default can help firms minimize the risk they
take with new borrowers by reliably determining how likely one is to default
and even how much loss they’ll incur due to said default. Machine learning
classifiers have been employed in the past, including in multitudes of combina-
tions. Neural networks are fairly new to this particular application. The banking
industry/financial institutions rely heavily on credit scoring to control risk and
boost profits [4]. Competition from online institutions is leading banks to inno-
vate using machine learning based automatic credit evaluation systems. Models
require large amounts of financial data to train properly, but new businesses
lack sufficient data [2]. Often when analyzing credit risk, sufficient lending his-
tory data is unavailable or unattainable for satisfactory analysis and can land
both lenders and borrowers in precarious credit outcomes [1]. Transfer learning
is shown to be commercially valuable for financial risk assessment [2].

Analyzing a dataset that is too small to predict accurate results on its own
can make it impossible for newer firms to compete with existing conglomerates.
c© Springer Nature Switzerland AG 2021
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Our goal is to use transfer learning to improve accuracy of results by training on
much larger datasets than the ones for which we predict results. In this paper,
we experiment with transfer learning using neural networks, seeking both novel
approaches and sufficiently accurate results.

2 Datasets and Methods

Our original dataset came from a financial institution in Australia. It consists
of 12,982 data points and 216 features, including target feature “Isdefault”. Our
goal is to use this dataset to predict probability of default at a higher accuracy
than previous attempts.

The second dataset that we analyzed is much larger and publicly available
on Kaggle [3]. It consists of 2,260,701 data points and 151 features, including
target feature “loan status”. Our hope in analyzing this second dataset is to
utilize model learning on a much larger range of data in the hopes that it would
have better predictive capabilities than those same methods used on a smaller
dataset, simply due to the model having more information to learn from. The
motivation behind transfer learning is to be able to take learning from one place
and apply what was learned in another, to transfer the learning, so to speak.

This is accomplished in several different ways, three of which were experi-
mented with in our study. We used a large dataset to train a binary classifier
neural network, and a small dataset to tune it. In the first method we trained
the neural network on the large dataset and tested it on the small one. The
second method consisted of initial training on the large dataset, and then sup-
plementary training at a much lower learning rate (between .0001 and .01 of
the original training) on the small dataset before testing on the small dataset.
The third method utilized the freezing of initial layers of the neural network (in
our case all but the final) after training it on the large dataset, to then retrain
only the final layer by refitting it with data from the small set before testing
on the small dataset. The neural network itself was built using keras from the
tensorflow library and it contained 4 dense layers, with descending weights 200,
100, 50, and 1. The first three layers use a RelU activation, while the last one is
a sigmoid.
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