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Preface

We are delighted to introduce the proceedings of the 17th edition of the European
Alliance for Innovation (EAI) International Conference on Heterogeneous Networking
for Quality, Reliability, Security and Robustness (QShine 2021). This conference has
brought researchers, developers, and practitioners around the world to disseminate,
exchange and discuss all recent advances related to heterogeneous networking,
particularly for quality, reliability, security, and robustness.

The technical program of QShine 2021 consisted of 20 full papers, which were
selected from 43 submitted papers. Aside from the high-quality technical paper
presentations, the program also featured two keynote speeches from Tianqing Zhu
(University of Technology Sydney, Australia), and Jinjun Chen (Swinburne University
of Technology, Australia).

The coordination and organization of the steering chairs, Imrich Chlamtac and Bo Li,
were essential for the success of the conference. We sincerely appreciate their constant
support and guidance. It was also a great pleasure to work with such an excellent Orga-
nizing Committee for their hard work in supporting the conference. Moreover, we would
like to thank the Technical Program Committee, led by our TPC Co-chairs, Xingliang
Yuan andWei Bao who completed the peer-review process of technical papers and made
a high-quality technical program. We are also grateful to conference managers, Natasha
Onofrei for her support and all the authors who submitted their papers to the QShine
2021 conference and workshops.

We strongly believe that QShine conference provides a good forum for all
researchers, developers and practitioners to discuss all science and technology aspects
that are relevant to heterogeneous networking. We also expect that the future editions
of the QShine conference will be as successful and simulating, as indicated by the
contributions presented in this volume.

November 2021 Xingliang Yuan
Wei Bao
Xun Yi

Nguyen Hoang Tran
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Detection in a Distributed Integrated
Clinical Environment Using Federated
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chandra.thapa@data61.csiro.au
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4 Cyber Security Cooperative Research Centre, Joondalup, Australia

Abstract. An integrated clinical environment (ICE) enables the connec-
tion and coordination of the internet of medical things around the care of
patients in hospitals. However, ransomware attacks and their spread on
hospital infrastructures, including ICE, are rising. Often the adversaries
are targeting multiple hospitals with the same ransomware attacks. These
attacks are detected by using machine learning algorithms. But the chal-
lenge is devising the anti-ransomware learning mechanisms and services
under the following conditions: (1) provide immunity to other hospitals if
one of them got the attack, (2) hospitals are usually distributed over geo-
graphical locations, and (3) direct data sharing is avoided due to privacy
concerns. In this regard, this paper presents a federated distributed inte-
grated clinical environment, aka. FedDICE. FedDICE integrates federated
learning (FL), which is privacy-preserving learning, to SDN-oriented secu-
rity architecture to enable collaborative learning, detection, and mitiga-
tion of ransomware attacks. We demonstrate the importance of FedDICE
in a collaborative environment with up to 4 hospitals and 4 ransomware
families, namely WannaCry, Petya, BadRabbit and PowerGhost. Our
results find that in both IID and non-IID data setups, FedDICE achieves
the centralized baseline performance that needs direct data sharing for
detection. However, as a trade-off to data privacy, FedDICE observes over-
head in the anti-ransomware model training, e.g., 28× for the logistic
regression model. Besides, FedDICE utilizes SDN’s dynamic network pro-
grammability feature to remove the infected devices in ICE.

1 Introduction

The latest advancement of computing paradigms and communications is influ-
encing the revolution of many heterogeneous scenarios. Healthcare is one of
the most relevant due to its impact on human well-being. Nowadays, hospitals
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
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are adapting their operating theaters and infrastructure with new paradigms,
for example, the Internet of Medical Things (IoMT) [12], and Medical Cyber-
Physical Systems (MCPS) [31], to enable open coordination and interoperabil-
ity of heterogeneous medical devices (e.g., data logging device) and applications
(e.g., clinical decision making). These infrastructures are called Integrated Clin-
ical Environments (ICE) [14] and hold the promise of providing innovative and
optimized ways to monitor, diagnose, and treat patients. Moreover, ICE enables
a holistic view of the ongoing condition of a patient and improves the patient’s
data collection system by creating the IoMT and MCPS around the care of
patients. Refer to Fig. 1(a) for the ICE functional architecture.

However, hospitals, including their ICEs, are under cyberattacks. We have
been witnessing how hospitals are impacted by multiple types of cyberattacks
that expose sensitive data or disrupt critical tasks such as surgeries or treat-
ments [27]. This problem is greatly influenced by having medical devices or
computers without enough –or obsolete– cybersecurity mechanisms and connec-
tion to the internet. In this context, from current hospitals to the next generation
equipped with ICE, the expected healthcare evolution will aggravate the situa-
tion because ICE devices have not been designed to satisfy security requirements,
and consequently, are vulnerable to cyberattacks such as ransomware.

Ransomware cyberattacks deserve special attention from the research com-
munity as they are skyrocketing during this COVID-19 pandemic period in
healthcare [16,22]. For example, it is increased by 45% since November 2020 [11].
However, they are not new events. They accounted for 85% of all malware,
and more than 70% of attacks confirmed data disclosure based on Verizon in
2018 [34]. In January 2018, the Hancock Health Hospital (US) paid attackers
$55,000 to unlock systems following a ransomware infection [7]. Considering all,
it is evident that without addressing ransomware attacks impacting clinical sce-
narios, we cannot achieve the benefits of ICE in healthcare.

For ransomware detection, various mechanisms have been developed. But,
the traditional cybersecurity mechanisms based on signatures, e.g., SIDS [18],
and rule-based static policies, e.g., traditional policy-based detection in software-
defined networks (SDN), are no longer suitable for detecting new ransomware
families that have not been seen before or use encrypted communications. To
solve this drawback, a vast number of solutions based on machine learning (ML)
and deep learning (DL) have been proposed [17]. However, ML/DL requires
sufficient ransomware data for training and testing its algorithms. Moreover,
data should have a good quality [35], for example, all targeted classes (e.g.,
ransomware families) to enabling better ML/DL learning on their features.

Unfortunately, it is not easy to find all required ransomware data in one hos-
pital’s ICE environment, as one hospital might not suffer from all ransomware
families. Thus there is a need for collaboration among hospitals. The straightfor-
ward way is to collect the ransomware data directly from the multiple hospital’s
ICE and perform machine learning. This approach is called centralized learning
(CL). The challenge here is data privacy since the data from ICE is privacy crit-
ical as it can contain patients’ health data and can expose the hospitals’ internal
ICE networks to others (refer to Sect. 3.1 for details). Also, privacy in ICE is



FedDICE 5

recommended by NIST (NIST RISK MANAGEMENT FRAMEWORK, supra
note 57, at v) frameworks [2]. Thus hospitals are reluctant to collaborate with
direct data sharing. Besides, the hospitals (ICEs) are separated and located at
different geo-locations making the raw data sharing difficult.

Overall, a collaborative healthcare framework is needed, where several hospi-
tals (ICEs) work together to create a powerful anti-ransomware model with data
privacy. As the collaborative framework has multiple ICEs (hospitals) located in
different places, it is called distributed ICE (DICE). Each participating hospital
with its local ICE environment can share its locally trained anti-ransomware
models instead of raw ransomware data in DICE. They can use those shared
models in two ways; (i) use individually, and (ii) aggregate models to form one
global model. The former is not preferred because it is a burden to the hospitals
as they need to keep, manage, and update these multiple models received from
multiple hospitals with time.

In this regard, federated learning (FL) is a suitable candidate. FL aggregates
the multiple models to form one global model and updates it with time by
considering data privacy in a distributed machine learning. Thus this paper
integrates FL to DICE, and the integrated framework is called FedDICE. In
ransomware attack scenarios, its spread is one of the major concerns in the
connected environment [4] such as ICE. So, the FedDICE is investigated by
focusing on the detection and mitigation of ransomware spread. Specifically, this
work presents the performance of FL in ransomware spread detection considering
four popular families, namely WannaCry, Petya, BadRabbit, and PowerGhost.
This is not known yet despite FL’s widespread use in other healthcare scenarios,
such as diagnosing medical conditions from medical imaging like MRI scans and
X-rays [29,33]. For the mitigation of the attacks in ICE, SDN policies are applied
to separate the ransomware-infected system/device from the network.

For convenience, we list our overall contributions based on the research ques-
tion (RQ) in the following:

– (RQ1) Need of a collaborative framework in ransomware spread
detection: We study how the models trained on one ransomware family,
we call singly-trained models, perform over other ransomware families. Our
results demonstrate that the singly-trained models are not effective in gen-
eral in detecting different ransomware. Thus collaboration is required if all
ransomware data is not available at one hospital. Refer to Sect. 6.5 for details.

– (RQ2) Security architecture of FedDICE: We present a security archi-
tecture of FedDICE for the model development, detection, and mitigation of
ransomware spread. The architecture is based on the SDN functionalities and
components. Refer to Sect. 5 for details.

– (RQ3) Performance of FedDICE over centralized learning: This is an
important research question highlighting the importance of the FL paradigm
in DICE, i.e., FedDICE, both from the requirements and performance sides
in ransomware spread detection. Our studies demonstrate that FL achieves
the baseline performance, i.e., centralized learning, under both the IID and
the non-IID ransomware data distribution in FedDICE. Moreover, FL is even
better than centralized learning in some cases. Thus one can avoid using
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privacy-unfriendly centralized learning. Besides, our results show that a sim-
ple model such as logistic regression performs well in ransomware spread
detection in our setup. Refer to Sect. 6.5 for details.

– (RQ4) Mitigation of the ransomware spread: As the mitigation of ran-
somware threat is equally important as its detection, we implement policy-
based mitigation in the SDN-managed FedDICE. Refer to Sect. 7 for details.

2 Background

This section provides background on the various techniques and frameworks that
we are using in this paper.

2.1 ICE Framework

ICE consists of multiple medical and non-medical equipment (including IoMT),
their connections, and control systems designed to enable a patient-centric infras-
tructure. To standardize the ICE framework for interoperability, the Ameri-
can Society for Testing and Materials (ASTM) states a high-level architecture
for ICE [14]. The proposed framework is depicted in Fig. 1(a). The framework
enables the internal and external medical or relevant devices to connect to the
system via ICE equipment interface and external interface, respectively. All the
devices/equipment are connected in a network, and it is managed and monitored
by ICE network controller. Thus, it has access to the network flow information
of the devices in the ICE network. Such information is stored in data logger for
forensic analysis. For SDN-based infrastructure, the SDN controller is kept at
the same layer of the ICE network controller, and they operate collaboratively.
The medical applications run on the ICE supervisor platform. These applica-
tions use the data generated by medical devices for medical decisions, in which
the devices are operated on the patient, and the clinician makes the decision.

2.2 DICE Framework

DICE is formed by connecting multiple ICE via a trusted party, called supern-
ode. The supernode is connected through the external interface of each ICE. It has
some computing power and is responsible only for enabling collaboration among
the participating ICEs. A supernode can have an SDN controller to help with
the routing of packets between hospitals. Supernode acts only following the com-
mands from the participating ICEs. By default, neither it interferes with the deci-
sions made by the local SDN controller (at each hospital) for its local ICE, nor
it sees/collect or transfers data of the connected ICE without their approvals.
Figure 1(b) illustrates an example scenario of DICE where three different hospitals
in different regions are connected via a supernode to collaborating by sharing their
local inferences to improve their local ICE network security. Overall, DICE is bet-
ter than a single standalone ICE for various aspects, including improved security
via knowledge sharing (e.g., models), data sharing, and resource management.
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ICE Supervisor 

External 
Interface

ICE Network 
Controller Data Logger

ICE Equipment 
Interface

Medical Devices
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Medical Devices Other Equipment
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Pa ent
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(a)
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SICon: SDN & ICE Controller
MDI: Medical Device Interface
MLM: Machine Learning Model

Super Node

(b)

Fig. 1. (a) An ICE framework by ASTM Standard F2671-2009 [14], and (b) an example
scenario of DICE with three hospitals. In DICE, each hospital has its local ICE with
components such as external interface (EI), SDN and ICE controller (SICon), and
medical device interface (MDI). The locally trained machine learning models (MLM)
can be shared with the supernode, which also has an SDN controller (SNCon).

DICE Specific Requirements: This work is related to the security and privacy
of DICE; thus, we further explore and list its requirements in the following:

1. Distributed computing: The underlying structure of the DICE frame-
work has distributed resources, including computation. Thus, the compu-
tations, including ML/AI anti-ransomware model training/testing and data
pre-processing, are required to do in the local resources of ICEs. Moreover, the
distributed computing enables reliability by localizing the possibility of the
system failure, e.g., limiting fault to the local ICE, add scalability by allow-
ing more ICEs to the framework, and faster computations due to distributed
computing capability.

2. Local control: The local ICEs belong to independent hospitals, so the con-
trol over their local network and SDN policies execution must remain within.
The outsider (e.g., supernode) can only facilitate them to route and share
model, data, and knowledge for overall benefit but only with their consent.

3. Collaborative approach: DICE needs a collaborative approach to solve
various issues, including security. For example, the participating ICEs can
share their knowledge on detecting some ransomware to alert or improve the
detection capability of other ICEs. Also, this approach enables better Ml/AI
threat detection model training by providing access to more data types.

4. Privacy: Privacy is another important requirement demanded by regulations
(e.g., General Data Protection Regulation of Europe [13] and NIST [2]) and
users. In DICE, the information shared between the ICEs of different organi-
zations needs to be protected; the approach should be privacy-by-design and
privacy-by-default.
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2.3 Centralized Learning and Federated Learning

In centralized learning, data is collected to a central repository, and the ana-
lyst directly accesses those repositories to undertake machine learning train-
ing and inferences. In other words, this approach follows the data-to-model
paradigm. This approach is not a privacy-preserving approach if the data is sen-
sitive because analysts/researchers can directly access it. Figure 2(a) illustrates
centralized learning.

Data1

Hospital 1

Central repository and server

Hospital 2 Hospital 3

Data2 Data3

Analysist

ML Model

(a)

Data1 Hospital 1

Central server

Hospital 2 Hospital 3Data2 Data3

Analysist

ML Model

= F ( , ),

(b)

Fig. 2. An illustration of (a) centralized learning (CL), and (b) federated learning (FL)
with three hospitals.

Federated learning [19,23,33] follows the model-to-data paradigm in which
the model is sent to the clients (e.g., hospitals) to train/test instead of tak-
ing data out from those clients for the machine learning. Precisely, the model
training/testing proceeds as follows: Let Wt be the model parameters at time
instance t at the server. It is broadcast to all N participating clients. Afterward,
each client i trains the model on their local data, and the locally trained model
W i

t , for i ∈ {1, 2, · · · , N}, is sent back to the server. Then the server aggre-
gates the model, for example by weighted averaging, to form the global model
Wt+1 =

∑
i
ni

n W i
t , where ni and n are the number of samples at client i and the

total number of samples considering all clients. This process continues till the
model converges. Figure 1(b) illustrates FL with three clients. As data is always
kept with the clients and the raw data is never seen by the analyst/server, FL
provides privacy-by-design and privacy-by-default.

3 Motivation of FedDICE for the Ransomware Spread
Detection

DICE enables collaboration among multiple hospitals to detect ransomware
spread synergetically. In addition, FL enables all the DICE-specific requirements
as listed in Sect. 2.2. This way, the integration of FL to DICE, which is form-
ing FedDICE, is well motivated. Further, we elaborate on the two main reasons
related to privacy and computation in the following.
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3.1 Network Flow Dataset and Its Risk

Our dataset uses the network flow (netflow) format of CISCO. The fields include
start time, source IP, Destination IP, total packets, total load, and source inter-
packet arrival time [1]. Netflow is a protocol for collecting, aggregating, and
recording traffic flow data in a network, gives you deep network visibility.

Netflow data of critical infrastructure such as ICE are sensitive. Adversaries
can plan for an efficient attack in a network by gathering deep network informa-
tion from the netflow data of the network. For example, (i) finding a bottleneck
of the network can identify the possible target point for the attacker to craft
a denial of service attack, and (ii) finding the specific traffic patterns makes it
easy for filtering attacks (blocking those traffic in the network). Consequently, a
hospital does not want to share their netflow data with outsiders in DICE if raw
ransomware data sharing is required. Works have been done to obfuscate the
data in network flow [28,36]. However, the sanitized data either decreases data
quality for machine learning or poses some risk of leakage. The best option is
not to share the (netflow) data in the first place but allow the machine learning
inference. This is done by integrating FL in DICE, i.e., via FedDICE. Besides,
FL enables privacy-by-design and privacy-by-default mechanisms, and it is com-
pliant with data protection regulations such as GDPR [13].

3.2 Distributed Computation

The DICE formed by the collaboration of multiple hospitals (ICEs) is distributed
and can be spread out to different geo-locations. DICE can leverage the advan-
tages of distributed computing, including horizontal scaling of the network ele-
ments, fault tolerance, low latency, and distributed computational requirements.
Being a distributed ML approach, FL enables all the benefits of the distributed
computation to DICE. Thus FedDICE is promising for ransomware spread
detection.

4 Threat Scenario

The threats in DICE can be ICE layer-specific, such as a compromised super-
visor in the supervisory layer, malicious or infected devices, and malicious SDN
network applications in the controller layer [10]. As the primary threat is usually
due to the infected devices in an ICE, we consider only this threat scenario in this
paper. In this scenario, firstly, a device is infected by a certain ransomware type.
Then the ransomware spreads over the network to infect other devices/systems,
including patient health monitoring devices and database servers, within the
(local) ICE framework. During the development of the anti-ransomware model
collaboratively in DICE, we assume that all participating hospitals are honest-
but-curious parties. They behave as per our expectation but are only interested
in inferring more on data of other hospitals. Also, they do not maliciously behave
to alter or affect the anti-ransomware model training/testing process. We also
assume that all the participating hospitals have the same network infrastructure
and architecture in our studies for simplicity.



10 C. Thapa et al.

5 Proposed Security Architecture of FedDICE

Considering the threat scenario, we present a security architecture of FedDICE
driven by SDN for the detection and mitigation of ransomware spread. This is
an answer to RQ2. The architecture is depicted in Fig. 3, and it accounts for
FedDICE with N hospital ICEs. The major components and their functions in
the architecture are presented in the following.

Data Plane 

Local SDN Controller 1

PbSA Agent 

Data Plane 

ICE Infrastructure Components

PbSA Enforcer 

Fed Agent 

Parser

Manager Central 
Learning Node

Evalua on 
Engine 

Local SDN Controller N

PbSA Agent 

Data Plane 

ICE Infrastructure Components

PbSA Enforcer 

Fed Agent 

PbSA

Supernode

Hospital-1 ICE Hospital-N ICE

Fig. 3. Security architecture of FedDICE for the detection and mitigation of ran-
somware spread.

(i) Manager: Manager is a software module present in the supernode. It has
a collection of scripts that will be executed to manage FedDICE. The manager
runs as a northbound application and interacts with the supernode SDN con-
troller through its northbound application programming interface. It maintains
communication with the local (leaf) SDN controller agent. Specifically, the man-
ager performs the following tasks: (a) Maintains communication with the agents
running on the local SDN controllers and the central learning node, (b) trans-
forms the parser output to a more readable format for other software modules,
(c) based on the central learning node feedback, the manager can create policies
that can be installed in the policy repository maintained by the evaluation engine
– a system administrator can also install such policies in the policy repository
– and (d) conveys central learning node decisions to the enforcer module, and
enforces appropriate flow rules in the data plane devices.

(ii) Evaluation Engine: An evaluation engine is used to evaluate incoming
network traffic against the relevant security policy expressions. Following the
evaluation, the manager determines the flow rules, which are then conveyed to
the enforcer module. This module also maintains a policy database. Our policy
database is a simple JSON file; for example, refer to Fig. 6(b).

(iii) Agents: Our security architecture uses agents, which are mainly north-
bound applications, to transfer information between the SDN Controllers. In
some cases, they can be a separate application, which only utilises the controller
information. This approach helps to build an application that can be used with
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a heterogeneous controller. The agents are running on each local SDN controller.
Moreover, there are two agents; PbSA and Fed agents. PbSA is a policy-based
security application running on the top of the local SDN controller. Firstly, it
mirrors all the incoming packet information and formats them for machine learn-
ing purposes. This module also stores the formatted packet information in a local
repository. The fed agent (federated machine agent) uses the local storage’s raw
data to build the local anti-malware model. Later it coordinates with the man-
ager via parser to forward the local model and receive the global model. The
global model is used to detect ransomware spread in local ICEs.

(iv) Enforcer: We have modified the data plane devices and introduced an
enforcer module. The enforcer module fetches the required information for the
agents from the south-bound interface connected to the switches. It enables to
enforcing flow rules obtained from the manager and applies the policies at the
switching hardware.

(v) Central Learning Node: Central learning node is present in the
supernode, and it is responsible for the aggregation of the anti-ransomware mod-
els received from the local ICEs during federated learning. The node also forms
policies considering the aggregated models.

Now we briefly discuss how the overall security components work together
in FedDICE. Firstly, each local ICE fed agent regularly trains and updates its
anti-ransomware ML model through FL. These models are used as policies in our
approach. In contrast to a static policy, which is usually manually updated to
detect and mitigate the ransomware spread, the ML model-based policy updates
automatically through FL. Then it is applied to detect the ransomware spread
in the local ICE. Afterward, the PbSA enforcer executes the policies to remove
the infected devices from the ICE if there is any detection.

6 Experiments, Results, and Analysis on the Detection
of Ransomware Spread

In this section, we perform various experiments to investigate the performance of
FedDICE in ransomware spread detection. This provides answers of RQ1 and
RQ3. Before presenting our results and analysis, we provide details on data,
models, performance metrics, and implementation in the following sections.

6.1 Data

We use a clinical environment network traffic dataset, where the data is cap-
tured in pcap and binetflow format [1]. The dataset has clean and ransomware-
generated network traffic information by devices with an operating system, Win-
dows (version: 7 and 10) and Ubuntu (version: 16.04). There are four popular
ransomware families, namely WannaCry (RW-WC), Petya (RW-PY), BadRabbit
(RW-BR) and PowerGhost (RW-PG). The dataset is generated by considering
sliding windows of netflows to obtain a total of 520 features related to transmis-
sion control protocol (TCP), user datagram protocol (UDP), address resolution
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protocol (ARP), and flow features. The sliding windows can have various time
duration, including 5 s, 10 s, and 20 s. In the feature generation process, aggre-
gated features are generated using the last flow information of the sliding window
duration (e.g., 10 s). This is done to collect a wide variety of both the context
features and flow features. Refer to [15] for details. The samples refer to the
aggregated traffic information at different time frames. There are 150540 sam-
ples if we use a 10 s window in our network observations. For all our experiments,
we use the dataset split and numbers as depicted in Table 1.

We divide the dataset into two categories during training: clean (label 1) and
ransomware (label 0). We consider binary classification because our main task
is to detect the ransomware irrespective of its specific type. In FL, the training
and validation dataset are local, so it is different in different clients, whereas the
test dataset is global and checked on the global model.

Table 1. Dataset (prepared by using 10 s sliding window duration)

Dataset type Train Validataion Test Total

Clean 80000 10000 10000 100000

RW-WC 20000 2500 2500 25000

RW-PY 784 98 99 981

RW-BR 311 38 40 389

RW-PG 19336 2417 2417 24170

Total 120431 15053 15056 150540

6.2 Model

We consider three different models commonly used in ransomware detection and
compatible for FL in our analyses. All are considered for binary classification
tasks with an observation window of 10 global epochs in FL.

1. Logistic regression: Assume W and b be the weight and bias of the model,
respectively. The output of the logistic regression (LR) model is given by:
σ(wTx+ b), where σ is the sigmoid function, w is the parameter vector, and
x is the input. The sigmoid function maps any real input to the value between
zero and one. We consider a binary logistic regression with cross-entropy loss
and learning rate = 0.01 in our analyses.

2. Support vector machine: Support vector machine (SVM) uses the kernel
trick (data is projected to higher dimensions) to express its linear function
by: b +

∑
i αik(x,x(i)), where k(x,x(i)) = φ(x).φ(x(i) is called a kernel, x(i)

is a training example, and α is a coefficient vector. The output function is
non-linear to x in SVM. We consider the SVM model for binary classification
(i.e., C = 1) in our analyses. We utilize the skitlearn library to implement the
SVM. We use the default parameters (e.g., kernel = rbf, degree = 3, gamma
= scale, and max iter = −1).



FedDICE 13

3. Feedforward Neural Network: Feedforward neural network (FNN) is
formed by the composition of multiple neural network layers, where each layer
performs some functions in its input as follows: The first layer output is h(1) =
g(1)(w(1)Tx + b(1)), the second layer output is h(2) = g(2)(w(2)Th1 + b(2)),
and similar calculations proceeds till the output layer. The layers between the
input and output are called hidden layers. In our analyses, we consider a FNN
with six hidden layers (each followed by batch-normalization and Relu activa-
tion) and softmax output layer. (num features, 1024), (1024, 512), (512, 128),
(128, 64), (64, 32), and (32, num class) are the pairs of the number of nodes
in hidden layers starting from first to the last, respectively. The cross-entropy
loss and learning rate equals 0.01 are used in training.

6.3 Metrics for Performance Measurement

We consider accuracy, precision, recall, F1-score, and false-negative rate (FNR)
for performance analysis. In our dataset setup, the ransomware class is labeled
0, and it is a positive class, whereas the normal class is labeled 1, and it is
a negative class. Thus, we consider only FNR (not false-positive rate) in our
analyses. Moreover, precision, recall, and F1-score are averaged figures (average
= ‘macro’). Besides, 4 fold validation is carried out in all of our experiments.

6.4 Implementation

The training/testing implementation is done in python programming by lever-
aging PyTorch library [3]. Moreover, for FL with logistic regression and SVM
models, we have used some functions from Sherpa.ai Federated Learning and
Differential Privacy Framework [30]. All the programs were executed on a Dell
laptop with Intel Core i5-8350U CPU, 8 GB RAM, and x64-based processor.

6.5 Results and Analysis

We present our results and analyze them on the detection of ransomware spread
in this section. Firstly, our baseline performance provided by centralized learning
is presented, and then we proceed to find the FL performances under three ML
models defined in Sect. 6.2.

Table 2. Results summary for centralized learning on testing dataset.

Model Accuracy Precision Recall F1-score FNR

LR 0.999768 0.99975 0.999733 0.999738 0.000395

SVM 0.999395 0.999538 0.999105 0.999323 1.78E−03

FNN 0.98954 0.992003 0.98464 0.988185 0.030271
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(Baseline Performance) Centralized Learning: Our results on the test
dataset (in Table 2) and validation dataset showed excellent similar performance
by all three models in centralized learning. For example, we get around 99.9%
accuracy for LR and SVM and around 99% for FNN. In addition, all models
return almost zero FNR. Relatively, logistic regression is slightly better than
others.

(RQ1) Need of a Collaborative Framework in Ransomware Spread
Detection: Under RQ1, we are aiming to find if a model trained on one ran-
somware family be still effective in detecting another ransomware family. If the
answer is negative in general, then the single client’s model and data are insuf-
ficient to capture unseen ransomware characteristics. This way, we demonstrate
the need for collaborative machine learning such as FL in DICE for the detection.

Now considering each client (i.e., local ICE) is infected by only one ran-
somware family, we form an experimental setup of the data distribution as
depicted in Table 3. Starting from Client1, a model is trained on its training
data (consisting of clean and RW-WC), and it is tested against the training data
of clients 2, 3, and 4 (that have clean and other types of ransomware samples).
Similarly, we carried experiments for all clients. The results for FR, SVM and
FNN are presented in Table 4, 5, and 6, respectively.

We summarize our observations based on the empirical results depicted in
Tables 4, 5, and 6 in the following:

1. For all our models trained on WannaCry (RW-WC) and clean dataset (i.e.,
Client1) has shown good performance on PowerGhost (RW-PG) and test
dataset, but detect only a few samples of Petya (RW-PY) and BadRabbit
(RW-BR). This is indicated by a high FNR greater than 0.98 for the cases.

2. For all our models trained on RW-PG and clean dataset (i.e., Client4) has
shown good performance on RW-WC and test dataset. There is a high FNR
for RW-PY and RW-BR.

Table 3. Data distribution among clients.

Clients Client 1 Client 2 Client 3 Client 4

Training data
and samples

Clean (20000)
RW-WC (20000)

Clean (20000)
RW-PY (784)

Clean (20000)
RW-BR (310)

Clean (20000)
RW-PG (19336)

Training
sample size

40,000 20,784 20,310 39,336

Test dataset has 20000 Clean, 5000 RW-WC, 197 RW-PY, 79 RW-BR and 4834
RW-PG samples
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Table 4. (RQ1) Results for the logistic regression (LR) when training on only one
client and testing on the remaining clients for the setup in Table 3.

Training Testing Accuracy Precision Recall F1-score FNR

Misclassified

ransomware

samples

Client2 0.96228 0.98114 0.5 0.49039 1 784 out of 784

Client3 0.98474 0.99237 0.5 0.49615 1 310 out of 310

Client4 0.99497 0.9951 0.99488 0.99496 0.01024 198 out of 19336Client1

Test dataset 0.99083 0.99319 0.98635 0.98965 0.0273 276 out of 10110

Client1 0.93015 0.93865 0.93015 0.92981 0.13945 2789 out of 20000

Client3 0.9997 0.99665 0.9935 0.99507 0.012903 4 out of 310

Client4 0.99939 0.99939 0.99939 0.99939 0.000879 17 out of 19336Client2

Test dataset 0.92016 0.94635 0.88111 0.90419 0.237784 2404 out of 10110

Client1 0.50255 0.74583 0.50255 0.33902 0.99485 19897 out of 20000

Client2 0.99682 0.99836 0.95791 0.97721 0.084184 66 out of 784

Client4 0.52433 0.75832 0.51616 0.37196 0.967677 18711 out of 19336Client3

Test dataset 0.6716 0.83458 0.51098 0.42238 0.978042 9888 out of 10110

Client1 1 1 1 1 0 0 out of 20000

Client2 0.97638 0.98802 0.68686 0.76599 0.626276 491 out of 784

Client3 0.99301 0.99648 0.77097 0.8497 0.458065 142 out of 310Client4

Test dataset 0.99415 0.99564 0.9913 0.99342 0.017409 176 out of 10110

3. For all our models trained on RW-PY and clean dataset (i.e., Client2) has
shown good performance only on RW-BR (i.e., Client3), and vice-versa.

These results show that there can be some ransomware such as RW-WC and RW-
PG, those indicating a possibility of using models trained on network flow infor-
mation generated by one ransomware to detect each other. However, this is not
true in general; for example, models trained on RW-WC or RW-PG have poor per-
formance on RW-PY and RW-BR. This clearly shows that we need collaboration
either by direct data sharing or using privacy-preserving techniques such as FL
in DICE. The results from the direct data-sharing approach are equivalent to the
centralized learning, so we further analyze FL in the following section.

(RQ3) Performance of FedDICE over Centralized Learning: Under
RQ3, FedDICE, specifically FL, is investigated considering setups with three
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Table 5. (RQ1) Results for the SVM when training on only one client and testing on
the remaining clients for the setup in Table 3.

Training Testing Accuracy Precision Recall F1-score FNR Misclassified ransomware samples

Client2 0.96228 0.98114 0.5 0.49039 1 784 out of 784

Client3 0.98474 0.99237 0.5 0.49615 1 310 out of 310

Client4 0.9912 0.9915 0.99105 0.9912 0.017894 346 out of 19336Client1

Test dataset 0.99083 0.99319 0.98635 0.98965 0.0273 276 out of 10110

Client1 0.5022 0.73459 0.5022 0.33834 0.99545 19909 out of 20000

Client3 0.99936 0.9964 0.98221 0.9892 0.035484 11 out of 310

Client4 0.51993 0.7539 0.51169 0.36262 0.976469 18881 out of 19336Client2

Test dataset 0.67164 0.83459 0.51103 0.42249 0.977943 9887 out of 10110

Client1 0.5014 0.75035 0.5014 0.33644 0.9972 19944 out of 20000

Client2 0.99601 0.99793 0.94707 0.97102 0.105867 83 out of 784

Client4 0.51792 0.75665 0.50965 0.35812 0.98071 18963 out of 19336Client3

Test dataset 0.6715 0.83455 0.51083 0.42208 0.978338 9891 out of 10110

Client1 1 1 1 1 0 0 out of 20000

Client2 0.96339 0.98167 0.51467 0.51917 0.970663 761 out of 784

Client3 0.98567 0.99283 0.53065 0.55414 0.93871 291 out of 310Client4

Test dataset 0.99117 0.99344 0.98684 0.99003 0.026311 266 out of 10110

and four clients, separately. The number of clients is chosen based on possible
data distribution and the number of ransomware types. As the FL’s performance
is dependent on the type of data distribution, we consider both the IID and the
non-IID data (representing the heterogeneity of data) distribution among the
clients as described in the following:

1. (CASE-I) IID data distribution: Each client has clean and all samples of
ransomware that are independently and identically distributed. The total
sample size in each client is the same. We call CASE I-A and CASE I-B
for three clients and four client setups, respectively.

2. (CASE-II) Non-IID data distribution: The distribution of the non-IID
datasets is due to the label distribution skew. If three clients, we say CASE
II-A, where Client1 has normal and RW-WC samples, Client2 has normal,
RW-PY and RW-BR samples, and Client3 has normal and RW-PG samples.
Another case is with the four clients, we say CASE II-B, and its data dis-
tribution is depicted in Table 3.

For the CASE-I, results (in Table 7(a) and 7(b)) show that FL is effective
in ransomware spread detection over the IID data distribution across partici-
pating clients. Moreover, its performance is similar to centralized learning (refer
to Fig. 4(a)), and all three models achieve the best performance; however, the
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Table 6. (RQ1) Results for the Feedforward Neural Network (FNN) when training
on only one client and testing on the remaining clients for the setup in Table 3.

Training Testing Accuracy Precision Recall F1-score FNR Misclassified ransomware samples

Client2 0.96093 0.55625 0.50298 0.49732 0.992347 778 out of 784

Client3 0.98336 0.5675 0.50883 0.51295 0.980645 304 out of 310

Client4 0.97272 0.97438 0.97228 0.97267 0.054096 1046 out of 19336Client1

Test dataset 0.9903 0.99232 0.986 0.98906 0.027102 276 out of 10110

Client1 0.5803 0.66871 0.5803 0.51703 0.78165 15633 out of 20000

Client3 0.94353 0.59966 0.92528 0.64968 0.093548 29 out of 310

Client4 0.64935 0.72344 0.64437 0.61314 0.650703 12582 out of 19336Client2

Test dataset 0.79389 0.80031 0.72201 0.73978 0.496835 378 out of 10110

Client1 0.74245 0.75772 0.74245 0.73858 0.37925 7585 out of 20000

Client2 0.84729 0.52867 0.59466 0.52663 0.678571 532 out of 784

Client4 0.76668 0.77746 0.76496 0.76355 0.33704 6517 out of 19336Client3

Test dataset 0.76008 0.73263 0.7116 0.71925 0.436004 9860 out of 10110

Client1 0.99292 0.99302 0.99293 0.99292 0 0 out of 20000

Client2 0.96276 0.74198 0.65957 0.69132 0.668367 524 out of 784

Client3 0.98124 0.70533 0.78246 0.73744 0.422581 131 out of 310Client4

Test dataset 0.98482 0.98291 0.98307 0.98299 0.022255 752 out of 10110

Table 7. (RQ3) Results summary for the global model over the testing dataset in
federated learning and (a) CASE I-A, and (b) CASE I-B.

(a)

Model Accuracy Precision Recall F1-score FNR

LR 0.999725 0.999728 0.999658 0.99969 0.000544

SVM 0.999453 0.999578 0.999198 0.999385 0.001583

FNN 0.99881 0.999073 0.998263 0.998665 0.003401

(b)

Model Accuracy Precision Recall F1-score FNR

LR 0.999675 0.999708 0.999565 0.999635 0.000767

SVM 0.999428 0.999558 0.999163 0.999358 0.001656

FNN 0.998188 0.99854 0.99739 0.99796 0.005007

logistic regression (LR) has a relatively slightly better performance. Usually, FL
performance is lower than centralized learning (baseline), but we observe a dif-
ference in our results. For example, the performance of FNN in FL is higher than
its baseline (see Fig. 4(a)). The possible reason for this result can be the effect
of model aggregation in FL. The weighted averaging of the models in model
aggregation can stabilize the fluctuations in the model updates to some extent
during the model training in FNN and thus contribute to better performance.
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Table 8. (RQ3) Results summary for the global model over the testing dataset in
federated learning and (a) CASE II-A, and (b) CASE II-B.

(a)

Model Accuracy Precision Recall F1-score FNR

LR 0.99761 0.99821 0.99644 0.99731 0.007122

SVM 0.99817 0.99863 0.99728 0.99795 0.00544

FNN 0.9911 0.99339 0.98675 0.98996 0.026508

(b)

Model Accuracy Precision Recall F1-score FNR

LR 0.99768 0.99826 0.99654 0.99739 0.006924

SVM 0.99821 0.99865 0.99733 0.99799 0.005341

FNN 0.9913 0.99353 0.98704 0.99018 0.025915

For the CASE-II, results (in Table 8(a) and 8(b)) show that FL is effective
in ransomware spread detection even over the non-IID data distribution across
participating clients. Moreover, like in the IID case, its performance is similar
to centralized learning (refer to Fig. 4(b)), and all three models achieve the best
performance; however, the SVM model has relatively slightly better performance.
As expected, due to the skewness in the label distribution over the clients in
non-IID data distribution across the participating clients, the FL performance
is relatively lower than its IID counterparts. However, the overall maximum
degradation is only on a scale of around 2 digits after the decimal, which is
insignificant (e.g., 0.01).

Fig. 4. Performances of the centralized and federated learning (a) CASE-I and (b)
CASE-II in bar diagrams where the y-axis’s units are shown in the interval of 0.005
units. In labels, the word “base” refers to the centralized learning, and “fed” refers to
the federated learning.

Remark: Based on the overall results obtained with FL in CASE-I and CASE-
II, it is clear that FL is effective in the DICE environment for ransomware spread
detection. It achieved the baseline (centralized) performance both for the IID
and non-IID cases. This suggests that we no longer need to compromise data
privacy by using centralized learning. Moreover, we do not need sophisticated
models for our cases as a simple model such as logistic regression is sufficient to
detect the ransomware spread effectively.



FedDICE 19

Overhead Time for the Model Training: The anti-ransomware model train-
ing time in DICE is also critical as the model needs to be updated regularly to
learn about the characteristics of a newly available ransomware spread. As such,
we investigate the overhead time for the model development in FL and central-
ized baselines.

Fig. 5. Overhead time comparison for centralized and federated learning (CASE-I).

Our results are depicted in Fig. 5. It shows that FL has some higher overhead
time for model processing (training and testing) than their centralized counter-
parts. This can be considered as the trade-off to data privacy and distributed
computations. It is known that the overhead depends on the number of clients
and data samples in the client; smaller data and higher clients can reduce the
overhead time in FL.

We also performed our experiments on the data with sliding window size
equals 20 s (besides 10 s) for RQ1 and RQ3. We found similar results and
conclusions as above. Unfortunately, the results are excluded due to the page
limitation.

7 Experiments on the Mitigation of Ransomware Spread

In this section, we present our policy-based ransomware spread mitigation tech-
nique in FedDICE. This is as an answer to RQ4. To this end, we have created a
small SDN network simulating FedDICE to test our proposed security architec-
ture described in Sect. 5. For simulation simplicity, we represent the hierarchy of
controllers using SDN data-plane devices, where every single data-plane device
hosts an FL module. Our network setup has used four mininet simulated hosts
(clients) connected to an ONOS SDN controller. In addition, we have tapped
one Raspberry pi virtual machine (VM) as one of the hosts in this network. We
consider this as an IoT device connected to a hospital network.

Successful Attack Phase: To simulate the Wannacry ransomware attack in
our network, we have used tcpreplay [5]. Normally, a user-driven input initiates
ransomware propagation. However, for this simulation purposes, we use a previ-
ously recorded set of WannaCry packet traces. We have connected a Raspbian
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VM to the network and used tcpreplay to replay the packet trace. Figure 6(a)
shows a Wireshark capture of the WannaCry communication in the network.

Detection and Mitigation Phase: The FL models are used as policies to
detect the attacks coming towards any hospital node. Our policy syntax is
granular and can extend beyond the machine learning model. The policies are
extremely customizable. We are using JSON to write the policies. The formu-
lated policies can be used in the SDN controller of any hierarchy. Together with
PbSA agent running in the local ICE, the fed agent can automatically forge the
policies and install them in the local controller. Also, the FL models get updated
in the regular interval from the central learning node located in the supernode,
allowing the other lead SDN controller to be aware of the learning model changes.
Besides, each policy has multiple sections. Firstly, the source profile (src profile)
refers to the specifics of the packets originating from the source, i.e., from which
domain, IP, MAC, and service type the packet is coming from. Secondly, the des-
tination profile (dst profile) talks about the specifics of the packet destination,
i.e., which domain, IP, and MAC address the packet is going to. Thirdly, the flow
profile (flow profile) specifies the flow. A series of packets constitute a flow, and
each flow has a specific frequency of packet occurrence that is of specific sizes.
Flows can specify payload type in the policy as well. For instance, a policy speci-
fies the flow that needs to be dropped, e.g., flow containing ransomware packets.
Fourthly, the machine learning model Wt specifies the model used as the policy
for checking the incoming packet flow. Finally, each policy comes with an action.
An action can be as simple as dropping a flow, or it can be a complicated one
that routes the flows via edge devices. For instance, we can route any sensitive
healthcare device flows via trusted switching devices. We can signify a wildcard
using “*” in any policy field. Listing in Fig. 6(b) shows a sample policy used to
detect the custom ransomware attack simulated by us in the SDN infrastructure.
The policy says that any packet originating from any profile targets towards any

Fig. 6. (a) Wireshark capture of the communication, including that from ransomware,
and (b) a sample policy in a JSON format.



FedDICE 21

destination, which is detected as the ransomware payload by the trained model,
Wt, then the packets will be dropped. Furthermore, the local SDN controller
removes the data source from the network.

8 Related Work

This section reviews the relevant works to cybersecurity in (distributed) ICE,
ransomware detection and mitigation in clinical scenarios, and related works to
federated learning in ransomware detection.

8.1 Cybersecurity in ICE

An ICE is usually implemented by using OpenICE [6]. Its security is managed
partially by the external Data Distribution Service (DDS) middleware. However,
these DDS middleware suffered from various difficulties, including complexity
and scalability, in implementations [20]. In another work, authors have proposed
a cloud-based secure logger as an effective solution against replay, eavesdropping,
and injection [25], but the solution is ineffective if there is no message alteration.

8.2 Ransomware Detection

In literature, SDN-based ransomware mitigation solutions had been proposed.
One of the works considered SDN redirection capabilities together with a black-
list of proxy servers to check if the infected device is trying to connect to one
of them to obtain the public encryption key [8]. The mitigation consisted of
establishing a flow filter to impede this communication, and thus, the encryp-
tion of the files. Here the main drawback is the need to keep a blacklist of proxy
servers updated. These servers must be identified utilizing behavioral analysis
of known malware, thus making it impossible to detect new campaigns. When
compared with our solution, our goal is not to prevent the encryption of the
files. We attempt to detect ransomware spreading by using the characteristic
traffic patterns generated during that stage. Additionally, our mitigation proce-
dure restores the ICE/DICE system to a clean state. In another work, a deep
packet inspection was implemented to identify the HTTP POST messages from
ransomware [9]. The authors considered the lengths of each three consecutive
HTTP POST messages as a feature vector and train by computing both the
centroid of the feature vectors belonging to each ransomware class and a max-
imal distance to be considered from that class. This approach does not work if
the packets are encrypted.

8.3 Related Works to Federated Learning in Ransomware Detection

There are two categories of related works: malware detection and anomaly detec-
tion. Various works had been done on the malware detection side, but little atten-
tion was given to ransomware detection and mitigation. Usually, these works con-
sidered host-based datasets, which are host-based systems’ logs, e.g., event logs in
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a computer. For industrial IoT, FL was used to detect android malware applica-
tions in Industrial IoT (host-based data). Moreover, the authors considered data
triggered by poisoning attacks based on GAN for robust training [32]. In separate
work, host-based activities log datasets of malware (including ransomware) are
considered to carry FL on malware classification [21]. On the anomaly detection
side, FL was implemented to detect anomalies in IoT [26]. The data streaming
from each IoT was considered and analyzed where the laptop was considered
a gateway [26]. The IoT was infected with only one malware called Mirai (not
a ransomware-type). In contrast, our work has considered the network of net-
works beyond the gateway (e.g., laptop) and ransomware samples in a DICE
environment. In separate work, FL was implemented for network anomaly detec-
tion but performed to detect VPN traffic and Tor traffic [37]. Federated deep
learning over the network flow dataset, called CIC-IDS2017, using blockchains
was implemented for anomaly detection in intrusion detection. Moreover, CIC-
IDS2017 did not contain data due to ransomware samples. In our work, we are
focused on network security rather than an individual device. Thus, we use a
dataset capturing network information (netflow). In contrast to the host-based
dataset, our dataset captures completely different characteristics and belongs
to a different distribution. It is unclear how the FL approach performs in a
network-based ransomware dataset, so we addressed this question in this work.

9 Conclusion and Future Works

In this work, we presented FedDICE, which is federated learning entangled dis-
tributed integrated clinical environment. It enables data privacy by leveraging
federating learning. Our results demonstrated that FedDICE effectively detects
ransomware spread detection of WannaCry, Petya, BadRabbit, and PowerGhost
with a testing accuracy of around 99% in the distributed integrated clinical
environment (DICE). This performance is similar to the performance achieved
by centralized learning, which is not a privacy-friendly approach. Besides, we
implemented a policy-based ransomware spread mitigation technique leveraging
the software-defined network functionalities. FedDICE is a generic framework
and can be potentially used for other applications such as AI-supported medical
decisions with data privacy.

This work demonstrated the proof of concept of FedDICE and its application
in ransomware spread detection and mitigation. Studies considering a large-
scale DICE with a large number of ransomware types are interesting avenues for
further explorations. Studying other threat scenarios where attackers influencing
the model training, including adversarial federated learning (e.g., FedGAN [32],
model poisoning attacks [24]), in the FedDICE system is left as future works.
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Abstract. In recent years, deep neural networks (DNNs) have achieved
great success in many areas and have been deployed as cloud services
to bring convenience to people’s daily lives. However, the widespread
use of DNNs in the cloud brings critical privacy concerns. Researchers
have proposed many solutions to address the privacy concerns of deploy-
ing DNN in the cloud, and one major category of solutions rely on a
trusted execution environment (TEE). Nonetheless, the DNN inference
requires extensive memory and computing resources to achieve accurate
decision-making, which does not operate well in TEE with restricted
memory space. This paper proposes a network pruning algorithm based
on mean shift clustering to reduce the model size and improve the infer-
ence performance in TEE. The core idea of our design is to use a mean
shift algorithm to aggregate the weight values automatically and prune
the network based on the distance between the weight and center. Our
experiments prune three popular networks on the CIFAR-10 dataset.
The experimental results show that our algorithm successfully reduces
the network size without affecting its accuracy. The inference in TEE is
accelerated by 20%.

1 Introduction

Deep neural networks (DNNs) have become the mainstream computing model
in the artificial intelligence industry [30]. It shows superior performance in many
fields such as image recognition [21], speech recognition [8], and natural language
processing [48]. Recent advances of Machine Learning as a Service (MLaaS) [3,4]
enable users to deploy DNN models on the cloud and perform complex predica-
tion tasks efficiently and economically. However, the use of such cloud services
raises privacy concerns. For example, an enterprise may use proprietary net-
works/datasets to conduct its core business. These networks/datasets are high-
value assets for the enterprise and should not be revealed to cloud providers.

To mitigate the above privacy concerns, privacy-preserving machine learning
has attracted attention; this approach encrypts the DNN model and dataset and
processes machine learning tasks over the encrypted model and data. Existing
studies in this area can be classified into software-based [7,10,22,23,27,31] and
hardware-based (TEE-based) solutions [14,18,33,41].
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The software-based solutions leverage cryptographic tools like homomorphic
encryption [7,10] and secure multiparty computation [20,22,23,27,31]. Those
works archive a high level of privacy protection. However, due to the nature of
cryptography algorithms, those approaches introduce a large number of compu-
tation operations. Thus, those mechanisms are hard to deploy to protect complex
DNN models without incurring a significant inference latency.

Hardware-based (TEE-based) solutions rely on the trusted hardware to pro-
cess sensitive information within an isolated environment (known as enclave). It
has been widely used in many application contexts such as encrypted database
[5,43,44], secure network functions [9,24,35] and also becomes a promising alter-
native of cryptographic tools when designing privacy-preserving machine learn-
ing schemes [14,18,33,41]. Nonetheless, existing works demonstrate that the lim-
ited memory size of the enclave restricts the performance of DNN inference. In
specific, VGG-16, one of the most common DNN models, requires approximately
1 GB of memory for inference [26], while the maximum protected memory is only
128 MB in the Intel SGX [1]. Using extra memory in Intel SGX will trigger pag-
ing, which requires extra page swapping, data encryption, decryption operations
and introduces a noticeable delay on the inference time (5× as shown in [40]).

To alleviate the memory consumption and accelerate TEE-based DNN infer-
ence, we present a novel networking pruning algorithm based on the mean shift
clustering technique. We implement our algorithm and use it to prune three of
the most commonly used DNN models: Res-NET [15], Densenet [17], and VGG-
Net [39], trained with CIFAR-10 dataset. Then, we conduct inference tasks over
our compressed DNN model inside an Intel SGX runtime called Occlum [37]. Our
experimental results show that the proposed algorithm can effectively recognize
and remove more than 35% of the redundant parameters for all three networks,
together with an approximate 30% reduction in FLOPs. Moreover, compared
to the unpruned network, the inference delay of the pruned network is reduced
by 20% under the Intel SGX environment, and it only introduces a negligible
accuracy loss (only 0.1%).

The rest of this paper is structured as follows. We discuss related work in
Sect. 2. Then, we introduce the background knowledge in Sect. 3 and present an
overview of our design goals and threat model in Sect. 4. In Sect. 5, we elabo-
rate on the details of the novel network pruning algorithm. Next, we describe
the experimental setup and the corresponding result/discussions regarding our
solution in Sect. 6 and 7. We give a conclusion in Sect. 8.

2 Relative Work

2.1 Software-Based Secure Machine Learning

Secure machine learning involves protecting the privacy of both the training
data and the model. In past years, cryptographic tools such as homomorphic
encryption [7,10] and secure multi-party computation [20,22,23,27,31] have been
increasingly used to handle this problem. However, the above solutions can only
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be applied to small-scale problems because the primitives incur intensive com-
putations and introduce a noticeable delay when processing huge tasks.

2.2 TEE-Based Secure Machine Learning

Recently, TEE-based secure machine learning services have been widely stud-
ied. Particularly, these services [14,18,33,41] deploy machine learning tasks (can
be training, inference or both) inside TEE to protect the privacy of user data
and machine learning models. Nonetheless, TEE-based services still suffer the
memory access pattern side-channel attacks as well as the performance issue due
to the memory size limit of TEE platforms. Several works [33,34] targeting the
memory access side-channel attacks have been presented. They leverage oblivi-
ous primitives to hide the memory access pattern and prevent the adversary from
inferring extra information from the memory trace of machine learning tasks. On
the other hand, it is still challenging to mitigate the delay introduced by TEE’s
memory size limit. For instance, Slalom [41] try to improve the performance of
the model inference process in the TEE. It successfully allocates all linear layer
calculations in DNN to untrusted but fast hardware, i.e., GPU. However, due to
the collaboration between trusted and untrusted hardware, the system can not
guarantee the privacy of DNN models. Also, Graviton [45] introduces a TEE
on GPUs to speed up the secure inference process on GPUs, but it is just a
blueprint feature which does not support by any off-the-shelf GPU.

2.3 Memory Efficient Machine Learning

Several methods have been proposed to optimize DNN models, such as Deep
Compression [12], Network Sliming [28], ThiNet [29]. As a result, the amount of
parameters required by the network is reduced compared to the original network,
thus achieving acceleration and compression. However, those methods, including
our approach, only focus on reducing the redundant parts of the model, which
still requires a large amount of memory capacity for the calculations. Occlumency
[26] proposes a direct way to optimize the memory usage of convolutional layers
and achieved considerable speed up for the inference process. Our work can draw
on the strengths of Occlumency to achieve better inference performance.

3 Background

3.1 Intel SGX

Intel SGX [1] is an x86 instruction set designed to improve the security of appli-
cation code and data. On SGX-enabled platforms, applications are divided into
trusted and untrusted parts. The trusted part, called enclave, is located in a
dedicated part of the physical RAM and is strongly protected by SGX, while
the untrusted part is executed as a general process. The untrusted part can only
invoke a set of well-defined interfaces (ecall/ocall) to send and receive data from
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Fig. 1. Network pruning example: the technique prunes neurons (and its input/
output) which are classified as “unnecessary” by the algorithm.

the enclave. All other software, including operating systems, privileged software,
virtual machine management programs, and firmware, cannot access the enclave
memory. SGX uses a remote attestation mechanism to ensure the enclave itself
is trusted. The originator of the communication can verify that the SGX enclave
is not tampered with against the authentication service provided by Intel.

SGX Runtime. To develop SGX applications, SGX SDK, such as Intel SGX
SDK, Open Enclave SDK, Google Asylo, or Apache Rust SGX SDK, has been
designed to provide basic supports on high-level languages, APIs and docu-
mentation. However, developing an SGX application still involves considerable
efforts under the SGX environment. For instance, developers need to decide
which components should be placed inside the enclave and outside the enclave
and how the two parties should communicate. For complex applications, deter-
mining an efficient, logical, and secure partitioning scheme can be challenging
in itself. Meanwhile, the developer should consider how to convert the legacy
function calls to a secure version because SGX SDK does not support most of
the system calls in the legacy system. To simplify the development of the SGX
application, researchers have proposed many library OS for Intel SGX, such as
SGX-LKL [36], Occlum [37], Graphene-SGX [42], and SCONE [6]. Those library
OS contain a group of secure system calls for legacy code. They enable their users
to port the entire application into the enclave with few or even no modifications,
which highly reduce the development cost of SGX applications.

In this paper, we choose to use Occlum [37] to reduce the development cost.
Occlum is the first TEE OS developed in Rust, dramatically reduces the chance
of memory security issues, and provides 10-1000× faster process startup and 3×
higher throughput for inter-process communication than the previous state-of-
the-art open-source TEE OS (Graphene-SGX [42]).
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3.2 Network Pruning

Network pruning is a network compression method that removes the redundant
parts of the model to make the model more refined and improve the model’s gen-
eralization performance. It can be classified into two types: unstructured pruning
and structured pruning according to the network pruning object. Figure 1 shows
the basic idea of Network Pruning.

Unstructured pruning methods [11,13] prune individual neurons (or individ-
ual connection weights) in the network and turn the dense connections between
the neurons of the original network into sparse connections. Those methods aim
to improve the runtime performance of networks by converting the original dense
matrix operation into a sparse matrix operation. However, we note that the com-
monly used hardware in DNN does not provide additional acceleration for sparse
matrix operations [28]. Hence, the unstructured pruning methods may not offer
any acceleration for DNN but may be slower.

In recent years, structured pruning [29,32] is proposed to prune the network.
Compared to unstructured pruning, structured pruning does not focus on the
pruning of individual connection weights. Instead, it removes all values on the
whole filter (filter-based) or layer (layer-based). Although its degree of freedom
of pruning is relatively lower, and the degree of pruning is also lower, it can
be more efficient in practice. The reason is that such methods do not require
specific hardware platforms or computational libraries for the use of the pruned
network. The pruned models can run directly on the mainstream deep learning
frameworks nowadays to obtain direct acceleration.

4 Overview

4.1 Design Goals

This work aims to archive the following three goals:

Improved Inference Speed. Our design helps to achieve a low DNN inference
latency compared to directly port the deep learning inference in the SGX enclave.
Our pruning algorithm can significantly reduce the memory space required for
inference service, which can reduce the paging operation of the SGX enclave.
Also, by using the algorithm, the Floating Point Operations per second (FLOPs)
of the inference process are reduced, which can also reduce the inference latency.

No Accuracy Loss. Our design prunes the DNN model to accelerate the DNN
inference. In order to preserve the accuracy of the inference result, we carefully
design the algorithm we used for model pruning so the pruned model will not
incur any accuracy loss compared to the original model.

Privacy Protection for Whole Inference Service. Our design enables users
to fit the entire DNN model into the enclave memory. Thus, the user can send
their private data to the enclave for the prediction tasks, and the whole inference
service will be shielded by TEE. As a result, our solution can provide efficient
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Fig. 2. Flow-chart of pruning procedure.

black-box access to the model and protect the models against white-box level
attacks. More privacy-preserving technologies should apply to the models (e.g.,
differential privacy) to migrate black-box level attacks, but those are beyond the
scope of our work.

4.2 Threat Model

In this paper, we consider the scenario that a user subscribes to a DNN inference
service on a cloud platform. The user will upload his/her DNN model to the cloud
and obtain inference results from the cloud. We assume a powerful adversary who
is capable of accessing all the resources running on the cloud, such as software and
GPU. The adversary can obtain and analyze the memory trace of all processes
except those running within the enclave. The adversary aims to leverage the
collected information to infer useful information regarding user’s DNN model
and data. Our design leverages Intel SGX to protect user’s private input (DNN
model and data) against the above adversary.

We follow the existing works [5,9,35,43,44] to consider SGX side-channel
attacks [25,38,47] and Denial of Services attack out of scope.

5 Mean Shift Network Pruning

To accelerate the DNN inference in the enclave, we design a network pruning
algorithm to remove the redundant part of the DNN model. Figures 2 shows the
general idea of our pruning algorithm. In the rest of this section, we introduce
our proposed mean shift network pruning algorithm in detail.

Select BN Layers. During network training, parameter updates will cause
the input data distribution in each layer to change continuously. Whenever the
parameters are updated in the upper layer, it will inevitably cause a change
in the input data distribution in the lower layer. This creates a complicated
data distribution, which makes the analysis of the relationship of the weights a
difficult task. In deep neural networks, this phenomenon is more serious. To solve
the above issue, the BN algorithm can be applied to normalize the input at each
layer and make the input data distribute stably during the training process. The
proposed protocol leverages the benefit of using the Batch normalization (BN)
[19] to prune the unnecessary channel. After loading the pre-trained models, the
algorithm selects Batch normalization (BN) layers from the whole model for the
pruning process. BN helps to improve the performance of our design because
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the training process with BN produces a more stable data distribution, which
reduces the difficulty of analyzing the relationship of the weights. Moreover, the
convolutional weights associated with BN are cut off, eliminating the need to
re-analyze the association between each layer.

Mean Shift Clustering Algorithm. After selecting the BN layer, we choose
to apply the mean shift clustering algorithm to cluster the weight value of the
BN layer and prune out the unnecessary channel based on the cluster.

Clustering is a machine learning technique that involves the grouping of
data points. Given a set of data points, we can use a clustering algorithm to
divide data points into several groups. Theoretically, data points in the same
group should have similar attributes and features, while data points in different
groups should have highly different attributes and features. Clustering is an unsu-
pervised learning method and is a standard statistical data analysis technique
used in many fields. There are many clustering algorithms such as K-Means, K-
Means++. In the K-Means algorithm, the final clustering result is influenced by
the initial clustering center. The K-Means++ algorithm is proposed to provide
a basis for choosing a better initial clustering center. However, the number of
classes of clusters in the algorithm still needs to be formulated in advance. It
will be challenging to solve K-Means and K-Means++ accurately for data sets
with an unknown number of classes in advance.

The mean shift algorithm is a clustering algorithm based on the cluster center,
like K-Means, but the difference is that the mean shift algorithm does not require
a priori knowledge about the number of categories. Specifically, the mean shift
algorithm employs an iterative step in which the offset mean of the current point
is calculated. The point is moved to this offset mean, and then this is used as the
new starting point to continue moving until the final condition is satisfied. For
n sample points xi, i = 1, ..., n in a given d-dimensional space Rd, the formula of
the mean shift vector for point x is:

Mh(x) =
1
k

∑

xi∈Sh

(xi − x), (1)

where Sh refers to a high-dimensional spherical region of radius h, and adding
all the points in it to the vector starting from the center of the circle is the mean
shift vector (Mh).

Then, for each element in the set, the algorithm moves the element to the
position of the mean of the eigenvalues of all elements in its neighborhood. The
above step repeats until convergence. The element is marked as being in the
same class when the element is in its convergence position.

A problem when solving the mean shift vector is that the algorithm assumes
each sample point xi contributes the same amount to sample X in the region of
Sh. In practice, the contribution of each sample point xi to sample X is different,
and a kernel function can measure such sharing. A kernel function is a common
approach used in machine learning. Suppose that the kernel function is added to
the basic Mh to make each sample point xi contribute differently to the sample
X within a range Sh of radius h. The influence of distance is considered when
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calculating Mh. It can also be assumed that the importance is not the same for
all sample points X. Therefore, a weighting factor is also introduced for each
sample. In this way, the Mh form can be extended as follows:

Mh(x) =
∑n

i=1 G(xi−x
h )w(xi)(xi − x)

∑n
i=1 G(xi−x

h )w(xi)
, (2)

where G(xi−x
h ) is the kernel function and w(xi) is a weight assigned to the

sampling points. The pseudocode for mean shift can be seen in Algorithm 1:

Algorithm 1. mean shift clustering algorithm
1: Input: Data set D, Radius h
2: Output: Cluster C
3: Initialization: Cluster C, Threshold t
4: repeat:
5: Select a random point in the unlabeled D as center
6: Initialize cluster Cn

7: repeat:
8: Find all points that are within radius h from center, denoted as the set S.
9: Sum up the vectors from center to all elements in the S as Mh

10: Update all points to Cn with the w (in formula 2) that these points belong
to Cn

11: center ← center + |Mh|
12: until: Mh converge
13: if the distance between Cn’s center and Cn−1’s center smaller then t then
14: merge Cn to Cn−1

15: else add Cn to C
16: until all points in D have be accessed.
17: Classify each points to their cluster based on the largest w

In this work, the algorithm will take inputs as the weight data of each BN
layer (data set) and the automatically detected radius from the build-in function
estimate bandwidth with default quantile value. After getting the results of the
clustering, the information is passed onto the next stage.

Channel Pruning. In the above steps, our approach generates the mean shift
clusters. Next, it selects the pruned channels by referring to use the minimum
value among all cluster centers. The weight value smaller than the minimum
center value will be pruned out. In the pruning phase, our approach will prune
channels by removing all their incoming and outgoing connections and corre-
sponding weights.

Advantages of Channel-Wise Pruning. As discussed in Sect. 3.2, network
pruning can be divided into two categories: unstructured pruning and structured
pruning. Unless the lower-level hardware and computational libraries better sup-
port it, it is not easy to get substantial performance gains with unstructured
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pruning. Therefore, much of the research in the past few years has focused on
the structured pruning. The structured pruning methods can be further subdi-
vided to layer-wise, channel-wise and filter-wise.

The pruning object of the layer granularity-based pruning algorithm is the
entire network layer. The purpose of pruning is to make a deep neural network
into a relatively shallow network. This pruning method’s advantages are unde-
niable, as the use of pruned networks does not require any unique toolkit for
inference acceleration. However, apart from this advantage, the limitations and
drawbacks of this approach are also obvious. The direct pruning of the network
layers makes the method extremely inflexible, and it is only effective when a net-
work model is deep enough (more than 50 layers) to trim off some layers [46]. We
also found that layer-based network pruning algorithms are inflexible; the sparse
operations of weight-based pruning (unstructured pruning) algorithms cannot be
accelerated directly on existing hardware platforms and computational libraries.

On the other hand, recent network pruning algorithms based on convolu-
tional kernel and channel achieves a balance in flexibility and implementation.
Moreover, it can be applied to any typical CNN or fully connected layer (treat-
ing each neuron as a channel). The resulting network is also essentially a thin
network that can be reasoned quickly on CNN platforms. Since cropping a fea-
ture map is equivalent to cropping the connected convolutional kernels together,
channel-wise and filter-wise pruning is in the same class of algorithms.

6 Experiment

We evaluate the performance of our works in terms of the number of model
parameters, FLOPs, model accuracy and inference latency with a variety of
DNN models. We have implemented our work based on PyTorch [2].

6.1 Experiment Setup

Dataset. We evaluated our work upon the CIFAR-10 dataset. The CIFAR-10
dataset is a small dataset for identifying common objects containing 10 categories
of color images, including airplanes, cars, birds, cats, etc. There are 60,000 images
in the dataset. Each category contains 6,000 images, of which 5,000 images are
used for training, and another 1,000 images are used for testing. The size of all
images is 32 × 32 pixels.

Models. We use three well-known CNN models to evaluate our design, VGG,
ResNet, and DenseNet.

VGG. VGG is a deep convolutional neural network for image recognition devel-
oped and trained by the Computer Vision Group at the University of Oxford,
which achieved second place in the classification event and first place in the
localization event ILSVRC2014 competition. Commonly used versions of the
VGGNet structure are VGG-16 and VGG-19. To facilitate comparisons with
existing methods, the experiments in this section use the VGG-16 network, which
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Table 1. The result on the CIFAR-10 dataset.

Model Accuracy Parameters Pruned FLOPs Pruned Pruned ratio

VGGNet (Baseline) 94.2% 14.72M - 313.75M - -

VGGNet (Pruned) 84.2% (94.0%) 7.07M 52.1% 237.36M 24.3% 38.2%

ResNet-164 (Baseline) 95.0% 1.70M - 253.95M - -

ResNet-164 (Pruned) 87.3% (94.8%) 1.11M 34.7% 173.40M 31.7% 33.2%

DenseNet-40 (Baseline) 94.2% 1.06M - 287.71M - -

DenseNet-40 (Pruned) 87.0% (94.1%) 0.69M 34.9% 204.71M 28.9% 31.9%

“Baseline” denotes the pre-trained model we used in the experiment without any pruning operation.

In the 2nd column, “84.2% (93.9%)” indicates the pruned model has 84.2% accuracy, and fine-tuned

pruned model has 93.9% accuracy. The 4th and 6th columns show the pruned ratio of parameters

and FLOPs. The total pruned ratio of the model is in the 7th column.

consists of 16 layers, including 13 convolutional layers and 3 fully connected lay-
ers. For network pruning, we pre-trained the VGG-16 net with CIFAR-10, and
the test accuracy is 94.20%.

ResNet. In order to verify the effectiveness of pruning for more compact net-
works, the experiments further continue to validate the pruning method on the
CIFAR-10 dataset based on the ResNet, a deep convolutional neural network,
which won the championship in three categories of image classification, detec-
tion, and localization in ILSVRC2015. The ResNet-164 network is used in this
experiment. Unlike the single-branch VGG16 network, Res Net-164 is a multi-
branch network with many more layers, consisting of 163 convolutional layers
and a fully connected layer for classification. The trained benchmark model was
tested on CIFAR-10 with 95% accuracy after the training.

DenseNet. DenseNet was proposed after ResNet and combining the ideas of
ResNet. One of the advantages of DenseNet is that the network is narrower
and has fewer parameters. In this paper, we use DenseNet-40 consisting of 39
convolutional layers and a fully connected layer. The benchmark model we used
in this part was trained on CIFAR-10 with 94.2% accuracy.

Running Environment. We used a Google Cloud virtual instance as the plat-
form to test our design. The instance equips an Intel Cascade Lake C2 CPU
platform with 4 vCPU and 16 GB memory. As the virtual instance does not
support SGX hardware mode, the experiment was tested under SGX simulation
mode. For SGX runtime, we choose to use Occlum. Occlum is a multi-process
library OS (LibOS) for Intel SGX. It provides a container-like, user-friendly
interface that allows applications to run on SGX with little or no source code
modification. Moreover, Occlum is the first TEE OS developed using the Rust
language, significantly reducing memory security issues.

6.2 Result

Parameters and FLOPs Reductions. Our work aims to reduce the number
of computational resources required for DNN inference. From Table 1, we can
see that each model has over 35% unnecessary channel pruned, and the model
accuracy is slightly different from the baseline after the fine-tuning process. For
VGGNet, we can find that over 50% of redundant parameters can be pruned,
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while for ResNet and DenseNet, the pruned ratio on parameters is relatively
miniature, just around 34%. We believed this is because those two networks are
more compact than VGGNet and the structure already provides some channel
selection function. Figure 3 provides a clear view of the Parameter and FLOPs
reductions in three models.

Fig. 3. Comparison of pruned models

We choose Network Slimming [28] (Slim) as the comparison method, and the
evaluation metrics include accuracy, pruning rate, reduction in the number of
parameters, and FLOPs. We only compare the result on ResNet and DenseNet.
Since our method is an adaptive pruning method, it is hard to control the prun-
ing rate compared to Slim’s brutal pruning. Thus, the pruning performance on
VGGNet is hard to compare.

The result is in Table 2 and 3. From the result, we can observe that our work
performed better on ResNet, while on DenseNet, our approach only outper-
formed on FLOPs reduction. However, the total pruned ratio for our approach
is only around 32%, but for Slim, the set pruned ratio is 40%. It shows that our
approach uses a lower pruning rate to achieve the effectiveness of Slim’s 40%
pruning rate. The experiment also shows that iIf we could increase the pruning
rate, we can save more resources as more neurons will be removed from the net-
work. However, the high pruning rate may eliminates some important channels
hence affect the accuracy of the model. In the next section, we will discuss more
details about the pruning rate.

Inference Latency. We compare our work with two baselines. The first one
(SGX ) runs the model inference in the enclave but does not prune the model.
We use this baseline to show the effectiveness of our approach in reducing the
wait time for model inference in the enclave. In the second baseline (Native),
the model inference is running as a general program without the protection of
SGX. We use this baseline to investigate the overhead of our work.
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Table 2. Experimental results of ResNet-164 pruning on CIFAR-10

Method FLOPs reduction (%) Params reduction (%) Accuracy (%)

Slim (40%) 23.7 14.9 +0.34

Our work 31.7 34.7 –0.2

Table 3. Experimental results of DenseNet-40 pruning on CIFAR-10

Method FLOPs reduction (%) Params reduction (%) Accuracy (%)

Slim (40%) 28.4 35.7 +0.92

Our work 28.9 34.9 –0.1

“Slim (40%)” denotes the pruning rate in Network Slimming method is 40%

Fig. 4. Inference latency of various deep-learning models in native environment,
Occlum runtime (SGX) and our work (Occlum + pruning)

We evaluate the three models’ inference times for the experiments in the
Native and SGX environments in the unpruned case. The results are shown in
Fig. 4. We can see that DNN inference has a significant latency in the SGX
environment and up to 9× in VGGNet inference. From the figure, we can see
that the inference speed of the pruned model running on SGX is significantly
improved. For the VGG-16 network, the redundant parameters are reduced due
to the higher pruning rate. The inference speed is improved by 37% compared
to the unpruned model. On the other hand, the speedups of ResNet-164 and
DenseNet-40 were minor but also improved about 20% for each. Figure 4 also
compares the inference speed of the unpruned model running in a native oper-
ating environment with the pruned model running in the SGX enclave. It shows
that although our solution incurs an extra inference latency, it is still a significant
improvement compared to directly port the inference service into SGX.
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Fig. 5. Clustering result on weight data

7 Discussion

Pruning Rate. As mentioned, our proposed algorithm is an adaptive prun-
ing algorithm based on mean shift clustering. We choose to use the minimum
point in the clustering result as the pruning criterion in our experiments. The
algorithm runs clustering on the weight value of the BN layer. The relationship
between weight value and channel importance is proportional. The smaller the
weight value is, the less impact on the overall network structure. Thus, we choose
to prune off the channels with a weight value smaller than the minimum cen-
troid value. The experiments show that the pruning rate for the three networks
is between 30% and 40% when we use the minimum value. Figure 5 shows the
weight distribution after mean shift clustering. In order to improve the pruning
rate further, we have considered using the mean value of all cluster centroids
as the pruning criterion. However, we can see from the figure that most weight
distributions are below the average, leading to a significant pruning rate. On
VGGNet, we used the average value for pruning which led to some layers being
completely pruned, thus destroying the entire network structure. In ResNet and
DenseNet, we can achieve a higher pruning rate by using the average value. How-
ever, the model’s accuracy is greatly affected due to the reduction of channels.
To sum up, mean shift clustering helps us classify the weight values effectively,
but it is challenging to filter out more irrelevant weights from the cluster classes
and increase the pruning rate.

Another point to mention is that this work is tested on the popular CNN net-
works. Evaluating the effect of algorithms on DNN models is our future research
direction.

Flexibility. The existing structured pruning algorithms are usually based on
sparse parameters for pruning. For example, Network Slimming adds a channel-
wise scaling factor to the BN layer and applies an L1 regularizer to obtain sparse
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parameters. Network Trimming [16] tends to produce sparse activation values for
activation functions such as RELU to perform pruning. Although good results
can be achieved, pruning involves more or less the setting of hyperparameters
in algorithm implementation, such as determining the pruning dimension of the
model or pruning rate of the model. Moreover, most of the models need to be
retrained to get the sparse parameters.

We also compared our work with [49] which archived a better pruning rate
than ours with similar accuracy loss. In [49], the authors claim that the L1
regularisation technique would cause all scale coefficients to converge to zero.
Instead, their solution aims to reduce the scale coefficients of the ”unimportant”
channels only while keeping the other coefficients large. However, this technique
still requires retraining the model to polarise the weight distribution of the BN
layer before pruning, which can take a much longer time to proceed comparing to
our solution. On the other hand, our algorithm relies only on the benefits of the
BN layer and mean shift clustering, which significantly reduces the preprocessing
requirements of the model and can directly prune most existing models and
achieve a notable pruning rate. In future work, we will replicate their algorithm
and perform mean shift clustering on the polarised weights and then prune them
to compare the experimental results.

Another benefit of our work is that by modifying the code, we believe that our
algorithm can provide a TEE-based privacy-preserving network pruning service
that allows people to compress their own trained models without any relevant
knowledge. This could be a future research direction for us.

Inference Acceleration. As in the experimental result, our method can
improve the inference speed of the model in SGX and does not affect the model’s
accuracy. However, our experiments are only based on the CIFAR-10 dataset,
which is difficult to compare with the ImageNet dataset used in other papers.
Moreover, our method only reduces the number of parameters and FLOPs of the
model and does not fundamentally solve the memory occupation problem faced
by DNN model inference in SGX. There have been some studies on memory opti-
mization for using DNN models in SGX. Occlumency [26] proposed Partitioned
Convolution to replace the traditional im2col convolutional computation, which
greatly reduces the memory required for convolutional computation. At the same
time, they observe that most models sequentially compute each layer and lever-
age this feature to optimize the feature maps of the convolution layer output.
Particularly, they discard the feature maps that are no longer used to relieve the
memory pressure of SGX. However, their approach requires extensive modifica-
tions to the underlying framework of deep learning and is more restrictive to the
models used. Using GPU acceleration is currently the mainstream acceleration
approach for DNN models. Nonetheless, the traditional SGX does not support
the use of GPU. SLALOM [41] proposes a DNN inference acceleration using
both GPU and SGX. But their approach requires part of the computation to
be performed on an unprotected GPU, which can lead to some privacy issues.
Memory optimization for DNN and establishing trust execution environments
for GPU DNN inference service still be the critical research direction.



Accelerating TEE-based DNN Inference 39

8 Conclusion

This paper presents an unsupervised clustering pruning algorithm based on mean
shift clustering, which can effectively compress the existing DNN models. Our
evaluations over CIFAR-10 dataset with three models, VGG-16, ResNet-164, and
DenseNet-40, show that our pruning algorithm can reduce FLOPs and parame-
ters by more than 30%. After deploying the pruned models to SGX, our method
speeds up about 20% compared to the traditional DNN inference service in SGX.
The proposed algorithm enables complicated DNN models to be fit into the con-
straints of memory under the SGX environment. Furthermore, it successfully
reduces the inference latency in the SGX while preserving the privacy of users’
data and models.
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Abstract. Crowdsourcing enables the harnessing of crowd wisdom for
data collection. While being widely successful, almost all existing crowd-
sourcing platforms store and process plaintext data only. Such a prac-
tice would allow anyone gaining access to the platform (e.g., attackers,
administrators) to obtain the sensitive data, raising potential security
and privacy concerns. If actively exploited, this not only infringes the
data ownership of the crowdsourcing requester who solicits data, but
also leaks the privacy of the workers who provide data. In this paper,
we envision a crowdsourcing platform with built-in end-to-end encryp-
tion (E2EE), where the crowdsourced data remains always-encrypted
secret to the platform. Such a design would serve as an in-depth defence
strategy against data breach from both internal and external threats,
and provide technical means for crowdsourcing service providers to meet
various stringent regulatory compliance. We will discuss the technical
requirements and related challenges to make this vision a reality, includ-
ing: 1) assuring high-quality crowdsourced data to enhance data values,
2) enabling versatile data analytics to uncover data insights, 3) protect-
ing data at the front-end to fully achieve E2EE, and 4) preventing the
abuse of E2EE for practical deployment. We will briefly overview the
limitations of prior arts in meeting all these requirements, and identify
a few potential research directions for the roadmap ahead.

Keywords: Crowdsourcing · Confidential computing · Data protection

1 Introduction

In the era of big data, healthcare, marketing, government policies and more all
heavily rely on data for decision-makings and innovations. Such data demand
drives the growth of crowdsourcing platforms (e.g., MTurk, Appen, and Free-
lancer), which can help a requester solicit data for various applications ranging
from image annotation [9] to opinion collection [36].
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However, the accumulation of large-scale data makes crowdsourcing plat-
forms lucrative targets for attackers [40]. This security concern poses strong
demands on data protection at the platforms. Meanwhile, the increasingly strict
legal regulation on data privacy and ownership, like the GDPR [13], also makes
such data protection a crucial necessity.

Existing crowdsourcing platforms have adopted many methods to thwart
external attacks [3]. However, these platforms still store and process data in clear
plaintext, opening potential pathways to data breach incidents [1,37]. In this
paper, we envision a crowdsourcing platform with built-in end-to-end encryption
(E2EE), where the crowdsourced data remains always-encrypted secret to the
platform. Such a design would serve as an in-depth defence strategy against data
breach from both internal and external threats, and provide technical means for
crowdsourcing service providers to meet various stringent regulatory compliance.

While directly adopting E2EE ensures data security in transit and at rest
[11], E2EE alone is not yet sufficient to meet versatile data utility demands at the
crowdsourcing platform. Indeed, E2EE is just a starting point. For secure and
trustworthy crowdsourcing with versatile data analytics, we must also leverage
latest advancement in computing over encrypted data, aka confidential comput-
ing. There are two general lines of approaches for data processing in the context
of E2EE: cryptographic techniques like e.g., homomorphic encryption, secure
multi-party computation, etc., and hardware-assisted designs like secure enclave,
which provides a hardware-supported trusted execution environment (TEE) for
isolated confidential data processing. For the former, while steady advancements
have been made over the years, it is still not yet suitable to meet the practical
performance and versatile utility demand in realistic workload. For the latter,
even though it relies on a slightly different trust model, i.e., fully trusting the
hardware vendor that facilitates the TEE, it promises much better performance
and is easier to be deployed in practice. The E2EE application like Signal1 is
one such illustrating example.

In light of these observations, we will follow the line of hardware-assisted
designs in our subsequent discussion. Particularly, we will leverage TEE as a
starting point for data processing on the E2EE crowdsourcing platform to offer
utilities equivalent to those of today’s crowdsourcing platforms.

Assuring High-Quality Crowdsourced Data. The collected data may be unreli-
able due to factors like varied worker skills, ambient noises, and personal bias
[28], raising a need to put quality assurance in the first place [8]. To assure
data quality, a common strategy is to mine ground truth from unreliable data
with aggregation mechanisms. Specifically, most crowdsourcing platforms assign
the same task to multiple workers and aggregate their data as the result. To
retain this utility in the context of E2EE, we can directly utilize TEE to aggre-
gate encrypted crowd data. While conceptually simple, TEE is not a panacea
due to its own limitations, such as the limited memory space, costly enclave
interaction, and side-channel attacks [7]. Without correctly taking care of the
limitations, the security and efficiency features of TEE will not be convincingly
1 https://signal.org/blog/private-contact-discovery/.

https://signal.org/blog/private-contact-discovery/


44 R. Lian et al.

justified. In addition, we believe the status quo of quality assurance can also be
improved. The conventional aggregation mechanisms (e.g., averaging, majority
voting) consider all data from workers are equally reliable. The equal treatment
of the experts and novice workers may make the aggregation ineffective and
produce low-quality data [8]. To reduce the error between the aggregated result
and the ground truth, we aim to integrate cutting-edge reliability-aware aggre-
gation mechanisms [48] into our platform. We also aim to adopt quality-aware
incentives [34] for encouraging workers to contribute high-quality data.

Enabling Versatile Data Analytics. Normally, the data produced from the qual-
ity assurance phase are stored at the back-end database systems (e.g., rela-
tional databases). Data consumers2 usually need to conduct data analytics to
uncover data insights3. Data analytics is often done with statistics functions,
which can be easily facilitated by off-the-shelf databases running SQL queries
[4,17,49]. In our aforementioned E2EE settings, the data will be stored in always-
encrypted form. Thus, the back-end databases are also expected to fully sup-
port the versatile SQL queries directly over the encrypted data. Moreover, such
an encrypted database design, if successful, should be fully compatible with
today’s applications, expected to serve as a drop-in replacement to today’s widely
deployed industrial-grade database systems. Today’s TEE-based encryption-in-
use databases [2,43,46] largely match the aforementioned functionality require-
ments. With TEE, they also provide a natural benefit that allows the public to
verify the results without revealing sensitive data [54]. This can be very ben-
efitial to researchers of computational social science for reproducible research
from crowdsourcing data [25]. However, there are still limitations on security
and performance respectively. For security, it has been shown that there are var-
ious exploitable leakage profiles during query processing, which could be utilized
to recover the ciphertext relations [43]. For performance, the frequent context
switch from inside the enclave to the external could be very costly for certain
queries [46]. Besides, recent results have shown that malicious consumers might
infer private information of workers from the analytics results [39], which further
raises the privacy-preserving demand when releasing the analytics results.

Beyond preserving the utilities, we have identified some deployment consid-
erations that are necessary but usually overlooked by prior E2EE crowdsourcing
works [29,30,52,53].

Protecting Data at the Front End . While the platform stores and processes
encrypted data, data protection on its front-end also matters for fully achiev-
ing E2EE. If not handled well, the crowdsourced data might be leaked at the
front-end without user consent. The web browser, as the widely-used front-end of
crowdsourcing platforms, is vulnerable to many attacks. One of the main security
culprits in the browser is the malicious browser extension that is often granted
excessive privileges. This allows them to access and modify data by execut-
ing JavaScript code stealthily [6,20,41,50]. What makes matters worse through

2 Here, data consumers can be anyone authorized by the requester.
3 https://www.surveymonkey.com/apps/categories/analytics-reporting.
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browser extensions is malvertising that may induce users to install malware and
control their machines [23]. Therefore, it is important to raise the security bar
to prevent malicious browser extensions from stealing the data residing at the
front-end. Ideally, we can create an isolated environment for data processing in
the browser, where malicious browser extensions cannot access the data. Towards
this demand, cutting-edge methods [12,21,31,47] include developing web prox-
ies, browser extensions, and hardware-assisted components. Besides technical
perspective, we believe securing the front-end also needs to take into account
various usability perspectives from the users. As such, we propose to follow the
line of developing a dedicated browser extension for our easy-to-adopt defence,
and will discuss various pros and cons following this path for the E2EE crowd-
sourcing platform.

Preventing the Abuse of E2EE . The adoption of E2EE, however, exacerbates
the abuse issue in crowdsourcing. Since E2EE ensures that the platform does
not have access to the contents, malicious users can “legitimately” abuse the
platform to conduct illicit activities and spread misinformation. For example, a
terrorist may post a crowdsourcing task to spread recruiting imagery. Such cir-
cumstances may have serious consequences, putting societies at risk (like impacts
on democratic elections and terrorism [16,19]). Some legal and social organiza-
tions thus have been pushing for a suspension of adopting E2EE for applications
[33,42]. Therefore, it is necessary to consider how to prevent the abuse of E2EE.
Today’s ongoing explorations of content moderation in E2EE respond to this
issue [24,44]. These works either rely on user self-reporting to trace back the
source of abusive data or maintain a blacklist to filter out malicious data. We
will follow this line of work and continuously explore more possibilities.

To our best knowledge, currently, there is no viable crowdsourcing platform
that can provide end-to-end data protection while preserving the aforementioned
utilities or fully addressing the deployment challenges. In subsequent sections,
we will briefly overview the E2EE crowdsourcing framework, present a compre-
hensive study on the existing landscape, with limitations in meeting all require-
ments as introduced above, and identify a few potential research directions for
the roadmap ahead.

2 Overview

The crowdsourcing scenario involves four parties: the requester, workers, the
data consumer, and the platform. At a high level, the requester publishes tasks
on the platform, and workers participate in the tasks, who submit data under
the protection of a browser extension. The platform firstly detects whether the
submitted data include harmful contents, and then executes quality assurance
mechanisms and stores the data in databases. Afterwards, an authorized data
consumer can query the database and obtain the analytics results that protect
individual privacy. Throughout the processing pipeline, the platform only sees
encrypted data and enforces the correctness of all computations.
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Fig. 1. Our envisioned system architecture.

Concerning the above requirements for crowdsourcing with E2EE, we propose
an architecture for the system building, as illustrated in Fig. 1. From a high-
level point of view, the architecture consists of a front-end component and a
server-side component. The front-end component performs data encryption and
decryption under the protection of a browser extension, while the server-side
component performs content moderation, quality assurance, and data analytics
in the encrypted domain. Below we dwell on the existing landscape of techniques
related to the design for supporting the target requirements and present the
roadmap ahead.

3 Design Space of E2EE-Crowdsourcing

3.1 Assuring High-Quality Crowdsourced Data

Existing Landscape. The processes of quality assurance govern the design and
assignment of tasks, data aggregation, and more. Here, we introduce the data
aggregation that is typically a core service of the platform. We refer the reader
to the works [8,27] for more details. Most crowdsourcing platforms assign each
task to multiple workers and infer its result by aggregating all of its data from
these workers (e.g., averaging, majority voting). However, crowdsourcing has
some complex tasks like medical data labeling, in which the majority of work-
ers may provide inaccurate data. This causes errors between the aggregated
result and ground truth. Although various reliability-based aggregations have
emerged for this issue, there are still many underexplored areas. Most aggrega-
tion approaches deal with structured data, while more and more crowdsourcing
applications collect unstructured data such as text. For example, researchers
often use crowdsourcing surveys to collect opinions from workers.

Existing works on E2EE quality assurance in crowdsourcing target specific
mechanisms (e.g., majority voting, golden question, truth discovery) by using
different cryptographic primitives [29,30,52,53]. They do not flexibly support
various quality assurance mechanisms for different crowdsourcing applications.
Due to heavy cryptography, they usually incur high overheads, which limit their
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deployments in practice. For example, the work [29] makes the data requester
cost 56 GB memory and 2 h to prove whether an encrypted answer is the major-
ity voting result. Therefore, an approach to achieve diverse quality assurance
mechanisms in the context of E2EE remains underexplored.

Roadmap Ahead. To reduce errors between the aggregated result and ground
truth, we resort to cutting-edge reliability-based aggregation mechanisms. We
will extend them to support multiple data types in crowdsourcing applications.
To further encourage workers to contribute high-quality data, we plan to mine
and combine the reliability of workers with quality-aware incentives. To develop
and deploy diverse and efficient quality assurance mechanisms in the context of
E2EE, we plan to explore the hardware-assisted TEE (e.g., Intel SGX) to better
support the computation-based quality assurance mechanisms, without violating
data confidentiality.

As mentioned before, we need to carefully address the limitations of SGX to
guarantee security and performance: 1) The large volume of encrypted crowd-
sourced data is in conflict with the restricted memory space (e.g., 256 MB for
current SGX), which is shared by all enclaves on the same processor. Naively
pulling data into the enclave would incur expensive page-swapping overheads.
Thus, when designing the secure aggregation algorithms, we should carefully bal-
ance the volume size of each batch of data, which might have different impact
on the accuracy of aggregations, affecting our quality assurance objective. 2)
The interactions between the enclave and untrusted memory can be relatively
costly. Thus, besides choosing the appropriate data batch size, even from the
algorithm design point of view, we must ensure that frequent switches should
be largely avoided when refactoring computation-based quality assurance mech-
anisms into the enclave. 3) SGX is susceptible to various side-channel attacks
(e.g., cache-timing attacks, page-fault attacks), which may expose sensitive infor-
mation about the data being processed. Subject to the sensitivity of crowdsourc-
ing tasks, we believe it’s necessary for the platform to provide tradeoff options
to adopt various side-channel defence mechanisms, which can further mitigate
undesired information leakages, but with extra cost.

3.2 Enabling Versatile Data Analytics

Existing Landscape. Existing encrypted databases4 are built by using spe-
cial cryptographic primitives or TEE. As mentioned earlier, cryptographic-based
designs often support only a limited subset of SQL queries, while possibly being
subject to various leakage-abuse attacks. For practical consideration, we follow
the line of work leveraging TEE for encrypted database systems with rich SQL
queries [2,43,46]. The first proposal [35] suggests storing the whole database
engine into the enclave for strong security, but it incurs heavy overheads of
extending memory space. Later, subsequent works consider optimizations of stor-
age or computation with the assistance of enclaves. Some works design specified

4 We do not provide an exhaustive list here.
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key-value storage structures to overcome the enclave memory limitation [5], but
they do not support mutually distrusting users to share one database instance.
Others use SGX as add-on extensions that assist the query processing over
encrypted data entries on demand through the enclave. While functionally intu-
itive, the designs might lead to considerable information leakages subject to
different query types [2,43,46].

Roadmap Ahead. We believe the prior arts leveraging SGX as add-on exten-
sions [2,43,46] are on the right directions, for the flexble encrypted query support
and easy deployment in practice. But there are still security and performance
gaps to be fulfilled. 1) Partitioning various modules of query processing into the
enclave can have broad design choices, with various tradeoffs among security,
efficiency, and query expressiveness. The query processing consists of a series
of modules such as query parser, translator, optimizer, etc. Existing practices
that utilize the enclave as database extensions could reveal exploitable leakage
profiles during query processing, exposing ciphertext relationships [43]. Moving
more modules into the enclave will naturally help reduce the exploitable leakage
profiles. But in doing so, we must also deal with the limited enclave space (e.g.,
256 MB), and costly engineering efforts for the lack of I/O support and system
calls in enclave. 2) For certain queries, existing designs, e.g., [46], might lead to
frequent enclave context switches with observable performance downgrade. Thus,
it is important to study how to build secure indexing designs to speed up the
query processing over current practices, yet without sacrificing security. Among
the observable leakage profiles, access pattern leakages [32,51] are with the top
priority to address. Existing general ORAM and oblivious algorithms are often
not economically viable. We believe random obfuscation based design, which dis-
rupts the access pattern on demand, can potentially mitigate the concern, while
preserving sufficient efficiency for the roadmap ahead to pursue. 3) In addition,
for the aforementioned concerns on inference threats from analytical results, we
believe the adoption of differential privacy mechanisms in encrypted database is
a must for result release control [22]. However, it is not yet clear whether all kinds
of queries can be supported, in a scalable and dynamic encrypted database. 4)
As for verification of the analytics results, we consider dedicated designs are also
necessary. We propose to follow the latest arts [54], and further investigate the
compatibility of those verification designs with respect to all the aforementioned
security and privacy considerations.

3.3 Protecting Data at the Front-End

Existing Landscape. To enhance data security in the browser, most works
develop dedicated components such as a web proxy or a browser extension to
isolate and process data. The work [18] leverages encapsulated DOM subtrees
and attaches them to untrusted DOM. However, it is still susceptible to various
web attacks such as XSS attacks and SQL injection [14]. Later, works in [26,38]
develop browser extensions to identify and protect sensitive data. This line of
work requires web developers to identify sensitive data fields manually on each
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webpage, which could be error-prone and introduce additional trust issues. To
isolate and process sensitive data, they need to leverage corresponding iframes
and develop specified APIs. However, malicious extensions might still be able to
inject scripts inside a targeted iframe so as to break the security feature. Other
works [10,12,15] protect data with the assistance of hardware (e.g., Intel SGX).
But it seems not a viable option in crowdsourcing platforms, where it’s not easy
to assume millions of workers to readily have the complex hardware-assisted
environments by themselves.

Roadmap Ahead. As mentioned earlier, from the usability and easy-for-
adoption point of view, we consider a dedicated browser extension for the E2EE
crowdsourcing platform is a more rational design choice to protect the data at the
Frond-end. Since browser extensions usually have high privileges of accessing and
modifying sensitive data, we need to have a comprehensive understanding about
various methods of privilege exploitation, before finalising the design choices of
building such a secure extension. Common methods of privilege exploitation are
code execution, web interception, content scripts injection, etc. Note that simply
disabling these methods may not be recommended, as they might inadvertently
affect the functionalities of other benign browser extensions. Thus, we must treat
these design choices with care, so as to avoid any undesirable side effect. From
the data protection perspective, we need an isolated environment for web data
processing. The browser extension sandbox can be a safe mechanism for this
purpose. Based on that, our preliminary work [47] has shown promising result
to establish a software-based web enclave. We shall continue the exploration,
e.g., by identifying all input data fields on different task webpages of the crowd-
sourcing platform, and establish a full-fledged system with secure front-end.

3.4 Preventing the Abuse of E2EE

Existing Landscape. Current data-driven platforms often fill many harmful
contents. For instance, Facebook reported more than 8,000 reports that some
users tried to induce children to share imagery in 20185. It is hard to detect
such content in the encrypted context. Apple iMessage6 claiming E2EE creates
a backdoor to identify harmful content sharing with children. It violates the
objective of E2EE that prevents the platform from accessing plaintext data. How
to fight against the potential abuse or exploitation of E2EE is an open problem,
and there are many unsolved challenges in properly answering the question.

Roadmap Ahead. Building on the insights from prior arts, we believe there
are currently two possible ways for the ongoing exploration: reactive designs and
proactive mechanisms. First, drawing on the insight from [44], one feasible app-
roach is to enable the traceback property of the content distribution at the E2EE
crowdsourcing platform, where users are allowed to report harmful data to the
platform for the possible harmful source identification. This approach, reactive

5 https://www.justice.gov/opa/press-release/file/1207081/download.
6 https://www.apple.com/privacy/features/.
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in nature, would naturally require one of the data receipients as trustworthy
and capable of identifying the harmful content, which might not always be true
in reality. How to realise those assumptions in practice in a large-scale crowd-
sourcing system can be the possible direction ahead. Second, following the latest
result by [24], another possible direction is to proactively conduct the harmful
content detection directly over encrypted data. One example is to rely on per-
ceptual hash matching [24] over unwanted/illegal images. Intuitively, one could
potentionally store the blacklist of the hash digest of those pre-defined harmful
contents in advance, and check any subsequent content before distribution on
demand. One could further leverage secure enclave to achieve privacy-preserving
content moderation. But such a proactive approach might face limitations of
pre-defined content list, which could be easily bypassed with newly generated
harmful content in different forms. More recently, the community has also be
exploring possible machine learning based techniques for content moderation [45]
in plaintext domain. With secure enclave, one could possibly deploy well-trained
models (e.g., Natural Language Processing) to flag the potentially harmful texts
in a privacy-preserving manner over the E2EE crowdsourcing platform.

4 Conclusion

In this paper, we present the vision for a secure and trustworthy crowdsourcing
platform with functionality, scalability, and practicality. By investigating the cur-
rent practice of crowdsourcing platforms and literature, we explore the cutting-
edge security techniques and dwell on the possibility to put them together
towards the realization of our vision. For future work, we will develop a full-
fledged crowdsourcing platform by realizing the various proposed components,
with comprehensive evaluations to examine the practical usability.
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Abstract. The world has been experiencing a mind-blowing expansion
of blockchain technology since it was first introduced as an emerging
means of cryptocurrency called bitcoin. Currently, it has been regarded
as a pervasive frame of reference across almost all research domains,
ranging from virtual cash to agriculture or even supply-chain to the
Internet of Things. The ability to have a self-administering register with
legitimate immutability makes blockchain appealing for the Internet of
Things (IoT). As billions of IoT devices are now online in distributed
fashion, the huge challenges and questions require to addressed in pur-
suit of urgently needed solutions. The present paper has been motivated
by the aim of facilitating such efforts. The contribution of this work is to
figure out those trade-offs the IoT ecosystem usually encounters because
of the wrong choice of blockchain technology. Unlike a survey or review,
the critical findings of this paper target sorting out specific security chal-
lenges of blockchain-IoT Infrastructure. The contribution includes how to
direct developers and researchers in this domain to pick out the unblem-
ished combinations of Blockchain enabled IoT applications. In addition,
the paper promises to bring a deep insight on Ethereum, Hyperledger
blockchain and IOTA technology to show their limitations and prospects
in terms of performance and scalability.

Keywords: Distributed ledger · Public consensus · Blockchain

1 Introduction

Blockchain and IoT have been able to show immense effectiveness and poten-
tial for future improvements to productivity when being applied in collabora-
tion. Therefore, how they could be employed to install end-to-end secure and
sensor embedded automated solutions has become a frequently asked question.
The world has already been surprised to experience the beautiful adaptations of
different IoT solutions, ranging from healthcare-warehousing to transportation-
logistics [1]. Existing centralized Edge and Fog based IoT infrastructure may
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not be that scalable, secure and efficient to mitigate broader enterprise chal-
lenges. Mostly, emerging IoT solutions concern network of sensor-enabled smart
appliances where it facilitates the services on the cloud of physical devices varies
from modern car to smart-home utensils. In essence, an immutable timestamp
ledger used for distributed data including either payment, contract, personal
sharing and storing or supply chain and health care expected to impact several
sectors due to its salient features such as immutability, distributed structure,
consensus-driven behavior and transparency [2].

1.1 Blockchain’s Potentials to Be Peer with IoT

There are several reasons why blockchain can be very promising to ensure effi-
ciency, scalability and security of the IoT arrangement. Firstly, it has a proven
cryptographic signing capability to perform end-to-end cryptographic message
transfer. It is able to enable asset functionality to provide good governess [3,4].
Moreover, it can address custodial tracking of asset transmission in a global
logistic phenomenon. Besides, next we give a list of several emerging issues and
their corresponding blockchain potentials as follows.

i Free global infrastructure that offers
– Blockchain is leveraging and reliable

ii Data belonging in the Edge-Network the final destination to the appliances
– Blockchain has the ability to be replicated rapidly and consistently to

every closest node for which it will certainly will be cost-effective
iii Hack-proof cryptography eliminating attacks

– Already proven to be resilient to the popular attacks - for example: if you
are looking to protect a power grid or if you are looking to protect high
value asset it becomes natural to use blockchain

iv Record proof of life for industrial assets in an irreversible ledger
– people can even associate it to an asset to verify its validity which might

be increasing the revenue of the company as there is no counterfeiting.
v Track-chain of custody assets on Transportation or sale

– we not only can verify but also can track when those are sold to a dif-
ferent individuals allowing us to gain the types of metrics that we would
necessarily lose thus we can provide insight to companies.

– Full redundancy providing a hundred percent uptime and assuring mes-
sage delivery

The contribution of this work is to figure out those trade-offs the IoT ecosys-
tem usually encounters because of the wrong choice of blockchain technology.
Unlike a survey or review, the critical findings of this paper target sorting
out specific performance and scalability challenges of blockchain-IoT Infrastruc-
ture. The contribution includes how to direct developers and researchers in this
domain to pick out the unblemished combinations of Blockchain enabled IoT
applications. The claimed contributions are justified through the respective sec-
tions of the paper. The Sect. 3 of this paper discusses Blockchain suitability to
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eliminate the problems that emerges because of Blockchain and IoT integration
[5]. The later sections explains how existing solution namely Microsoft Azure
adopts different Blockchain platforms such as Ethereum, Hyperledger, etc. The
following section illustrates Blockchain potentials for specific IoT issues. The
challenges come to light while a sensor-enabled system finds its devices, man-
aging access control, etc. through respective use-case anaysis. Furthermore, the
analysis justifies the smart contract compliance for IoT system along with data
integrity and confidentiality loop-holes.

Therefore, the article is organized as follows: the preceding section and the
introduction throughout its subsections talk about why blockchain is necessarily
applicable in the Internet of Things (IoT) [6]. Section 2 is a bit about blockchain
internal design and its tailored categories leading with part 3 where an OSI
like blockchain open system structure redrawn following some previous works.
Sections 4, 5, and 6 portray the comparative analysis with contemporary tech-
nologies including Hyperledger, IOTA and Microsoft Azure IoT architecture.
Then the following section summaries with a brief table and graphs showing the
challenges and proposed solutions at a glance as well as its applicability con-
cerning the throughput and latency. A set of use cases where blockchain is an
inevitable peer of IoT mentioned before the conclusion on top of advantages &
application.

2 Blockchain Preliminaries

The blockchain is a means of removing the need of traditionally created trust
created through intermediaries in the distributed systems. A blockchain enables
trusts among untrusting entities within a common interest. Thus, it helps to
form a permanent and transparent record of exchange of processing, ignoring
the need for an intermediary. The terms blockchain and distributed ledger often
used interchangeably, but they are not always the same thing. Blockchain is
about the exchange of value instant, decentralized, pseudonymous value trans-
fer which is now possible. It can ensure ledger building by preserving a set of
transactions shared to all participating users, where the new one is necessarily
verified and validated by others [7,8]. Adjoining brand-new transaction usually
called mining demands solving the complex and substantial computational puz-
zle which in nature is a complicated answer but simplest to authenticate using a
chosen consensus mechanism in the network of untrusted and anonymous nodes.
That indeed has brought enormous transparency for a BC-enabled applications.
Significant resource constraints required to facilitate the consensus algorithm
by which it restricts unauthorised blocks from joining the network. Besides,
communication among nodes are encrypted by changeable public keys (PK) to
prevent tracking itself, thus it has been able to draw attention in non-monetary
application [4,9].

A sample chain of blocks can be delineated where each block depicts the hash
of the previous block, time stamp, transaction root and nonce created by the
miner [10].
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* Tx : Transaction

Block_N

   Time Stamp

Tx Hash, Nonce

  Transaction Root

Block_One Block_Two

   Time Stamp

Tx Hash, Nonce

  Transaction Root

Genesis_Block

   Time Stamp

Tx Hash, Nonce

  Transaction Root

 Blockchain Blocks

LedgerLedger

Fig. 1. At a glance view of chain of different blocks with nones, time stamp, transaction
data and hashes

It has already been able to show its potentials in particular in this field by
super setting secure smart device authentication to ensure uncompromised com-
munication, decentralized data formulation or even automatic data purchasing
and others. Thus, we can conceivably estimate that an emerging phenomenon of
IoT utensils would be equipped with the Internet to ease every aspect of human
life [11].

2.1 Blockchain Category

The following Fig. 2 shows the comparative classification of blockchain ledger
concerning the considered ledger accessibility.

Public Ledger Based Blockchain. It is also often known as permission-
less blockchain as anyone can send, verify and read transactions on the network
even able to get and run the codes on their machine to take part in mining
process using consensus [9] algorithms. It has the maximum anonymity and
transparency even though any user unidentified are allowed to send, read and
validate the incognito transaction. Ethereum and Bitcoin are the typical exam-
ples of public blockchain. Private Ledger Based Blockchain. It controls the
access privileges by restricting read and modification right to a particular orga-
nization; thus, it does not require a consensus mechanism or mining to ensure
anonymity. In some instances, the read authority kept restricted to an arbitrary
level, but mostly the transaction editing is strictly permissioned. The ledger-
building process for coin supervised by Eris and Monax or the Multichain could
be said to have private-typed blockchain techniques [8]. It dserve mentioning
that Ethereum now has permissioned Blockchain, such as Quorum. Protected
Ledger Based Blockchain. Protected Blockchain is also known as Consor-
tium/federated [12] or and in some cases it is called hybrid or publicly permis-
sioned blockchain which is maintained within the authority of a group of owner
or users [13]. Hyperledger by Linux Foundation and IBM [1], Services of R3 with
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Fig. 2. Blockchain grouping according to the requirement analysis. It shows either the
need of the particular type of blockchain or the usual approach is able to meet the
demand

Corda or Energy Web Foundation are example of protected type of Blockchain
[14]. However, the required blockchain type shown through Fig. 5 based after
the ledger, consensus and the dependability of the type of authority. Figure 2
shows that if the system has a centralized or single ledger system, no category
of the blockchain is needed there. However, if the authority is restricted within
a validated group, then protected one seems to suit more than public or pri-
vate ledger based blockchain system [15]. Beside, above types of Blockchain, this
manuscript explains performance comparison of IOTA. The founders of IOTA
have described its ledger as a public permission-less backbone for the Internet of
Things that enables interoperability between multiple devices [12]. That means,
it will enable transactions (tx) between connected devices, and anyone on the
network can access its ledger.
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Table 1. Comparison among different popularly used consensus mechanisms

Attributes PoW PoS BFT PoA

Category Public Pub/Protected Private Protected

Random No Yes No No

Throughput Little Big Big Big

Token Has Has Not Native

P-Cost Has Has Not Not

Scalability Big Big Little Medium

Trust Trustless Trustless Semi Trusted

Reward Yes No No No

Example Bitcoin Ethereum Hypeledger Kovan

3 Blockchain Suitability for IoT

As explained earlier, Blockchain can solve all IoT issues. There are several prob-
lems where a centralized database can be a good solution instead of applying
blockchain. The following section illustartes Blockchain applicability for IoT and
the attributes that necessarily need to be discussed before applying it any IoT
use cases.

3.1 Comparison Among Consensus Protocols

Table 1 shows the comparison among different consensus mechanism. It illus-
trates that Proof of Work (PoW) or Proof of Stake (PoS) require significant
computational resource, whereas Byzantine Fault Tolerance (BFT) and Proof
of Authority (PoA) have higher throughput in comparison to its peers. But in
either case of BFT and PoA scalability can be a challenge. Another thing is that
they have a token in dependability, which seems to be working fine for IoT nodes.
In case of scalability and Overheads, blocks are broadcast to and verified by all
nodes with a quadratic increment of the traffic, and intractable processing over-
heads that demand huge extensibility whereas IoT devices (e.g., LORA) have
limited Bandwidth connections [11]. For delay/latency: IoT devices have stricter
delay requirement (e.g., Smart Home Sensor unlikely to wait) whereas BTC can
take approximately 30 min to confirm a transaction. Even it has security over-
heads as it has to protect the double spending seems inapplicable for IoT. For
bitcoin, the throughput is 7/Transaction which would go beyond such limit due
to huge interaction among nodes in IoT. Therefore, after bitcoin many have been
opted for BFT based Hyperledger [1,9] or non-consensus driven approach such
as IOTA [16]. The applicability of different blockchain platforms based on those
consensus protocols and non-consensus approach discussed with this [17].



Blockchain for IoT: A Critical Analysis 63

IOTA

HYPERLEDGER

 Distinct Features

ETHEREUM Ethash

No [DAG]

PBFT 10-100 ms

10 ms

10k ms

No

Yes

Yes

Light computation,low Network use

High computation intensive

 BC Type     Delay & SCConsensus

Light computation,high network use

Fig. 3. The both part of the above figure shows the comparative analysis among
Ethereum [18], Hyperledger [1] and IoTA [16] and before applying those as a mean
of IoT performance and scalability

3.2 Etherem, Hyperledger and IOTA

Ethereum emerged intending to compete with bitcoin is a flexible blockchain
platform with required smart contracts and proof-of-work consensus mecha-
nism called Ethash. This associates with Directed Acyclic Graphs (DAG) [16]
to generate the probabilistic hash. It ensures robust extensibility for the IoT
applications, including some efficiency trade-offs. As Ethash works upon PoW,
Ethereum requires around 20 s to append a new block after mining [4,9]. Sec-
ondly, Hyperledger is a permissioned and protected type of blockchain. It
commonly applies access control, along with chaincode-based smart contracts
and consensus with existing Practical Byzantine Fault Tolerance (PBFT) [9,19].
It includes anchors of trust to base certificate-authorities as an increment to the
asymmetric cryptographic approach and digital signature properties with SHA3
or ECDSA. Hence, its smart contracts implementation involves the chaincode
that has a self-execution ability such as asset or resource transferring among
network-peers in huge time. This latency is low among comparative distributed
ledger implementations. Fabric has been chosen as blockchain medium by IBM in
their Bluemix-Watson IoT architecture, which has been shown by the respective
section hereafter. IOTA which a unique distributed ledger in that it does not uti-
lize an explicit blockchain at all; instead, it implements a directed acyclic graph
of transactions – instead of blocks of multiple transactions that link together,
each transaction approves and links back to two other transactions. IOTA Tan-
gles has immense potentials to be efficiently adapted with IoT to ensure security
and privacy by ensuring maximum throughput. Figure 3 shows the comparative
analysis among Ethereum, Hyperledger and IOTA in terms of performance and
scalability.

3.3 Azure IoT Workbench

Figure 4 illustrates the Azure IoT workbench that facilitates client-side appli-
cation for both mobile and web system depending on the smart-contract. It
purposes to verify, retrieve and test applications or entertain new use-cases
there. It brings a user-interface to interact with the end-user for appropriate
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tasks. Besides, entitled individuals are given to permission accessing the admin-
istrative console with different functionalities such as uploading and deploying
smart contracts depending on certain roles. As depicted in the figure, the work-
bench has a gateway-service API standing on the representational state transfer
(REST) API reproduces and delivers messages to event-broker while attempting
to append data to blockchain. Queries are submitted to off-chain-database when
data is requested. The database mostly the SQL contains a replication of all
chained meta-data and bulk data that issues relevant configuring context for the
smart contracts supported. Thus, the users with developer role are allowed to get
accessed the gateway servicing API to develop blockchain apps without depend-
ing on the client/end-user solutions. In case of message breaking for incoming
data, users who desire to circulate messages thoroughly to the Azure workbench
can submit data directly to the service bus there. For illustration, this API
solutions for system integrated confederation or sensor based tools. Apart from
this events are held during the life-time of the application. It can be caused by
the gateway API or even inside ledger and its alerting trigger downstream-code
based on the event so far occurred. Microsoft Azure consortium usually able to
locate two different kinds of event consumers. First one gets activated by the
events lies on the blockchain to manipulate the off chain SQL storage while the
rest responds capturing meta-data for the events brought by document upload
and storage related API. Figure 4 shows how Microsoft (MS) Azure IoT work
bench adapts different Blockchain farmeworks. It also portrays that MS Azure
architecture can facilitate Hyperledger Fabric (HLF), CORDA R3, or IOTA.
The IoT Hub is connected to the IoT sensors and its bus is enjoined to the
Transaction Builder. MS Azure can be proof that how exisiting IoT workbench
can be implemented for the scalable and secure IoT service.
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Fig. 4. Microsoft Azure Blockchain Architecture that has been integrated with
Ethreum for securing IoT appliances. The COrda, Hyperledger and IOTA could be
incorporated just like Ethreum as said by Azure
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Fig. 5. IBM Watson and Bluemix Integration for IoT-Blockchain Service. Watson com-
municates the IoT devices, where Bluemix facilitates Blockchain network on top of
smart contarct repository from Github

3.4 IBM Blockchain Integrated IoT Architecture

The IBM Blockchain architecture for IoT solutions comprises three principal
tiers; each has customized roles in its own side. The Fig. 5 depicts the high level
IoT architecture incorporating Hyperledger Fabric as Blockchain service, Wat-
son as IoT Platform and Bluemix as cloud environment [1,20]. The IBM IoT
architecture can be divided into several components as shown by Fig. 5. It has
been discussed with its three tiers, service execution process and along with the
challenges it encounters. It also shows the IBM Blumix IoT working procedure.
During execution, data collected from smart devices and intelligent sensors are
dispatched to Watson using ISO standard (Message Queuing Telemetry Trans-
port (MQTT) protocol. Specific blockchain proxy works to send data from Wat-
son to the chain-code of the Hyperledger Fabric depending on the settlement.
Hence, the transactions get executed in the Cloud. The solution-components
associated in the execution process have been enlisted as below:
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Smart Contarct as Chaincode. Instead of using Bitcoin or Ethereum like
smart contract Hypeledger fabric adapts the chaincode written with Go. It
shapes the core distributed ledger solutions and necessarily epitomize the desired
business logic. Each transaction call out there is carefully preserved and pre-
vailed as expected blockchain transaction. As Fabric contract is the chaincode,
it requires implementation with the certain APIs so, the chaincode needs to
get registered with the services using those pre=defined APIs. Hyperledger Fab-
ric Client (HFC) Software Development Kits (SDK) ease developers to create
Node.js applications able to maintain communication with the blockchain net-
work. Here, the applications are registered and submitted transactions using
APIs. IBM Blockchain aligned IoT Architecture on Bluemix offers several advan-
tages such as trust, autonomy, scalability, security in the distributed network
comprising multiple parties. Even though there are some challenges need to
overcome. One of the significant issues is the power of computation, as IoT
devices are usually low powered devices and have less computation capacity.
Moreover, encrypting and transaction verification may require huge electricity.
It can increase both energy consumption and expenses as well [4].

4 Blockchain-IoT Challenges and Solutions

Despite enormous engaging attributes of blockchain for IoT implementation,
there are several challenges; each of which deserves proper concerning solutions
before fruitful lodgement of Blockchain in the of IoT domain.

4.1 Storage, Throughput and Latency Challenges

Ethreum and Bitcoin have storage and Latency challenges as discussed earlier.
The storage size has been increasing day by day as shown by Fig. 6. It represents
the incremental storage amount from 2015 to quarter August 2021. Blockchain
platform that requires higher storage has lesser suitability for real-time system
such as IoT. IoT system generates huge and voluminous data which indulges the
chances of failure because of storage overhead. Figure 6 shows that in terms of
storage the Ethereum seems more suitable than Bitcoin. Though only storage
overhead is not the only standard to decide whether a particular Blockchain is
suitable or not. But surely, it affects both the performance and scalability of
the system. Whereas, the following Fig. 7 shows a comparison among Ethreum,
Parity and Hyperledger with per second transaction amount labelled beside the
bars. The data were found from [9]. They worked with blockbench collecting
data from Yahoo Cloud Serving Benchmark (YCSB) a and Smallbank. It con-
cludes by showing Hypeledger has the maximum throughput. While the sec-
ond part shows Hyperledger works fine under 16 Nodes. The challenge is here
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how it can be improved when more nodes will be incorporated as depicted by
Fig. 7. Figure 7 shows the throughput Comparison among Ethreum, Ethereum
(ETH) Parity and Hyperledger (HLF) fabric based on the Data found on using
Blockbench. Though Parity is one of several implementations of Ethereum, it
was considered as alternative Blockchain solution for IoT. Therefore, the Figure
illustrates both the Ethereum (ETH) and ETH Parity. Hyperledger is a multi-
project open source collaborative effort hosted by The Linux Foundation, cre-
ated to advance cross-industry blockchain technologies [12]. In this comparison
we consider Hyperledger (HLF) Fabric only. The scalability challenges as figured
out needs proper attention, otherwise the large-scale IoT system not that type
of Blockchain after a certain volume of sensor integration.

Fig. 6. Comparison of Chain-data storage between Bitcoin (BTC) and Ethreum (ETH)
based on the online data provided by blockchain and statista and etherscan.io website

4.2 Prominent Challenges and Solutions

As IoT systems vary from smart coffee machines to complex automobiles, it is
difficult to generalize all challenges in one table. The following Fig. 9 describes
some inevitable challenges and their possible solutions, respectively [20]. We have
so far included seven possible challenges and respective blockchain solutions may
require considerations before applying it for IoT architecture [21].
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Fig. 7. Throughput (Performance Efficiency) comparison among Ethreum, Ethereum
(ETH) Parity and Hyperledger (HLF) fabric based on Data in [9] using Blockbench
framework.

5 Use Case Analysis

According to a review [3], the research on blockchain and distributed ledger
in association with the several mobile operators conducted by GSMA [3], the
emerging application of distributed ledger for blockchain can be put into three
different sets ordering as Areas with common IoT Controls, Areas where IoT
Appropriates and Areas with Particular IoT Solutions. The Fig. 8 shows a rel-
ative study comparing among application areas with respect to three priority
interests- maximum, medium and minimum. For Data Sharing as for illustra-
tion, three operators recommends it as medium while five of all suggests as the
maximum priority of interest, leaving the access control application with mini-
mum priority. As claimed by GSMA, data were collected with sincerely exploring
all operators, still it deserves further before assessing for technical and indus-
trial implementation. Considering conciseness and brevity, four use cases directly
relating to performance, security and sclability that have been discussed in the
following sections.

5.1 Use Case: Finding IoT Devices

Retrieving and tracking identity information of the devices has been influenc-
ing factor with the growth of IoT enabling. The following cases will describe
examples of finding intelligent devices in the IoT Network.
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Fig. 8. Applicability of six considered Blockchain aligned IoT usecases according to
the review by 10 operators plotting with their priority and applicability. The prob-
lems as illustrated through the usecases can be solved after incorporating Blockchain
technology.

Case 1 : Storing the original data and device status toward authentication. For
example- For example identifying the manufacturing company or party if it
has quality assurance accreditation including the life cycle status and vali-
dating the serial numbers provided.

Case 2 : Issuer signature verification according to the information stored in the
ledger to make sure software updates from trusted sources.

Case 3 : Preserving and ownership device information such as hardware con-
figuration, version information, boot code installation purposing to ensure
privacy status check.

5.2 Use Case: IoT Access Control

A Monitoring and recording access control in inevitable in IoT network to pre-
serve access control details for both physical and virtual resources. Therefore,
the use-case for this can be as below-

Case 1 : Virtual File sharing server uses the ledger to preserve identity of the
individuals and application by securely assigning printing, saving or editing
accessibility rights. For example – while a consumer made order for a good
online is away from home, there is a risk in deliveries. So, customers can get
benefit of using distributed ledger, instead of giving access to their home by
using keys/address/codes prone to be misused.

Case 2 : Issuer signature verification according to the information stored in the
ledger to make sure software updates from trusted sources.
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5.3 Use Case: Supporting Smart Contract Compliance

There are a lot of circumstances associating multiple companies where it is
equally important to know whether the all of those are properly complied with.
Thus, compliance is efficiently activated using blockchain smart contract. For
example, let consider the following cases.

Case 1 : Certain Individual sharing personal data with their health provider can
control accessibility using distributed ledgers to make sure good data gover-
nance if it is only being accessed by the authorized medical professionals. In
multiparty system, patient blood pressure should be only shared by pharmacy
and general practitioner so that prescribed drugs can be easily dispensed.

Case 2 : Suppose a person has to pay 2 Dollar extra for airport taxi pickup if
the flight delays for 30 min. In a micro-insurance premium case like this lower
cost feature of service delivery in the smart contract can automatically trigger
it on arrival by determining whether that extra premium has been paid in
order. Blockchain can play a vital role to address the issues mentioned in the
use-cases.

Case 3 : Driving particulars including license information, previous record of
traffic rules violation, health and safety compliance either of a person or car
need to get verified before one can drive a connected hire car. Even the car
can upload journey information, servicing history, faults made by itself. In a
case where hundreds of thousand cars and drivers are affiliated with, smart
contract and blockchain can easily provide required information within least
hardship and delay.

5.4 Use Case: Data Integrity and Confidentiality

It is often desired that the data sharing with keeping it confidential enough
would be remarkably plausible in a distributed ledger framework [22]. One of the
significant features of blockchain is it can be applied to assert data integrity and
IoT affiliated data effectively by maintaining the sequence of digital signatures
and data hashes. A use case for this can as following [23]. Selected challenges
are outlined in the Fig. 9.

Case 1 : IoT Devices are expected to transfer information to the servers belongs
to the manufacturing company. For example- intelligent thermostat connected
with cloud services determines when to switch on and off depending of the
current weather status can send data to the company about component wear.
Existing solution such as Public Key Infrastructure (PKI) driven techniques
can solve issues like this but Blockchain seems to more efficient deterring the
need to reinvent processes with integrity and confidentiality.

Case 2 : Home or office alarm machines can be controlled by different entity as
per their access privileges assigned. In case of it is compromised by intruders it
may require to remotely access by law enforcing agencies. Distributed Ledger
could be a very useful to handle this case with integrated with millions of
devices [12,24].



Blockchain for IoT: A Critical Analysis 71

Fig. 9. Blockchain implementation challenges in the IoT and probable solutions iden-
tified
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Case 3 : Let us consider a personal fitness tracker regularly recording health
care dart demands to share with the individual whom it belongs, researcher
and medical personnel. Besides, individual may be willing to get services
accordingly from manufacturer with micro premium business relationship.
The similar scenario could be though when smart homes have weather sta-
tion/air monitoring IoT appliances shared with several parties. In a case
where a machine-manufacturer-practitioner-researcher network seems exces-
sively large distributed ledger may be only smooth solution confronting chal-
lenges.

Case 4 : Even blockchain cand be put in the smart electricity grids to read the
total amount of energy produced by the micro-generator such as solar farm
or wind turbines and also can record the dissipation time period based which
net supplier payment would be issuing. Here distributed ledger can provide
immutable records auditable from either ends and smart contract can make
sure efficient payment process according to the stipulated rate.

6 Conclusion

Applying Blockchain towards efficient and scalable solution of smart and sen-
sor based appliances of Internet of things is an emerging research area that have
been rapidly evolving with an immense potentials and brand-new challenges [25].
There are huge skepticism with on how efficiently it could be incorporated with
usual IoT appliances by ensuring maximum throughput and anonymity. The
effort so far made throughout this article can help novice research and develop-
ers in this arena by introducing different extant blockchain platforms and some
concerning challenges in general before adopting with IoT devices. Lastly, it has
brought some relevant use cases that could be considered while working on IoT
leading blockchain. The paper brings a critical analysis on how Blockchain plat-
form such as Bitcoin, Ethereum, and IOTA can be adopted for IoT applications.
It concludes that all of those have immense potentials to be used as a develop-
ment platform purposing to enable effective and real time deployment of smart
devices on the distributed network. IOTA has been sought to be more efficient
to solve transaction-latency and mining reward issue, which could be promising
in different relevant use cases to save cost by bringing throughput and efficiency.
As private, public and protected blockchain have respective merits and trade-offs
in different cases, therefore further research could be made to specify the exact
gaps in between [26]. If the challenges and issues aroused could be minimized, it
could be a great mean and benefactor of the future technology driven world.

References

1. Griggs, K.N., Ossipova, O., Kohlios, C.P., Baccarini, A.N., Howson, E.A., Haya-
jneh, T.: Healthcare blockchain system using smart contracts for secure automated
remote patient monitoring. J. Med. Syst. 42(7), 130 (2018)

2. Nakamoto, S.: Bitcoin: a peer-to-peer electronic cash system (2008)



Blockchain for IoT: A Critical Analysis 73

3. O. G. S. M. Global system for mobile communications association: opportunities
and use cases for distributed ledger technologies in IoT. https://www.gsma.com/
iot/opportunities-distributed-ledger-in-iot/. Accessed Jan 2019 [survey made by
gartner]

4. Ferrag, M.A., Derdour, M., Mukherjee, M., Derhab, A., Maglaras, I., Janicke, H.:
Blockchain technologies for the internet of things: research issues and challenges.
IEEE Internet of Things J. 6. 2188– 2204 (2018)
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Abstract. Blockchain, which has a decentralized management struc-
ture, is a technology that challenges conventional wisdom about the avail-
ability and durability of an unstable structure, because the network sys-
tem is managed by volunteers, as opposed to cloud- and network-service
providers that leverage centralized management structures. The most
popular services based on blockchain (e.g., Bitcoin and Ethereum) have
structures that make it challenging to close or discontinue services unless
all users agree, no matter if they are honest or malicious. Remarkably,
this structure shows stable availability and durability, even now. Consid-
ering that unpopular services are eventually terminated, there are more
than 2,000 service projects forked from Bitcoin and Ethereum, and it is
not realistic to expect all of them to operate in the same manner. When
users abandon services like these because of low interest, the blockchain,
which depends on volunteers to maintain the system, is affected by
reduced availability and durability until it is finally closed. However,
unlike centralized management organizations, for service closings, both
the indicator and closing mechanism are unclear, because management
depends on user dynamism. Therefore, we investigate the mechanism
of public blockchain closing by focusing on three decentralized roles of
blockchain users. Then, we discuss the closing implication of blockchain-
based services using the empirical analysis of 200 different systems.

Keywords: Blockchain · Cryptocurrency · Consensus of closing
blockchain

1 Introduction

More than 10 years ago, Satoshi Nakamoto first published the now well-known
blockchain whitepaper [20] as a new paradigm of a trust structure that differed
from the previous centralized trust structures. The technological challenge of
managing a system used by an unspecified number of non-trusted users has been
commonly encountered over the past few years. Every year, the self-sovereignty of
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end-users over their devices and data has accelerated the adherence to decentral-
ized structures, because distrust has grown around centralized ones. Although
previous studies [1] have reported that blockchains are potentially excellent tech-
nology, as the number of users increase, participants face greater uncertainty of
performance, because the operation reflects the harmony of all users. With cen-
tralized structures, keep in mind that a planned-performance design is curated.

Typically, cloud- and network-service providers use centralized structures to
control performance and availability via the direct management of resources,
and they systematically abandon the durability of infrequently used services. In
contrast, the public blockchain has an unstable structure, because performance,
availability, and durability depend on user behavior. From their decentralized
natures, leading blockchain-based services (e.g., Bitcoin and Ethereum) experi-
ence project forking caused by disagreements within the community. This cannot
be prevented unless all users agree to closing. Hence, various projects persevere
without losing the original data.

In particular, we focus on the fixing of the blockchain at Ethereum that
triggered “The DAO attack,” during which, vast amounts of assets were stolen
on July 20, 2016, owing to a vulnerability in the program [9]. This incident
is a notable example of how difficult it can be to close a service without the
full agreement of all users of the blockchain. Looking back on the situation at
the time, although 80% of users managing Ethereum nodes used a ledger that
allowed modifications, another group continued to use the original ledger that
did not apply it. Currently, each exchange lists Ethereum Classic based on their
unmodified ledger, and the community declared independence from the modified
version on the official website, and the developer was also informed that the
project would continue to be developed individually on August 2016. Therefore,
Ethereum Classic remains robustly available and persistent, despite Ethereum
being a majority opinion project.

Because there are more than 2,000 blockchain projects derived from Bit-
coin, it is not realistic to expect all projects to continue running in the same
manner, despite being difficult to close or modify. This is rational, given the
physical resources and costs shouldered by users to maintain the blockchain.
Unlike a planned closing promulgated by a centralized management organiza-
tion, the mechanisms leading to decentralized closings remain unclear, because
management depends on user dynamism.

The conclusion that networks lacking interest and dynamism are closed is
intuitively easy to understand. However, researching the validity of this conclu-
sion is outside of the scope of this study and irrelevant to our focus of understand-
ing the process of this closure, including the signs of closure and the impact of
closure on the network. Our intended scope is beneficial because of two reasons.

First, understanding the closure process will help in designing blockchains
that have strict closure mechanisms. Although it may seem strange to incor-
porate an erasure mechanism into a blockchain that is data-robust, we have
encountered several situations where closure is necessary. In a hard fork, which
requires the approval of a large number of stakeholders, a mechanism of fork loca-
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tion is necessary to avoid the confusion caused by value dichotomization. Public
blockchains must completely close, owing to security risks, such as the misuse of
blockchain availability [2,6] and the poisoning of ledgers [16,19]. Additionally, a
general data protection regulation (GDPR) that includes the right to be forgot-
ten [22] should be achieved, even under a decentralized system having no party
responsible for protecting users from data embedded in the ledger. This means
that the issue occurs after the service is used. Hence, consolidating the majority
agreement for the ledger is very time consuming. Thus, a substantial amount of
time must pass before everyone loses interest, leaving zero users for consensus.
However, in previous blockchain communities, this situation has indeed been left
to the passage of time, owing to the decentralized responsibility. Reducing this
time not only minimizes the loss of service caused by community disruption, but
it also reduces the ongoing risk present in the ledger. It should be noted that
although implementing a mechanism for global consensus may seem difficult,
this type of closure mechanism already exists. For example, forking occurs daily
and is commonplace owing to competition in mining. However, the reason why
forked blocks do not remain in the network is that a clear closure mechanism
exists between the distributed nodes maintaining the ledger, which keeps only
the longest blocks. In summary, we aim to extend this mechanism via this study.

The second benefit is that understanding the closure process provides a
benchmark against which continuity can be measured. The paper deals pri-
marily with public-cryptography-focused blockchains, but we envision business,
commercial, and industrial compliance as well. Future works can expand the
research scope of permitted blockchains. For example, researchers should seek to
determine whether or not, if one of the main partners drops, the continuity of
the blockchain will be affected. In other words, how do user critiques manifest
in the system when there is no price to be linked to cryptocurrencies or tokens.
Additionally, we assume that understanding the closure process helps define the
user policy of blockchains for the industrial use case if metrics were to exist that
could be used to finally close the service forms between users prior to releasing
the service. As is evident in public blockchains [9], it is very difficult to achieve
consensus after a service has been launched. Therefore, postponing the issue
presents risk to all participants by wasting time and money owing to confusion.

In this paper, closing public blockchains has been discussed and the setups
required to do so on a trustless network have been summarized. Our proposal
entails a using a method that applies a time constraint on the validity of the
user’s traceability and consensus. It clarifies the rational framework under which
an unspecified number of users agreed to terminate blockchain ledger, rather
than it being modified or deleted by some strong authority, such as consortium
or private blockchain.

We begin by investigating the mechanisms of service closure by focusing
on the three decentralized user roles in the blockchain (i.e., sender, miner, and
recorder). Then, we discuss network dynamism and the consensus models behind
the blockchain system by leveraging the empirical analysis of 200 different sys-
tems. The main contributions to our research are as follows:
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– We propose a new framework for blockchain-closing consensus.
– We analyze the transactions and block trends of near-closure blockchains.
– We visualize the propagation flow toward consensus of blockchain closure.
– We discuss the implementation of the modeled consensus-closing mechanism.

The remainder of this paper is organized as follows. Section 2 presents the
blockchain mechanism, focusing on the distributed user roles to understand the
consensus required for closing. Section 3 introduces previous research related to
closing blockchains. In Sect. 4, we propose a framework for reconsidering this con-
sensus. Section 5 analyzes real networks to validate the new framework. Section 6
presents new implementation ideas based on the framework and empirical anal-
ysis. Finally, we present our conclusions in Sect. 7.

2 Blockchain Mechanism

This section introduces the necessary blockchain components and operational
mechanisms necessary to form a unanimity for closing. We emphasize the cycle
of roles in the blockchain network to demonstrate the user motivation and
rational behavior mechanisms for system continuity. Furthermore, we explain
the common cryptocurrency-type blockchain that we target in our empirical
analysis.

2.1 Blockchain Overview

The key components of a blockchain are the transaction and the block. In this
section, we explain the common components of public blockchains based on Bit-
coin. A transaction consists of ledger data and inputs of the transferred value. It
is the smallest data-structure unit in the blockchain. The block also contains the
block version, the height, Merkle tree root hash value, and timestamp in addition
to the verified transactions and a hash value calculated from the previous block.
Among all blocks, a “genesis block” is a pointer that defines the initial position in
the list structure that connects future blocks. The blocks linked by the hash are
continuous, characterizing the blockchain’s unchanging data structure, and this
characteristic structure contributes to its tamper-resistance feature. Distributed
nodes that replicate all blocks support the network’s worldwide data consistency,
and consistent storage is provided by users connected to the network. Transac-
tion creation and block storage are thus repeated across the network.

According to previous research [14], the flow that the original paper [20]
describes as a step on the system, structured as a user’s roles, is represented
by the cyclic structure shown in Fig. 1. Blockchain users have three roles: the
sender generates transactions; the miner verifies the transactions and stores it
in a block; and the recorder saves the latest blocks. Note that users may have
duplicate roles. In the cycle presented in Fig. 1, the function of the three roles
as follows:

– The sender obtains the block required for signature from the recorder, creates
new transactions, and sends these to the miner.
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Sender

1. Propose Transaction

2. Broadcast Block

3. Mirroring Ledger

Fig. 1. Cycle of user roles in blockchain.

– The miner collects the new transactions to store in a block and locates a
nonce of proof-of-work (PoW) for its block to store the transaction. When
the miner finds a nonce, it broadcasts the block back to the recorder.

– The recorder accepts the block only if all transactions therein are valid and
not already spent. It then mirrors the latest block status to other nodes on
the network. The recorder’s mirroring path duplicates the ledger and creates
a propagation path that is used in transaction passing by the sender and the
miner on the blockchain network.

We focus on the driving force of the cycle in which the blockchain network
operates. For a blockchain to exist, miner and recorder roles are required to val-
idate and store transactions. The miner receives a fee from the sender with a
reward for the verification work, thereby providing the miner with motivation to
play the role. However, the recorder can only use the correct data and will never
receive any money for broadcasting the latest blocks to the network. There-
fore, the recorder tries to work at a low cost to maintain storage via the same
behavior that the miner uses to work at a low cost to receive more rewards. If
recorders give up managing the ledger due to maintenance costs, the availability
and durability of the network is reduced. Then, the sender regards the service
as unlikely to survive. Consequently, we can understand the non-programmable
background mechanism by which the users on the blockchain network tend to
behave rationally.

2.2 Cryptocurrency

Widely known as the original cryptocurrency, Bitcoin started on January 9,
2009, when Satoshi Nakamoto, who is an anonymous developer, announced the
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concept in an email1 to the developer community, sharing it on SOURCE-
FORGE2. A well-known feature of Bitcoin is its limitation on the participation of
malicious users based on the requirement to solve the Byzantine consensus prob-
lem using a PoW process, referred to as HashCash [5]. This protocol provides
a defense mechanism that prevents Sybil attacks [4] and a lottery mechanism
that selects a random leader at each round via competition among users. For
this reason, the PoW is known as the “Nakamoto Consensus.” It is also an
aspect of financial services, because the numbers generated mathematically and
cryptographically inside the blockchain have a quantitative meaning. Using this
concept as a baseline, several developers have proposed new cryptocurrencies
adapted to new challenges and functional expansions.

Cryptocurrencies that were forked or inspired by Bitcoin are classified into
two main types. The first is such as Litecoin, which only inherits the currency
implications of the blockchain and improves Bitcoin throughput. Because we
know that the Nakamoto Consensus requires low-transaction throughput, high
latency, and energy inefficiency, PeerCoin was the first to implement an alterna-
tive consensus algorithm (Proof-of-Stake). Other cryptocurrencies include Dash,
Monero, and Zcash, which provide more anonymity in transactions.

Another type of cryptocurrency is the implementation of roles and functions,
instead of just monetary implications. Ethereum is a leading cryptocurrency
that implements smart contracts and has generic functions. Furthermore, Storj
provides cloud-storage capabilities, and Namecoin has the equivalent of a domain
name service.

3 Related Work

Although there are mechanisms for closing the consortium blockchain because
of resource limitations [8], we could not find any direct research related to
the requirements of closing public blockchains. However, we located secondary
research that included the context of blockchain closing.

Bartoletti et al. [7] measured project mortality based on source-code updates
from 120 blockchain-related social-good projects on GitHub. The projects were
declared “abandoned” by a third party if their websites were down or if old
content was not updated. Fantazzini et al. [10] estimated credit risk in financial-
asset portfolios for cryptocurrencies. In their model design, they considered “coin
death.” If the value drops below one cent with no trading volume and no nodes on
the network, no active community, no listing from all exchanges, and no thresh-
olds for price peaks, it dies. However, the death is not permanent. A coin can
revive many times. Guo et al. [12] investigated whether wealth distribution was
an important factor in determining whether a cryptocurrency survives and gains
popularity using a power-law model for Bitcoin and Auroracoin. They showed
that some features leading to the death of many coins included complexity of the
design of the block-reward scheme, disappearance of the developer, and malware
1 https://www.mail-archive.com/cryptography@metzdowd.com/msg10142.html.
2 sourceforge.net.

https://www.mail-archive.com/cryptography@metzdowd.com/msg10142.html
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attacks set up by keyloggers and wallet thieves. They also showed that cryp-
tocurrencies were unique and not clones or forks of other cryptocurrencies. The
names were not duplicated, and the timing of the listing on the exchange was
not bad.

Secondary research shows a common trend of using external information and
financial data rather than referring to the system’s running status. DeadCoins3

and Coinopsies4 are the leading external sources for identifying and locating dead
coins. Both media published their lists with evidence, including screenshots and
links submitted by users. These studies do not necessarily imply closings in the
blockchain, however, we found that they provide empirical evidence of closing
consensus in the community.

Studies on the blockchain network availability suggest the state of the sys-
tem when discussing closing, and research that targets user mechanisms in the
system is helpful in understanding the triggers and dynamics of stopping use.
In addition, although our study assumes that users do not voluntarily use the
blockchain based on the perspective that it is not available, malicious attacks on
availability help our discussion as they create a similar situation.

Imamura et al. [14] reported that user behavior was based on economic ratio-
nality, owing to storage costs and network maintenance. This means that main-
taining a system that is almost dead is irrational because the rational user behav-
ior was positive. Motlagh et al. [17] used continuous-time Markov chains to cover
four states (i.e., sleep, getting headers, waking up, and operationally modeling
the churning process of nodes). Referring to their research, understanding the
potential churn process is an essential milestone in considering the unanimity
required to close a blockchain.

Heilman et al. [13] reported an Eclipse attack that isolated nodes by block-
ing peer-to-peer (P2P) network connections. Apostolaki et al. [3] reported a
border-gateway-protocol hijacking attack that similarly caused a partition of
the P2P network, leading to the isolation of a specific attack target. Tran et al.
[21] reported an extended Erebus attack that partitioned the network without
routing manipulations of the larger network. These studies did not express clos-
ings, but they reported situations that were more-or-less equivalent in that the
volunteer nodes were no longer connected, and the nodes could not refer to the
original ledger. The discovery of new blocks and nodes is an empirical factor
related to closing a blockchain. The difference between these attacks and the
closing blockchain is that they are not temporarily unreferenced, but they are
instead permanently unreferenced.

In terms of new-block propagation, a block-delay attack represents a similar
situation. Gervais et al. [11] proposed a method to reduce availability with-
out splitting the network by exploiting the application’s protocol to delay the
propagation of blocks to the attack-target nodes. Walck et al. [23] reported a
high-probability block-delay attack by hiding malicious nodes near the network
in which the attack-target nodes were built. Based on these reports, even if a

3 https://deadcoins.com/.
4 https://www.coinopsy.com/dead-coins/.

https://deadcoins.com/
https://www.coinopsy.com/dead-coins/
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Fig. 2. Cycle of user role when the sender’s consent is in the blockchain.

relay network is maintained, network availability can be reduced to nearly zero
if there are problems with block propagation.

In summary, the availability of the network is achieved by rational property.
Therefore, our starting point for thinking about closing blockchain is to model
the processes that lead to irrational conditions. The properties needed to model
closing blockchain is referred to as the block and node states in an attack.

4 New Framework for Closing Blockchains

To discretize the unanimity of closing blockchains within the community and to
organize the contributing factors, we propose a framework based on the cycle
described in Sect. 2.

First, closing the blockchain requires all users to agree with. However, there
are no explicit rules on how to gain this unanimity. One method is to build
rules around user behavior (e.g., joining and leaving) that can represent implicit
user consent. According to Fig. 1, the three user roles include sender, miner,
and recorder. If all three roles continue to be filled, they essentially agree to
maintain the blockchain, and the cycle runs smoothly. However, if one of these
user roles goes unfilled, the closing process begins. The abandonment of all three
roles is equivalent to unanimity. The following subsections describe each step of
closing a blockchain as implied by the three user roles, focusing on abandonment
behaviors and the impact on the cycle.
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Fig. 3. Cycle of user role when the miner’s consent is in the blockchain.

4.1 Sender’s Consent

Here, we explain the case where only the sender consents to closing the
blockchain. Because the sender’s role is to propose transactions, giving up the
role means that transaction proposes will cease. Figure 2 shows how the cycle is
affected by the sender’s role going unfilled, thus stopping the proposes.

First, when the sender stops proposing, the number of transactions stored by
the miner in the block gradually reduces. Eventually, an empty block is created.
The cost of storing an empty block is lower than that of storing a full block,
because the recorder always keeps an empty block. This means that, in many of
the protocols applied by the blockchain, the miner does not receive a transfer fee,
which is economically damaging. In the case of the recorder, the cost of storage
is lower than when storing a full block, because the recorder always saves an
empty one. Regardless, it is significant that the largest user role, the sender, no
longer exists. Importantly, the miner and the recorder roles recognize the lack
of sender participation by examining the number of transactions. In conjunction
with the sender’s implied signal of closing consent, this suggests that the miner
and the recorder will be close behind.

4.2 Miner’s Consent

When only miners imply their closing consent, it helps to understand the hard-
fork situation that occurred with Ethereum. The role of the miner is to validate
the broadcast transactions in the blockchain and to record them in a new block.
Hence, giving up the role means that new blocks will cease to be created. Figure 3
shows how the cycle is affected by the miner ceasing activity. When this occurs,
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Fig. 4. Cycle of user role when the recorder’s consent is in the blockchain.

time lags appear in the block interval, and the block updates eventually stop.
The recorder is not able to chain the new blocks, and the block header stops
updating. Shortly thereafter, the recorder will not be able to determine whether
the block was stopped, or the PoW difficulty was delayed block creation. No
matter how many transactions the sender broadcasts, they will not be verified.
The recorder’s resources are then overloaded, and all transactions are pooled.
The miner’s consent is easier to determine than the sender’s consent.

4.3 Recorder’s Consent

When only the recorders agree to closing the blockchain, it represents a final
consent, unlike those of the sender and the miner. The recorder’s role is to store
all data to the initial block and update the ledger with new blocks validated
by the miner and to maintain the route by which transactions and blocks are
propagated. To lose the recorder role means that data cannot be recorded, and
they are thus destroyed. Figure 4 shows the impact on the cycle that occurs when
a recorder stops maintaining a distributed ledger. When recorder gives up, the
sender can no longer determine the network status. The miner cannot catch new
transactions and continues to generate empty blocks through self-mining. When
this occurs, it is difficult to determine whether there is a network or software
problem, compared with the sender’s and the miner’s consent. No longer able to
validate the original block, the blockchain reaches its final closing state.
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5 Empirical Analysis

In this section, we confirm the closing blockchain framework defined in the previ-
ous section against the actual state of a public blockchain to support an empirical
understanding of the application research and to analyze the characteristics of
each type of consent.

5.1 Data Collection

Our analysis covers 219 minor cryptocurrencies listed in cryptoID5, including
those listed in the middle of the period from June 1, 2019 to May 31, 2020.
cryptoID provided the dataset for the blocks, transactions, and nodes on the
blockchain network. We covered the entire observation period for blocks and
transactions, but we only collected node information on the network from every
10 min and only for the most-recent month’s data. The dataset about nodes in
the network is minimal, owing to the limitations of the data source. Note that
the theme of this analysis has potential limitations, unlike typical cryptocurren-
cies (e.g., Bitcoin and Ethereum). We targeted cryptocurrencies that cannot be
observed stably. This is because of the need to continuously acquire the data
source in a self-consistent manner; however, this data source may be lost in the
near future.

5.2 Characteristics of Transactions and Blocks

Our framework proposed for finding unanimity for closing the blockchain focuses
on the number of transactions included in a block and the new blocks. Note that
checking the recorder’s consensus is not measurable, because we need to observe
that there were no nodes in the network, according to the framework. Thus, Fig. 5
shows a period of zero transactions and zero blocks in a day to confirm the status
of the defined sender’s and miner’s consent. For the number of transactions, we
did not include transactions that transferred generated mined coins to separate
the cases where the number of transactions was zero but blocks were mined.
The white area indicates a period where more than one transaction or block
was identified in a day, and the black line indicates a period of zero transactions
or blocks in a day. The periods with zero blocks matches the period with zero
transactions.

As shown in the linear pattern, 124 currencies did not contain a single trans-
action during the day in the observation period. There were 46 cryptocurrencies
for which no new blocks were created at least once during the day. Note that,
even with Bitcoin, there were blocks that did not contain transactions, depend-
ing on the timing. However, they did not last all day. The decline in the number
of transactions is a well-known cause of coin death in the community, but we can
classify it into more detailed stages using the empirical results shown in Fig. 5.
If we match the notation of the closing consensus with the notation of death, it

5 https://chainz.cryptoid.info/.

https://chainz.cryptoid.info/
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Fig. 5. Zero transactions and zero block duration in cryptocurrencies.

means that there is a stage of death in which there is not only a superficial death
where the transaction is zero, but there is also an even deeper death where the
block is zero. We arrive to this fact from the result that the pattern in the top
figure showing the zero transactions does not match the pattern in the bottom
figure showing the zero blocks.

Following the proposed framework, zero transactions depend on the actions
of the sender, and zero blocks depend on the miner. As confirmed by the cycle
flow, the creation of empty blocks has validity, reflecting that the sender had
no intention of using the system. However, the miner intended to maintain the
system to contribute to the cycle. Meanwhile, with the refusal to create a new
block, there was an improvement in the investigation that required checking
that transactions were sent throughout the network to determine which one the
sender was on.

5.3 Case of Closing a Blockchain

To provide a concrete example, Fig. 6 shows an excerpt of the NPCcoin trans-
actions and blocks included in zero transactions and zero blocks. The history
of NPCcoin is an example of how, during the observation period, their genesis
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Fig. 6. Transaction and block lifecycle in NPCcoin. (Color figure online)

block of June 30, 2019, started. However, after about 6 months of operation,
the developers announced that the community would shut down on January 10,
2020. The gray area in the figure shows the case where the empty block rate
was less than 100% during the daytime. The blue area shows 100%, and the red
area shows the period when no new blocks were created. The black dotted line
represents January 10, 2020, the day the shutdown took place. The two vertical
lines around February 2020 are blue. The blue area just before the shift to the
red area starts on November 18, 2019. The most continuous period lasts 8 days,
from December 10 through 17, 2019. Note that the blue area is not continuous.

We found two interesting things about closing consensus in Fig. 6. One is that
the creation of a new block stops after an empty block. Of course, it is possible
that this result is based on the announcement on the official site. However, there
were no senders when mining resumed in February, 2020, after mining new blocks
stopped. If the sender’s broadcasted transaction was in the transaction memory
pool, a new block that included transactions would be generated at this point.
However, an empty block was generated. In other words, a sender could not be
shown to exist; thus, the miner stopped mining. This is a good case of repro-
ducing the cycle of propagation in which the sender first loses interest, then the
miner loses interest. Additionally, the tendency for the number of transactions
to gradually decrease, as the state just before the number of transactions reaches
zero, is intuitively consistent with the situation where users gradually stop using
the system when they lose interest. The other thing is that it is difficult to reach
unanimity on a minor currency that is as close to closure as possible. As we
find from the fact that mining has resumed, the ledger maintained an average of
five servers until recently, regardless of the announcements. Thus, the cycle of
unanimity remains consistent with the rotation of sender, miner, and recorder.
Moreover, we focused on the timing of the block’s delivery stoppage to clarify
the potential signs of the dynamism that drove the closing blockchain.
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Fig. 7. Relationship trend between mining difficulty and mining interval just before
the block mining stops.

Figure 7 shows the relationship between mining difficulty and mining interval
from Block 256,985 on January 3, 2020, which is the day before block mining
stopped. This confirms the trend. Each figure is empirically classified into three
levels based on changes in the level of mining difficulty and interval. The left
figure shows the discontinuous stage at which mining stopped after a period
of continuous mining. The middle figure shows a stage in which the mining
difficulty decreased in conjunction with the decrease in hash power caused by
mining stoppage. The right figure shows the last stage at which a critical hash
power was reached, at which point mining became difficult.

These results provide us with a useful empirical rule for isolating the early
states. Thus, we can assume that following a model in which mining difficulty
is stable and mean-regressive, a non-sequential change in mining difficulty that
exponentially decreases can be an indication of miner dropout. The critical point
is shown in the figure. We expected instability during stops in the framework.
We confirmed that, in the last stage just before the mining stopped, the block
interval was longer, and the block delivery speed as less stable.

We should note that our target blockchain implemented a block-by-block
difficulty adjustment. However, we can assume that, even in the case of a
blockchain, the difficulty adjustment occurs at constant intervals, similar to Bit-
coin. The change in hash power is not immediately reflected as an exponential
function, but it is similar to a change in the step function. From these results,
we believe that there is validity in considering the proposed framework in the
order of the cycle and for each role.

5.4 Characteristics of Nodes

As noted in the previous sub-section, the nodes that maintain the ledger are the
root of the system, and the recorder is the final voter in blockchain closure. Here,
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Fig. 8. The number of nodes in the cryptocurrency network with zero transactions and
zero blocks.

we understand the characteristics of the unanimity by analyzing the distribution
of the most recent orders. Figure 8 represents the distribution of the average
number of nodes found on May 31st for the 80 cryptocurrencies that experienced
an empty block or a new block suspended during the most recent period from
May 1 to 31, 2020. The 80 cryptocurrencies were broken down into 60 empty
blocks and 20 new blocks that were suspended.

First, for statistical information, we found 2,344 unique nodes, of which 2,174
(92.75%) were unduplicated, and the rest contained two or more duplicates. The
largest duplicate nodes were duplicated in 35 cryptocurrencies. We noted that
this is the server provided by the data-source site, which is used for this research.
The regions in which the nodes were located were in 90 countries, with the most
node-rich regions being, in order, the United States (530), Germany (469), Russia
(103), The Netherlands (97), and Italy (92). Minor providers, including Hetzner,
Choopa, OVH, and Contabo, were selected as node providers. These providers
tended to be less expensive than major providers, such as Amazon Web Services,
Microsoft Azure, or the Google Cloud Platform. This result is not significantly
different from those reported in previous studies [15,18] that investigated the
node distribution of networks in major cryptocurrencies.

Next, we found that more than half of the cryptocurrencies that created
an empty block or stopped a new block maintained an average of fewer than
40 nodes. The distribution trends were the same in both cryptocurrencies, and
they were maintained with fewer nodes. This number of nodes was less than 1%
of those maintained by Bitcoin and Ethereum, each. This number approximates
the final number of users. Thus, we controlled the availability of data with this
unanimity to the number of people. However, we are certain that it was not easy
to execute, because, even if one unit was running, it would be very difficult to
close.
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Fig. 9. Dynamically changing genesis block.

6 Discussion

From the framework and empirical analysis, we found that the number of trans-
actions and blocks was significant for the closing unanimity. In this section, we
discuss the method of embedding closure mechanisms into the blockchain based
on this trend. In the design, full closure of the blockchain is needed to ensure that
there are zero nodes storing the ledger. However, this situation means that we
must verify that there are zero users in the network. Thus, we note that the mech-
anism that reduces availability is challenging and very difficult to implement.
Therefore, we aim to achieve closing unanimity via the lack of new transactions
and blocks, wherein the sender and the miner’ agrees to close the blockchain by
relaxing the conditions.

Focusing on the agreement of no new blocks, we find that this state is equiv-
alent to the first time the blockchain is launched. In other words, we can create
the same situation as closing through initialization, which overwrites the data
previously stored in the ledger and erases the historical data. The idea of this
mechanism is illustrated in Fig. 9, which demonstrates the change of a genesis
block to a dynamic pointer.

As a necessary configuration, we set a threshold of block-length L, which
describes a block with zero transactions when the blockchain is launched. The
first time the block is judged, it is handled with L dummy blocks, and these
correspond to the header to which the genesis block points. Note that the block
headers (L blocks) are necessary to judge the changing pointer.

After building the block, if all L blocks are zero-transaction blocks at the
creation of the nth block, the genesis block is changed to the nth block, and the
blocks before n − L are deleted. This behavior is similar to unused allocated
values in memory being removed via garbage collection.

The initialization of the ledger propagates to all existing recorders in the
network by the nth block. When a new recorder connects to the network, the
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existing recorder mirrors the initialized ledger, so that the discarded blocks are
never restored. The configuration of the basic blockchain is the same as the basic
blockchain structure, excluding the design of the timing for block deletion. Thus,
this design is equivalent to a blockchain having no block destruction by setting
the value of L to 0.

Unlike the case of hard-coding the genesis block, using it as a dynamic pointer
in the network intentionally limits its integrity and the design lifetime. Here, we
consider the block length, L, using empirical values for a deeper discussion.
Referring to the number of blocks from 8 days and the longest period of zero
transactions in the empirical analysis of Fig. 6, the block length, L, is about
10,000, because the mining interval is 60 s. However, considering the verification
of every block propagation, we assume that we need to set a shorter L. Of course,
it is difficult to delete after data are deployed on the network. However, this idea
is an effective approach to stop them from being propagated to new users. We
also assume that, if an update occurs, we can consequently follow the same path
as the original block shown in Fig. 4 of the recorder in the framework, where we
cannot prove that any past block is the original.

7 Conclusion

In this research, to deepen the discussion on finding the unanimity required to
close blockchains, we proposed a framework for mechanism analysis that focuses
on the three user roles (i.e., sender, recorder, and miner) in the blockchain. We
considered user behavior that did not contribute to the cycle of roles as “voting
without interest” and visualized the impact of the flow of blocks and transactions
in the system. Then, we confirmed the validity of the proposed framework on the
minor cryptocurrencies using a blockchain that we assumed to be near closing.

We confirmed the empirical consistency of our proposed framework in which
the flow of the block stopped when the flow of the transaction reached zero, using
the target measured from the launch to the mining stop of the block during the
observation period. We also reported on discontinuous connections of mining
difficulty and changes in decay and mining intervals that made them unstable
at the critical point at which the miner stopped a new block. We noted the
difficulty of stopping and the high remaining block availability, because some
nodes still maintained ledgers, even after excluding duplicate nodes, despite the
zero flow of transactions and blocks.

Finally, based on the framework and empirical analysis, we discussed methods
of implementing a mechanism for closing the blockchain. Because it is the closing
that is the target of this paper, we emphasized the approach via initialization
rather than modification or deletion.

In a future work, it will be necessary to clarify the operational issues using
a pilot implementation program that applies a stopping mechanism. We assume
that discussions are necessary for businesses to responsibly close-out decentral-
ized data using the blockchains across companies in view of security risks and
data protection. To achieve this, we must set limits on the integrity of data in
the blockchain and implement a system lifetime.



92 M. Imamura and K. Omote

Acknowledgement. This work was partly supported by Grant-in-Aid for Scientific
Research (B) (19H04107).

References

1. Al-Jaroodi, J., Mohamed, N.: Blockchain in industries: a survey. IEEE Access 7,
36500–36515 (2019)

2. Ali, S.T., McCorry, P., Lee, P.H.J., Hao, F.: Zombiecoin 2.0: managing next-
generation botnets using bitcoin. Int. J. Inf. Secur. 17(4), 411–422 (2018)

3. Apostolaki, M., Zohar, A., Vanbever, L.: Hijacking bitcoin: routing attacks on
cryptocurrencies. In: IEEE Symposium on Security and Privacy (S&P), pp. 375–
392. IEEE (2017)

4. Babaioff, M., Dobzinski, S., Oren, S., Zohar, A.: On bitcoin and red balloons. In:
Proceedings of the 13th ACM Conference on Electronic Commerce, pp. 56–73.
ACM (2012)

5. Back, A., et al.: Hashcash-a denial of service counter-measure (2002). http://www.
hashcash.org/papers/hashcash.pdf

6. Baden, M., Torres, C.F., Pontiveros, B.B.F., State, R.: Whispering botnet com-
mand and control instructions. In: 2019 Crypto Valley Conference on Blockchain
Technology (CVCBT), pp. 77–81. IEEE (2019)

7. Bartoletti, M., Cimoli, T., Pompianu, L., Serusi, S.: Blockchain for social good: a
quantitative analysis. In: Proceedings of the 4th EAI International Conference on
Smart Objects and Technologies for Social Good, pp. 37–42. ACM (2018)

8. Cunico, H.A., Dunne, S., Harpur, L.S., Silva, A.: Blockchain lifecycle management.
US Patent App. 15/848,036. 20 June 2019

9. DuPont, Q.: Experiments in algorithmic governance: a history and ethnography of
“the DAO,” a failed decentralized autonomous organization. Bitcoin and beyond,
pp. 157–177 (2017)

10. Fantazzini, D., Zimin, S.: A multivariate approach for the simultaneous modelling
of market risk and credit risk for cryptocurrencies. J. Ind. Bus. Econ. 47(1), 19–69
(2020)

11. Gervais, A., Ritzdorf, H., Karame, G.O., Capkun, S.: Tampering with the delivery
of blocks and transactions in bitcoin. In: Proceedings of the 22nd ACM SIGSAC
Conference on Computer and Communications Security, pp. 692–705. ACM (2015)

12. Guo, L., Li, X.J.: Risk analysis of cryptocurrency as an alternative asset class. In:
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Abstract. In this paper, we propose a new privacy-preserving scheme
for access control in IoT based on blockchain technology and role-based
access control (RBAC). The decentralized property and reliability of the
blockchain platform make the proposed solution fit the geographically
distributed scenario for IoT better. We extend the traditional RBAC
with a new device domain to realize more flexible and manageable access
control for the diverse IoT devices. Besides, the scheme takes advantage
of zero-knowledge proof and the trusted execution environment (TEE) to
ensure the transaction information is confidential, to protect the privacy
of the details of access control including information of roles, devices, and
policies. To demonstrate the feasibility and effectiveness of the architec-
ture, we implemented our scheme and evaluated on the Ethereum private
chain to achieve privacy-preserving access control for IoT. The results
show that our scheme is feasible and the cost is acceptable.

Keywords: Internet of Things · Privacy-preserving · Access control ·
Smart contract · Blockchain

1 Introduction

According to the prediction of the American Computer Industry Association
(CompTIA), the number of IoT devices will increase to 50.1 billion by 2025.
The ubiquitous IoT is affecting all aspects of our lives, such as intelligent trans-
portation, smart home, environmental monitoring, street lighting system, food
traceability, medical health, and so on.
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Due to the IoT devices are globally distributed and the scale of managed
devices may be from hundreds to millions for different organizations, companies,
or institutions, how to access control these devices efficiently, conveniently, and
securely become an important problem. In IoT, access control is used to grant
or revoke the permission to a specified user to have access to the specified IoT
devices. It consists of a set of concepts such as access control policies, authoriza-
tion, granting, revoking, etc. The traditional centralized access control systems
are for the human-machine oriented Internet scenarios where devices are within
the same trust domain and can not meet the needs of access control of the IoT.
In addition, IoT devices may be dynamic and abundant, there may be a single
point of failure, and other issues such as the constrained CPU, memory, power.

The emerging technology of blockchain [1] may provide viable schemes for
IoT access control. The blockchain is a distributed digital ledger. The decen-
tralized architecture of the blockchain reduces the pressure of the old central
computing of the IoT. The data is no longer controlled by the center alone, but
also provides more possibilities for the innovation of the organizational structure
of the IoT. The accuracy and non-tamper ability of blockchain records make the
data available and more secure. And some architectures for IoT access control
have been proposed [2–4]. But the current schemes of IoT access control still
face the following challenges.

– Management. In most proposed schemes, the solutions to manage these access
policies don’t consider the scale of devices and are not flexible or efficient
enough. The number of IoT devices may be from hundreds to millions for an
organization. For example, considering the scenario when a device manager
quits from an organization, they should execute the function of removing
manager from device n times where n is the number of devices the manager
controls. Similarly, when a new manager checks in, they should execute the
function of adding a manager to device n times. For an access policy always
indicates a relation between a device manager and a device in most current
schemes [2]. Such a solution is not flexible or efficient. Besides, massive IoT
devices are being deployed every day. The access policies should be updated
efficiently and adaptively. Existing solutions maybe not applicable.

– Security and privacy. Some schemes are based on public blockchains. The
information is public. This means all access policies are public and may face
severe privacy issues for the organizations.

– Cost. Some schemes may be based on private chains. These chains need to
invest a lot of nodes to satisfy the blockchain and fit the distribution of the
IoT.

To address the above issues, we propose DBS, which is a privacy-preserving
RBAC architecture based on blockchain in IoT. Comparing with previous work
where an access policy indicates a manager’s access authority to a single device,
we extend the traditional RBAC with a new domain and make DBS fit the
access control of IoT. Through this methodology, we ca manage the access pol-
icy in a batch manner. And it can deal with the scenarios by calling about two
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functions when many access policies should be changed. DBS leverages zero-
knowledge proof to protect the privacy of transactions and combines with the
TEE to ensure the confidentiality and integrity of the smart contract. DBS
consists of double access control contracts, one authorization contract, and one
authentication contract. Authorization contract is used to assign a role to the
requester and provides functions for adding, updating, and deleting access con-
trol policies. An authentication contract is used to check the access right of the
requester and prevent unauthorized access. Finally, we implemented and evalu-
ated our scheme. And the results show that by introducing the RBAC model,
it can simplify management, preserve the privacy of access policies, and achieve
convenience and flexibility to access and manage the IoT devices.

2 Related Work

Access Control Schemes Based on Blockchain
Due to the excellent features of blockchain such as decentralization, tamper-
proof, traceability, etc., at present, many researchers have leveraged blockchain
to solve the access control of IoT. The decentralized peer-to-peer network can
well conform the distribution of IoT. Because of the three problems that must
be solved in access control under the IoT (the lightweight terminal devices, the
massive terminal nodes, and the dynamic nature of the IoT), the survey [5,6]
summarized how to solve these problems and the advantages of using blockchain.

For the access model, we will take the most common models like Attribute-
based access control (ABAC), role-based access control (RBAC) [7], etc. as our
study cases. [8] proposed a scheme based on the ABAC. It can create, manage,
and implement access control policies by using blockchain technology, which
allows to access resources in a distributed manner. But this method is not com-
pletely decentralized. The scheme needs authorization centers for policy imple-
mentation points, policy management points, and policy decision points. And
the policies and the rights exchange are publicly visible. These may breach the
privacy of related parties. [9] also proposed an ABAC model based on a decen-
tralized blockchain, but it is in a big data scenario that is similar to the Internet
of things.

Role-based access control (RBAC) is another common access, management
model. [10] uses smart contract and role-based access control to realize cross-
organization role verification. [4] proposed a framework of arbitration roles and
permission. Users can manage IoT devices through a single smart contract.

In terms of blockchain technology, the current schemes can fall into two cate-
gories: transaction-based access control and smart contract-based access control
[11]. FairAccess in [3] uses new types of transactions to grant, get, delegate, and
revoke access. [12] proposed a novel decentralized record management system
to handle electronic medical records using blockchain technology. The system
uses three smart contracts: register contract, patient-provider relationship con-
tract, and summary contract to control access to electronic medical records. And
[13] realized access control of IoT devices through multiple different smart con-
tracts including register contracts, access control contracts, and judge contracts
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to accomplish the functions of registration, access verification, and audit in the
access control process. [14] provides a specific case to realize the application of
access control to smart homes based on the smart contract.

There are few of the currently proposed schemes which considered the policies
management of massive IoT devices and users. And there are a large number
of new IoT devices deployed or upgraded every day. New schemes should be
essential to manage access policies conveniently and efficiently.

Privacy-Preserving Schemes for IoT
Although, the anonymity of blockchain may protect a user’s privacy to a certain
extent, and the distributed nodes of blockchain can prevent a single point of
failure. In the era of big data, attackers can still identify some user’s blockchain
transaction information and IP [15], leaving users’ critical information exposed
to the shadow of privacy disclosure.

For the privacy and security of blockchain, Microsoft [16] proposed a frame-
work to protect the privacy of blockchain by using a trusted execution envi-
ronment (TEE). The Confidential Consortium framework includes a set of key
and permission management mechanisms, which can ensure that only encrypted
transactions can be processed in a trusted execution environment, and only users
with corresponding permissions can view the relevant status. TEE can not only
prove the correctness of the code, but also ensure that the internal data is invis-
ible to the outside and not tampered with when running, and then ensure the
confidentiality and integrity of the key code and data of the blockchain pro-
tocol, so that the application of the blockchain can run efficiently on the fully
trusted member nodes. And [17] also uses a hardware enclave to ensure the
confidentiality of smart contracts. After the verification on the blockchain, the
smart contract is put into the offline distributed TEE platform for execution
and storage to maintain the integrity and confidentiality of the smart contract.
For the privacy problem of smart contracts, [18] proposed a distributed smart
contract system with privacy protection. Through zero-knowledge proof [19,20],
the scheme can ensure that the transactions will not be disclosed. Similar privacy
schemes include zerocoin and zerocash [21,22].

However, all the above schemes are not dedicated to IoT and cannot be
applied directly in access control for IoT. The access policies may include infor-
mation about IoT devices and users. These may raise critical privacy concerns.
And new privacy-preserving access control schemes should be proposed to pro-
tect the privacy of related users and devices.

3 System Architecture

We propose a new architecture in this paper which is a distributed privacy-
preserving access control system. In the scheme, access control information is
stored and authenticated via blockchain and smart contract.
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Fig. 1. Access control system overview of DBS.

3.1 Architecture Component

The architecture of our system is illustrated in Fig. 1. The architecture includes
six different components: Resource owner, access requesters, consensus nodes,
and smart contracts, which connect through P2P networks. At the same time,
there are a large number of IoT devices (e.g. mobile devices (MD), smart home
devices (SHD), wearable medical facilities (WMF), etc.), which are connected to
the P2P network via the gateways. Such mechanism is common in many work
[3,13]. The different components of the architecture can be explained in detail
as follows.

1) Resource owner (RO): RO is the owner of the IoT devices, responsible for
managing the access control permission of a set of IoT devices, and has the
highest management rights. Any entity can become a resource owner by
registering its own IoT device on the deployed smart contract.
RO defines access control policies and various operations in the authoriza-
tion contract and deploys the authorization contract on the blockchain to
realize the function of the authorization contract. By invoking the authoriza-
tion contract, RO can assign different roles to different access requesters to
achieve permission management. At the same time, RO deploys an authen-
tication contract to check the role and operation of the access requester to
realize access management.

2) Access requester (AR): AR refers to the people who want to access the IoT
devices to obtain relevant data, operate and manage IoT devices. There
are two types of access requesters, the access requester in the domain, and
the cross-domain access requester, such as family members and non-family
members, or company employees and non-company employees.
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There are different authorization methods for different access requesters. For
the access requester in the domain, RO can directly assign the correspond-
ing roles to the members and add user-role-permission-devices information to
authorization contract by invoking the contract. However, the cross-domain
access requester needs to apply for a role from the authorization contract.
When the access control policies defined by the RO are met, the authorization
contract will assign corresponding roles to the cross-domain access requesters.

3) Consensus node (CN): CN is a specific blockchain node in our architecture.
It is not only responsible for verifying and processing transactions but also
for deploying and executing smart contracts.
To guarantee the confidentiality of the code and data of smart contracts,
these consensus nodes need trusted execution environments (TEE). TEE
can provide a secure enclaved space for data and code to ensure their confi-
dentiality and integrity. The contract will be encrypted before transferring
and can only be decrypted inside the corresponding enclave. TEE will gen-
erate a key-pair for this contract and publish the public key. The invocation
arguments are encrypted with the contracts public key which can only be
decrypted within the enclave. The return value will be encrypted by a user-
provided key which is delivered along with calling arguments. During the
whole process, anyone even the CN cannot leak the internal executing state.

4) Smart contract (SC): We define management operations in smart contracts
to manage the access control. All the operations allowed in the access man-
agement system are triggered by blockchain transactions. We utilize two
smart contracts, an authorization contract and an authentication contract
to assign roles and check access rights respectively.
– Authorization contract: RO defines access control policies and manage-

ment operations in the authorization contract. The management opera-
tions include Addrole(), Deleterole(), Grantrole(), PolicyAdd(), PolicyUp-
date(), and PolicyDelete(), etc. For the access requester in the domain,
RO calls the Addrole() operation to assign the corresponding role to the
access requester directly. For cross domain access requesters, who needs
sends a transaction application role to the authorization contract, and
the authorization contract will judge whether it meets the requirements
of role assignment according to the access control policy. If the policies are
satisfied, the access requester’s information is added to the authorization
contract with operation Grantrole().

– Authentication contract: is responsible for preventing unauthorized access
and checking the access permission of the access requester. The operation
of authentication contract includes FindRole(), FindDevice() and Judge(),
etc. When the access requester sends an access request to the IoT device, the
authentication contract will invoke the authorization contract by execut-
ing the FindRole() operation to determine whether the access requester is
a legitimate user. Then, the authentication contract will execute the Find-
Device() operation to determinewhether the access requester can access the
corresponding IoT devices. Finally, the authorization contract will execute
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Judge() operation to match role-permission-device to determine whether
the access request meets the access control policy.

5) Gateway : As mentioned before, IoT devices do not belong to the blockchain
network. The majority of IoT devices are very constrained in terms of CPU,
memory, and battery. Those limitations restrict IoT devices to be part of
the blockchain network. Like previous work, we use a gateway to connect
the blockchain network and IoT devices. Gateway is an interface that trans-
forms the information of IoT devices into messages that can be understood
by blockchain nodes. Multiple IoT devices can be connected to a gateway
and multiple gateways can also be connected to multiple blockchain nodes.
The gateway cannot be a constrained device. Such devices need high-
performance features to be able to serve as many simultaneous requests
as possible from IoT devices.

6) IoT devices: can be smart home devices, mobile devices, wearable medical
devices, industrial sensor devices, etc. IoT devices connects to the gateway
via short-range communication technologies like Bluetooth, Wi-Fi, and Zig-
bee, and etc. Then interact with the blockchain network via the gateway to
execute access control operations.
IoT devices do not belong to the blockchain network. Consequently, one of
the requirements of our architecture is that all the devices will have to be
uniquely identified globally in the blockchain network. Public key genera-
tors can provide a feasible solution for the problem by producing acceptable
large and unique random numbers. Typically, we can use the existing IoT
cryptographic technologies to create a public key for every device.

3.2 Improved Role Based Access Control Model

Due to the constrained nature of IoT devices can not achieve accurate access
management, such as sensors. We have improved the RBAC model. There are
three sets: U, R and P in traditional RBAC models. We add a device set D
on this basis. The improved RBAC relationship is shown in Table 1. Through
this methodology, we can manage the access policy in a batch manner. And it
can deal with the massive IoT device policy managements by calling about two
functions.

Table 1. Relationship of user-role-permission-devices

User Role Permission Device

Address 1 Role 1 execute d1, d2, d3, ......dn

Address 1 Role 1 write d1, d2, d3, ......dn

Address 1 Role 1 store d1, d2, d3, ......dn

Address 1 Role 2 write d1, d2, d3, ......dn−1

Address 1 Role 2 store d1, d2, d3

Address 2 Role 3 write d1, d2, d3, d4, d5,

Address 2 Role 4 read d1, d2, d3, ......dn−2

Address 3 Role 5 read d1, d2, d3, ......dn−3
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4 Privacy-Preserving

In this part, we introduce how our scheme preserve the privacy. We describe three
main parts: encryption and decryption system, zero-knowledge proof process,
trusted execution environment (TEE) protocol.

4.1 Encryption and Decryption System

The key system of DBS is shown in Fig. 3. Where A represents a sender, which
can be the resource owner or access requester in the system. B stands for a
receiver, which can be a smart contract in the system.

Fig. 2. Encryption and decryption system.

1) Encryption is used to protect the privacy of both parties and the confiden-
tiality of the transaction. First, Sender A will obtain public key Bpk and
encrypted public key Bpkenc

of receiver B. Then the sender will generate an
asymmetric key pair esk and epk temporarily. esk and Bpkenc

are used to
generate a sharedSecret, and then a symmetric key Kenc is generated. The
sender can encrypt the transaction with symmetric secret key Kenc to protect
the privacy of both parties and the confidentiality of the transaction.
At the same time, to ensure the integrity of the transaction and prevent Man-
in-the-middle Attack, the sender will temporarily generate another asymmet-
ric key pair PrivKey and PubKey to sign the transaction before encrypting
the transaction. The signature Txsig is generated by hashing PubKey, Ran-
domSeed and Noteid.
Before sending the transaction, the sender will generate a zero-knowledge
proof π about the transaction amount to hide the transaction amount. To
ensure the correctness of the transaction amount and prevent double flower
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transactions, the proof π and random public key epk are write to the trans-
action.

2) Decryption: After the transaction is verified, it will be stored on the
blockchain in an encrypted form. The receiver can leverage the encrypted
private key Bskenc

and random public key epk to generate the symmetric
secret key Kenc which can be used to decrypt the transaction.

4.2 Zero Knowledge Proof Process

This part introduces the application of zero-knowledge proof in DBS. Let s be
a safety parameter, n be a large prime number, p,q be two random large prime
numbers. n, λ and k are calculated by formulas (1), (2), and (3) respectively. g
is an element with larger order in the Z∗

n, and g1, g2, h1 and h2 are the elements
in the cyclic group generated by g.

n = pq (1)

λ = lcm(p − 1, q − 1) (2)

k = gλ mod n2 (3)

1) Proof of equal transaction amount: Formula (4) takes parameters r1, g1, h1

and n to generate commitment C1 for transaction amount t. Formula (5)
takes parameters r2, g2, h2 and n to generate commitment C2 for transaction
amount t. And formula (6) takes parameters r1, r2, g1, g2, h1, h2 and n to
generate evidence eproof for the equivalence of transaction amount t. The
consensus node performs the verification process by using formula (7) through
commitment C1, C2 and evidence eProof .

C1 = gx
1hx

1 mod n (4)

C2 = gx
2hx

2 mod n (5)

eProofGen = (t, r1, r2, g1, g2, h1, h2, n) (6)

eProofV er = (eProof, C1, C2, g1, g2, h1, h2, n) (7)

2) Proof of transaction amount greater than 0: Formula (8) takes the parameters
r, g, h and n as the secret transaction amount t to generate commitment C.
Formula (9) takes parameters a, r, g, h and n as secret transaction amount
t to produce proof gproof larger than parameter a. Formula (10) takes the
proof gproof, parameter, a, r, g, h, C, n to judge whether the secret amount
in commitment C is greater than parameter a.

C = gxhrmodn (8)

gProofGen = (t, a, r, g, h, n) (9)

gProofV er = (gProof, a, C, g, h, n) (10)
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Fig. 3. Contract deployment.

4.3 Trusted Execution Environment Protocol

To protect the privacy of smart contract and access control process. We use
trusted execution environment technology in DBS. In this part, we will introduce
the details of the trusted execution environment (TEE) protocol. We use TEE
protocol in two scenarios: contract deployment and contract invocation.

1) Contract Deployment: The RO write contract code on their clients using
native languages (like C/Solidity), then compiles the code, and deploys them
to TEE. Figure 3 shows the protocol process for deploying contracts.
Firstly, the RO will request the TEE from the CN through a secure channel.
The CN initializes an enclave in the local TEE. The enclave will generate an
asymmetric key pair, of which the private key is only kept by the enclave, so
that the subsequent invocation can be protected by the public key.
After receiving the enclave information and public key, the RO will upload
the hash of the contract binary code. After confirming the contract, the CN
loads the binary code of the contract into the previously initialized enclave.
Finally, after the contract deployment transaction is acknowledged, the con-
tract information and enclave public key will be broadcast to all nodes of the
blockchain.

2) Contract Invocation: Once the contract is deployed, the AR can send an access
request to invoke the smart contract. Figure 4 shows the protocol process of
invoking the contract.

First, the access requester sends the access request to the smart contract.
The consensus is found in the trusted enclave.

After receiving the access request, the CN will find the enclave where the
invoked contract is located, and then load the encrypted access request into the
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Fig. 4. Contract invocation.

target enclave. The enclave will decrypt the access request with the private key,
and then take the data in the access request as the input to execute the contract.
The execution result is encrypted with the public key of the AR and returned.

At last, after the access request transaction is acknowledged, the encrypted
access results will be broadcast to all nodes of the blockchain.

5 Access Control Process

This section presents the smart contract-based distributed access control process.
We introduce the access control flow of two different access requesters in the same
domain and cross domain. The optimization of the IoT access control system
can be realized with the help of an authorization contract and authentication
contract.

To protect the privacy of transactions, each entity conducts a one-time setup
phase that results in two public keys: a proving key pk and a verification key vk
before sending the transaction. The proving key pk is used to encrypt the trans-
action and produce a proof π. The non-interactive proof π is a zero-knowledge
proof. Then the encrypted transaction (Tc) and proof π are uploaded to the
blockchain. The encrypted transaction address, transaction amount, and trans-
action information cannot be visible. CN uses the verification key vk to verify
the proof π; in particular zk-SNARK proofs are publicly verifiable: anyone can
verify π, without interacting with the prover that generated π.

5.1 Access Control Process Within the Domain

For requesters in the domain access, the RO generates an invoke transaction
including user ID, role, permission, and devices, which is encrypted with the
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public key of the authorization contract, then sends to the blockchain. After the
invocation transaction is acknowledged, the Addrole() operation will add the
information to the access control list of the authorization contract. The access
requester sends an encrypted access request to the authentication contract, which
will identify the access requester. The access control flow of the access requester
in the domain is shown in Fig. 5.

Fig. 5. Access control process within the domain.

– Step 1: The AR sends the role request to the RO.
– Step 2: The RO assigns the role to the AR after receiving the role request.
– Step 3: The AR sends an encrypted access request to the authentication

contract.
– Step 4: The authentication contract returns the encrypted access result.

5.2 Access Control Process Cross Domain

For the cross-domain access requester, the RO will add the newly defined access
control policy to the authorization contract after receiving the signature of
the cross-domain access requester for identification. The cross-domain access
requester sends an encrypted role request to the authorization contract, includ-
ing signature and user ID. The authorization contract assigns roles to cross-
domain access requesters according to the defined access control policies, and
adds the information of cross-domain access requesters to the access control list
by using the Grantrole() operation. The cross-domain access requester sends an
encrypted access request to the authentication contract, which will identify the
cross-domain access requester. The access control flow of the cross-domain access
requester is shown in Fig. 6.

– Step 1: The AR sends the signature to the RO.
– Step 2: The RO adds a new access control policy to the authorization contract.
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Fig. 6. Access control process cross the domain.

– Step 3: The AR sends a role request transaction encrypted with the contract
public key to the authorization contract.

– Step 4: The AR sends an encrypted access request to the authentication
contract.

– Step 5: The authentication contract returns the encrypted access result.

6 Implementation

6.1 Hardware and Software

In our experiment, the specifications of the devices used are listed in Table 2.
The station plays the role of RO, desktops plays the role of CN, laptops play the
role of AR due to their relatively large computing and storage capability, and
the Raspberry function plays as local gateways. On each device, a geth client is
installed as an Ethereum node.

Table 2. Specification of devices

CPU Operating system Memory Hard disk

Lenovo ThinkStation P910 Intel Xeon E5-2640 v4, 2.4GHz Window 10 (64bit) 64GB 2TB

Lenovo 10N9CTO1WW Intel Core i7-7700, 3.6GHz Window 7 (64bit) 8GB 2TB

Lenovo N50 Intel Core i5-4210, 1.7GHz Window 7 (64bit) 4GB 500GB

Raspberriy ModelB Contex A53, 1.2GHz Raspbian GNU/Linux 8 1GB 16GB

6.2 Experiment

The experiments were done on an Ubuntu-16.4.3 desktop with Intel Core i7-
7700, 3.6 GHz. We used Truffle to deploy and invoke smart contracts, which
is a development framework based on Ethereum’s solidity language. We use
Ganache to develop and test local blockchain, which simulates the functions of
a real Ethereum network, including multiple accounts and ether for testing.
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In the experimental case, we completed the establishment of local blockchain,
the compilation and deployment of authorization contract, and authentication
contracts to achieve fine-grained access control between entities. To verify the
feasibility of the access, the access requester sends an access operation to the
IoT device, and the result of the access request is shown in Fig. 7. To verify
the privacy of the transaction, the consensus node verifies the proof pi, and the
verification result is shown in Fig. 8.

Fig. 7. Access result.

6.3 Performance

Because of the mass of IoT devices, the local gateway needs high-performance
features to serve as many requests from IoT devices at the same time as possible.
We tested the throughput and bandwidth of the local gateway, and the results
are shown in Fig. 9. We also tested the response time required for the access
request from the local gateway to the IoT device. As the number of access
requests increases, the response time also increases, as shown in Fig. 10.
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Fig. 8. Verification result.

Fig. 9. Throughput of local gateway.

Fig. 10. Response time.
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7 Conclusion

In this paper, we investigated the privacy issue of access control schemes based
on blockchain in the IoT and proposed an architecture with privacy-preserving
based on blockchain to achieve distributed, trustworthy, secure, and convenient
access control. The architecture consists of two parts: an access control part,
and a privacy protection part. The access control part includes double smart
contracts to grant roles and check access rights respectively. The privacy part
includes transaction privacy and smart contract privacy. The transaction infor-
mation is kept secret by zero-knowledge proof algorithm, and the smart contract
is protected by TEE. Also, we performed the deployment and invoke of smart
contract on the local private chain Ganache and implemented zero-knowledge
proof algorithm on Ubuntu. The results demonstrated the feasibility and confi-
dentiality of the proposed architecture in achieving distributed and trustworthy
access control for the IoT.
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Abstract. Educational resources have a higher need for copyright pro-
tection to avoiding illegal redistribution. The transactions of educational
multimedia data resources can effectively promote the development of
educational informatization and solve the island situation of educational
resources. In the process of traditional transactions for educational mul-
timedia data, there is always a third parties, which may lead to dispute
and distrust. And the copyright is not well protected. In this paper, we
propose a fair and accountable trading scheme for educational multime-
dia data. The scheme is based on blockchain to achieve accountability and
secure storage with IPFS. And we aim to construct a relatively strong
copyright protection model through digital fingerprint and watermark
technology. We implemented and evaluated the scheme in Ethereum.
The results show that our scheme can achieve well copyright protection
and preserve the users’ privacy. The overall overhead is reasonable.

Keywords: Blockchain trading · Educational multimedia data ·
Copyright confirmation

1 Introduction

The era of big data has promoted the development of online education. More
and more students would like to obtain knowledge through the Internet. Digi-
tal educational resources such as teaching plans, handouts, teaching videos and
other multimedia data become the key to the development of online educa-
tion. The transactions of high quality resources have become one of the effective
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ways to solve the island of educational multimedia data. Educational multime-
dia resources are easy to be copied. This will lead to them to be pirated easily
[1]. Many challenges need to be solved in the transaction of multimedia data in
the network, such as the fairness of educational multimedia data transaction,
the digital copyright protection after the transaction of educational multimedia
data, and the large storage problems of educational multimedia data. It will
affect the development of educational informatization to some extent.

Our scheme focuses on multimedia data in the transaction of educational
resources, which includes educational audios and videos, teaching plans. Whereas
handouts are not considered in our scheme. We summarize the challenges of
educational multimedia data transaction as follows:

– Copyright confirmation: When the data owner wanted to sell data in
our system, he may only want to sell right to buyers to use data instead
of data ownership. That is, the data consumers are not allowed to sell data
for the second time after getting the data. The data consumers can sell the
data again after obtaining the permission of the data owner, who needs to
purchase ownership of the data before them can sell the purchased data,
otherwise buyers can only have the right to use the data.

– Secure storage: Educational multimedia data is mainly based on teaching
videos which are generally generated through the whole school year and teach-
ing books. And the contents are very rich. These educational multimedia data
need to use large storage resources. It is obviously impractical to store such
huge multimedia data directly on the blockchain. And it is also not secure
to store in the cloud server because of the dishonest or curious cloud server.
There may be security issues [2,3].

– Reasonable pricing: In the current scheme of data trading, the price of
data is set by the data owner. Unreasonable price will affect the profit of
data, the higher price will lead to unsatisfactory data sales, on the contrary,
lower price will also affect the income of data owner. Data buyers also hope to
have a price negotiation mechanism, which can realize the bargaining process
of commodities trading in order to achieve the best balance of both sides.

– Fair transaction and privacy. In the traditional multimedia data transac-
tion process, privacy and fairness is an issue that has to be considered. The
fairness we mentioned is defined as follows:

• Real-time. The data owner obtained the token and buyer got the data com-
pleting their act of trading. After the buyer passed the verification, the data
owner should obtain the transaction amount corresponding to the data imme-
diately.

• Independence. Cheating by one of the parties in the transaction will not
affect the other party’s benefits negotiated before the transaction.

• Reasonable rewards and punishments. Users who have participated in
transactions in the system can apply for arbitration for cheating during the
transaction. Once it is determined to be cheated, the cheating party will be
punished (such as forfeiting the deposit).
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As one of the most representative emerging technologies in the 21st century,
blockchain has become an indispensable technology for distributed transactions
because of its decentralized, traceable and tamper proof characteristics. The use
of blockchain technology can help to realize the fairness of the transaction pro-
cess and can effectively prevent security and privacy issues caused by tampering
of transaction data. The role of blockchain technology is not only limited to
transactions, but also helps to confirm and trace data rights in the process of
transactions. At present, copyright protection works focus on digital fingerprint
and digital watermark technology. The digital watermark can confirm the own-
ership of copyright, and digital fingerprint can confirm the owner of copyright
[4]. Combining blockchain and digital fingerprint can help the confirmation work
of copyright in the process of transaction more credible.

Our scheme realizes a fair and accountable transaction process of educational
multimedia resources, and uses blockchain combined with digital fingerprint and
watermark technology to confirm copyright of educational data. In terms of
privacy protection, we use the enclave module of SGX to protect the privacy
of smart contracts, which protects users’ private information, and proves the
feasibility of our proposed scheme through efficiency. Our contributions mainly
include the following:

– Compared with the previous work requiring the participation of a trusted
third party, our scheme uses blockchain technology to realize a decentralized
data right confirmation model. The symmetric fingerprint scheme is optimized
by homomorphic encryption to protect the privacy of transaction participants,
and the process of right confirmation and accountability is completed by
smart contract;

– Reasonable pricing model combines with fair mechanism of trading were
designed by using smart contract, and our scheme used Trusted Execution
Environment SGX to protect users’ privacy.

– We implement and evaluate our scheme on Ethereum. The results show the
solution works well.

2 Related Work

Blockchain technology was first proposed by Nakamoto in his paper [5] in 2008.
The emergence of the first Genesis block marks that blockchain technology
has entered the development of Internet, blockchain technology has been devel-
oped for thirteen years. Smart contract [6] and the consensus mechanism [7,8]
is the key technologies of blockchain. In particular, the use of smart contract
makes blockchain not only used for transaction bookkeeping, but also provides
blockchain with the ability to deal with complex computer problems, which pro-
vides a good technical foundation for the application of blockchain.

Blockchain technology has been used for transactions since its inception,
the recent works were more about privacy and security issues in the transac-
tion process [9,11]. For example, [12] uses the anonymous mechanism which is
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implemented on the blockchain to protect users’ privacy, and the dynamic price
negotiation model is implemented by using the Robin Stein bargaining model,
and the proxy re-encryption technology is used to realize the secure storage of
data. The work is completed by smart contract, but the smart contract has
the problem of privacy leakage in the process of public operation because it is
publicly executed. The anonymous mechanism is implemented by elliptic curve
encryption algorithm, and each execution of the smart contract needs to ver-
ify the identity information. So it may be not efficient enough. [13] proposed an
auction transaction framework with copyright protection, and blockchain is used
to implement the copyright protection protocol. However, the complexity of the
protocol is log(m) in the process of right confirmation, and m is the number of
users who participated in the transaction. If the number of users is large, the
protocol will be inefficient and cannot meet the requirements of actual trans-
action application scenarios. [14] uses the trusted execution environment SGX
combined with blockchain technology to implement a secure transaction scheme.
The scheme puts the smart contract into Software Guard Extensions (SGX) for
execution, which protects the privacy of sensitive information of the smart con-
tract. SGX is responsible for outputting the final result, while the execution
process is confidential to all participants.

The main current works of copyright protection are through digital finger-
print and watermark. Digital watermark technology can confirm the ownership of
copyright, but it can not confirm the responsible person in the process of piracy
tracking [15]. On the contrary, digital fingerprint technology can determine the
owner of copyright which can be divided into three kinds: symmetric fingerprint
[16], asymmetric fingerprint [17] and anonymous fingerprint [18]. Symmetric fin-
gerprint may lead seller to frame the buyer, while the asymmetric fingerprint
refers to the asymmetric encryption technology to solve the problem of anti
frame, and the anonymous fingerprint realizes the identity hiding on the basis of
the asymmetric fingerprint. In copyright protection aspect, there are some work
combined with Digital Rights Management (DRM) system [19–21]. But DRM
system is a centralized management system, privacy information may be tam-
pered by administrator. Meanwhile, DRM system will charge the management
fee, which will add the transaction cost to a certain extent. In the copyright
confirmation work, we hope to achieve a copyright management system without
the third party, which can protect users’ privacy and finish the transaction with
fair process.

Due to its technical characteristics, the copyright protection work of
blockchain technology combined with digital fingerprint and watermark is less.
The representative work is the work [22] which used zero knowledge proof, pro-
tocol of oblivious transfer, secret sharing and digital watermark technology to
realize data tracking. This work can still track the copyright in the case of par-
tial data leakage. However, it used many encryption technologies, the scheme is
inefficient in the case of large volume data. It can not be applied to the scene of
multimedia data which is large. [23] uses local sensitive hashing and traditional
hashing technology to achieve copyright detection, but this work introduces a
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third-party organization for copyright confirmation, which deviates from our
efforts to achieve the copyright confirmation without the third party. [13] as we
said before, because it needs to compare with all the users participating in the
transaction in the detection process, it can not be applied to the actual scenarios.

To sum up, there is a lot of work on the blockchain transaction, but there
is little work on the data right confirmation in the transaction process. Copy-
right protection researches have been carried out for many years, and digital
fingerprint and watermark technology have been mature. How to combine the
blockchain technology with digital fingerprint and watermark technology to real-
ize a data transaction scheme with right confirmation can help solve the increas-
ingly obvious piracy in the process of trading for educational resources, so as
to improve motivation of resources providers and promote a better and faster
development of educational informatization.

3 Proposed Framework

3.1 Preliminaries

Blockchain and Smart Contract: Blockchain technology [24] is widely used
in data transactions due to its decentralized, tamper-proof, and traceable char-
acteristics. Blockchain is a distributed shared ledger and database, which can
effectively solve the problem of information asymmetry, and achieve collabora-
tive trust and concerted action among multiple subjects.

Smart contracts are a computer program that automatically executes after
setting predetermined rules and terms. It is used to process transaction steps in
the blockchain, which was the key to the development of blockchain to the 2.0
stages, which can help blockchain to realize more complex program and provide
a good foundation for large-scale application to real scenes.

Bilinear Map: Suppose there is a mapping e: G1 × G2 → Gt is bilinear map,
it has properties as follow:

– There is the same order g which is shared by G1 and G2.
– If there have x, y ∈ Zq and g, q ∈ G1,e(gx, qy) = e(g, q)xy can be calculated

correctly.
– If there have g belong to G1 and q is generated by be G1,e(g,q) is generated

by G2.

Homomorphic Encryption: Using the Homomorphic Encryption [25] base on
RSA, which can perform operations without decrypting them. When give the
key K, it satisfies: H(Enc(M1,M2)) = Enc(f(M1,M2)), where H() and f() can
be seen as the addition and multiplication operations. Let ⊗ and ⊕ represents
addition and multiplication operations. For ∀x, y ∈ prime field ψq,x ⊗ y

def
= xy

mod q and x ⊕ y
def
= x + y mod q.

Diffie-Hellman Key Exchange Protocol: Diffie-Hellman key exchange pro-
tocol can exchange secret keys in non-secure channels for encrypting subsequent
communication information.
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– Setup: In order to exchange the shared secret key, both parties of the
exchange rely on a finite cyclic group G and the generator g of the group,
and both parties also need to generate random numbers x and y respectively.

– Exchange: Alice generates a random number x and sends gx to Bob. Simi-
larly, Bob generates a random number y and sends gy to Alice. Alice calculates
KeyABYBx(modp) = (gy)xmodp and Bob calculates KeyBAYAy (modp) =
(gx)ymodp, where p is a large prime number.

– Verify: Both parties judge whether they have received the correct parameters
by calculating KeyAB = KeyBA.
The Diffie-Hellman key exchange protocol can effectively solve the problem
of safe key transmission in the transaction process and further enhance the
reliability of the transaction.

Trusted Execution Environment: Intel Software Guard Extensions (SGX)
[26] are currently under investigation in the area of privacy protection. SGX
provides a hardware environment where code runs in a memory area known as
an enclave. SGX is currently used to perform some privacy protection for smart
contracts which involved sensitive information [27].

IPFS: InterPlanetary File System is a File System that enables distributed
storage of large files, with technical features that are faster, more secure, and
more open. The goal of IPFS protocol is to replace the traditional Internet
protocol HTTP and store large files on IPFS in the system. Blockchain only
stores the address hashes returned by IPFS. The integration with blockchain
technology can effectively reduce the pressure of storage on blockchain [27].

RobinStein Model: In 1982, Rubinstein proposed the bargaining model of
alternating offers [28], which belongs to the cooperative model of game. The
simplified scenario assumes that there are two players 1 and 2 who shared the
cake with a size of 1 unit. 1 moves first and puts forward the allocation plan,
which is called “bid first”. 2 then chosen to accept or reject the proposal proposed
by 1 after finishing step. If the proposal is rejected, 2 will propose his own
proposal of allocation, which is called the “counter-offer” of 2, and then 1 will
consider whether to accept it or not. If 1 accepts, the game is over, otherwise 1
bid again,..... , until one party’s offer is accepted by the other.

3.2 The Overview of Our Scheme

As shown in Fig. 1, our framework consists of five entities: Schools/Teachers,
Data Buyers, SGX enclave, smart contracts, and IPFS.

Schools/Teachers (ST): The ST collects and sells educational multimedia
data in the system, participates in data processing, stores data, and initiates
smart contracts for data transactions to complete the transaction process.

Data Buyers (DB): The DB searches the data in the blockchain network
according to the data description to meet the purchase requirements, then pur-
chases the data, verifies the data and completes the transaction process.



Achieving Fair and Accountable Data Trading Scheme 117

Fig. 1. System framework

Smart Contract: Smart contract completes the execution of the steps of the
transaction process. Our scheme includes the following smart contracts:

– Query: The DB searches for data that met the requirements.
– Bargaining process: Execute the process of ST and DB’s bargaining game

on data price, in which each bid is protected by SGX to protect the privacy
of both parties, in order not to be cheated after the other party knows its
price.

– Data trading: Perform fair steps of data transaction.
– Transaction receipt store: Perform transaction receipt store.
– Private key verification: Smart contract uses zero knowledge proof to

verify whether the private key of DB meets the transaction requirements. It
should be noted that because there are many secret keys in system, using
zero-knowledge proof can quickly identify whether the private key meets the
requirement.

– Piracy detection: Fingerprint comparison of pirated multimedia data to
determine if there is a piracy behavior.

SGX Enclave: Since the execution of smart contracts is public, enclave is used
to help prevent privacy issues during the execution of smart contracts and to
prevent cheating during transactions.

IPFS: Distributed storage of large-capacity educational multimedia data. After
the storage is complete, return an address hash to smart contract for saving.

4 Our Fair and Copyright-Preserving Data Trading
Scheme

This section elaborates on our fair and copyright-protected data transaction
framework. Table 1 lists the symbols used in scheme and their specific meanings.
Figure 2 shows the workflow of our scheme.
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Table 1. Symbols appearing in the scheme and their explanation

Symbol Description

FPST ST’s fingerprint

FPDB DB’s fingerprint

depST ST’s deposit

depDB DB’s deposit

PKST Public key of ST

SKST Secret key of ST

PKDB Public key of DB

SKDB Secret key of DB

encFP DB’s fingerprint used private key to encrypt

Receipt0 Receipt required by DB to purchase data

Receipt1 Receipt required for ST to withdraw tokens

AddHash Hash of data storage address returned by IPFS

Price The price of the data

Fig. 2. System workflow
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4.1 Participants Registration

If DB wants to buy data in system, he submitted search request to query SC,
SC returns the most similar data to DB. Before the transaction, data should be
processed as following:

1. ST and DB register in the blockchain network, and obtain a public-private
key pair (PKST , SKST ||PKDB , SKDB) issued by the CA center by Bilinear
Map by the following formula:SK = a, PK = a ∗ G, a is a prime number. The
public-private key pair will be used in data processing and transaction processes.

2. If the DB wants to buy data, he should submit the set{depDB , encFPDB}
to smart contract, deposit depDB which is equal to the data price, EncFPDB is
the encrypted fingerprint.

3. If the ST wants to sell educational multimedia data, he needs to register
in the blockchain and submit the set{FPST , depST , price}to smart contract.

Before the data is submitted, our scheme allows the price to be agreed as
follows:

DB invokes the remote enclave for executing the bargain smart contract.
Because our pricing is the priority of the seller, the price at the beginning is set
by the seller, which means that the seller always makes the first bid, and each
bid of the seller cannot be higher than the price of the previous round. The price
offered by the buyer each time cannot be lower than the last price. We define
the authentication of the bidding parties as following:

V erifybar = (Bid,Hash(Bid), SigSK(Hash(Bid))) (1)

According to Rubinstein bargaining game theory, the perfect equilibrium of the
price negotiation between the two parties is calculated as:

M =
(1 − δ2)(SST

i − SDB
i+1 )

1 − δ1δ2
+ SDB

i+1 (2)

The recommended bidding mechanism for the contract is based on predicting
that both parties have enough patience to participate in the data negotiation
process, so the selected initial discount factor for both parties is δ1 = δ2 = 0.9.

The recommended price of the smart contract guides the bidder’s quote in the
next stage to reach the perfect equilibrium price as soon as possible, helping both
parties complete the price negotiation efficiently and fairly. When both parties
complete the stage of bidding, the discount factor will change, representing that
the best balance of the price negotiation between the two parties decreases.

4.2 Data Trading

Setup: ST invokes the remote enclave for trading smart contract execution.
ST and DB exchange shared key gxy through the Diffie-Hellman key exchange
method, where x and y correspond to random numbers generated by ST and
DB, respectively. The ST and DB verify to each other by the shared key which
received by each other using formulas 3 and 4.

Enc(gxy, Sig(SKST ,H(gx)||H(gy))) (3)
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Enc(gxy, Sig(SKDB ,H(gy)||H(gy))) (4)

DB can decrypt x generated by the ST through the random number: x =
SKDB ∗ r−1(modϕ(n)),where r ∗ r−1 ≡ 1(modϕ(n)).

Payment Receipt Generation:
1. Generated payment receipt for DB’s purchase data:

Receipt0 = PKDO||PriceData||Time||EPKDB
(r)||Hash(r) (5)

Where Time is the time when the receipt is generated,EPKDB
(r) is the random

number r encrypted with the DB’s public key, which is generated by the tradi-
tional random number algorithm, and Hash(r) is the hash value of the random
number r.

2. The DB uses his private key to sign the receipt and send it to the smart
contract for transaction authentication.

Receipt1 = Sig(Receipt0, SKDB) (6)

Data Exchange: After the above steps, ST and DB will exchange the data.
1. The ST and the DB should submit deposit depST and depDB for corre-

sponding data price respectively.
2. The DB queries the SC to find the matching data, initiates the transaction

request, and confirms the matching ST via the random number x of the Diffie-
Hellman key exchange method.

3. The ST initiates the transaction, encrypts the hash value AddHash of the
data address using the shared key gxy, and sends it to SC.

4. DB sends Receipt1 and PKDB to SC.
5. The ST uses PKDB to verify Receipt1 to get Receipt0 from SC, uses SKST

to decrypt EPKDB
(r) to get r’, and sends r’ to SC for verification.

6. SC compares r’with Hash(r), the purpose is to identify the ST. The tokens
in the receipt will be sent to the ST account if the verification is successful.

7. The ST confirms the transaction, the SC sends the encrypted address and
data hash value to the DB, and the DB decrypts the data, verifies the data hash
to confirm the data which he bought, and finally closes the transaction.

8. Both the ST and the DB can initiate arbitration before closing the deal.
The arbitration contract validates the process and cheating party will forfeit the
deposit.

4.3 Traitor Tracing

Like work [13], we also divide the piracy tracking process into two examples.
It should be noted that an ST may correspond to multiple data, but since the
fingerprint embedded in each data is unique in our scheme, there is no problem
that the fingerprint of each file is different.

Case 1: When a data owner finds illegal pirated data datapira after the trading.
He gets the fingerprint FP ∗ = extract(datapira). Find the illegal consumer from
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on-chain trading records and the request of the corresponding ID user, then
gets EncFPDB according to the request, if EncFPDB = Enc(FP ∗,PKDB) the
consumer is the pirate. Then the seller submits the evidences to the arbiter for
accountability. Arbiter verifies the evidences through the Ethereum to make a
judgment.

Case 2: When a seller uploads the data hash path to smart contract: data
owner downloads the datai from IPFS. If data owner can detect a encrypted
fingerprint FP’ that: FP ′ = Enc(FPST , PKDB) which can show this seller is a
pirate because he wanted to resell the data from others.

5 Security Analysis

In this chapter, we will carry out security analysis on the proposed scheme and
give corresponding defense scheme against the attack.

Single Point of Failure: Single point of failure refers to the failure or outage
of some nodes of the system that affects the operation of the whole system. Our
scheme is implemented with pow consensus algorithm for data synchronization,
allowing up to 1/2 of the nodes to fail.

Users’ Info Security and Privacy: All smart contracts designed for user
privacy or affecting the fairness of transactions are executed in SGX Enclave.
The transaction parties or other participants can only see the final result of
the transaction rather than the data information of the transaction process,
which greatly protects the privacy of parties and guarantees the security of the
transaction.

Problem of Framing: Our copyright confirmation scheme uses homomorphic
encryption combined with digital fingerprint, which is similar to asymmetric fin-
gerprint. In addition, the information of both sides of the transaction is stored on
the blockchain to prevent tampering, and there is no case of the seller embedding
other fingerprints to frame the buyer.

6 Performance Evaluation

We test our scheme on Ethereum with Intel Core i7 CPU with 16 GB RAM
with 1 TB hard drive with bandwidth 50 Mbps and 100 Raspberry Pi Nodes.
We tested the efficiency of 1 GB–6 GB of educational multimedia data stored in
IPFS to evaluate whether our proposed solution can meet actual needs.

6.1 Smart Contract Efficiency

We tested the gas consumption and execution time of the smart contracts in
the Ethereum environment, where we used Ganache to create private chain and
maintained the account using MetaMask. Tables 2 shows the execution results
and gas costs of smart contracts and Fig. 3 shows the execution time. The 1–6
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Fig. 3. Smart contracts perform

Table 2. Gas consumption of smart contracts

Gas used Gas cost (Ether)

Data query 98525 0.0019

Bargaining process 3029521 0.0589

Data trading 254253 0.0050

Transaction receipt 39558 0.0007

Private key verification 39000 0.0007

Piracy detection 2959512 0.0563

abscissas of Fig. 3 respectively represent the smart contract: Data query, Bar-
gaining process, Data trading, Transaction receipt, Private key verification and
Piracy detection. Through the chart analysis, we can know that our scheme
meets the efficiency requirements of actual transaction scenarios.

6.2 IPFS Storage Data Efficiency

In order to show the efficiency of IPFS in storing large-capacity educational
multimedia resources, we tested the upload speed of IPFS, and the data size of
tested was 1 GB–5 GB as shown in Fig. 4. In the evaluation, the upload time of
1 GB compressed data is 16 s, and the upload time of 5 GB compressed data is
68 s. The experiment shows the efficiency and feasibility of using IPFS to store
large data. In addition, ours also tested the impact of the number of folders on
the storage efficiency of IPFS. Experiments show that the number of folders has
little effect on upload speed, and the time efficiency of the impact is within the
acceptable range.
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Fig. 4. IPFS upload speed

7 Conclusion

In this article, we propose a fair and accountable educational multimedia data
transaction scheme based on blockchain. A detailed solution is designed using
Ethereum, smart contract, IPFS, digital fingerprint/watermark technology to
provide a safe and reliable educational multimedia data transaction and trace-
ability digital copyright protection scheme. Blockchain technology mainly pro-
vides decentralized traceability, using smart contracts to complete the entire
transaction process, some transactions using SGX to complete the privacy pro-
tection of sensitive information, and testing the feasibility of the entire platform
through the implementation of smart contracts. In future work, we plan to con-
tinue to improve the platform performance and security.
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Abstract. Drones are being diversely used in various areas due to their
low price. Most of the use cases demand a secure and reliable wire-
less communication infrastructure to ensure the quality of service. Such
demand boosts the deployment of drones in 5G cellular network. The
ground base station (BS) is the main component associated with drones
in the 5G cellular network. However, the BS in 5G currently broadcasts
the system information message without authentication protection. This
poses serious security concerns as the system information message will be
used to build connection between the BS and cellular devices. Particu-
larly, adversaries can masquerade as BSs, connect drones, and obtain the
data captured by them. Although some attacks have been prevented due
to the recent enhancements for 5G cellular protocols, the root vulnera-
bility for the bootstrap phase between drones and the BS still existed
and not fixed yet.

In this work, we consider a scenario where drones are used in a sport
venue to capture the match and 5G cellular network is used to dissem-
inate the live stream. To protect drones from fake BSs, we adopt and
optimise the authentication protocol proposed by Singla et al. in [26].
Basically, we modify its architecture by deploying aerial balloon drone
BSs over the sport venues to provide more reliable communication ser-
vice. Moreover, we optimise the verification process in order to reduce
the computation overhead on drones. We implemented a prototype of the
protocol and evaluated its performance. The experiment results show our
authentication protocol is practical to be adopted.

Keywords: Drones · 5G security · Multi-tier architecture ·
Authentication protocol · Elliptic curve cryptography

1 Introduction

Since the first commercial drone, or unmanned aerial vehicle (UAV), was intro-
duced at CES 2010 by Parrot, drones have been adopted to undertake various
services, such as delivery [20], filming movies [28], and post-disaster rescue [12],
due to their reasonable price and diverse uses. To ensure quality of the services
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provided by drones, those emerging usages of drones demand a secure and reli-
able wireless communication infrastructure for control commands and informa-
tion dissemination. On the one hand, the drones need to get time critical control
and safety commands to maintain the flight operations. On the other hand, the
drones have to disseminate collected data so as to pertain their mission. For
instance, in a surveillance operation, drones need to transmit real time video
to the ground station/remote pilot, and the underlying transmission medium
should be able support high data rates (often higher in full HD video transmis-
sion or wireless backhauling).

Utilizing the cellular network for positioning, navigation, and communication
of drones has gained significant interest in recent years, as it provides an effective
solution for establishing reliable wireless connectivity with ground cellular Base
Stations (BSs) [29]. Specifically, due to the rising adoption of 5G and the need for
real-time systems, the global Cellular-Connected (CC) drone market is expected
to generate $592.1 million in 2023 [23].

In this work, we consider the usage of 5G CC drones in sport venues for live
stream. Basically, the drones are equipped with cameras to capture the real-time
sport event and the components for 5G connection. Using small drones with cam-
eras in a stadium would explore an advanced perspective that never seen before
with the new vantage points and breathtaking views. By connecting drones with
5G cellular network, which is about 3 times faster than generic WiFi on average,
drones can transfer high-resolution video signal more efficiently (up to 8k) [27].
The audience can get an immersive and high-quality live broadcast experience.

Since the communication between drones and 5G BSs are wireless in nature,
different kinds of attacks, such as replay, man-in-the-middle, impersonation, priv-
ileged insider and password guessing are possible in our scenario. A major risk
of a drone is getting out of the control due to malicious masquerade attacks. An
adversary could create a fake BS nearby the stadium and induce CC drones to
connect it and make them becomes rogue drones. In the worst case, the adver-
sary might send malicious commands to compromised drones to interrupt the
sport events, ask them to forward live stream to unsubscribed entities, or steer
them to destroy assets or injure athletes and audience [18]. It is necessary to
design a secure authentication scheme for drones to authenticate the messages
from the BS, especially the broadcast system information message that used
to set connection between drone and BS. Moreover, considering the CC drone
has relatively low computation ability and battery life [19], the authentication
protocol cannot induce heavy communication and computation overhead to the
drones.

In [26], Singla et al. design a lightweight authentication protocol to secure
the initialization connection between 5G network BSs and cellular devices. How-
ever, their protocol cannot be applied into our scenario directly. On the one
hand, compared with 4G, 3G and 2G cellular networks, 5G base-stations use
much higher frequency radio waves (e.g., millimeter waves) to offer faster com-
munication but with much smaller coverage area. The sport venues are typically
located in urban area and surrounded with high-rise buildings, which affects the
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connection between drones and the 5G network. Whereas, the live stream of
sport events has strong requirement for the stability of the communication. On
the other hand, the computation run in drones should be more lightweight than
that run in other type of cellular devices, like smartphones. The reason is that
a sport match in a sport venue, such as football match, usually takes several
hours, and during the match the drones have to keep flying in the air to record
the match, which is much more power-consuming than other devices. Any signif-
icant computation overhead will decrease the endurance of the CC drone. The
computation overhead on drones required by the protocol should be reduced in
order let the drones work for longer period.

In this paper, we adapt the authentication protocol proposed in [26] to allow
drones to authenticate 5G BSs. Moreover, we modify the protocol in two aspects
in order to make it suitable for our scenario. Specifically, to address the first
problem, we deploy an aerial balloon drone over the sport venue to provide the
BS service, i.e., broadcast system information messages and collect live stream-
ing to and from the drones under its coverage. Compared with the ground BS
outside of the sport venue, our aerial balloon drone BS has much better cover-
age and is much closer to the drones working within the venue. Moreover, this
deployment can increase signal quality and reduce signal attenuation. By doing
so, the drones can connect to the 5G network more easily and stable, and the
live stream can be transmitted with better guarantee. Moreover, we optimise the
protocol to reduce the computation overhead in drones. Precisely, we simplify
the signature verification process on drones. Our experiment results show the
protocol is practical for our scenario.

2 Preliminary

This section briefly describes the architecture of our protocol for stadium live
stream (Fig. 1). We also introduce the basic building block for our proposed
protocol, hierarchical identity-based signatures (HIBS).

2.1 Multi-tier Drone in 5G Cellular Network

Our architecture consists of three main components: 5G core network (5GC),
next-gen radio access network (Next-gen RAN), and CC drones. In the following,
we will mainly discuss the components involved in the authentication protocol.

5GC. 5GC manages several components that provide service to CC drones.
Our protocol mainly involves the 5GC Private Key Generator (5GC-PKG) and
the Access and mobility Management Function (AMF). 5GC-PKG is a new
component introduced by our scheme. It generates private-public key pair for
the AMF. The functionality of AMF is similar to the mobility management entity
(MME) in the 4G network [14]. Its core function in our scenario is to manage
BSs, including the ground BSs and the aerial BS balloon drone. Specifically,
AMF generates private-public key pairs for BSs under its coverage.
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Ground Base-station

5GC Network

Next-gen RAN

Cellular-Connected(CC)Drone
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Fig. 1. The architecture of our protocol in 5G cellular network

Next-Gen RAN. It consists of the ground BSs and aerial BS balloon drones at
its coverage. In our scenario, the aerial BS balloon drone is in charge of receiving
the video signal from CC drones and transferring data for live stream purpose.
It also directly controls the CC drones below its coverage by sending commands.
The BS balloon drone needs to broadcast the Master Information Block (MIB)
message and the System Information Blocks type 1 (SIB1) message to CC drones
at regular intervals. MIB and SIB1 messages are the most important information
that will enable further communication between the CC drone and the BS bal-
loon drone. Precisely, MIB contains the necessary parameters required to decode
SIB1, and SIB1 contains the essential parameters for setting the connection. The
connection between a CC drone and the aerial BS balloon drone will be secure
as long as the MIB and SIB1 messages are authenticated. Therefore, in our pro-
tocol the CC drones only need to verify SIB1 messages broadcast from the BS
balloon drone.

CC Drones. They access the 5G cellular network using the Universal Sub-
scriber Identity Module (USIM) card, which is provisioned by a cellular network
operator. It contains a 5G Subscription Permanent Identifier (SUPI) [9], which
also known as the International Mobile Subscriber Identifier (IMSI) in 4G LTE
and 3GPP cellular network. Once CC drones received the broadcast messages
from the BS balloon drone, they would verify the information by using our HIBS
scheme. Also, our CC drones would be mainly responsible for high-resolution
video recording in a sport venue and send the stream to aerial BS balloon drone
through the secure communication channel.
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2.2 Hierarchical Identity-Based Signatures

Notation. p and q are primes. We define a group Zq and a finite field Fp

for HIBS and use an elliptic curve (EC) over Fp as E(Fp). P is the generator
points on E(Fp). x ← S defines a random x is selected from a set S uniformly.
‖ is denoted as string concatenation. x × P is represented elliptic curve scalar
multiplication and all operations for EC utilise an additive notation. We use a
hash function H1 : {0, 1}i1 → Zq, where i1 denotes the identity space.

The hierarchical identity-based signatures [8] eliminates the requirement for
certificates. It is a generalization of identify-based cryptography that deploys
multiple PKGs in tree structure. Precisely, the upper-trier PKG generates the
private key for lower-tier entities. In our scheme, we use a 2-tier hierarchical
architecture, where 5GC-PKG is the root PKG and generates keys for AMFs,
and AMFs are the lower-trier PKGs that generate keys for aerial balloon BS
drones. Every entity has a position the tree. The identifies of 5GC-PKG, AMF
and the aerial balloon BS drone are ID0, ID1, and ID2, respectively. Specifically,
we define IDs = (ID1, ...., IDs), which is a set of identities of the entities lead
up to IDs, from the node directly following the root. We formally define the
HIBS in the following.

Definition 1 (Hierarchical Identity-based Signatures). A hierarchical
identity-based signature scheme is defined as HIBS = {Setup,Extract, Sign,
V erify}.
– (sk,mpk, params) ← Setup(1k). Given the security parameter k, the 5GC-

PKG chooses the master secret key sk, computes system parameters params
and its master public key mpk. Only the 5GC-PKG knows the sk, and params
and mpk will be publicly available.

– (skIDs
,QIDs

) ← Extract(IDs, skIDs−1 ,QIDs−1). Given identity tuple
IDs = (ID1, ..., IDs) at level s, and the commitment value QIDs−1 the pri-
vate key skIDs−1 of the entity at depth of s − 1, it returns the private key for
the entity IDs and its commitment value tuple QIDs

= (QID1 ,..., QIDs
).

– σ ← Sign(m, skID). Given private key skID, message m, and it outputs a
signature sigma.

– r ← V erify(m,σ, IDs,QIDs
). It takes message m, signature σ, IDs, QIDs

as input, and returns r = 1 or r = 0 to represent the signature is valid or
not, respectively.

3 Overview of Our Solution

3.1 Threat Model

In this work, we consider the widely-knowledge Dolev-Yao threat model where
the adversary could inject, drop, or modify messages sent by legitimate entities
through the public radio channel. We consider the adversary targets at attacking
CC drones. In particular, an adversary could inject and tamper the messages
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sent by the legitimate aerial BS drone, and masquerade as a BS and induce
the CC drone to connect it. For example, the adversary can create a fake BS
and force the CC drones to connect it over legitimate one by controlling the
radio signal strength [14]. Then, the adversary can send malicious commands
to CC drones and ask them to forward the living stream to an unsubscribed
entity. Moreover, the adversary can mount different attacks on CC drones, such
as man-in-the-middle, replay [16], and bidding down [25] attacks. However, the
adversary can not physically tamper or access the legitimate aerial BS balloon
drone, CC drones or 5GC infrastructure. It can not also access their private keys
stored in BS drone or CC drones.

3.2 Scope of Our Solution

Our scheme enables CC drones to authenticate their upper-tier BS balloon drone
before establishing a connection by verifying the SIB1 messages broadcast from
the BS balloon drone. We do not consider DoS attacks, such as forcing the CC
drone to disconnect our original network and registering to a fake BS using an
RF jammer [7]. We also do not consider the passive eavesdropping attack [9] on
the communication between the CC drone and the BS balloon drone.

Moreover, our scheme is envisioned for sport venues using drones for trans-
mitting video data. Indeed, our scheme can be extended to many other scenarios,
such as deployment in disaster relief. For instance, if an earthquake happens in
an area and local architectures have been destroyed, CC drones can provide cel-
lular network support to the survivor immediately below its coverage [19]. It
can also record the video for the site condition and transmission to the ground
control station and help to search for survivors.

Lastly, our solution can be extended to a 4G LTE or lower protocol cellular
network with minimal modifications. This allows our system to become more
flexible and increase its commercial competitiveness.

3.3 Overview of Our Protocol

Our authentication protocol allows CC drones to authenticate the aerial BS
balloon drone’s identity by verifying the SIB1 messages sent by it. Our authen-
tication protocol is basically built based on top of the HIBS scheme, and it
consists of 3 layers of components: 5GC-PKG, AMF, and BS balloon drone. We
supply a high-level overview of our proposed authentication protocol.

The 5GC-PKG generates its private-public key pairs(PK5GC , sk5GC) at the
initialisation phase. Its public key PK5GC is pre-installed inside the USIM of all
CC drones during their registration. The AMF sends its identifier AMF ID and
key generation request periodically to 5GC-PKG and receives (skAMF , PKAMF ,
IDAMF ) from 5GC-PKG. IDAMF is a concatenation of expire timestamp for its
key-pair and AMF ID. Similarly, the BS balloon drone sends a key generation
request and NCI ID to the AMF and receives (PKBSD, skBSD, IDBSD). IDBSD

is a concatenation of the expiration timestamp for its key pair and NCI ID.
The BS balloon drone uses its assigned skBSD to sign the SIB1 message and
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generates the signature Sign{SIB1}. The BS balloon drone sends Sign{SIB1},
PKAMF , IDAMF , IDBSD, and PKBSD to CC drone. Then, the CC drone
utilizes obtained information to verify the signature, timestamps of key pairs
for the BS balloon drone and the AMF. If the timestamps are still valid and
verification is successful, the CC drone would connect to the BS balloon drone.

4 Protocol Description

5GC-PKG

sk5GC ← Zq
PK5GC ←sk5GC × P

{NCI_ID,Key_Request_BSD}

{AMF_ID,Key_Request_AMF}

{Establish Secure Connection}

IDAMF ← AMF_ID || Expiry_Timestamp
Random_a ← Zq
PKAMF ← Random_a × P 
skAMF ← [Random_a + sk5GC·H1(PK5GC || PKAMF || IDAMF)]    

IDBS ← NCI_ID || Expiry_Timestamp
Random_b ← Zq
PKBSD ← Random_b × P 
skBSD ← [Random_b + skAMF·H1(PKBSD || PK5GC || PKAMF || IDBSD)]    

m ← H1( PK5GC || PKAMF || IDAMF + PKAMF )
N ← H1( PKBSD || IDBSD  || PKAMF || PK5GC ) · m 
S’ ← b · P - t · [ N + PKBSD ] 
If S’ = S, then valid, otherwise it invalid. 

Random_c ← Zq
S ← Random_c × P 
t ← H1(SIB1 || S)
b ← skBSD · t + Random_c
Sign{ SIB1 } ← {b,t,S}    

AMFBS Balloon DroneCC Drones

{IDAMF , PKAMF , skAMF  }  

{IDAMF , PKAMF , PKBSD , skBSD, IDBSD }  

{Sign{SIB1 }, SIB1 , PKAMF , PKBSD ,IDBSD ,IDAMF  }  

MIB  

[5.1]

[5.2]

[5.3]

[5.4]

[5.5]

Fig. 2. Our proposed protocol for multi-tier drone system in 5G cellular networks

In this section, we first present the key management mechanism. Second, we give
the way to prevent relay attack. Finally, we describe our authentication protocol
for different phases. The specific computation performed by each entity and the
communication between entities are shown in Fig. 2.
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Key Management. We assign different validity period time for each generated
private-public key pair of each entity instead of using complicated key revocation
techniques. For example, we can set one year validity time for 5GC-PKG’s key
pair, and set one day for AMFs’ keys. Both the 5GC-PKG and the AMFs are
located in the 5G core network which are generally carefully protected, thus
they cannot be tampered with easily and we can set longer period of validity for
their keys. In contrast, the BS balloon drones are much easier to be attacked.
We assign a shorter validity time, such as 5 min, for their keys. These validity
periods for each entity’s key pair can be configured by the network operator
based on the situation.

Relay Attack Countermeasure. Our protocol provides mechanisms against
illegitimate BSs by allowing the CC drone to authenticate the SIB1 messages.
However, the adversary can eavesdrop on such messages and re-transmit them to
CC drones. This relay attack can induce CC drones to connect the illegitimate
BS.

To prevent relay attack, we propose to bind time to the SIB1 messages broad-
cast from the aerial BS balloon drone. Specifically, we append two additional
fields to the broadcast SIB1 message: Tsign denotes when the SIB1 message is
being signed; �T denotes the validity period of our signature, and it is location
dependent. If CC drones start to verify the SIB1 message at time Tv, the mes-
sage is valid if Tv − Tsign < �T . A successful fake BS attack requires to relay
the SIB1 message within �T time of Tsign. However, to determine an appropri-
ate �T value requires taking account of location-dependent signal interference,
which is hard to estimate due to environmental dynamics. Our idea is to mea-
sure the maximum time the SIB1 message taken from the legitimate BS balloon
drone to CC drones and the minimum time required for a fake BS to execute
a successful relay attack, and define them as tmin and tmax, respectively. tmax

value must be larger than tmin as the fake BS requires an extra round of trans-
mission. �T should be in (tmin, tmax), i.e., tmin < �T < tmax. We leave a better
solution to our future work.

4.1 5GC-PKG Initialisation Phase

During the initialization phase, the 5GC-PKG chooses a random value from Zq

as its private key sk5GC and generates sk5GC × P as its public key PK5GC (as
shown in Eq. 1). The 5GC-PKG is mainly responsible for generating the private-
public key pairs for AMFs of a particular network operator. As mentioned, we
also set a validity period for PK5GC and sk5GC in the 5G cellular network such
as one year. PK5GC is pre-installed in USIM [9,14] of the CC drones along
with the expiry date, which waits to be refreshed once the connection has been
established. When its public-private key pair expires, the 5GC-PKG updates
and refreshes its new key pair and then delivers its new public key to lower-tier
parties. This communication procedure can be executed using a confidential and
integrity protection channel among each entity in the system.
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sk5GC ← Zq, PK5GC ← sk5GC × P (1)

4.2 AMF Key Generation

AMF gets its key pair from 5GC-PKG by sending a key generation request
and its identifier AMF ID to 5G-PKG. After getting the request from AMF,
5GC-PKG computes PKAMF ← Random a × P , where Random a is randomly
sampled from Zq. AMF’s private key skAMF is generated based on sk5GC and
PK5GC . Meanwhile, skAMF should be specific to PKAMF and IDAMF . There-
fore, as shown in Eq. 3, sk5GC , PK5GC , PKAMF and IDAMF are all involved
in the generation of skAMF . Once the 5GC-PKG generates private-public key
pair for the AMF, it delivers IDAMF , skAMF , PKAMF to the AMF. When the
AMF receives the key pair from 5GC-PKG, it first verifies the expiry timestamp
embedded in AMF ID. This procedure can ensure that the AMF receives valid
private-public key pair for itself. We also set a validity period such as 24 h for
PKAMF and skAMF in the AMF component. If the key pairs expire, the AMF
will request a new pair of key.

Random a ← Zq, PKAMF ← Random a × P (2)

skAMF ← [Random a + sk5GC · H1(PK5GC‖PKAMF ‖IDAMF )] (3)

4.3 BS Balloon Drone Key Generation

The AMF serves the BS balloon drones under its tracking area. The BS balloon
drone first sends the key generation request to AMF. The AMF chooses a random
value Random b from Zq and takes Random b × P as the BS balloon drone’s
public key PKBSD. The secret key skBSD for BS balloon drone is derived from
Random b, IDBSD, PKBSD, PK5GC , and PKAMF (Eq. 5). The AMF sends
IDAMF , PKAMF , PKBSD, skBSD, IDBSD to the BS balloon drone. The BS
balloon drone’s key pair also has a validity period, such as 5 min. The IDBSD

concatenates the expiration timestamp for its key-pair and BS balloon drone’s
NCI ID, so the BS balloon drone verifies the validity period time of its public-
private keys by checking the timestamp. A BS balloon drone might under the
tracking areas of multiple AMFs [24], thus it can send key generation requests
to multiple AMFs. The BS balloon drone can only keep one of the key pairs and
discard the other key pairs from AMFs, and it also can keep all the key pairs
until they expire.

Random b ← Zq, PKBSD ← Random b × P (4)

skBSD ← [Random b + skAMF · H1(IDBSD‖PKBSD‖PK5GC‖PKAMF ] (5)



138 S. Chen et al.

4.4 Message Signing at BS Balloon Drone

For signing a SIB1 message, the BS balloon drone first randomize SIB1 by con-
catenating it with a random EC point S. Second, the randomized SIB1 is hashed
into t with the hash function H1, and it signs over the hash value t with its pri-
vate key skBSD, rather than the original or the randomized SIB1, and get b (see
Eq. 7). The final signature consists of b, t, and S. Later on, it broadcasts the
signature along with the SIB1, IDBSD, PKBSD, IDAMF and PKAMF to CC
drones. Once the CC drones receive those broadcast messages, they use HIBS to
verify the signature.

Random c ← Zq, S ← Random c × P (6)

t ← H1(SIB1‖S), b ← skBSD · t + Random c (7)

Sign{SIB1} ← (b, t, S) (8)

4.5 Signature Verification at CC Drones

Finally, CC drones verify the signature with obtained messages. Recall that, the
CC drone receives PK5GC , PKAMF , IDAMF , IDBSD and PKBSD from the
upper layer. First, the CC drone checks the identity IDAMF and IDBSD and
the expiry timestamps embedded in them. If all the public keys are valid, the CC
drone will verify the signed SIB1 message, and the details are shown in Eq. 9–12.
In the verification phase, the keys of all the entities in upper layers are involved,
which means only when all the keys of the entities in upper layers are valid, the
verification could pass.

m ← H1(IDAMF ‖PKAMF ‖PK5GC) + PKAMF (9)

N ← H1(PKBSD‖IDBSD‖PKAMF ‖PK5GC) · m (10)

S′ ← b · P − t · [N + PKBSD] (11)

S′ ?= S (12)

Notably, we optimise the verification process on CC drones compared with
the protocol proposed by Singla et al. [26]. Precisely, in our scheme, the BS
Balloon Drone also sends the intermediate value S to the CC drone. During the
verification phase, the CC drone just computes S′ with the messages received
from the BS Balloon Drone in the same way as the generation of S, including
the signed message b, and verifies if S = S′. By doing so, our scheme saves a
step of computing a hash value compared with [26].

5 Performance Analysis

5.1 Experiment Setup

We implemented a prototype of our scheme in Python 3.7 [22] using Crypto
2.6.1 library [21]. The performance of each entity involved in the scheme was
evaluated on a Macbook Pro laptop with 2.5 GHz 4-core Intel Core i7 processor
and 16 GB 1600 MHz DDR3 memory.
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Fig. 3. Execution time for each entity in our proposed protocol

5.2 Computation Overhead

We evaluate the key generation time on 5GC-PKG and AMF, the signing time
on the balloon drone BS, and the verification time on drones, and the results
are shown in Fig. 3. All the results shown in Fig. 3 are the average of 10 times
execution. For the test, we set the key size to 256-bit, which achieves 128-bit
symmetric key security according to NIST recommendations [3]. From Fig. 3, we
can see that, although the verification process on CC drones takes the longest
time among all the entities, it only takes 0.12 ms to verify the signature, which
is nearly negligible compared with the time of a sport match.

We also compare the performance of our scheme with the one proposed by
Singla et al. in [26] in Fig. 3. We can see for the execution time in 5GC-PKG,
AMF, and BS Balloon Drone, there is no big difference between the two schemes.
However, the verification on CC drones of our scheme is more efficient due to
our optimisation, which outperforms the verification of [26] by 14.3%.

We also optimize our proposed protocol by pre-computing the values of m
and N at the CC drone. They can be pre-computed due to the fact that both
m and N are independent on the SIB1 message, and they are derived from the
public keys and identifies of AMF and BS balloon drone. As mentioned, the key
pairs of each entity in our scheme have validity period. As long as all the keys
involved in the computation of m and N are all valid, they will be the same and
the CC drone can pre-compute them offline. When m and N are pre-computed,
it only takes 0.05 ms to verify the signature from the BS balloon drone. In this
case, the verification phase of our scheme outperforms [26] by 2.4×.
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5.3 Communication Overhead

We also evaluate the communication volume for different phases of our proto-
col, and the result is shown in Table 1. For the authentication, the CC drone
only receives 149 bytes from the BS balloon drone, which is a relatively low
communication overhead for CC drones.

Table 1. Communication volume for our proposed protocol in different phases

Entity name Communication volume (B) Total (B)

AMF → 5GC-PKG AMF ID(7), Key Request AMF (2) 9

5GC-PKG → AMF IDAMF (7), PKAMF (32), skAMF (34) 73

BS Balloon Drone → AMF NCI ID(5), Key Request BSD(2) 7

AMF → BS Balloon Drone IDAMF (7), PKAMF (32), PKBSD(32), skBSD(42),

IDBSD(9)

122

BS Balloon Drone → CC Drone MIB(3), Sign{SIB1}(64), SIB1(2), PKAMF (32),

PKBSD(32), IDBSD(9), IDAMF (7)

149

The communication overhead between other entities is smaller as they only
communicate for keys. The validity period of the private-public key for each
entity can affect the communication volume the entities other than the CC
drones. The shorter the valid time for private-public key pair for each entity,
the more communication volume in a specific time. For example, suppose a BS
balloon drone’s private-public key is only valid for 5 min. In that case, it indi-
cates that every 5 min passed, the BS balloon drone needs to repeat the key
generation request to the AMF, so it requires to send the request 288 times for
one day. However, if the key pair for the BS balloon drone is valid for 10 min,
the communication volume for that phase would be half the amount compared
with the valid period of 5 min.

6 Related Work

Commercial Cellular-Connected Drones. Google Loon project [10] aims
to provide cellular network connectivity in remote areas. It has been achieved by
utilizing stratospheric balloons to replay radio communication links from ground
stations to end user’s devices. Facebook’s project, called Aquila [17], built a
drone BS at a high altitude and provided internet coverage below its flight path.
Later on, Huawei wireless X Lab [11] initiated the Digital Sky Initiative in 2017
to investigate the specific use cases associated with multi-tier drones system in
the cellular network. Those prototypes utilized multi-tier drones connected to
terrestrial networks via an air-to-ground wireless link or a satellite link to provide
the 3GPP cellular network or WiFi signal to ground users.
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Authentication Methodologies. 3GPP specifications [1] proposed three
authentication solutions to verify the authenticity of BSs. The first solution is to
verify the system information (SI) messages with identity-based cryptography
and using the keys provisioned by the cellular network operators or digital signa-
tures. In this solution, the BS cannot be authenticated during the initialization
registration process, and it can only authenticate the BS during cell re-selection.
The second one is to use a certification authority (CA) [1], where the BS is
assigned a certificate to sign its broadcast messages [5]. However, sending CA
certificates can cause significant communication overhead. The last method is to
sign the BS’s broadcast messages using identity-based signature schemes, which
are more lightweight than the CA-based solution. However, the recommended
identity-based schemes, SM9 [6] and Boneh-Lynn-Shacham (BLS) [4], from IEEE
standard require costly pairing computations on the CC drones.

Attack Mitigation. To address fake BS, many solutions, such as [1], suggest
only sending broadcast messages after building a secure communication connec-
tion between BS and end devices. The secure communication connection provides
integrity and confidentiality protection. However, the adversary still can mount
bidding-down attacks where the end devices are forced to use older cellular net-
work protocols, such as 4G LTE, 3G, or 2G. Another typical way utilises machine
learning technologies [13,15] to collect and analyse surrounding cellular network
signal from legitimate BSs, end devices, and other deployed hardware in the
cellular network [16], and white-list trusted BSs. However, in those methods,
the adversary can easily bypass such detection by using a legitimate device as a
covert channel. Similarly, the scheme also gives in [2] collects numerous regional
legitimate BSs’ characteristics and builds a unique cell print for authentication.

Although some prevention mechanisms already developed in 4G LTE/3GPP,
they are not practical for drones due to the heavy computation and communi-
cation overhead. In particular, the masquerade attack is still a problem in the
5G cellular network. It poses an obstacle to developing a secure multi-tier drone
system in the 5G cellular network. Our proposed protocol allows the drones to
detect fake BS and it is lightweight and efficient.

7 Conclusion and Future Work

We propose to use 5G cellular network connected drones to capture real-time live
streaming in sport venues. To provide more stable network connection, we deploy
an aerial balloon drone to provide the 5G base station service in our architecture.
More importantly, we propose a lightweight and efficient authentication protocol
to secure the connection between CC drones and the BS balloon drone so as to
prevent fake BSs from stealing the live stream or sending malicious commands to
drones. Our evaluation results shown that the proposed protocol has a relatively
low communication and computation overhead.
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For our future work, on the one hand, we will evaluate the performance of
our protocol in real CC drones. On the other hand, we will optimise the protocol
further to make it more lightweight. For instance, we will modify the protocol
so that more computation can be processed offline for drones.
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Abstract. Due to the open access nature, communication over unli-
censed band, suffers from security threats like eavesdropping. Eavesdrop-
pers are unwanted nodes, attempting to overhear the signal transmitted
between two legitimate mobile terminals (MTs), often for malicious pur-
poses. Apart from security issues, it results in significant degradation of
secrecy throughput, i.e., the throughput achieved by a legitimate user
without being overheard by eavesdroppers. Since with the present tech-
nology, it is quite difficult to identify the eavesdroppers even in 5G, the
average throughput of the legitimate MTs decreases when the serving
base station schedules the eavesdroppers as well, based on the channel
condition only. So far, the issue of eavesdropping has rarely been consid-
ered in the context of scheduling. In this paper, we propose an anti-
eavesdropping proportional fairness (APF) mechanism considering the
possibility of eavesdroppers. Our proposed APF technique first estimates
a set of suspected eavesdroppers based on sleep mode information, and
then reduces the possibility of scheduling these eavesdroppers by impos-
ing penalties. Penalty assignments are based on past average through-
put, current channel conditions and modulation/coding schemes. Both
Hidden Markov model based analysis and simulations confirm that the
proposed APF technique outperforms the traditional proportional fairness
protocol in terms of anti-eavesdropping efficiency and secrecy through-
put.

Keywords: Eavesdropping · Secrecy throughput · Proportional
fairness scheduling · Hidden Markov model · Physical layer security

1 Introduction

To deal with the increasing demand for wireless data traffic in the upcoming
fifth generation (5G) cellular networks, unlicensed band communication has been
evolved as a promising solution. Recently, the applicability of new radio (NR), the
radio access technology (RAT) for 5G systems, has been extended to unlicensed band
spectrum by 3rd generation partnership project (3GPP) [1]. It is expected that the
large amount of spectrum available in 2.4 GHz, 5 GHz, 6 GHz and 60 GHz unlicensed
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bands will significantly increase user throughput in NR systems. Although high user
throughput can be ensured in unlicensed band communication, it suffers from secu-
rity threats due to its open access nature [3]. Previously, Shannon’s work has been
extensively used to secure communication systems using shared secret keys. How-
ever, these works have several drawbacks including complexities associated with
key management, distribution and key length [2]. To address these drawbacks, a
new keyless information theoretic security paradigm namely physical layer security
has been emerged. In Wyner’s work [4], it has been shown that confidential com-
munication between legitimate mobile terminals (MTs) is possible without sharing
a secret key if the eavesdropper’s channel is a degraded version of the intended
receiver’s channel. In this regard, secrecy throughput has been defined as the dif-
ference between the throughput obtained by the intended receiver from the system
and the throughput obtained by the eavesdroppers by overhearing the receiver’s
channel. In presence of eavesdroppers, efficient resource allocation policy is essen-
tial to ensure high secrecy throughput. But since, with present technology, exact
identification of eavesdroppers is difficult, the problem is still challenging to the
research communities [2,3].

Eavesdroppers are often registered in the network as subscribed MTs and
exchange signaling messages with serving base stations (BS) [5]. In such a sce-
nario, the objective of these malicious MTs is to decode private message of any
legitimate user. Since the exact identifications of eavesdroppers are not known,
the serving BS often schedules eavesdroppers having good channel conditions.
This in turn results in starvation of legitimate MTs. It may be noted that secrecy
throughput of a legitimate user may degrade in two ways: Firstly, due to eaves-
dropping, i.e., the signal transmitted to the legitimate user is overheard by the
eavesdroppers. Secondly, due to starvation of legitimate MTs, i.e., the average
throughput obtained by the legitimate user is much less due to the resource
scarcity caused by the eavesdroppers. Although exact identification of eaves-
droppers’ is quite difficult, the number of such malicious MTs may be known to
the BS through various mathematical techniques based on random matrix theory
and hypothesis testing [6]. In such a prevailing situation, it is worthy to think
of a scheduling mechanism which can reduce the possibility of an eavesdropper
being scheduled by the serving BS. It may be considered as a penalty for eaves-
dropping that helps to improve the secrecy throughput of good users by reducing
the tendency of overhearing.

To improve user throughput in wireless data networks, a number of schedul-
ing mechanisms have been proposed in literature. A survey of such algorithms
can be found in [7]. Among these existing mechanisms, proportional fairness (PF)
scheduling is of particular interest due to its ability to strike a trade-off between
throughput and fairness. The goal of traditional PF scheduling is to maximize the
cell throughput while ensuring fairness among the MTs. A number of variations
of traditional PF have also been proposed to deal with the drawbacks incurred
by traditional PF such as throughput degradation due to poor channel condition
at the cell edges, blockage of signals by obstacles in millimeter wave communica-
tions (mmWave) and signal fading caused by mobility of MTs. For example, in [8],
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an enhanced PF mechanism has been proposed for mmWave. Here the past aver-
age throughput decreases exponentially with current throughput degradation.
Consequently, the priority of MTs residing in non line of sight region increases.
The predictive finite horizon PF mechanism proposed in [9] deals with the fast
fading caused by mobility of MTs by employing a data rate prediction and a
future channel estimation mechanism. It may be noted that designing schedul-
ing mechanism to reduce the performance degradation caused by eavesdroppers
is quite limited in the preceding literature. In [10], a scheduling mechanism has
been proposed to improve the security level in cognitive radio network. Here,
the cognitive user that maximizes the achievable secrecy rate is scheduled to
transmit its data packet. In [11], an optimal transmission scheduling scheme has
been proposed to maximize the security of ad hoc network against eavesdrop-
ping. Here the scheduling scheme opportunistically selects a source node with
the highest secrecy rate to transmit its data. In [13], the probability of success
in opportunistic stationary eavesdropping attacks has been analyzed, however
nothing has been suggested as preventive measure. These existing mechanisms
[10,11,13] are not suitable for upcoming 5G cellular network scenarios as they
are designed specifically for ad hoc and cognitive radio networks respectively.

In this work, our objective is to propose an anti-eavesdropping PF (APF)
scheduling mechanism which can reduce the possibility of an eavesdropper being
scheduled significantly, and therefore penalizes the eavesdroppers to reduce the
tendency of overhearing. Our contributions are summarized as follows.

– We propose a new scheduling mechanism namely, the anti-eavesdropping pro-
portional fairness (APF) scheduling which explicitly considers the possibility
of throughput degradation by eavesdroppers. The goal of APF is to eliminate
eavesdroppers while scheduling different MTs in the system. The APF mecha-
nism first determines the set of suspected eavesdroppers based on sleep mode
information obtained through co-operative detection [17]. In 5G systems, sleep
mode is used by the MTs to save power and to increase battery life. An MT
switches to sleep mode when there is no data to be transmitted [19], or to be
received. In our proposed mechanism, MTs spending less time in sleep mode
than the estimated value have higher chance of being an eavesdropper.
Then penalty coefficient for each of the suspected eavesdropper is determined
based on their past average throughput values. Here, the penalty coefficient
represents the extent by which the possibility of scheduling the concerned
eavesdropper need to be reduced. Next, individual penalties for each of the
suspected eavesdroppers are determined based on their penalty coefficients,
past average throughput values, channel conditions and modulation/coding
schemes (MCS). While scheduling different MTs, individual penalties are added
to the past average throughput values of the corresponding eavesdroppers.
As a result, the possibility of the eavesdropper being scheduled reduces.

– We analyze the performance of our proposed APF based on Hidden Markov
model (HMM). Here the sequence of scheduled MTs over an arbitrary time
interval has been considered as the hidden sequence of legitimate MTs and
eavesdroppers. In our developed model, the sequence of secrecy throughput
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values has been considered as observed sequence and observation likelihoods
has been computed in proportion to the secrecy throughput values. Finally,
anti-eavesdropping efficiency (AE) has been computed as the probability of
occurring the observed sequence from a hidden sequence consisting of only
legitimate MTs. In other words, AE is a measure of how close a scheduling
mechanism is to the ideal situation.

– Extensive system level simulations have been carried out to compare the per-
formance of APF with traditional PF [7]. The HMM based analyses and simula-
tions confirm that our proposed APF significantly outperforms the traditional
PF in terms of AE, secrecy throughput and Jain’s fairness index.

The rest of the paper is organized as follows. Section 2 presents the system
model considered here. Section 3 describes the proposed scheduling policy with
the analytical framework included in Sect. 4. Section 5 presents the simulation
results and Sect. 6 concludes with future direction of research.

Table 1. List of important notations

Notation Description

(.) Indicator of scheduling mechanism

(p for PF or a for APF)

R(.)
u (t) Past average throughput of user u at time t

S(.)
u (t) Secrecy throughput of user u at time t

ru(t) Achievable throughput by user u at time t

γu(t) SINR received at user u at time t

Pu(t) Power received by user u at time t

N(t) Received noise power at time t

b Bandwidth of a resource block

pk(t) Penalty coefficient for eavesdropper k at time t

α Severity index

Q Set of all users

ξ Set of all eavesdroppers

τku(t) Overheard throughput by eavesdropper k from legitimate user u at time t

2 System Model

Our system model consists of a new radio (NR) base station (BS) and Q the
set of MTs. Within the coverage region of the BS, MTs are uniformly distributed.
We consider that there exists a group of eavesdroppers that wish to decode
secret messages. The individual identities of the eavesdroppers are not known
to the BS. However, side information is available regarding |ξ| the cardinality of
the set of all potential eavesdroppers ξ. Such information is typically available
through different statistical characterizations [5,6]. Based on the channel quality
information (CQI) values reported by the MTs, the BS assigns resource blocks (RBs)
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to the MTs based on (.), a predefined scheduling mechanism. In our case, (.) may
be either p (for PF) or a (for APF).

Secrecy throughput S
(.)
u (t) obtained by a legitimate user u (u ∈ Q \ ξ) at

time t when (.) is used to schedule MTs has been measured as the difference
between R

(.)
u (t), the average throughput obtained by MT u from the BS upto

time t and
∑

k∈ξ

τku(t), the total throughput obtained by all eavesdroppers by

overhearing the transmitted signal to the legitimate MT u at time t. Here τku(t)
represents the individual throughput obtained by eavesdropper k by overhearing
the transmitted signal to the legitimate MT u at time t. Since, channel gains of
eavesdroppers’ channels are much lower compared to that of the legitimate MT’s
channel, R

(.)
u (t) is usually higher compared to that of

∑

k∈ξ

τku(t). The secrecy

throughput S
(.)
u (t) obtained by MT u at time t has been computed as:

S(.)
u (t) = R(.)

u (t) −
∑

k∈ξ

τku(t) (1)

γu(t), the signal to interference plus noise ratio (SINR) received at user u at
time t has been computed as:

γu(t) =
Pu(t)
N(t)

(2)

Pu(t) is the power received by MT u situated at distance d(t) from the BS at
time t and N(t) is the noise power received by MT u at time t. Here Pu(t) has
been computed using free space path loss model. Based on γu(t), achievable
throughput by user u through an RB at time t has been computed as:

ru(t) = b × log2 (1 + γu(t)) (3)

where b is the bandwidth of an RB in the NR base station. Based on this system
model, in the next section, we propose the APF mechanism. Important notations
used in this work have been summarized in Table 1.

3 Proposed APF Scheduling

In this section, we propose the APF mechanism which explicitly consider the pos-
sibility of throughput reduction due to the presence of eavesdroppers. The goal
of our proposed APF mechanism is to reduce the chance of an eavesdropper being
scheduled by the serving BS. We assume that |ξ| the number of eavesdroppers
present in the system are known to the serving BS. Such assumption is very
common as can be found in [5]. Detailed operation of the proposed scheduling
mechanism is described below.
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Determining the Set of Suspected Eavesdroppers
In this phase, the set of suspected eavesdroppers ξ′(t) is determined from the set
of MTs Q based on sleep mode information obtained through energy detection
technique. In 5G systems, sleep mode is used by the MTs to save power and
increase battery life. An MT switches to sleep mode when there is no data to
be transmitted [19]. Since, eavesdroppers have an intention to sense other MT’s
downlink channel, transceivers of the eavesdroppers will remain active even when
there is no data to be transmitted. As a result, the transceiver will emanate a
leakage power which may be detected by MTs residing in close proximity using
energy detection technique [17].

In our proposed algorithm, a set of trusted MTs (e.g., closed access group MTs)
collects the sleep mode information of their nearby MTs through energy detection
technique [17] and sends that information to the BS. The BS then computes the
time spent in sleep mode by correlating the measurements of various trusted MTs
[18]. Once the time periods spent in sleep mode by individual MTs are computed,
the set ξ′(t) is determined by including |ξ| MTs in ascending order of their sleeping
time.

Remark 1. Most of the Internet traffic is variable bit rate (VBR) traffic. In case
of VBR traffic call holding time is assumed to follow Pareto principle [20]. As per
the Pareto principle, every call has a minimum duration of survival (say xm)
and the probability of survival of a call decreases exponentially beyond xm. In
contrast to legitimate users, the receiver of an eavesdropper remains active even
when they do not have data to send. Hence, MTs spending less time in sleep mode
is more probable of being an eavesdropper.

Determining the Penalty Coefficients
In this phase, pk(t) the penalty coefficient for eavesdropper k at time t is
determined based on Ra

k (t − 1). Penalty coefficient of eavesdropper k repre-
sent the extent by which the possibility of scheduling eavesdropper k needs to be
reduced. The value of pk(t) has been computed in proportion to Ra

k(t − 1), i.e.,
pk(t) = Ra

k(t−1)∑

k′∈ξ′(t)

Ra
k′(t − 1)

. This is quite reasonable because a higher Ra
k(t − 1)

implies a higher possibility of having good channel conditions in recent past.
Consequently, throughput degradation caused due to scheduling eavesdropper
k is also expected to be high. Hence, to minimize throughput degradation, the
serving BS should defer the scheduling of eavesdropper k in proportion to its
past average throughput.

Determining Individual Penalty
In this phase, we determine the individual penalty for each eavesdropper k based
on the penalty function pk(t) × [rk(t)]α, where α is the severity index based on
MCS. It may be noted that the penalty function explicitly considers the effect
of past average throughput, present channel condition and MCS. The individual
penalty of eavesdropper k increases with pk(t) which in turn is proportional to
the past average throughput. This is because an eavesdropper with high past
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Algorithm 1: Proposed APF mechanism
Input : Q, |ξ|, Ra

u (t − 1) ∀u ∈ Q, ru (t) ∀u ∈ Q, α.
Output: User u∗ to be scheduled at time t.

1 ξ′(t) = φ
2 for all u ∈ Q do
3 Determine sleep time of u based on leakage power measurement.
4 end
5 ξ′(t) = The set of |ξ| MTs taken in ascending sequence of their sleep time.

6 Compute pk(t) =
Ra

k(t−1)∑

k′∈ξ′(t)

Ra
k′(t − 1)

∀k ∈ ξ′(t).

7 Set pk(t) = 0 ∀k ∈ Q \ ξ′(t).
8 Compute Cu(t) = pu(t) × [ru (t)]α ∀u ∈ Q.
9 Determine the user u∗ to be scheduled:

u∗ = arg max
u∈Q

ru (t)

Ra
u (t − 1) + Cu(t)

10 Return u∗

average throughput is expected to have good channel conditions in recent past,
causing significant reduction in secrecy throughput. The individual penalty also
increases with increasing rk(t) which is computed based on current SINR of
the channel. This is because an eavesdropper having good channel condition
at present is more likely to reduce throughput of legitimate MT, if scheduled
by the serving BS. For a given SINR, throughput achieved by an user increases
with improved MCS. To take care of this effect, our proposed APF increases the
individual penalty exponentially with α. In our proposed scheme, the value of
α is 1 for binary phase shift keying (BPSK), 2 for quadrature phase shift keying
(QPSK), 3 for 16 quadrature amplitude modulation (QAM) and 4 for 64 QAM.

Assignment of RB
In this phase, RBs are assigned to the MTs based on their current throughput, past
average throughput and individual penalties. It may be noted that individual
penalties for all legitimate MTs are 0, i.e., pk(t)× [rk (t)]α = 0 for all k ∈ Q\ξ′(t).
An RB is assigned to the user u∗ if the following condition holds:

u∗ = arg max
u∈Q

ru (t)
Ra

u (t − 1) + pu(t) × [ru (t)]α
(4)

Thus the probability of scheduling an eavesdropper is reduced as the past average
throughput value is increased by the individual penalty. The overall algorithm
has been depicted in pseudo code format in Algorithm 1. The time complexity
of the proposed APF is O(|Q|2).
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4 Analytical Framework

In this section, we analyze the performances of our proposed APF and traditional
PF [7] mechanisms based on Hidden Markov models (HMM). A HMM enables us to
talk about some underlying hidden events based on some observed events and
observation likelihoods, where the hidden events are considered as causal factors
for the observed events. Observation likelihood is defined as the probability of
an observation being generated from a particular hidden state. Here an output
observation depends only on the state that produced the observation and not on
any other states or observations. A detailed description of HMM can be found in
[16].

L EPLL

PLE

PEE

PEL

Fig. 1. Hidden Markov model

It has been assumed that time is discrete, and, in every time step t, the BS
schedules an MT which may be a legitimate MT or an eavesdropper. However, the
characteristic of the scheduled MT is completely unknown to the BS. Hence, the
sequence of scheduled MTs over an arbitrary time interval I can be considered as
a hidden sequence of legitimate MTs and eavesdroppers. On the other hand, the
number of existing eavesdroppers and their channel gains can be known to the BS
through different statistical tests [3,5]. Hence, at every time t, the BS can record
S(.)(t) the secrecy throughput of the scheduled MT at time t. Since, the exact
identity of the scheduled MT is less significant in our analysis, we are omitting
the subscript in the notion of secrecy throughput for the sake of simplicity. A
sequence of such secrecy throughput S(.)(t) over the time interval I can be con-
sidered as the observed sequence. Since, the secrecy throughput increases when
the BS schedules a higher number of legitimate MTs, the observation likelihoods
over I has been computed in proportion to the S(.)(t) values.

In ideal case, for a given observation, the hidden sequence consists of all
legitimate MTs, i.e., no eavesdroppers are scheduled by the BS. Keeping this in
mind, we define anti-eavesdropping efficiency (AE) of a scheduling mechanism
as the probability of occurring the observed sequence from a hidden sequence
consisting of only legitimate MTs. In other words, AE is a measure of how close
a scheduling mechanism is to the ideal situation. A higher AE indicates the hid-
den sequence is more close to all legitimate MT sequence, i.e., the corresponding
scheduling mechanism is more efficient to eliminate eavesdroppers from being
scheduled. In subsequent subsections, we derive the expressions for AE.
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4.1 Analyzing AE of PF

We characterize the operation of PF by an HMM consisting of two states namely L
and E (shown in Fig. 1). Here the states L and E represent the states that the
BS is currently serving a legitimate MT and an eavesdropper respectively. In the
considered model, Pijs indicate the transition probabilities from state i to state
j where i, j ∈ {L,E}. We assume that the time interval I has n equally spaced
time steps t1, t2, . . ., tn. Observed sequence over the time interval I is Sp(t1),
Sp(t2), . . . , Sp(tn). Based on the observed sequence, observation likelihoods can
be computed as:

P (Sp(ti)|L) =
Sp(ti)

n∑

k=1

Sp(tk)

,∀i ∈ [1, n]. (5)

Since, the system consists of |ξ| number of eavesdroppers, the probabilities of
staying in state L and E are 1 − |ξ|

|Q| and |ξ|
|Q| respectively. Hence, the initial

probability distribution π can be computed as π = (πL, πE), where πL = 1− |ξ|
|Q|

and πE = |ξ|
|Q| . Following similar logic, the self transition probability PLL in state

L can be computed as PLL = 1 − |ξ|
|Q| .

Now, AE of PF is the probability of getting the observation Sp(t1), Sp(t2),
. . ., Sp(tn) from a hidden sequence of all Ls, i.e., P (Sp(t1), Sp(t2), . . . ,
Sp(tn)|L,L, . . . , L). To compute this probability we have adopted the for-
mation presented in [16]. We compute V p, the AE of PF, i.e., P (Sp(t1),
Sp(t2), . . . , Sp(tn)|L,L, . . . , L), as follows:

V p = πL [PLL]n−1
n∏

i=1

P (Sp(ti)|L) (6)

=
(

1 − |ξ|
|Q|

)n n∏

i=1

Sp(ti)
n∑

k=1

Sp(tk)

4.2 Analyzing AE of APF

The operation of our proposed APF can also be characterized by a two state
HMM as described for PF, however the transitions probabilities P ′

ijs are different
from PF. At each time t, the APF determines a suspected set of eavesdroppers
ξ′(t) and imposes penalties on each of these eavesdroppers. As a result, at most
ξ ∩ ξ′(t) set of eavesdroppers may be eliminated from being scheduled. Hence,
at least ξ \ ξ ∩ ξ′(t) set of eavesdroppers are present for being scheduled at
time t. Accordingly, for APF mechanism, the self transition probability P ′

LL(t)
for state L at time t can be computed as P ′

LL(t) = 1 − |ξ\ξ∩ξ′(t)|
|Q| . It may be

noted that P ′
LL(t) boils down to PLL when ξ ∩ ξ′(t) = φ, the null set. Hence, the
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average self transition probability over the time interval I can be computed as

P ′
LL = 1

n

n∑

i=1

P ′
LL(ti). Since, P ′

LL(ti) ≥ PLL ∀i ∈ [1, n], we get P ′
LL ≥ PLL.

The computation of initial probability distribution is similar to that of PF,
i.e., π′

L the probability of starting from state L in APF can be computed as
π′

L = 1 − |ξ|
|Q| . Denoting by Sa(t1), Sa(t2), . . . , Sa(tn) the observation sequence

for APF mechanism, V a the AE for APF mechanism can be computed as:

V a = P (Sa(t1), Sa(t2), . . . , Sa(tn)|L,L, . . . , L)

= π′
L [P ′

LL]n−1
n∏

i=1

P (Sa(ti)|L)

=
(

1 − |ξ|
|Q|

) [
1
n

n∑

k=1

(
1 − |ξ \ ξ ∩ ξ′(tk)|

|Q|
)]n−1

×
n∏

i=1

Sa(ti)
n∑

k=1

Sa(tk)

(7)

5 Results and Discussions

In this section, we evaluate the performance of our proposed APF mechanism
based on HMM based analysis and system level simulations. We consider secrecy
throughput, AE and Jain’s fairness index (J) as performance evaluation metrics.
Secrecy throughput and AE have already been defined in Sects. 2 and 4 respec-
tively. To measure fairness in achieved throughput among the legitimate MTs
we have used the well known Jain’s fairness index (J) [14]. Here J has been
computed as:

J =

⎛

⎝
∑

i∈Q\ξ

R
(.)
i (t)

⎞

⎠
2

|Q|
∑

i∈Q\ξ

R
(.)
i (t)2

5.1 Simulation Setup

To evaluate the performance of our proposed scheme, we have prepared a MATLAB
based simulator. We consider a simulation environment similar to that of [12].
Our simulation environment consists of a cell with radius 500 m. Within the
coverage region of the cell, MTs are distributed uniformly. We vary the number
of MTs from 10 to 100. We have considered an NR BS situated at the center of
the cell. Height of the BS measured from the ground has been set to 2 m. All
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Table 2. Parameter settings

Parameters Values Parameters Values

Cell radius 500 m Number of MTs 10–100

Eavesdropper (%) 30% BS height 2 m

Bandwidth 20MHz Transmit power 24 dBm

Noise power −90 dBm α 2

Fig. 2. AE vs. length of observed sequence (analysis)

MTs are equipped with an omni-directional transceiver, and are served by the
common BS. We consider that all MTs are in line of sight with the serving BS.
Transmitting power of the AP has been set to 24 dBm. The carrier frequency of
the AP has been set to 28 GHz according to the 5G NR FR2 band standard [15].
We have considered free space path loss model to calculate the received signal
strength at the MT end. In the considered simulation environment, MTs are moving
according to random way point mobility model. While computing past average
throughput at time t, we have given same weight to the current throughput and
past average throughput at time t − 1. We consider that the channel gain of
an overheard channel is exponentially distributed with parameter β, where β is
uniformly random within [1×10−7, 2×10−7] [3]. In our considered scenario, 10%
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Fig. 3. Secrecy throughput vs. traffic load (simulation)

of the total MTs have been considered as trusted nodes. The trusted nodes send
the sleep mode status of their neighboring MTs to the BS in every transmission
time interval (TTI). The BS decides the sleep mode status of an MT depending
upon the majority neighbor’s decision. Important parameters considered in our
simulations are depicted in Table 2.

5.2 Results

Figure 2 depicts the effect of the length of the observed sequence on AE. Here
the results have been obtained based on the analytical models developed in
Sect. 4. Results show that the AE decreases with increasing the length of observed
sequence for both approaches. However, our proposed APF outperforms the tra-
ditional PF [7] in terms of AE. The performance gain in our approach increases
with increasing length of the observed sequence. The reasons behind are as fol-
lows. The probability of at least one eavesdropper being scheduled increases
with increasing the time interval I. As a result, the AE decreases for both the
approaches. However, the proposed APF can eliminate eavesdroppers from being
scheduled by imposing penalties. Such probability of elimination increases in
larger time intervals. As a result, the performance gain in APF increases mono-
tonically with the length of the considered time interval.
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Fig. 4. Jain’s fairness index vs. traffic load (simulation)

Figure 3 depicts the effect of traffic load on secrecy throughput. Here the traf-
fic load varies from 10 MTs to 100 MTs with a step of 10 MTs. Results reported in
this section represent the average results obtained from 10000 independent runs.
The result shows that our proposed APF mechanism significantly outperforms
the traditional PF mechanism. The reasons behind are as follows. The secrecy
throughput depends on two factors: (a) the throughput obtained by the legiti-
mate MTs from the system, and (b) the throughput obtained by the eavesdroppers
by overhearing the transmitted signal to the legitimate MTs. Since, the channel
gain of the overheard channel is significantly lower compared to the original
channel allocated to the legitimate MTs, throughput obtained by the legitimate
MTs takes the decisive role towards determining secrecy throughput. Since, our
proposed approach can eliminate eavesdroppers while scheduling different MTs as
obtained from the analytical results (Fig. 2), throughput obtained by the legit-
imate MTs in APF is better compared to that of traditional PF. This results in
higher secrecy throughput in our proposed approach. Both analysis and simula-
tion results generate a consensus that our proposed APF can effectively eliminate
eavesdroppers while scheduling different MTs.
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Figure 4 shows the effect of traffic load on the Jain’s fairness index. Here also
the traffic load varies from 10 MTs to 100 MTs with a step of 10 MTs. The result
shows that our proposed APF mechanism significantly improves the Jain’s fair-
ness index compared to the traditional PF mechanism as the traffic load increases
beyond 20 MTs. The reason behind is as follows. The traditional PF often sched-
ules eavesdroppers having good channel conditions. This results in starvation of
some legitimate MTs when the traffic load is beyond a certain threshold (20 MTs in
our case). On the other hand, being equipped with side information such as time
spent in sleep mode and number of eavesdroppers, our proposed APF reduces the
chance of scheduling an eavesdropper. Consequently, in our approach, possibility
of starvation is quite low. As a result, the APF mechanism outperforms the tradi-
tional PF in terms of Jain’s fairness index. The possibility of starvation increases
with increasing traffic load for both the approaches, resulting in decreasing trend
for J .

6 Conclusions and Future Research Scope

In this work, APF scheduling mechanism has been proposed to avoid eaves-
droppers while scheduling different MTs in the system. Moreover, the anti-
eavesdropping efficiency of the proposed APF has been analyzed based on HMM.
The APF mechanism reduces the chance of an eavesdropper being scheduled by
assigning penalties to a suspected set of eavesdroppers. Both analysis and sim-
ulation results confirm that the APF mechanism significantly outperforms the
traditional PF in terms of secrecy throughput, anti-eavesdropping efficiency and
Jain’s fairness index.

To determine a more accurate probability distribution to capture the exact
set of eavesdroppers, we are planning to employ the carrier frequency offset (CFO)
information. The CFO information is related to the user specific transceiver and
is less affected by the environment. For further characterization of eavesdropping
behaviours, we aim to deploy random matrix theory (RMT) to analyze the multi-
dimensional CFO data.
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Abstract. High demand for bandwidth has been the primary motiva-
tion for device to device (D2D) communication. In cases where direct
communication is not possible, two D2D devices are allowed to commu-
nicate via relay nodes. The relay selection problem is concerned with
the selection of suitable relay device for each such D2D pairs while fre-
quency assignment problem aims to optimally share the available spec-
trum resources among the active devices satisfying their quality of service
requirements. In this work, we present a joint approach to solve the relay
selection and frequency allocation problem in context of D2D commu-
nications. We incorporated a network coding strategy into our problem
formulation which halves the required time slots for a two-way D2D com-
munication. Considering the underlying problem is NP-Complete, we for-
mulated a linear programming based greedy method which shows near-
optimal performance with polynomial time complexity. We also compare
our proposed algorithm with two existing works and show throughput
improvement.

Keywords: D2D communications · Channel assignment · Relay
selection

1 Introduction

The increase of various smart handheld devices, together with their bandwidth
hungry applications like video calls, high definition television, video streaming
services, mobile gaming etc., demand high data rate which is beyond the lim-
its of conventional cellular network. To cope up with ever increasing data rate
demands, several schemes for cooperative communication have already been pro-
posed , chief among them being fixed terminal relaying through small base sta-
tions (BSs) to assist the communications [6]. Although these strategies show sig-
nificant improvements in spectral and energy efficiency as well as in user quality-
of-service (QoS), the current capacity is no where close to being enough to meet
the required demand. To this end, communication using the millimeter-wave
(mmWave) frequency has aroused considerable interest for providing device-to-
device (D2D) communication in next generation cellular networks to provide
such high data rate [13,16].
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In D2D communications, two nearby devices are allowed to directly commu-
nicate with each other with limited or no involvement of BS. D2D communication
enables dramatic improvements in spectral reuse. The close proximity of devices
comes with the promises of higher data rates, lowers delays, and reduced power
consumption. In fact, communicating with giga-Hertz frequencies having small
wavelength, typically measured in millimeters, can offer very high speed data in
the range of gigabits per second [13]. However, these signals suffer from higher
transmission and penetration losses than their low frequency counterparts mak-
ing them apt for close proximity communications [12].

In D2D communications, if the source and destination devices are not in the
vicinity of one another or suffering from inferior direct link quality, it is possible
to establish a D2D connection with one or more relay devices in between. More
often than not, a relay based communication having a few shorter links offer
more throughput than a traditional communication via the base station, thus
such relay based D2D communications has gained popularity over the past few
years. The full potential of cooperative communication can be utilized by device
relaying [16]. A D2D device pai may have multiple candidate relay devices in
its vicinity. Whereas, a relay device might be candidate for many D2D pairs,
but it cannot serve more than one D2D pairs simultaneously. Figure 1a shows
a sub-optimal scenario where relay R2 is assigned to D2D pair A1–A2 whereas
D2D pair B1–B2 has no relay allocated to it while relay R1 is not utilized. In
Fig. 1b relay R1 has been assigned to D2D pair A1–A2 and relay R2 is assigned
to D2D pair B1–B2. Figure 1b thus depicts an ideal relay assignment for this
example. By Fig. 1 it is evident that, optimal relay selection is a 2-dimensional
matching problem where a D2D pair is matched with a suitable relay device,
assuming a valid frequency allocation is always feasible.

B1 B2

R2

A1 A2

R1

(a) Non optimal assignment

B1 B2

R2

A1 A2

R1

(b) Optimal relay assignment

Fig. 1. Optimal relay selection as matching problem

With limited number of available frequency channels in a licensed band and
plenty of requesting D2D users in a service area, the spectrum sharing is a must
and thus induces interference. The objective of the frequency channel allocation
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problem is to assign frequency channels to the requesting D2D users in such a
way that their data rate requirements are satisfied. Consider the scenario given
in Fig. 1b once again, assuming relay R2 is in close proximity of the A1–A2 D2D
pair, the QoS offered by the relay R2 to the D2D pair B1–B2 is dependant of
their frequency assignment. Therefore, the relay selection and frequency channel
assignment are dependent on each other making them computationally hard to
deal with. More precisely, the combined problem of relay selection and frequency
allocation has been shown to be NP-complete [8].

Thus, the relay selection and frequency allocation must be dealt jointly, oth-
erwise like in any multistage strategies, result of a former stage will heavily influ-
ence the quality of the solution obtained at the end of the subsequent stages.
Even if one solves the former stage optimally there is no guaranty of it being
part of the overall optimal solution of the joint problem. One can easily come up
with instances where doing relay selection independent of frequency allocation
in two stages produces non-optimal results and vice-versa.

Furthermore, a two-way communication via a relay, takes four time slots
using store and forward method where the first two time slots are used to send
data from one device of a D2D pair to the other via the intermediate relay
device, and the subsequent two time slots are required to send data in the other
direction. Application of efficient network coding can bring this down to two
time slots [7], where the relay device receives data simultaneously from the two
devices in a D2D pair in the first time slot and transmits back the combined
data in the next time slot. Both the receivers receive the data simultaneously
and decode its required data from it with negligible overhead.

In this work, we aim to maximize the number of activated links which in turn
improves the overall system throughput for relay aided two-way D2D overlay
communications. For this, we propose an algorithm to jointly solve the relay
selection and frequency allocation problem for two-way communication with
reduced time slots using network coding. We allow reusing a channel among
many D2D pairs as long as the required signal to interference plus noise ratio
(SINR) is satisfied. Our proposed algorithm is a greedy approach based on linear
programming (LP) relaxation of the underlying hard problem. Simulation results
show near optimal performance of our proposed algorithm in terms of number of
links activated. We also show that our proposed algorithm outperforms a state-
of-the-art classical algorithm as well as one recent algorithm in terms of overall
system throughput.

The rest of the paper is organized as follows. The literature review is given
in Sect. 2. Section 3 presents the system model. The joint problem formulation
is given in Sect. 4. Our proposed solution is given in Sect. 5 followed by its sim-
ulation results in Sect. 6. We conclude this work with Sect. 7.

2 Related Works

In D2D communications, one of the challenging tasks is to optimally allocate
resources to the devices [17]. The main objective of the frequency allocation and
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power control is to maximize the SINR or minimize the interference value to
improve link quality. Channel assignment for orthogonal frequency division mul-
tiple access (OFDMA) based D2D systems has been studied in [5,8,16,17]. The
resource allocation problem for D2D communications has been investigated in
[3]. Here the problem has been solved in successive stages. It first selects admis-
sible D2D pairs satisfying the QoS requirements and then allocates powers to
the devices. Next, a maximum weight bipartite matching is employed to allocate
frequency to each admissible D2D pair in order to maximize the overall system
throughput.

In [5] authors have formulated a mode selection and resource allocation prob-
lem to maximize the system throughput of D2D and cellular links satisfying
minimum rate requirements of the links. To solve this problem, optimal power
requirements of the D2D links operating in the direct or relay mode have been
calculated. Then, using these power allocations, the joint mode selection and
relay assignment has been formulated as a job assignment problem whose opti-
mal solution can be obtained in polynomial time. Various challenges for relay
selection have been mentioned in [16]. Authors of [19] proposed a joint relay
selection and resource allocation algorithm, which first allocates resources to
relay links based on maximum received SINR values and then determines the
optimal relay device fulfilling the QoS requirement of D2D users. In [9], authors
formulated a mixed integer non-linear programming problem for the joint power
and channel allocation in relay-assisted D2D communications and proposed two
heuristic algorithms. One algorithm first allocates optimal powers to the links
under given channel assignment followed by channel allocation, while the other
one does the same in reverse order. In [4] authors proposed a two stage process
for relay selection and resource allocation in which first the relay candidates are
shortlisted by their position in the sectored cell and then relays and frequen-
cies are selected. In [2], relaying based on D2D communication in an integrated
mmWave 5G network has been considered. In [18], a coding technique has been
used to improve reliability of the communication. Here first an integer non-linear
programming problem has been formulated for the joint resource allocation, later
it is converted into binary integer linear programming problem using a concept
of D2D cluster and solved using branch-and-cut algorithm.

Both in [8] and [15], the joint relay selection along with related sub-channel
and power allocation problem has been investigated. The proposed scheme in
[8] first allocates power to the devices then formulates the relay selection and
channel allocation problem as a 3-dimensional matching problem which is known
to be NP-complete. They proposed an iterative technique to near-optimally solve
the matching problem which decomposes the 3-dimensional matching problem
into a sequence of 2-dimensional matching problems by fixing one dimension in
each stage of an iteration. While in [15], authors aim to maximize the system
throughput by considering the relay-aided communications. For this they have
considered four subproblems, namely power control, relay selection with area
division, mode selection, and finally link selection for activation.
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Most of the studies above does not allow reusing the same channel among
multiple D2D pairs. We also found that most of the works considers one-way com-
munication scenarios, while many modern applications like video calling requires
two-way communication in which high data rate is needed in both directions.
In this work, we jointly deal with the problems of relay selection and frequency
allocation for two-way communications, where we allow reusing the same chan-
nel among many D2D pairs as long as the required SINR is satisfied. Moreover,
we make use of network coding to provide two-way communication with reduced
time slots which in turn increases the number of activated links and hence the
overall system throughput.

3 System Model

We assume a single cell BS controlled D2D overlay scenario where we have M
pairs of D2D user equipments (UEs) and N number of idle UEs. Some of these
D2D pairs can directly communicate with each other whereas others need an
intermediate relay device for their communication. We are only considering one
hop relay assisted D2D communications in such cases. We further assume that
an idle UE can serve as a relay between only one D2D pair. Figure 2 depicts
such a scenario. All these devices need to be allocated spectrum resources where
we have F number of dedicated orthogonal sub-channels available for the D2D
communications. We assume time is discretized into time slots {t0, t1, t2, . . . }
with small Δt time span for each time slot. We denote a pair of successive time-
slots as a superslot. We denote D as the set of D2D pairs requiring a relay and
D ′ as the set of D2D pairs communicating directly.

UE1

UE2

UE3

UE5
UE4

UE6

UE7

UE9

UE8

UE11

UE10

UE12

requesting D2D pairs: UE1-UE2, UE3-UE4, UE8-UE9

idle D2D UEs: UE5, UE6, UE7, UE10, UE11, UE12

direct links: UE1-UE2, UE8-UE9

relay aided links: UE3-UE5-UE4

Fig. 2. System model
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Mobility Consideration. We consider the nodes to be pseudo-stationary, that
is they do not change their position for the duration of a superslot. As we solve
the problem for a superslot, therefore their movement in between superslots do
not affect our proposed solution. For a particular superslot, position of an UE
can be determined with great accuracy [11] and is available to the BS.

Candidate Relays. Similar to [4] and [14], we assume all idle D2D UEs are
capable and willing to participate in device relaying. Furthermore, we assume
that a D2D pair can communicate among each other via a single relay making a
one-hop relay assisted communication in cases where direct communication link
is poor or does not exist. For a D2D pair, all idle devices within its vicinity, thus
possibly having good SINR values, are eligible for being a candidate relay for
that pair. An idle device can be in more than one such candidate list, but can
only be assigned to a single D2D pair for relaying. We denote R to be the set
of all candidate relay nodes in the service area.

Frequency Allocation. We need to allocate frequency channels to each of the
D2D links and also to their relay link (if any). With limited number of frequency
channels we need to employ frequency reuse keeping the SINR values above the
required QoS threshold. We denote F to be the set of available orthogonal
frequency channels.

Power Allocation and Channel Gain. We assume all transmitter devices are
transmitting at a fixed power P . As in [3], for pathloss model we consider both
the fast fading due to multi-path propagation and slow fading due to shadowing.
Thus, the channel gain between device a and device b can be expressed as ha,b =
Kβa,bζa,bL

−α
a,b , where K is a constant determined by system parameters, βa,b is

fast fading gain with exponential distribution, ζa,b is the slow fading gain with
log-normal distribution, α is the pathloss exponent, and La,b is the distance
between devices a and b.

Slot Reduction. In [7], it is shown that for a two-way communication it is pos-
sible to reduce number of required time slots by use of network coding technique.
System requirements to support such channel coding is given in [1,7]. As shown
in Fig. 3a it would take two time slots to send A’s data to B via relay R and
another two time slots for sending B’s data to A via R. The data transmissions
are denoted by directed arrows, marked with slot numbers, in the figure. But
with proper network coding R can receive from both A and B simultaneously in
one time slot and sends back the combined received data in the next time slot
as depicted in Fig. 3b. Here both A and B receive the combined data simultane-
ously from R and decodes the required data from it. This shows a clear benefit
in reduction of number of time slots from four to two which supersedes the small
overheads incurred for use of this network coding [7]. We assume relay nodes
have limited memory thus the data in a time slot must be sent out in next time
slot. Our task thus reduces to solving the problem just for a single superslot.
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R

A B

1
3

2
4

(a) traditional

R

A B

1 1
22

(b) with slot reduction

Fig. 3. Slot reduction using network coding for two-way communication

Interference Consideration. Consider a D2D pair A-B communicating via
a relay R. As shown in Fig. 4a, in the first time slot, both A and B will act as
transmitter and R will act as receiver. Both A and B will contribute to interfer-
ence of all other devices, such as P , receiving using the same frequency in which
both A and B transmit. Similarly, all other devices, such as Q, transmitting in
the same frequency will cause interference at R. Whereas in second time slot,
receiving/transmitting role of the devices reverses. As shown in Fig. 4b, R now
becomes transmitter and relays back the data to B and A, both of which are now
in receiving mode. Thus A and B get interference from all other devices, such
as P , transmitting using the same frequency. Similarly, R causes interference to
all other devices, such as Q, receiving in the same frequency.

Q R P

A B

TX RX RX

TX TX

(a) 1st slot

Q R P

A B

RX TX TX

RX RX

(b) 2nd slot

Fig. 4. Interference from other transmitters for the two time slots

4 Problem Formulation

Assuming all devices transmit using fixed power P , we define received power
from device a to device b as R(a, b) = P × ha,b. We define binary allocation
matrices X ∈ {0, 1}|D |×|R |×|F | and Y ∈ {0, 1}|D ′|×|F | of which entries Xi,r,f

and Yk,f are defined as follows.
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Xi,r,f =

⎧
⎪⎨

⎪⎩

1 if i-th D2D pair communicate via
relay r using frequency f

0 otherwise

Yk,f =

⎧
⎪⎨

⎪⎩

1 if k-th D2D pair communicate directly
using frequency f

0 otherwise

We denote i = (i1, i2) for a D2D pair i consisting of devices i1 and i2.
In the first time slot, for a D2D pair i = (i1, i2) communicating via relay r,
both i1 and i2 act as the transmitters and r acts as the receiver. Even with all
transmitters transmitting with same fixed power P , the received signal strength
will vary due to different gain obtained at different positions. Thus to ensure no
buffering is needed at the receiver r, the effective received power at r is set as
the minimum of the received powers from the two transmitters i1 and i2, that is,
min(R(i1, r), R(i2, r)). The total interference for D2D pair i from all other D2D
pairs j = (j1, j2) ∈ D and k = (k1, k2) ∈ D ′ operating on the same frequency
f is given in equation (1) where sum of received power from a D2D pair j to a
device a is defined as Rs(j, a) = R(j1, a) + R(j2, a).

Inti,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

Rs(j, r)Xj,r′,f +
∑

k∈D ′
R(k1, r)Yk,f (1)

Therefore, SINR for the D2D pair i communicating via relay r using frequency
channel f can be given as

SINRi,r,f =
min(R(i1, r), R(i2, r))

η0 + Inti,r,f

where η0 is the thermal noise. Furthermore, for D2D pair i the SINR value must
be larger than or equal to the required SINR threshold thi whenever Xi,r,f = 1.
We can write this as linear inequalities (2) and (3), where M is a suitably large
constant value, representing positive infinity.

(1 − Xi,r,f )M + R(i1, r) ≥ (η0 + Inti,r,f )thi (2)
(1 − Xi,r,f )M + R(i2, r) ≥ (η0 + Inti,r,f )thi (3)

In the second slot, the role of transmitters and receivers reverses. That is, both
i1 and i2 act as the receivers and r acts as a transmitter. We calculate the
interference at i1 and i2 in equations (4) and (5) respectively.

Int′i1,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

R(r′, i1)Xj,r′,f +
∑

k∈D ′
R(k2, i1)Yk,f (4)

Int′′i2,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

R(r′, i2)Xj,r′,f +
∑

k∈D ′
R(k2, i2)Yk,f (5)
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Thus effective SINR in second time slot is given as

SINR′
i,r,f = min

(
R(r, i1)

η0 + Int′i1,r,f

,
R(r, i2)

η0 + Int′′i2,r,f

)

.

This SINR value must also be larger than thi whenever Xi,r,f = 1. We can
similarly write this as linear inequalities (6) and (7).

(1 − Xi,r,f )M + R(r, i1) ≥ (η0 + Int′i1,r,f )thi (6)
(1 − Xi,r,f )M + R(r, i2) ≥ (η0 + Int′′i2,r,f )thi (7)

For a D2D pair k = (k1, k2) communicating directly using frequency f , inter-
ference at k2 in slot 1 and at k1 in slot 2 are given in equations (8) and (9)
respectively.

Int′′′k2,f =
∑

i∈D

∑

r∈R

Rs(i, k2)Xi,r,f +
∑

k′∈D ′
k′ �=k

R(k′
1, k2)Yk′,f (8)

Int′′′′k1,f =
∑

i∈D

∑

r∈R

R(r, k1)Xi,r,f +
∑

k′∈D ′
k′ �=k

R(k′
2, k1)Yk′,f (9)

Similarly, linear inequalities in (10) and (11) ensure SINR value for the D2D pair
k communicating using frequency f is larger or equal to threshold thk whenever
Yk,f = 1.

(1 − Yk,f )M + R(k1, k2) ≥ (η0 + Int′′′k2,f )thk (10)
(1 − Yk,f )M + R(k2, k1) ≥ (η0 + Int′′′′k1,f )thk (11)

Inequality (12) ensures that a relay device can be used for at most one D2D pair
and can transmit using a single frequency.

∑

i∈D

∑

f∈F

Xi,r,f ≤ 1 ∀r ∈ R (12)

A D2D pair can have at most one relay and can transmit using a single frequency.
This gives us the inequality (13). A D2D pair communicating directly also can
transmit using a single frequency and gives inequality (14).

∑

r∈R

∑

f∈F

Xi,r,f ≤ 1 ∀i ∈ D (13)

∑

f∈F

Yk,f ≤ 1 ∀k ∈ D ′ (14)

We also have the integrality constraints (15) and (16).

Xi,r,f ∈ {0, 1} ∀ i ∈ D , r ∈ R, f ∈ F (15)
Yk,f ∈ {0, 1} ∀ k ∈ D ′, f ∈ F (16)
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In order to maximize the number of links that can be activated together the
following integer linear program (ILP) can be formulated.

max
∑

i∈D

∑

r∈R

∑

f∈F

Xi,r,f +
∑

k∈D ′

∑

f∈F

Yk,f (17)

subject to constraints (2), (3), (6), (7) and (10) through (16).

5 Joint Relay Selection and Frequency Assignment

We begin with elimination of the allocation matrix Y by introducing a dummy
virtual relay node rk for each D2D pair k = (k1, k2) in D ′ in order to simplify
the equations. We set this virtual node rk as the only relay candidate of this
D2D pair k. While calculating SINR values, we consider position of rk is same as
transmitter k1 for the first slot and the position is same as transmitter k2 for the
second slot. We set D = D ∪ D ′ and R = R ∪ {rk | k ∈ D ′}. Now the purpose
of Y matrix can be served with X matrix itself with updated dimensions. We
also update the definition of received power for a transmit power P as follows.

R(a, b) =

{
∞ if a ∈ D ′ and b = ra

P × ha,b otherwise

Interference calculations in (1), (4) and (5) thus reduces to (18), (19) and (20)

Inti,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

[R(j1, r) + R(j2, r)]Xj,r′,f (18)

Int′i1,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

R(r′, i1)Xj,r′,f (19)

Int′′i2,r,f =
∑

j∈D

j �=i

∑

r′∈R
r′ �=r

R(r′, i2)Xj,r′,f (20)

respectively and the objective function simplifies to

max
∑

i∈D

∑

r∈R

∑

f∈F

Xi,r,f (21)

We devise a linear programming relaxation based greedy algorithm to near opti-
mally solve the problem. We start by relaxing the integrality constraints in (15)
in order to allow the indicator variables to have fractional values between 0 and
1, as shown in Eq. (22).

Xi,r,f ∈ [0, 1] ∀ i ∈ D , r ∈ R, f ∈ F (22)

We thus have an linear program (LP) with objective given in (21) subject to con-
straints (2), (3), (6), (7), (12), (13) and (22). Solving this relaxed LP we obtain
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Algorithm 1: Relay Selection-Frequency Allocation
1 solve the relaxed LP to obtain solution vector X̃

2 apply rounding-off scheme on X̃ such that constraints (12), (13) and (22) are
satisfied

3 create the frequency classes C = {C1, C2, . . . , C|F |}
4 set L = φ
5 foreach class Cf ∈ C do
6 while Cf not satisfying QoS constraints (2), (3), (6) and (7) do
7 foreach link (i, r) ∈ Cf do
8 set Ii,r = Inti,r,f + Int′

i1,r,f + Int′′
i2,r,f

9 set (̂i, r̂) = arg max
(i,r)∈Cf

{Ii,r}

10 set Cf = Cf \ {(̂i, r̂)} and L = L ∪ {(̂i, r̂)}
11 while L �= φ do
12 foreach link (i, r) ∈ L do
13 foreach f ∈ F do
14 if Cf ∪ {(i, r)} satisfies QoS constraint then
15 set Ii,r,f = Inti,r,f + Int′

i1,r,f + Int′′
i2,r,f

16 else
17 Ii,r,f = ∞

18 set (̂i, r̂, f̂) = arg min
(i,r)∈L ,f∈F

{Ii,r,f}
19 if Iî,r̂,f̂ �= ∞ then

20 update Ck̂ = Ck̂ ∪ {(̂i, r̂)}
21 update L = L \ {(̂i, r̂)}
22 return C

an allocation matrix X with fractional entries. We apply a simple rounding-off
mechanism to change these fractional values to 0–1 integral values satisfying
constraints (12) and (13). The resultant solution might not be a valid one with
respect to the QoS constraints (2), (3), (6) and (7). Nevertheless, this gives us
|F | frequency classes, C = {C1, C2, . . . , C|F |}, where Cf represents set of links
are to be activated with frequency f . More precisely, we store (i, r) pairs in a Cf ,
denoting that i-th D2D pair is assigned relay r and transmits using frequency f .
Admissibility of each such frequency class can be tested independently of other
frequency classes using the QoS constraints (2), (3), (6) and (7). For each such
Cf , disabling a few links might just satisfy the QoS constraints of the remaining
links and thus can be activated with the same frequency f . We mark a link in
Cf as victim link if it causes maximum interference to all other links in Cf .
We remove this victim link into a common discarded pool of links L for later
consideration. This removal of links is done iteratively until all links of Cf can
be activated with same frequency f without violating QoS constraints. Repeat-
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ing the same process for all the frequency classes, we can activate all of the
remaining links in

⋃

Cf∈C

Cf together.

Now a link l ∈ L can be accommodated back into some frequency class Cf

such that Cf ∪ {l} satisfies the QoS constraints. We should note that the order
in which the links are reinserted has a significant impact on the number of links
that can be activated together. Here again we employ a simple greedy scheme
by iteratively finding the most economical link in L and inserting it into its
most economical frequency class satisfying the QoS constraints. We call (l, f)
the most economical link-class pair if link l incurs minimum interference into
frequency class Cf for all such (l, f) pairs, where l ∈ L , Cf ∈ C . If for some
link l no such accommodating frequency class satisfying the QoS constraints can
be found, we permanently discard this link and move onto the next economical
link. We continue this process until no new link can be admitted. The formal
description of this proposed scheme is given in Algorithm 1.

Lemma 1. Algorithm 1 terminates with a solution as good as any single fre-
quency reuse algorithm.

Proof. After the rounding-off we check for admissibility of each of the frequency
classes and make necessary changes. This ensures that each frequency class must
contain at least one link if not more. Thus, at this point, in terms of the number
of D2D links activated, the solution obtained by our proposed method must be
as large as any solution produced by any algorithm which consider only single
use of a frequency channel. Furthermore, next we try to pack more links in the
frequency classes which can only improve the solution and bring it closer to the
optimal one. This iterative improvement process must terminate as we consider
each of the remaining link only once. �	

6 Simulation Results

In this section we present the simulation results to demonstrate the performance
of our proposed scheme. We have considered a single cell scenario similar to [15].
We take 5–20 D2D pairs and 200 idle D2D devices eligible for device relaying
within a cell of 500 m. The maximum distance between a D2D pair is 50 m.
Other channel parameters are also adapted from [15]. The maximum transmis-
sion power is 25 dBm, SINR threshold is 5 dB, thermal noise is −174 dBm/Hz
and the pathloss exponent is 4.

For the comparison we choose two other algorithms namely iterative Hun-
garian method (IHM) [8] and uplink resource allocation (ULRA) [15] described
in Sect. 2. Since both IHM and ULRA do not deal with network coding, for a
fair comparison, we have considered a version of our algorithm which does not
uses the network coding for slot reduction. We slightly modify our approach sim-
ilar to [15] by halving the available bandwidth for a time slot in case of a relay
aided communication. Since both IHM and ULRA reuse a channel allocated to
a cellular user (CU) we consider the presence of 10 active CUs each using a
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unique orthogonal frequency channel similar to [15]. We assume the base station
is placed at the center of the cells and CUs are distributed uniformly at random
in the cell. For accurate measurements we ran these algorithm on 1000 random
instances and took the average of them. Furthermore, to enable two-way com-
munication we run these algorithm twice, once for the forward direction and on
this result we run the algorithm a second time for the other direction. We only
activate those links which are still feasible after the second round of execution.
We compare the performance of our approach with these two algorithms in terms
of number of links activated and total system throughput achieved with varying
system load. By system load we imply the number of requesting D2D pairs. For
throughput calculations we only select the links outputted by an algorithm for
activation and apply the Shannon capacity formula. As depicted in Fig. 5 our
proposed scheme outperforms both of these algorithms. This improvement can
be attributed to the fact that we have considered the two problems jointly and
allowed multiple frequency reuse.
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Fig. 5. Proposed vs IHM and ULRA without network coding

The true potential of our algorithm is observed when the network coding is
enabled. For reference we also consider the optimal scheme where we directly
solve the formulated ILP. Modern optimization solvers like Gurobi [10] can
solve an ILP efficiently within reasonable amount of time for smaller instances.
Figure 6 shows how well our proposed algorithm perform to achieve a near opti-
mal solution in comparison to the optimal scheme.

The IHM algorithm has a running time of O(jB3), where B =
max(|D |, |R|, |F |) and j is the number of iterations in IHM and the time com-
plexity for ULRA is O(|D ||R||F |). While our algorithm has a running time of
O(L) where L is the time complexity for solving the LP with |D ||R||F | vari-
ables. Our algorithm has higher time complexity due to the fact that it allows
multiple frequency reuse, while both IHM and ULRA allow only single reuse.
Thus by jointly dealing the relay selection and frequency allocation problem with
multiple frequency reuse our proposed algorithm results into improved system
throughput. The use of network coding for slot reduction also plays a significant
role in the throughput improvement.
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Fig. 6. Proposed vs optimal with network coding

7 Conclusion

We have addressed the joint relay selection and frequency allocation problem
in a relay aided D2D communication and devised a LP relaxation based greedy
strategy. The simulation results shows that our proposed scheme solves the prob-
lem near-optimally. Moreover, our algorithm outperforms the IHM and ULRA
algorithms in terms of system throughput. This improvement can be attributed
to the fact that we have jointly dealt the two problems unlike solving it in mul-
tiple stages like in IHM or ULRA algorithm. Moreover using the network coding
scheme for slot reduction also contribute in throughput improvements. Lastly,
instead of single reuse of frequencies, our proposed scheme allows multiple reuse
to further improve the system throughput.
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Abstract. Several efforts has been seen claiming the lightweight block
ciphers as a necessarily suitable substitute in securing the Internet of
Things. Currently, it has been able to envisage as a pervasive frame of
reference almost all across the privacy preserving of smart and sensor ori-
ented appliances. Different approaches are likely to be inefficient, bring-
ing desired degree of security considering the easiness and surely the pro-
cess of simplicity but security. Strengthening the well-known symmetric
key and block dependent algorithm using either chaos motivated logistic
map or elliptic curve has shown a far reaching potentials to be a discre-
tion in secure real-time communication. The popular feature of logistic
maps, such as the un-foreseeability and randomness often expected to
be used in dynamic key-propagation in sync with chaos and schedul-
ing technique towards data integrity. As a bit alternation in keys, able to
come up with oversize deviation, also would have consequence to leverage
data confidentiality. Henceforth it may have proximity to time consump-
tion, which may lead to a challenge to make sure instant data exchange
between participating node entities. In consideration of delay latency
required to both secure encryption and decryption, the proposed app-
roach suggests a modification on the key-origination matrix along with
S-box. It has plausibly been taken us to this point that the time required
proportionate to the plain-text sent while the plain-text disproportionate
to the probability happening a letter on the message made. In line with
that the effort so far sought how apparent chaos escalates the desired
key-initiation before message transmission.

Keywords: Internet of Things · AES modification · Key generation
matrix · Logistic map

1 Introduction

Internet of Things (IoT) has its security issue which been able to pass its new
born and infant stage and successfully entered into teenage stage [1,6,9]. Though
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it was born a several decades earlier than Advance Encryption Standard (AES),
enabling these two different generation strangers sitting together with a view
to confluencing each other has also been just out as well [2,3]. Thus thinking
that they are capable of co-aiding themselves especially through an aspect of
data integrity and confidentiality has also not yet promisingly embraced with
any noteworthy testament from any credible sources so forth known to us. In
the face of extensive dubiety that often leads to a certain degree of perplexity
among research community, Logistic Map incorporated AES has been emerged
as a self-definable safe-guard to abolish the possible gap in the IoT security chal-
lenges [5,8]. It has already been able to show its potentials in particular in this
field by super-setting secure smart device authentication to ensure strong com-
munication, decentralized data formulation or even automatic data purchasing.
Thus, it is conceivably estimated that an emerging phenomenon of IoT utensils
would be able to equip with the internet to ease the coming security aspect of
intelligible and straightforward encryption and decryption. In IoT cluster head is
device on the network contributes to reliable data transmission which in response
accepts information before processing and encrypting them as well. We propose
this algorithm can be applied on the cluster head of simple IoT network. Though
heterogeneous complex network architecture has been rapidly evolving day by
day, the flexibility deserves properly concerned as more often micro-shaped sen-
sor devices are necessarily required in this area of security and privacy [13,14].
Fig. 1 shows how Advanced Encryption Standard (AES) secures data generated
from IoT sensors. However, though AES has proven security strength, its key
generation technique can be broken if there is a desired computation system.
Therefore, using conventional AES for critical and real-time data security brings
challenges to data integrity. From the motivation of improving the AES key
generation technique, the proposed paper claims contributions as follows.

1. It increases the Key generation complexity, thus reduces the chances of break-
ing the keys. Instead of incorporating conventional two-dimensional S-box, the
proposed key generation technique uses the 3-Dimensional Key Generation
Mechanism (3DKGM). To make it robust and usuable it is designed based
on Chaos cryptography and Logistic Map.

2. The proposed technique can preserve the integrity of sensitive IoT data. The
sensor should have the necessary computation capacity to adapt to the pro-
posed system.

3. The coding-based empirical and extensive evaluation justifies the proposed
technique’s security strength compared to similar approaches.

The rest of the paper is organized as follows; Sect. 2 illustrates the back-
ground and related works. The following section includes the required technical
preliminaries and the Applicability of Chaos-based key generation. Then Sect. 4
explains the proposed technique. Lastly, the paper consists of an empirical eval-
uation and initial cryptanalysis based on 3DKGM S-box. Finally, it concludes
with the prospects of the paper.
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Fig. 1. How Advanced Encryption Standard (AES) is used to secure data generated
from IoT sensors received by a smartphone.

2 Background and Related Works

The following portion of the paper briefly explains the issues with the Symmetric
Key algorithms focusing the Latency Challenges. Applying the symmetric-key
algorithm in securing Internet of Things has been encountered enormous chal-
lenges [4,13], including potentials and opportunity. For the brevity only the
succinct issues have been outlined hereby.

2.1 Latency Challenges

A simple encryption algorithm can be represented as following:

Y = EzX (1)

Where X is plaintext, Y is cryptogram, Z is a secret key, and Ez is an encryption
algorithm. To make any encryption algorithm workable on the devices associ-
ated, better it to simple and straightforward when we are in a time of introducing
unfathomable advanced algorithms every day. In this area of secure communi-
cation certainly the principle concern should be required time to encrypt and
decrypt the text messages. Long time latency during this process may slow down
system thus it decreases feasibility and usability of the system. It is known that
each bit of plaintext conveys information. In addition to this it is even said that
probability issue may help information achieving low latency. If it is said, ‘Today
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solar eclipse will occur’, then it is an important matter, so the information of it
is higher than the normal day. So, the bits of the plaintext is inversely propor-
tional to occurring it. If the amount of information on the plaintext is I and the
probability of occurrence of that event is P , then

I = f(x) =
{

0 if P = 1
1 if P = 0 (2)

The important issue is presuming that, almost in every English message,
letters are having a low probability of occurring such as q, v, w, x, z lead to this
point that they have low occurrence probability in accordance. If the probability
of occurrences of letters z and r in and English message is Pz and Pr respectively,
then it can be depicted as if-

Pr ≤ Pz (3)

It also can be said that the encryption of decryption time is much lower
than which have higher probabilities. Not necessarily thinking about encryption
and decryption time of letters has lower likelihood to occur. The concern of
the proposed approach is those have a higher possibility to happen should have
the reason for increasing the latency. Thus we would come up to introduce an
algorithm that might be helping latency reduction for the letters with higher
probability from a given message. We suggest that the letters have multiple
occurrences may have the possibility in the text-message where maximum two
letters will generate. In this situation, the popularly known LZ78 Algorithm [26]
which will be described in the later section, has been considered to decrease the
time of these types of letters.

2.2 Related Works

There are several efforts have been made in the area application of the
symmetric-key encryption techniques to make sure secure data communication
considering lightweight [15,32] and simplification approach [5,10]. Baptista was
one those [18] applied the concept of chaos [22] in the area of cryptography
[23,24]. Some other authors [27,28] proposed if he could encrypt a message using
low dimensional and chaotic logistic map though it was one-dimensional [25,26].
Another work proposed to apply a single block of text message text, and it had
low number of iterations and took longer time [16,21]. For data encryption algo-
rithm, chaotic map is one of the best ways of encryption for the high sensitivity
of its initial condition [6]. In the continuous-time chaotic dynamic systems, poor
synchronization and high noise problems may occur [7]. So far, logistic map is
a 2-D chaotic map, but, more than logistic map, discretized 2-D chaotic maps
are invented such as cat map, baker map and standard map [27] But the cat
map and baker map have security issues, the other one [26,28] the standard
map are not thoroughly analyzed yet. LZ78 algorithm on the cryptography has
been recently employed. It is used for source coding for lossless data compression
[12,15]. Many more types of research have been done using LZ78 algorithm. But
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it is a rare case to use it as an application in the field of cryptography. There-
fore, considering the chaotic properties, we have applied logistic map along with
dynamic key generation matrix called 3-Dimensional Key Generation Matrix
[19] to bring chaotic behavior inside. We are using it because we need faster and
complex calculations to secure the algorithm and make it faster than before. The
previous algorithm [19] secure with complex behavior, but we need more complex
and faster procedures to cope with modern technology. So, we are dealing with
chaos [20].

3 Technical Preliminaries and Applicability

In response to the challenges outlined earlier, the next portion of the paper shows
how several existing approaches incorporate AES for data integrity purpose. And
the following sections explains the applicability of the Chaos based technique
namely LZ78 algorithm.

3.1 Applying AES

Now thinking about the prominent algorithm, one of the most common and ever
robust encryption algorithms called Advanced Encryption Standard (AES) even
though it was broken many times. Day by day, new and excellent modification
approaches got invented and adapted to secure AES as well as to upgrade the
accuracy, intruders, and their unauthorized access of information has become a
typical phenomenon with the evolution of smart technology. Chaos based security
[20] has been an essential concern in security research because of its random-
ness and unpredictability. User may not get any prior knowledge about initial
condition means to discover desired key. A small variation will change the whole
result; for example, modification 1 bit on plain text or key would bring a change
the result nearly 50%. Chaos-based cryptosystems are flexible for massive scale
data such as audio and video in compare to the referred cryptosystems. Many
authors have been trying to implement chaos in the existing cryptosystem [3,20].
Chaos is dealt with the real numbers [4], where other cryptographic methods deal
with number of integers [5]. Thus, a chaos-based approach in the key-generation
process could make the system much safer.

3.2 Chaos Algorithms

Chaos is fully exploited in the chaos-based cryptography. We can easily and
safely transfer information using one dimensional logistic map [18,20,23]. The
critical characteristics of chaos are to generate different intricate patterns and
results in creating a large number of data by the mathematical model. These
data can be used as secret keys [24]. The following procedures as shown in Fig. 2
are essential to stepping in the cryptographic algorithm-
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Fig. 2. A flow diagram of a generic Chaos Algorithm

3.3 LZ78 Algorithm

LZ78 is a universal lossless data compression algorithm [26]. But we are going
to use here to decrease the time of decryption. Because generally, the proposed
algorithm is taking time in decrypting instead encrypting. Another problem
is the decrypted result is not sometimes indexed correctly on the decrypted
message. So, we are going to use LZ78 for proper indexing. It works from finding
the probability of each letter of the text-message. A percentage will be generated
to find out higher occurrence of a letter and lowest occurrence of letter. So, now if
the message is ‘I Love to read book’, then the encrypted message using LZ78 will
be ‘I Love to read bo20k’. But, in this way the bits will be too significant than
the actual message’s bits, which is not feasible. So, we modified this idea; rather
than using LZ78 on letters, we are going to use it on each word of sentence.
We are correctly indexing the word so that we could properly indexing the same
words in a sentence. According to this concept, the above mentioned message
will be the same ‘I Love to read book’ because no other word is identical here. If
the text-message is ‘Development process is a long process which helps to occur
welfare development’, then the message using LZ78 is ‘Development process is
a long2 process which helps to occur welfare 1development’. We have organized
the remaining of this paper as follows. In Sect. 2, a brief literature review of
the chaotic standard map as discussed. The properties of analyzing it and a
standard map for using in this paper is presented. The logic for choosing a logistic
map and the key-generation process we proposed, and its working procedure as
discussed in Sect. 3. In Sect. 4, algorithm selection for correcting position of the
whole message. In Sect. 4, choosing logistic map and steps of key generating is
discussed, and empirical evaluation and cryptanalysis is done in Sect. 5. Finally,
in Sect. 6, some conclusions are drawn.
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4 Proposed Key Management Technique

Handling the security in IoT environment is a challenging thing because of low
power distribution, distributed nature, and no standardization. A concern of
designing a security system is to assume that all the algorithms of cryptography
are known to the attackers. Kerckhoffs’s principle says that ‘secrecy of the key
provides security.’ So, a key is more comfortable to protect from attacker than
keeping secret the algorithm. And it is also a wise thing to keep confidential the
key as it is a small piece of information. But trying to keep the keys secret is a
challenging matter because a management system exists named ‘Key manage-
ment.’ Key management is nothing but deals with the creation, modification,
alternation, storage, practice, and replacement of keys; that means has access to
internal access of keys. The critical management concerns not only the essentials
of user level but also for the exchanges between end users. So, an algorithm
is needed to interrupt the internal mechanism of key management procedure.
Instead of using one key, nowadays more keys are generated, which are entirely
dependent on each other. That may damage the security breach. So, this is the
headache of today’s technology too. And the other one is brute force attack,
which is bound in length of the key. To make the algorithm free from the brute
force attack, [19] has experimented with it that may help to overcome it. This
paper is concern about the increase the security breach where the key generated
from the logistic map and keys are not wholly dependent on each other.

4.1 Choosing Algorithm for Accurate Positioning

Paper [1] works on AES, build a new key generation process using the 3DKGM
matrix and S-box; both are three dimensional. All reduce the encrypting and
decrypting time than existing AES because it tears off all the techniques that
take time. But this paper uses RES method which is one of the most power-
ful and costing algorithms ever. Adding these operations to AES, the proposed
algorithm gets additional computation to run and subsequently takes signifi-
cant time. Although it has ensured about less timing, but this article aims at
reducing the encrypting and decrypting the time than some other approaches.
An encrypting algorithm is well-known when it concerns with both security
and computational time (encrypting and decrypting time). To achieve both fea-
tures, we have applied LZ78 algorithm properties and chaos theory. However,
Advanced Encryption Standard (AES ) is one of the common block cipher algo-
rithms, and the algorithm we propose deals with 35 bits, which is too long.
After using s-box and 3DKGM [19], these huge number of bits turns into 744
bits which is also long to handle with. But, we find the lowest and highest prob-
ability before applying LZ78 Algorithm on resulting plaintext. The word with
the lowest probability is not created any big deal, but it will create big deal to
the occurrence of highest probability. For example, if the message is ‘JONNY,
your public key is equivalent to your address where you will receive cryptocur-
rency. So, keep your public key secret not to be interrupted on cryptocurrency.’
Now, the idea is that we have to find out lowest and highest probability of
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each word in a sentence and replace the higher probability with times of occur-
ring in a sentence. As shown in the Table 1, the output for first sentence is
(0, JONNY, ) (0, your) (0, public) (0, key) (0, is) (0, equivalent) (0, to) (2, your)
(0, address) (0, where) (0, you) (0, will) (0, receive) (0, cryptocurrency.) (0, So, )
(0, keep) (0, your) (0, public) (0, key) (0, secret) (0, to) (0, not) (7, to) (0, be)
(0, interrupted) (0, on) (0, cryptocurrency).

Table 1. The LZ78 for the word ‘JONNY, your public key is equivalent to your address
where you will receive cryptocurrency’

Output Index String

(0, JONNY,) 1 JONNY,

(0, your) 2 your

(0, public) 3 public

(0, key) 4 key

(0, is) 5 is

(0, equivalent) 6 Equivalent

(0, to) 7 To

(2, your) 8 Your

(0, address) 9 Address

(0, where) 10 Where

(0, you) 11 You

(0, will) 12 Will

(0, receive) 13 Receive

(0, cryptocurrency) 14 cryptocurrency

Now the plaintext that is processed removing ‘0′ is ‘JONNY; your public key
is equivalent to 2your address you will receive cryptocurrency’. So, ‘keep your
public key secret to not 7to be interrupted on cryptocurrency.’ Now, it seems it
taking a few bits more than real message, but it will be conducive for decrypting
message.

4.2 Choosing Logistic Map and Steps of Key Generating

Different types of logistic maps have been proposed, and those are feasible. But
to choose one, it must have three properties, such as-Mixing Property, Robust
Chaos, Large Parameter [10]. By analyzing all the properties, we are going to
use traditional logistic map. The equation is:

Xn+1 = rXn(1 − Xn) (4)

Where Xn lies between zero and one, and the interval for r is [0, 4]. But,
for the highly chaotic case, we are going to use r = 3.9999. A key is the head
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Fig. 3. Proposed key generating approach using Chaos

of any block cipher encryption algorithm. In [19], a fundamental generation
matrix named 3DKGM (3-Dimensional Key Generation Matrix), which is the
combination of Latin alphabets, integers, and Greek values used. Now, we want
to extend the operation by using chaos. The reason is no one can get any prior
knowledge about key. We are using here three keys. The first key gives birth of
1st key using 3DKGM [19]. The matrix looks like Fig. 4. The whole procedure
of generating key is shown in Fig. 3.

4.3 First Key Generation Process

To use the matrix in the encryption algorithm is one of the tricky tasks. This
type of job is building 3-Dimensional Key Generation Matrix. Let consider a
secret key: ‘POLY 12@ + αμ’. At first, we have to declare the position of each
byte. Then by using Fig. 4, we will get the first key, k1. The procedure of getting
this value as described in [19]. But it is needed to add that if any byte is missing
from the table, three zero get replaced for the corresponding byte. The First Key
generation process is depicted by Listing 1.1.
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Fig. 4. 3-Dimensional Key Generation Matrix (3DKGM ) [19]

Listing 1.1. Pseudocode foro Algorithm 1: First Key Generation Process

1 i n t cy c l e=0 ; /* a lgor i thm s t a r t s */
2 f o r ( i n t f=0 ; f<in iKey . l ength ( ) ; f++) do
3 i f ( f<9 ) do cy c l e=f ; end
4 i f ( f>=9 ) do cy c l e=0+cyy ;
5 cyy++; end
6 i f ( f>=18 ) do cy c l e=0+cyy1 ;
7 cyy1++; end
8 i f ( f>26 ) do cy c l e=0+cyy2 ;
9 cyy2++; end

10 i f ( f>=36 ) do cy c l e=0+cyy2 ; c y c l e=0+cyy3 ;
11 cyy3++; end
12 f o r ( i=0 ; i<9 ; i++) do f o r ( k=0 ; k<9 ; k++)
13 do f o r ( k=0 ; k<9 ; k++)
14 do i f ( a r r 1 [ i ] [ j ] [ k ]==iniKey . charAt ( f ) )
15 do hold 1 = i ;
16 hold 2=j ; end
17 end
18 end
19 end /* algor i thm ends */

k1 = 42, 41437C52G07U08 24d01j000000. Now, we have to calculate the
initial condition from the logistic map.

4.4 Find the Initial Condition from Logistic Map

To find the initial condition X0 from the logistic map, we have to choose first
three blocks of first key. That is 42. And then convert it into corresponding binary
number. For 4 = 00110100 (B1), for 2 = 00110010 (B2) and for ,= 00101100
(B3). The mathematical representation of logistic map is
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Xi = Xi,j where j = 1, 2

X01 =
(B1 +B2 +B3)

224

= (0× 20 + 0× 21 + 1× 22 + 1× 23 + 0× 24 + 1× 25 + 0× 26 + 0× 27)

+ (0× 20 + 0× 21 + 1× 22 + 1× 23 + 0× 24 + 0× 25 + 1× 26 + 0× 27)

+ (0× 20 + 0× 21 + 1× 22 + 1× 23 + 0× 24 + 0× 25 + 1× 26 + 0× 27)/224

= 1.025× 10−05 (decimal)

To calculate X02, we need 4, 5, 6, 7, 8 and 9 blocks of the first key which is
41437C.

X02 =
(B4 + B5 + B6 + B7 + B8 + B9)

16 × 6

=
(00110100 + 00110001 + 00110100 + 00110011 + 00110111 + 01000011)

96
= 11
= 3 (decimal)

Therefore,
X0 = (X01 + X02) mod 1

= 3 (decimal)
== 00000011 (binary)

For the next cycle, X01 will count from Bprevious cycle+3 to Bprevious cycle+5.
For the next cycle, X02 will count from Bprevious cycle +6 to Bprevious cycle +10.

4.5 Second and Third Key Generation Process

Now, we will run several cycles to generate each byte of the second and third
keys. From the above, we have found that

k1 = 42, 41437C52G07U08 24d01j000000.

Now, we are taking the first block of first key which is 4 (ASCII )= 00110100.
From X0, we have got the value is 3, the binary value is 0000011. So, X0 =
0000011. Now, adding both of these binary values, we will get new key K2:

00000011
(+) 00110100
K2 = 00110111

To generate K3, we need the help of K2 and 8 – bit linear feedback shift register.
The functionality of 8 – bit linear feedback shift register is to X-or the bits named
D0, D4, D5, D6. After this operation, the answer is 0. Now, we will do left shift
operation on second key, that is, 0110111. Then to put the bit on the right
after X −or operation: 01101110. That is our desired third key, K3 = 01101110.
Figure 5(a) demonstrates the process.
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Fig. 5. (a) 8-bit linear feedback shift register (b) Generating final byte of the key

4.6 The Final Key

After doing X −or operation on the first key, second key, and third key, the first
byte of final key will get generated. The final result is 01101110Y Y Y Y Y Y Y Y .
So, this is the operation for one byte. Several bytes will get generated by using
initial condition X0 and the next byte of first key. Until the initial-key is covered,
cycle will continue. After that plaintext and key will get into x − or operation
and follow the procedure from [19]. Therefore, each time, it generates bytes of
key one by one. At last, It has to concatenate all the byte to build the final key
which is going to the next step of encryption algorithm. Figure 5(b) illustartes
the Final key building process.

5 Initial Cryptanalysis and Empirical Evaluation

The primary question of cryptography is security. The solution must be find the-
oretically and practically. The objectives of theoretical analysis are: increasing
its randomness and computationally unpredictable. The objectives of practi-
cal analysis are to check up the above properties. In [1], we have used a key
generation matrix named 3-Dimensional Key Generation Matrix. It is a static
matrix which has a very similar working procedure with S-box. In [11], for every
11- round trail, it has 17 active S-boxes, so, the differential trails.

DP ≤ (2−4.678)17 ≈ 2−79

By analyzing this, we can also get a conclusion for the key in case of differ-
ential attacks and linear-attacks, as the trail of using 3DKGM depends on the
length of initial key. As we use here the key is POLY 12@ + αμ, we have to use
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Fig. 6. Time-comparison of 2 Key generation techniques based on Table 2.

Fig. 7. Key size vs time for the cycle running based on Table 3.
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the matrix for this key is 10 times, so the differential trails for 10 rounds and
linear trails respectively are -

DP ≤ (2−4.678)15 ≈ 2−70

LP ≤ (2−4)15 ≈ 2−60

The paper [19] used 26 rounds to gain ciphertext. Using [10], we can answer
its security. The standard security attacks are linear and differential. In [10], 18
round has minimum 27 active bytes, so, for these 26 rounds in [19], it has 24
active bytes. Therefore, 26 rounds of differential trails.

DP ≤ (2−4.678)24 ≈ 2−112

And for all 26 rounds linear trails

LP ≤ (2−4)24 ≈ 2−96

So, the linear and differential attacks are computationally infeasible. But
it does not guarantee security from other attacks. There can be different type
of security attacks too which needs further analysis. ‘Be on time’ is a popular
quote today. So, timing is a fact to encrypt and decrypt a message. As key is
an essential and unavoidable part, so, it is needed to keep in mind to generate
it at the lowest time. But, if it is taking a short time, then there may exist risk
and can be broken by brute force process. Chaos is the best with the existing
algorithm [19] to secure from all kinds of approaches. For experimental analysis,
we use java for coding.

5.1 Calculating Key Generation Time

In this part, a comparison result of our proposed approach is shown with existing
one. We have performed with different sizes of files and calculate the time of
computation that shows the performance before and after adding chaos in the
existing algorithm’s essential Generation process.

Table 2. Key generation time vs. file size based on [19]

File size (KB) 3DKGM key gen. (ms) Proposed chaos (ms) approach

10 19 26

30 57 67

155 295 301

350 665 671

512 973 911
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Table 3. Time for running cycle for a specific key size

Key size (bytes) Time for running cycle (ms)

24 0.0072

41 0.0123

100 0.01

255 0.02555

300 0.003

600 0.006

Here from Table 2, we have taken file size of 10, 30, 155, 350 and 512. And
for 10, 30, 155, 350, 512 kb we get the corresponding time 26, 67, 301, 671, 911.
Figure 5 demonstrates the further illustrations. So, the chaos-based approach
decreases the computational time for long messages than the referenced one.
So, it is giving two benefits, and it is giving strength and allows to encrypt the
message within a little time. The respective Fig. 6 represents the time comparison
between key generation process.

5.2 Evaluating Time for Each Cycle

In this part, in Table 3, we have shown a delay time corresponding to other
cycles. If cycles are more, then it will take more time. But a reasonable time will
be applicable. To note that, the period is entirely dependent on the length of
key. Figure 7 is showing a close view of delay of cycle for above mentioned. The
x axis indicates number of bytes of key and y axis showing time in millisecond.
For better visualization, the following Fig. 6 is displayed.

6 Future Perspective and Conclusion

IoT sensors needs a security layer but has to be trusted enough for data integrity.
Conventional AES has been proven to be insecure in several IoT cases. As known,
AES security depends on S-box and key-scheduling which has significant impact
on encryption and decryption. The proposed technique as demonstrated needs
suitable chaotic map which lower the chances to break it. Based on chaos concept
aligned with Logistic map, we have designed and demonstrated this novel key-
scheduling process that has been designed to encrypt large volumes of data.
Besides we have analyzed either it is secure against different vulnerabilities. The
future scope includes justifying the further applicability of the proposed scheme.
As evaluated so far, the proposed technique is safer for the IoT data integrity.
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Abstract. Software developers interact with cryptographic components
via APIs provided by a cryptographic library to protect sensitive infor-
mation such as passwords and files. While cryptographic algorithms have
been standardised for over a decade, with variety of crypto libraries that
implemented the algorithm, many developers struggle to use the library
correctly. This paper evaluates 6 different cryptographic libraries writ-
ten in 3 different programming languages to find out what factors affect
usability. We analyse the usability of surveyed libraries with regards to its
API call sequence, number of parameters, exception handling mechanism
and documentation. In the end, several recommendations are provided to
help developers choose which library to use and more importantly, this
paper showcases a few common pitfalls for library designers to prevent
common misuses when designing a cryptographic library.

Keywords: Cryptography · Usability analysis · Cryptographic APIs

1 Introduction

Cryptography is one of the most effective ways to protect private data in today’s
Internet, ranging from private and public key encryption schemes, message
authentications, key exchanges, certificates and so on. Software developers
employ different cryptographic components into their software to defend against
malicious parties who attempt to compromise the software and steal sensitive
information. Nowadays, most online services such as communications, bankings
and others utilise different cryptographic components to strengthen the secu-
rity and prevent attacks. While the practices for securing applications have been
around for over a decade, many developers struggle to identify the correct way of
deploying cryptography into their software. According to a survey [5] conducted
by Egele et al., over three-fourth of surveyed application are vulnerable to various
attacks, this is due to the fact that developers deployed cryptographic compo-
nents into their software products incorrectly. Egele et al. refers such incorrect
use of security-related components in production as cryptographic misuses.

Cryptographic misuses refer to incorrect implementations of cryptographic
APIs in a product during the development process that potentially leads to secu-
rity vulnerabilities. Incorrect use of cryptographic APIs, such as weak ciphers
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021

Published by Springer Nature Switzerland AG 2021. All Rights Reserved

X. Yuan et al. (Eds.): QShine 2021, LNICST 402, pp. 194–213, 2021.

https://doi.org/10.1007/978-3-030-91424-0_12

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91424-0_12&domain=pdf
https://doi.org/10.1007/978-3-030-91424-0_12


A Usability Study of Cryptographic API Design 195

and key, can jeopardise the product and allow sensitive information to be stolen
by adversaries. As a developer, it is essential to interact with APIs provided
by the library to accomplish a specific task. While in many cases, APIs should
be designed in a way that gives freedom to developers to achieve what they
want to, it poses security issues as a poorly chosen parameter can potentially
compromise the system entirely. Many developers found that using cryptogra-
phy is challenging [14,15], due to the complexity of the cryptography and the
design of the API being too complicating for non cryptographic experts to use it
properly. Recent works have identified the problem of cryptographic misuses and
its potential impacts to the industry, and come up with solution [3] that hides
unnecessary complexity away from developers. While simplicity seems to improve
the usability, no proper usability evaluation has been conducted as reports of
cryptographic misuses continue to grow.

Therefore, it is necessary to conduct a series of case studies to evaluate the
usability of different cryptographic APIs written in different languages. This
paper will study 6 cryptographic libraries from 3 different programming languages
to empirically evaluate their usability, a series of tasks is designed to simulate
how cryptographic primitives are used by the developers. We evaluate symmetric
encryption schemes provided by the library to study what factors hinder usabil-
ity. While similar works [1,13,15] have been proposed previously that compares
the usability of different cryptographic libraries, these works are specific to one
particular programming language and did not discuss about API designs.

In the end, this paper aims to find out what affects the usability of a cryp-
tographic library, and serves as a starting point for developers to choose which
cryptographic library to use for their work. Moreover, we offer a list of rec-
ommendations for cryptographic library developers to improve the usability of
libraries. To summarise, our contributions include the following:

1. We formally study the usability of cryptographic libraries written in 3 differ-
ent languages, we choose 6 different cryptographic libraries to compare the
usability.

2. We design a series of tasks to simulate the use of cryptography in reality and
analyse the result in terms of their usability. How does the design of APIs
affect the usability of a cryptographic library.

3. We compose a list of recommendations that help mitigate the issue when
designing a new cryptographic library.

2 Related Work

Cryptographic misuses have become an issue for security researchers for more
than a decade, this section covers the previous works for cryptographic misuses,
such as detection mechanisms, mitigation mechanisms and the development of
easy-to-use cryptographic libraries.
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2.1 Evaluation of Cryptographic Misuses

Egele et al. [5] stated that over 11,000 applications downloaded from Google
Play Store was surveyed, the team found that over 88% of them contained
cryptographic misuses, ranging from the use of weak cipher, incorrect cipher
settings and certificate verification. Fahl et al. [6] studied 13,500 applications
on Android platform, and found that over 1000 app contained incorrect certifi-
cate verification code that can be exploited using Man-In-The-Middle (MITM)
attack. Similar work [7] that analyses certificate verification on commercial grade
development kit provided by company such as Amazon, also lacked usability
due to API design being too confusing. Patnaik et al. [15] analysed over 2,400
questions related to cryptography on developer community such as Stack Over-
flow and found several common pitfalls that developers might face when using a
crypto library, including poor documentation, lack of example code and bad API
design with poorly chosen default settings. Similarly, [17] analysed around 1,500
reports from 5 different repositories and found that one fourth of the reports were
posted due to the poor documentation as the developer cannot find appropriate
answers from the document to accomplish the job, indicating that a well-written
document can potentially improve usability of a library.

2.2 Mitigation Against Cryptographic Misuses

Approaches that utilise code analysis techniques to mitigate cryptographic mis-
uses have also been proposed, CogniCrypt [10] is a code analysis framework that
assists the use of cryptographic primitives in Java, CogniCrypt automatically
scans for insecure cryptographic code and makes secure suggestions for develop-
ers to improve security. CogniCrypt also supports code generation based on use
case scenarios chosen by the developers, these mechanisms mitigate the prob-
lem of crypto misuses. CrySL [11] is a definition language framework that allows
developers to customise filtering rules for malicious code detection. CrySL allows
the filtering rules to be exported as a template and shared across the commu-
nity so that people can benefit from it without requiring deep understanding
of writing complicating rules to detect code misuses. Other approaches such as
CDRep [12] that enables automatic code detection and repair without accessing
the source code for Android application have also been used extensively to miti-
gate the issue. CDRep is built on top of CRYPTOLINT [5] for its code detection,
with added features to improve accuracy and reduce false-positive rate. As the
source code of surveyed application is not available, decompilation is used to
recover the code from Java Bytecode and patch incorrect cryptographic imple-
mentations. However, CDRep is limited to JCA only and has no support for
third parties cryptographic libraries.

2.3 Toward Usable Cryptographic Libraries

The confusion around cryptographic misuses traces back to the creation of
the library, with over complicating APIs and poor documentation, developers
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found that using cryptography is challenging. Lots of efforts have been put into
researching cryptographic libraries that focus on usability and simplicity. NaCl
[3] is one of the earliest cryptographic implementation that adopts the idea of
simplicity and usability by reducing the complexity and the number of secure
choices that developers need to make in order to achieve security. To do that,
NaCl removes the complicating API call sequence by wrapping several func-
tions, such as key generation, cipher initialisation and encryption/decryption, in
one function, where developers are not required to make secure choices about
what cipher, mode of encryption and other parameters that are crucial to overall
security. Since then, NaCl has inspired lots of researchers who work in designing
usable cryptographic libraries, and many of its successors such as Libsodium and
HACL* [18] are compatible with NaCl, with added primitives for signature and
message authentication to provide more features, without requiring developers
to change the code to adapt these libraries.

3 Preliminary

3.1 AES

Advanced Encryption Standard (AES) is a symmetric encryption specification
established by NIST in 2001 [16], designed to replace its predecessor Data Encryp-
tion Standard (DES) published in 1977. AES is a block cipher where each block
is 128 bits with different key lengths from 128, 192 to 256 bits. AES by itself is a
block cipher that denote cryptographic transformation to scramble the data, and
the mode of operation indicates how the block cipher is applied to the actual data
for transformation. Depending on different cipher modes, additional parameters
might be introduced to the cipher. Cipher Block Chaining (CBC) mode and Galois
Counter Mode (GCM) are two commonly used modes for block ciphers. Both CBC
and GCM mode utilise an extra parameter initialisation Vector (IV) to add ran-
domisation to the ciphertext. Cryptographic randomisation refers to a mechanism
where the message being encrypted more than once with the same cryptographic
key results in different ciphertexts. This property is known as Indistinguishability
of Chosen Plaintext Attack (IND-CPA). IND-CPA ensures that the probability
of learning secret information from encrypted messages is negligible. CBC mode
divides data into one or multiple blocks with a fixed size of 128 bits before the
transformation, while the actual data might not meet such requirement. There-
fore, padding is introduced to fulfil the block to ensure the last block is of the
same size. Some CBC implementations might suffer padding oracle attack, where
the adversary exploits the feedback mechanism of the padding implementation to
deduce plaintext without having access to the key. On top of that, encrypted data
in CBC mode is not authenticated, which means that the receiver cannot identify
whether the ciphertext has been tampered by adversaries.

While mitigations have been proposed to address these attacks, CBC mode
is later replaced by GCM mode, and is now considered obsolete in the latest
TLS revisions due to its lack of message authentication. On the other hand,
GCM is a counter mode that fixes these issues presented in CBC mode. GCM
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requires two parameters called Nonce and counter, where Nonce is similar to
IV to ensure the cipher is IND-CPA secure, and counter is used to append to
the Nonce before the transformation. Difference between CBC and GCM is that
CBC performs transformation on plaintext, whereas GCM transforms Nonce and
the counter, and XOR the result with plaintext. Galois Message Authentication
Code (GMAC) is the message authentication scheme in GCM that authenticates
the ciphertext to ensure its validity.

4 Case Study

4.1 Task Design

To empirically evaluate the usability, a basic understanding of how developers usu-
ally use cryptography in their works needs to be established. A survey [14] indi-
cates that over 30% of the questions related to cryptography posted on developer
community is about symmetric encryption. This makes sense as many developers
only need symmetric encryption for encrypting data such as a file or text.

We design two tasks that are common for developers, the first task is to
generate a secret key corresponding to the cipher, followed by the second task:
encrypt a text message with the secret key. Both tasks are designed to be simple
to implement as most cryptographic libraries do support symmetric key cryp-
tography. Our designed tasks did not involve in public key cryptography as these
tend to be complicating for developers and more importantly, public key cryp-
tography itself cannot provide security guarantee without the help of Certificate
Authority to validate the identity of an entity and its related public key.

As for the experiment, we evaluate each library by completing the tasks
described above and denote everything we found during the implementation of
each task. On completion of implementing each task, we evaluate the usability
based on common API design principles proposed by Green M [9] and Bloch J [4].

4.2 Language of Choices

C, Java and JavaScript are chosen for the experiment, as these languages have
been widely used for many years. As for the cryptographic library itself, the
following libraries are chosen. For C/C++, OpenSSL and Libsodium are chosen
as the candidate, JCA, ACC and Tink are chosen as the candidate for Java, and
lastly Crypto and SJCL are chosen as the candidate for JavaScript. OpenSSL is
a commercial-grade cryptographic toolkit in C and C++ and is often considered
the industry standard for applied cryptography as it provides a wide range of
ciphers, along with other utilities such as key exchange, public key cryptograhy,
message digest, X.509 and so on. OpenSSL is still in active development where
more and more features are added to the repository and fixing security vulnera-
bilities. However, it is also infamous for its bad usability and poor document that
bring confusion to the community and is difficult to use correctly. Libsodium is
one of the successor of NaCl that brings modern features such as password hash-
ing, key exchange and various hashing functions that are all missing from NaCl,
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while maintaining backward compatibility with NaCl, as NaCl is no longer in
active development.

For Java, Java Cryptography Architecture (JCA) is a built-in cryptographic
toolkit introduced by Oracle. JCA offers different cryptographic primitives, mes-
sage digest schemes, digital signature and so on. Apache Commons Crypto
(ACC) is a lightweight cryptographic library that takes advantages of Intel AES-
NI instruction to provide hardware acceleration for Java. The main advantage
of ACC is to offer fast hardware AES transformation for better performance, its
underlying cryptographic provider is a port of OpenSSL in C. Tink is a cross-
platform cryptographic library introduced by Google, it claims to have better
usability than the built-in JCA and have supports for modern cryptographic
primitives that are missing from both JCA and ACC.

For JavaScript, Crypto is a cryptographic module from Node.js that covers a
wide range of crypto primitives and utilities for hashing and certificate verifica-
tion, Crypto in Node.js is essentially a port of OpenSSL into JavaScript. SJCL
is a self-contained cryptographic library developed by a group of researchers at
Stanford University and has supports for symmetric cipher, hashing and digital
signature scheme.

Table 1 denotes the feature of each cryptographic library that we surveyed.
While some libraries offer variety of ciphers, only the most commonly used
ciphers are listed for simplicity. While some libraries only offer AEAD construc-
tions, these implementations will be treated as if they were AE by ignoring
the additional messages, as they are optional. For AES, Galois Counter Mode
(GCM) is the mode of operation chosen to evaluate the libraries that support it.

Table 1. Features that are supported by corresponding cryptographic libraries that
we chose for the experiment. •: requires input from developers. ◦: requires no input
from developers

Symmetric cipher

Key generation Mode Size IV/Nonce Default Usability

OpenSSL PRG • • • ?

Libsodium PRG ◦ ◦ • ? �
JCA Keygen • • • AES ECB

ACC Keygen • • • ?

Tink Keygen ◦ ◦ ◦ ? �
Crypto PRG/KDF • • • ?

SJCL PRG/KDF ◦ ◦ ◦ AES CCM �

4.3 Evaluating the Solutions

We use the solutions as a starting point to find out the usability of these cryp-
tographic libraries on the basis of the design principles proposed by Green M
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[9] and Bloch J [4] for usable API designs. Among these design principles, we
chose the following principles to evaluate the usability of these libraries as they
made up the vast majority of cryptographic misuses and struggles found by other
studies [14,15]. These principles are:

1. Make the APIs easy to use.
2. Make the APIs hard to misuses, with visible messages when used incorrectly.
3. Defaults should be safe and secure.
4. A well-written document with example code.

These usability principles are in line with a study on usability of crypto-
graphic library [14], where the study found that over one-third of developers
they surveyed struggled to identify the correct way of using cryptography, com-
mon obstacles include identifying the API call sequence, parameters required
for the cipher and basic understanding of cryptographic implementation. The
second design principle describes the error-handling mechanism of the library,
some libraries do not give warning about potential security issues, such as incor-
rect key size and mismatched tag. The third design principle suggests that a
secure default value should always be preferred if developers did not specify
about what value to use. Lastly, documentation of the library also plays a criti-
cal rule to improve usability as it provides an official guideline for developers to
look for features, tutorials and so on, a good API design without documentation
might introduce confusion to developers, which could potentially lead to insecure
implementation of a cryptographic component.

To evaluate each principle, the following criteria will be applied:

Design Principle 1: Usability of APIs is evaluated based on whether or not the
APIs can address the common obstacles listed in [14]. These obstacles are: API
call sequence, identifying parameters and understanding API implementation.
To do that, we evaluate the solution based on the number of lines of code and
parameters. Logical Lines of code (LLoC) is used to measure API call sequence,
whereas the Number of Parameters (NoP) is used to measure the complexity
of a cryptographic API and its implementation. For symmetric encryption, the
minimum required parameters should be at least 2, which will be the key and
message respectively, the more parameters involved, the less usable the library
is considered to be. The exact same principle will be applied to other tasks as
suggested in [15] that the library designers should make an effort to minimise
the number of choices that developers have to make.

Design Principle 2: We pay our attention to the exception handling mech-
anism of each library. Specifically, how does the library respond to common
cryptographic misuses such as weak cipher, incorrect parameters and key size as
these issues make up most of the common misuses [5]. The team also suggests
that the issues could have been mitigated if either the compiler or cryptographic
providers sent out warnings about the potential misuses.

Design Principle 3: We investigate default configuration used by the library.
Egele et al. [5] stated that over 50% of surveyed applications relied on the default
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cipher provided by cryptographic providers. We analyse the following three ques-
tions: Does the API provide a default option, If so, what is the default cipher
provided by the API? Is the default cipher secure?

Design Principle 4: We evaluate the usability of a document in a crypto-
graphic library. Documentation plays a critical rule [4] in usability as it provides
a standard guideline for developers to get started. To do that, the following
questions will be asked to each library: Does the library include a document?
Is the desired function easy to locate? Did the document record all exported
functions, methods, parameters and so on? Does the library provide example
code for common use cases to mitigate development?

5 Study Results

AES has become industry standard for symmetric encryption, this paper will
focus on analysing AES implementation of each library, all libraries support
AES as part of their encryption engines. We choose GCM as the mode of oper-
ation for evaluating AES as it is considered the most widely used mode among
the others. Although Libsodium has supports for AES-GCM, its supports are
platform-dependent as it takes advantages of hardware-assisted AES instructions
for security reason. Thus the evaluation excludes Libsodium.

5.1 API Call Sequence

API call sequence or initialisation sequence refers to the code that requires to
be executed in sequence to achieve any functionality. A study [14] found that
over one-third of surveyed targets believe that such API call sequence is difficult
to identify, due to the lack of cryptographic background and practice. To find
out if a library outperforms others with regards to the first design principle,
Logical Lines of Code (LLoC) is used to measure the amount of work required
for implementing a feature.

Key Generation. The first task of evaluation is to generate the symmetric key
corresponding to the cipher. In this case, a symmetric key with the length of 16
bytes. Key generation typically falls into these categories: Pseudorandom Gen-
erator (PRG), Key Generator (KeyGen) or Key Derivation Functions (KDFs).
All 6 libraries have a relatively simple interface for key generation, regardless of
which key generation method was implemented aforementioned.

However, the differences between these libraries emerge on the second task,
which is to encrypt a message using the key from task 1. To better understand call
sequence, we divided it into three stages: Initialisation, Update and Finalisation.

Init. Libraries with no usability designs tend to require prior knowledge of
initialisation sequence in order to initialise it properly. OpenSSL scores the low-
est due to the fact that developers are responsible for identifying the API call
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Fig. 1. Assessment criteria based on the number Logical Lines of Code (LLoC), LLoC
describes the amount of efforts to complete a task. *: Usability claims

sequence and memory allocation. Followed by the ACC in Java, which also has
similar pattern and requires input from developers. While JCA shares many
similarity with ACC as they are both written in Java, JCA facilitates the ini-
tialisation sequence by making a parameter optional. Specifically, JCA has a
default crypto provider where developers can choose from to achieve better per-
formance or functionality whereas ACC explicitly requires it in order to initialise
the cipher. Tink uses a template to store settings for different cipher, thus the
need of manually initialising the cipher no longer exists. Lastly, Crypto in Node.js
is also similar with regards to initialisation, while facilitating usability by adopt-
ing language-specific features such as loosely typed objects, anonymous functions
and so on. Finally, SJCL does not require initialisation to be done.

Update. Cryptographic update is rather straightforward once the initialisation
is done, as most mistakes occur during the initialisation. To achieve that, devel-
opers make one function call to inform the library to perform cryptographic
transformation. While different libraries handle the interaction differently, we
observe two patterns during the update. Specifically, how data is exchanged
between the user and the library. Both OpenSSL and ACC require an extra
parameter in the update function for receiving the ciphertext, whereas other
libraries take advantage of the return instruction to send back ciphertexts to the
user.

Final. Lastly, finalisation verifies ciphertext and generates authentication tag as
an extra layer of security, as GCM mode computes the auth tag by computing
the GMAC of the ciphertext for tampering prevention. OpenSSL and Crypto
require developers to make two function calls to compute and retrieve the tag
respectively. On the other, JCA and ACC only require one function call and the
tag will be appended to the end of ciphertexts. Libraries with usability claims
eliminates the need of finalisation as they are done during the update stage.
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Figure 1 denotes the corresponding LLoC for both tasks across all libraries
with AES supports. It is clear that initialisation stage usually results in higher
number of LLoC due to the additional codes for setting up, while this is beneficial
for experts who understand cryptography in practices, it exposes too much risk
for those who do not have cryptographic background.

5.2 Identifying Required Parameters

Key Generation. The first task involves the generation of a cryptographic
key, which is commonly done using either PRG, KeyGen or KDF. In most cases,
KeyGen is implemented as a wrapper of PRG with the length of the key pre-filled
to the PRG. As different ciphers might require keys in different sizes, having a
KeyGen function as supposed to a general PRG might improve the usability
as developers do not need to know the correct key length. Among 6 libraries,
half of these libraries, namely OpenSSL, Crypto and SJCL use PRG for key
generation, whereas KeyGen is utilised in the other half of the libraries for key
generation. The result is obvious, all PRG functions require input of key length
from developers in order to generate the key for encryption, whereas KeyGens
simply return the newly generated key without requiring input from developers.

Init. Similar to call sequence where we categorise the process into stages, we
divide the process of analysing parameters into different stages for better com-
parison. Typically the parameter needed includes the following: cipher, mode,
key, Initialisation Vector (IV) or nonce, plaintext, ciphertext, and auth tag. Dur-
ing the initialisation, cipher, mode, IV or nonce are typically required before the
encryption can occur, whereas plaintext and ciphertext are required in update
and finally auth tag is retrieved in finalisation.

During initialisation, OpenSSL introduces an optional parameter that can be
used for switching to a different crypto engine, similar to the crypto provider in
JCA and ACC. ACC scores the lowest among other 5 libraries due to the fact
that developers are required to explicitly set up crypto provider for the library to
realise the backend used for actual encryption. Apart from the crypto provider
which is required to be set explicitly, ACC and JCA share lots of similarities
as parameters necessary for both libraries to set up are identical. Tink uses a
template with pre-defined settings for every primitive supported by the library
to facilitate the initialisation. On the other, Crypto requires the length of the
auth tag to be set explicitly, the only library we surveyed requires this, and the
rest is identical to the others with regards to the number of required parameters.
Finally, SJCL only requires the key to be set whereas others are optional and
the library will handle it if it is not explicitly set.

Update. As for the update, we observe there exists several pattern across differ-
ent libraries for handling actual cryptographic transformation. OpenSSL requires
both plaintext and ciphertext to be passed as parameters to the function that
executes the transformation. On top of that, the size of the plaintext is also
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Fig. 2. Number of Parameters (NoP) used for completing task 1 and 2. NoP describes
the minimum numbers of parameters required for completing a task. *: Usability claims

required for the function to work correctly. In Java, ACC follows the same pat-
tern as the OpenSSL, it is not surprising since ACC is essentially a wrapper
of OpenSSL, and the team kept the same workflow as its backend to minimise
discrepancy. JCA on the other hand, eliminates such complexity and only the
plaintext is required for the cipher object to perform encryption, and the cipher-
text is returned upon function completion. Similarly, Tink, Crypto and SJCL
follow the same idea where only the plaintext is needed for the job to be done.

Finalisation. To handle authentication tag, users of OpenSSL require to allo-
cate free memory for holding the tag, as OpenSSL does not use return instruction
to facilitate usability. In Java, ACC complicates the operation by requiring lots of
parameters for computing the tag. It is surprising that 5 parameters are involved
in the process of finalisation and more importantly, none of the parameters are
actually required as they are integers such as the length of the plaintext and
ciphertext, offsets and so on. As an OO language, we believe it could have been
done better like JCA where it requires no input from developers and be able to
compute the tag automatically. Tink on the other does not require involvement
of the end users for finalisation as it was done in update stage. Lastly for the
library in JavaScript, Crypto simplifies the process by making one function call
with no parameter and the auth tag can be retrieved. SJCL follows the same
design pattern as Tink and does not require any action to be taken for retriev-
ing the tag. Figure 2 concludes the usability of API sequence with regards to the
number of parameters for surveyed libraries.

5.3 Exception Handling for Incorrect Use

Exception handling describes the mechanism that informs developers about any
potential issues that might arise due to incorrect inputs. In applied cryptography,
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common cryptographic misuses such as weak cipher, incorrect key and parame-
ters, are found in many applications [5]. Most libraries do not have a exception
handling mechanism for key generation, or the mechanism is not documented.
OpenSSL exceptionally provides a function for inspecting the last error. Some
key generation functions in these libraries are OS-dependent. For example, a
common source of pseudorandom generator is the system device in Unix-like OS
called /dev/urandom. Such device is not available in earlier version of the OS,
which might cause problems generating a cryptographically secure values that
can be used as a symmetric key.

For the second task, OpenSSL once again scores the lowest among other 5
libraries due to its lack of secure checks for weak ciphers, incorrect key length and
related parameters. OpenSSL developers state that the user should be responsi-
ble for ensuring the correctness of all parameters. Crypto in Node.js and SJCL
score similarly where both libraries are capable of identifying incorrect length of
key, while ignoring other checks such as weak ciphers and incorrect parameters
that are also critical to the security. JCA and ACC also have similar results
where both libraries are able to identify not only the incorrect length of key, but
also the incorrect size of parameters. Lastly, Tink is perhaps the best out of 6
libraries, as we have no way of mistakenly generating incorrect parameters due
to its design that relies on pre-defined templates, which denote the initialisation
sequence, generations of key, corresponding parameters and cipher objects.

Overall, none of the library that supports for weak ciphers has a mechanism
to remind developers about the use of weak ciphers, albeit this feature is fairly
trivial to implement. JCA and ACC send warnings to some extent, Crypto in
Node.js and SJCL are similar regarding to the error handling mechanism as well.
In the meantime, Tink does not suffer from potential incorrect use due to its
pre-defined template that automatically takes care of everything.

Table 2 denotes the finding in exception handling mechanisms from libraries
that support AES. Ideally, the developers of a cryptographic library should either
ensure that these issues are not present, or to design an exception handling
system that tells the users about any potential issues that might lead to security
incidents if it is left without proper handling. Libraries that have one or more
criteria labelled as “N/A” are considered a pass as the criteria is not applicable
to the library.

5.4 Default Cipher

Some libraries offer default values if developers do not specify explicitly, while
such feature is beneficial, some default options are considered insecure while the
default option is still being used extensively [5] and the developers are unaware
of the situation which can lead to security incidents. As task 1 is not applicable
for the criteria, we pay our attention to the task 2, which uses newly generated
key to encrypt a message.
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Table 2. Exception handling of each library, sorted by the type of warning. �: indicates
that the library is capable of identifying the potential issues. ✕: indicates that the
library is not capable of identifying potential issues. N/A: Criteria is not applicable to
the library.

Weak cipher Incorrect key size Incorrect parameters Constant parameters

OpenSSL ✕ ✕ ✕ ✕

JCA ✕ � � ✕

ACC ✕ � � ✕

Tink N/A N/A N/A N/A

Crypto ✕ � ✕ ✕

SJCL N/A � ✕ ✕

Among 6 libraries, JCA allows a cipher object to be retrieved by specifying
the string “AES” during the initialisation. SunJCE provider, which is by default
the cryptographic provider in JCA, returns “AES/ECB/PKCS5Padding” to the
developers. Electronic Code Block (ECB) mode is insecure due to the lack of
the following: ECB is not IND-CPA secure, while it might consider secure if the
key is used only once and the size of message is less than or equal to exact one
block, it is not feasible as plaintexts are typically larger than 16 bytes in most
cases. On top of that, ECB lacks randomness, which explains why the key can
only be used once per message of size 16 bytes. Absence of authentication code
for ciphertext in ECB mode makes it difficult for a receiver to identify if the
ciphertext is valid. JCA reference guide states that ECB is the easiest mode to
use, whereas it should be avoided if the message is larger than a single block.
A study [5] pointed out that around 40% of all surveyed applications written
in Java used the string “AES” to retrieve cipher object. It is unclear as to how
such design was adopted in SunJCE, but it is clear that it makes up a portion
of weak cipher misuses.

Another library that offers default cipher is SJCL in JavaScript, it returns
CCM mode as the default mode of operation. CCM mode is a counter mode with
combination of CBC-MAC for message authentication. CBC-MAC is determin-
istic and uses AES with CBC mode to compute Message Authentication Code
with a fixed Initialisation Vector. While such mode is provably secure and part
of the latest TLS revision, its performance is not comparable to GCM mode
as CBC-MAC is not parallelisable. On top of that, AES-CCM is a MAC-then-
encrypt diagram [2], which has no guarantee of ciphertext integrity until it is
decrypted and more importantly, CCM mode has a lower adoption rates com-
pared to GCM mode which has been widely used for years.

As the third design principle evaluates the default cipher and its security,
only the library with supports for secure default cipher receives a pass. In the
case of libraries with AES supports, SJCL in JavaScript passes the test while
others fail to do so, due to either insecure default cipher or no supports for
default cipher.



A Usability Study of Cryptographic API Design 207

5.5 Documentation

The fourth design principle describes the importance of documentation in usabil-
ity. To evaluate, the following questions are asked: Is the document available for a
library? Is the desired function easy to locate? Did the document denote exported
functions and explain the functions and parameters? Did the document have a
example code for all exported functions. As documentation is available for all 6
libraries, we move our attention to evaluate the second and third criteria using
task 1 and 2.

Task 1 involves the generation of a symmetric key, OpenSSL scores the lowest
among others, as its documentation is very confusing, with all functions exported
in one place without categorising the methods based on functionalities. Search-
ing for a keyword “random” results in over 25 matches and only a handful of
functions are what the task 1 is after. With all the confusion among locating the
desired function to use, explanation of the function is clear and easy to under-
stand, example code of this function is not available, or it might be available
but not in the same page, we consider this a fail as developers should not be
redirected to other places looking for the same function.

Compared to OpenSSL, JCA and ACC have a relatively simple document
where it categories functions based on functionalities, while trying to explain
everything in one page, both JCA and ACC fail to provide example codes for
key generation, where the example code in JCA for key generation was not made
for AES, a minor modification of that example code can make it compatible with
AES, given the developers had prior knowledge of identifying the place to change.
ACC’s key generation example is absent but is documented.

Crypto in Node.js meets all 4 criteria, where every function exported is easy
to locate, and receives a clear explanation and example code. For other two
libraries with usability claims, Tink offers a document where the example code
can be used with little modification, due to its usability designs where the inter-
face is minimal. On top of that, Tink offers several key management mechanisms
where a key can be exported as a file, or uploading to offshore Key Manage-
ment System (KMS) run by third parties. Lastly, SJCL has a document where it
explains the process of key generation with PBKDF2 and PRG. PBKDF2 derives
a symmetric key from a passphrase by appending a random salt to HMAC and
iterates multiple times to reduce the possibility of attacks. It is unclear how many
iterations are used for PBKDF2 as it is directly related to the security, and the
documentation of PBKDF2 is absent as of the time of writing this survey. Albeit
an alternative solution namely PRG is also available and documented.

Task 2 uses the key generated in task 1 to encrypt a message. OpenSSL
once again scores the lowest due to the envelope design that standardises the
interface for different crypto primitives. By searching “aes” in the document,
it returns the name of the cipher used in the EVP cipher routines, where the
EVP cipher routines are the functions responsible for the actual cryptographic
transformation. Example code for symmetric encryption is available inside a
function that initialises the envelope, though the example code is not made for
AES, the code can be used as to demonstrate the initialisation sequence of the
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cipher. The inconsistency across OpenSSL’s document leads to many confusions
in the community, as denoted by a study [15] where OpenSSL is considered the
worst among other surveyed libraries regarding its documentation.

Documentation for Symmetric encryption in JCA is largely facilitated as
the document is categorised by features, the provided example code presents
the usage of GCM mode to encrypt data. ACC on the other hand, offers several
example codes for the use of AES, while the example code is made for CBC mode
only. As ACC is a port of OpenSSL in C, it requires the length of the ciphertext
to be known for the cipher to operate. Internally, it uses the last 16 bytes to store
authenticated tag, while data before the last 16 bytes are considered ciphertext.
Decryption might fail if the array that stores the encrypted data contains empty
bytes in between the auth tag and ciphertext, this is difficult to debug as such
behaviour is not documented, the cipher will throw a warning about the tag being
mismatched, as it mistakenly includes the empty bytes as part of ciphertext and
computes the auth tag.

Crypto in Node.js provides example code in the document that demonstrates
the use of CBC mode with scrypt as KDF to derive a 192 bits key from a
passphrase. scrypt is a KDF that is designed to be computationally intensive
to prevent against hardware attacks. While it is recommended to use KDF to
derive a cryptographic key from a passphrase with low entropy, the example code
fails to clarify some important aspects of using KDF and its parameters. In the
example code, a fixed salt is applied to the KDF, whereas it is recommended to
ensure the uniqueness of each salt and only use it with a unique password. The
example code also fails to clarify that scrypt is memory intensive, which might
be problematic if the application is deployed in an environment with limited
memory. Although the document mentions about the uniqueness of salt, notices
should be given at all places where the scrypt is used as developers might not
be aware of the issue if the example code works.

Tink documents features such as symmetric encryptions with example code to
facilitate the development, while it has supports for multiple symmetric encryp-
tion schemes, the name of these templates (used in Tink in order to initialise
cipher object) is difficult to locate, as they are only written in the API docu-
mentation. SJCL on the other hand, while the mode of encryption is optional,
lists the supported modes in the example code. Similar to Crypto in Node.js,
SJCL provides PBKDF2 as the KDF for deriving passphrases. However, SJCL
also fails to clarity important aspects of using PBKDF2, namely its iterations.
PBKDF2 is computationally intensive in terms of computational time, whereas
scrypt is computationally intensive in terms of memory usage, which means that
the number of iterations is directly related to the cost of computation. By default,
the iteration is set to 10,000, which was considered enough back then when the
library is introduced to the public in 2009, it is recommended to use iterations
over 50,000 or even 100,000 as the computational power of modern hardware
continues to increase. On top of that, no documentation about changing the
iteration is found in the page where the example code for symmetric crypto is
presented.
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6 Discussion and Recommendation

While it is true that OpenSSL is undeniably the industry standard for all crypto-
graphic algorithms, results show that it is by far the worst among other 5 libraries
with regards to usability. On top of that, the lack of detailed explanation in its
official document and its cumbersome error handling mechanism result in many
confusions to the community. Experiments show that users require to manually
check for the correctness of each function call, one can completely bypass checks
for authenticated tag by ignoring return value from EVP DecryptFinal. It is
unclear why developers of OpenSSL have decided to make plaintexts available
to the user, given the fact that the authenticity of the text might be susceptible
due to the failure of verifying the tag. After encryption, users are responsible for
handling ciphertext, Initialisation Vector (IV) and authentication tag for storage
or network transmission as they are the minimum required for decryption. While
it is true that one can bypass checks for authentication tag in OpenSSL, such
check is mandatory in most other libraries, and cannot be bypassed in such a
way as OpenSSL did.

Although OpenSSL is not suitable for people who are unfamiliar with applied
cryptography, it does offer greater flexibility and functionality for different secu-
rity purposes. It is unfortunate that there are only a few libraries written in C
that offer greater usability, and for these libraries, only one of them has supports
for AES and this feature is limited to supported processors only due to several
security considerations around AES.

Unlike C programming language which does not have an official cryptographic
library built-in to the standard SDK, Java on the other hand receives an official
cryptographic framework (JCA). JCA has quickly become the default crypto-
graphic library in Java, due to its popularity and part of the standard Java SDK.
It was also the default crypto library for Android until 2018 when Google has
replaced it with its own cryptographic providers. One biggest issue with JCA
is the default option provided by SunJCE provider when using AES. In JCA, a
cipher object can be retrieved by calling crypto factory with a string parame-
ter indicating what cipher to use. To facilitate usability, SunJCE allows cipher
name to be simplified, which is where the issue occurs. By default, it uses the pat-
tern similar to AES/GCM/NoPadding for the crypto factory to realise what
cipher and its mode to use. However, one might simply pass in a simplified string
AES and the crypto provider will response with AES/ECB/PKCS5Padding,
which is the least secure mode among all other modes for AES. This simplified
crypto name makes up over one-third of common cryptographic misuses in Java
[5]. It remains unclear as to why such decision is made in the first place, the
development team behind JCA clearly understands the issue as they also inform
users about potential risks of using such simplified string in JCA documentation.
One thing for sure is that many users did not read the warning as it has become
one of the most common crypto misuses in JCA.

ACC uses designs similar to JCA where users might choose which crypto
provider to use, and ACC is backed by OpenSSL to take advantages of hardware-
assisted AES encryption for better performance and security. While the design
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of ACC is similar to JCA in terms of API call sequence, it requires more param-
eters to handle cryptographic operation. More specifically, it is similar to what
OpenSSL does, with regards to the number of parameters required for Update
and Final. It is less common for Java to handle low level operations such as
manipulating byte array in a similar fashion to C. Such drawback is mitigated by
using ByteBuffer object, a facilitated way to manage binary data, and both JCA
and ACC support it. Inconsistency between encryption and decryption in ACC
is also found. Particularly, it is found in the Update method during encryption
where it takes as input plaintext, size and offset value and produces ciphertext
stored in a given byte array at the starting offset value. During decryption,
Update can be eliminated and one can call Final to complete both decryption
and verification. It is worth noting that by default, ACC treats the last 16 bytes
as authentication tag and everything above is ciphertext. A successful decryp-
tion requires both the size of ciphertext and its offset in the byte array, if a byte
array contains information other than the ciphertext and authentication tag.

Lastly, Tink is a cryptographic library that offers implementations from dif-
ferent languages, such as Java and Python, developed by a group of security
researchers at Google. The purpose of Tink is to reduce the possible cryp-
tographic misuses that could potentially result in a security incident. In our
experiments, Tink does seem to improve usability quite a lot, a concept of key
template is introduced by Tink, which denotes settings such as key size, IV and
other parameters that one usually finds when initialising a crypto object. A typ-
ical crypto implementation requires inputs about crypto, mode, key and other
parameters from developers, whereas Tink hides such hassle by wrapping all
settings necessary within one object. A crypo object can then be retrieved on
basis of the key template, which defines what cipher to use and its parameters.
With Tink, the only way to use its underlying crypto is to specify a key tem-
plate, and the library handles the rest of them including generation of keys and
IVs, setting up crypto engine and so on. Upon completing initialising the crypto
engine, one simply calls encrypt to retrieve ciphertext and decrypt to verify the
tag and reveal plaintext. As both IV and tag are appended to the ciphertext
itself, it facilitates both storage and network transmission as users are no longer
required to come up with a protocol to handle transmission over the network
and disassemble the chunk of data for decryption.

In regards to JavaScript, a language that has gained attention in recent
years, we analyse two libraries, Crypto Node.js has a relatively simple interface
and is backed by OpenSSL in C. Therefore, both Crypto Node.js and OpenSSL
are somewhat similar with regards to API call sequence, while Crypto Node.js
has a much clearer interface due to adoption of language-specific features from
JavaScript to simplify the work. Although at the end of encryption users also
get ciphertext, IV and tag, one can serialise data easily as demonstrated in
the official document and is recommended for users to follow the instruction to
reduce unnecessary misuses.

SJCL is the last candidate among all 6 libraries and the design shares a lot
of similarity with Tink. In particular, it eliminates the need of initialising cipher



A Usability Study of Cryptographic API Design 211

object due to the fact that the library supports AES only. On top of that, SJCL
implements AES-CCM as the default cipher and all additional parameters will be
generated if not explicitly specified. One notable feature is that SJCL implements
PBKDF2 for deriving passphrase keys, as supposed to the keys generated at
random and more importantly. In many cases, Key Derivation Function (KDF)
is more preferable as it is difficult for users to memorise continuous random
bytes.

Recommendation. In C, OpenSSL is still the must-go option for better ver-
satility. Otherwise, NaCl or Libsodium are better choices than OpenSSL with
regards to usability as they were designed specifically to mitigate such issues. For
Java users, JCA guarantees its compatibility across different platforms and archi-
tectures, whereas Tink should offer a better experience due to its user-centred
design that facilitates cryptographic usages. For JavaScript, Crypto module in
Node.js is a better choice for versatility, whereas SJCL offers a clean user inter-
face, along with better compatibility across different browsers.

As C does not have a exception handling mechanism built-in to the language
itself, it is perhaps worth conducting researches on how a better error handling
system can be designed, as supposed to manually check for error code by the end
users. We demonstrate that OpenSSL does not have a rigorous error handling
mechanism, when it is misused, one might continue to decrypt a file without
knowing its validity due to the way OpenSSL was designed.

On the other hand, both Java and javaScript offer a better exception handling
scheme, as the scheme has always been a part of the design of the language.
Tink’s implementation shows that cryptographic library can be easy for people
without cryptographic background to use it properly, without worrying about
potential misuses.

Furthermore, we give recommendations for library designers to prevent mis-
uses. We observe that many libraries require two function calls for initialisation
to be done, whereas libraries with usability claims reduce that to one func-
tion call. We suggest that initialisation can be simplified as many libraries have
achieved that goal without issues. Same goes for finalisation where the auth tag
is computed and attached to the ciphertext. While some might argue that there
are reasons for not combining the tag to the ciphertext as they should be stored
in different places in some cases, we recommend that the library can option-
ally include an interface that simplifies the process, while retaining the original
design for advanced users.

For the second principle, libraries should take advantage of built-in exception
handling mechanism wherever possible. Although many libraries utilise that to
report issues to the end users, the error message is rather unintuitive as devel-
opers could not make sense of the message produced by the library when errors
occur [8,15]. For languages that have no built-in supports for error handling, we
believe that more researches can be done to investigate a better way to overcome
such limitation.

For the third principle, we discourage the use of default values, this is because
it could either break backward compatibility or open up a security vulnerability,
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whenever the default value becomes insecure. To mitigate the issue, we sug-
gest that libraries can optionally introduce a mitigation tool that allows one to
migrate to another cipher without introducing too many breaking changes.

7 Conclusion

This paper presents a study about the usability of cryptographic APIs from 6
libraries written in 3 programming languages. We set up a series of tasks as
to simulate what developers use cryptography and analyse the usability with
regards of their API call sequence, parameters, exception handling mechanisms
and documentation. Experiments show that many libraries are designed under
an assumption that developers understood cryptography to some extent, whereas
the situation is the exact opposite. Many cryptographic misuses arise because of
bad API designs. Libraries such as Tink and SJCL do seem to improve usabil-
ity as users are no longer required to understand cryptography before using it
correctly. Given the presence of issues with regards to cryptographic issues, fur-
ther research is needed to improve API designs, documentation and the way
that libraries interact with users as these factors affect usability. In our future
work, we will focus on analysing libraries in a source code level, to have a better
understanding of how decisions were made to the library, and categories these
findings as to provide a guideline for cryptographic researchers when designing
a cryptographic library.
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Abstract. Traditional cryptographic block cipher algorithms are often unsuitable
for low-resource profiled IoT (Internet of Things) devices. A lightweight crypto-
graphic algorithm is thus mandated. The S boxes are often called the heart of a
cryptographic protocol, as a considerable amount of resource and time complexi-
ties are associated with the design of an S box. A lightweight S box will consume
less memory, less power and less time, ensuring a high-level Shanon’s property
of confusion. This paper proposes a lightweight S box design to meet all the
requirements of lightweight cryptographic ciphers. The proposed method applies
a couple of transformations- the multiplicative inverse in the Galois field (24) and
affine transformations on selected irreducible polynomials to create 4×4 S-boxes.
Several cryptanalyses such as balance test, bijection property, difference distribu-
tion table test, and Boomerang Connectivity were performed to demonstrate the
robust characteristics of the proposed method.

Keywords: Block cipher · Cryptanalysis · Internet of Things (IoT) · Irreducible
polynomial · S-box

1 Introduction

Block cipher is one of the most popular symmetric algorithms use to encrypt the plain-
text to ensure secure data transfer by providing confusion and diffusion properties. The
substitution box (S-box) provide Shanon’s confusion property to hide the relationship
between plaintext, ciphertext and key [1]. Henceforth, designing a robust S-box is essen-
tial for a reliable and robust cipher [2]. However, for example, the Advanced Encryption
System (AES) S-box consume more time and memory. Subsequently, an S-box needs
to design for low resource IoT devices.

An S-box can be split into two categories such as dynamic and static. In the case
of dynamic, the S-box changes regularly in each session, making the cipher harder
to break. However, the same S-box uses in every session in the static state, which is
less secure but require less memory and computational power [3]. Latin Square S-box
method [4] provide the increased level of security of the block cipher and requires more
memory which IoT devices cannot effort. On the contrary, it is easy to identify the
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relationship between plaintext, key, and ciphertext from a static S-box cipher; thus, data
communication is less secure.

Therefore, it is challenging to trade-off between security and memory consumption
of S-box to secure communication between the resource-constrained IoT devices. This
paper considers constructing an S-box using the algebraic method according to specific
techniques, likewise Boolean functions, affine transformations, and nonlinear equations.
This method involves an S-box generation is based on the selected irreducible polyno-
mial. In this technique, S-box production includes a 4-bit multiplicative inverse from a
four-degree irreducible polynomial followed by 4 × 4 binary affine transformations.

Several approaches have been initiated to generate an S-box such as Algebraic tech-
niques [5], Analytical approach [6], Chaos-based [7], Cellular Automata [8], Dynamic
key-dependent [9], theHeuristicmethod [10],Neural networks [11] Pomaranch [12], and
Zhongtang system [13]. Atani et al. [14] describe the Cellular automata-based S-boxes.,
In [15], the Hyperchaotic system describes generating the S-box. Chaotic maps and
cuckoo search algorithm based S-box propose byWang et al. [16]. However, most meth-
ods are energy-consuming and may not be appropriate for low resourced IoT devices.
This paper demonstrates the S-boxes generation applying an algebraic method that uses
nonlinear irreducible polynomials m1(x) = 1 + x + x4,m2(x) = 1 + x3 + x4, and
m3(x) = 1+ x+ x2 + x3 + x4. Based on these polynomials, multiplicative inverse tables
are created. Nonlinear based block cipher algorithms secure the round transformation
[17]. An affine transformation is applied to each component in the multiplicative inverse
table to produce a robust S-box. This method introduces a compact S-box derived from
the algebraic design and shows strong defiance against linear and dynamic analysis.

Sahoo et al. [19] use the affine matrix and reduce the time complexity of AES.
Likewise, Affine matrix transformation decreases the time complexity of the S-box
of AES cipher [3]. AES hardware requirement is significantly high, which resource-
constrained devices may not effort, implemented in an 8-bit S-box as a 6*16 table.
Unfortunately, an 8-bit S-box necessitates a relatively larger hardware area and memory
than 4-bit S-box. Therefore 8-bit S-box is impractical for the lightweight block cipher
[18]. The 4-bit S-box has typically used a much more cost-effective hardware area than
an 8-bit S-box. Consequently, most lightweight block ciphers use a 4-bit substitution
box such as RECTANGLE, PRESENT, LED, and GiFT [19].

In this paper, we design an S-box which will be suitable for resource-constrained
devices. We suggested an S-box creation process based on 4 × 4 bits to fit the best
in a lightweight cipher. We use the irreducible polynomial equation and affine matrix
in this construction method. Three steps are involved in this process. Firstly, find out
the irreducible polynomial equation from the four-degree polynomial and create S-
box from them. Secondly, take the best affine matrix. Finally, crate the S-boxes with
the combination of multiplicative inverse and affine matrix. Empirical results show the
suggested S-box offers robust defiance to statical and differential cryptanalysis.
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Rest of the paper is arranged as follows: Sect. 2 explains the proposed method with
detailed descriptions and the steps of the design process. In Sect. 3, we discuss the
efficiency of the proposed S-box design with balanced, bijection, difference distribution
tables and boomerang connectivity table. Finally, the conclusion is illustrated in Sect. 4.

2 The Proposed S-box

This section demonstrates the proposed technique to create a cryptographically strong
S-box with nominated irreducible polynomials. The three steps involved in the method:

1. Create a multiplicative inverse table from a hexadecimal table.
2. Generate S-box by transforming the affine matrix.
3. Select irreducible polynomial equation and generate the hexadecimal table.

2.1 Select Irreducible Polynomial Equation and Generate the Hexadecimal Table

Figure 1 indicates the selection technique of the irreducible polynomials. The irreducible
polynomial has a diffusion property and makes a nonlinear premutation function. This
system allocates input bits to output bits in a nonlinear way.

Fig. 1. Flowchart to create a multiplicative inverse table

We found three irreducible polynomials from GF
(
24

)
such as m1(x) = x4 +

1,m2(x) = x4 + x3 + 1, and m3(x) = x4 + x3 + x2 + x + 1. Galois field GF(24), also
noted as F4

2 contains 24 = 16 elements. F4
2 is the quotient ring F2[X ]/(x4 = x + 1) of

the polynomial ring generated by (x4 = x+ 1) in the field of order 24. GF
(
24

)
elements

list can be produced on the polynomial with the defining primitive polynomial.
a3α3 + a2α2 + a1α + a0, where ai ∈ for i = 0, 1, 2, 3 and α is the primitive root of

this field.
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Table 1. The elements for x4 + x + 1 irreducible polynomial of Galois field GF(24)

GF (24) elements for x4 + x + 1

α4 + α + 1 = 0 α4 = α + 1

α5 = α4.α α5 = (α + 1). α α5 = α2 + α

α6 = α5.α α6 = (α2 + α). α α6 = α3 + α2

α7 = α6.α α7 = (α3 + α2).
α

α7 = α4 + α3 α7 = α3 + α +
1

α8 = α7.α α8 = (α3 + α +
1). α

α8 = α4 + α2 + α α8 = α + 1 +
α2 + α

α8 = α2 + 1

α9 = α8.α α9 = (α2 + 1). α α9 = α3 + α

α10 = α9.α α10 = (α3 + α).
α

α10 = α4 + α2 α10 = (α + 1)
+ α2

α10 = α2 + α + 1

α11 = α10.α α11 = (α2 + α

+ 1). α
α11 = (α2 + α +
1). A

α11 = α3 + α2

+ α

α12 = α11. α α12 = (α3 + α2

+ α). α
α12 = α4 + α3 +
α2

α12 = α + 1 +
α3 + α2

α12 = α3 + α2 +
α + 1

α13 = α12. α α13 = (α3 + α2

+ α + 1). α
α13 = α4 + α3 +
α2 + α

α13 = α + 1 +
α3 + α2 + α

α13 = α3 + α2 +
1

α14 = α13. α α14 = (α3 + α2

+ 1). α
α14 = α4 + α3 +
α

α14 = α + 1 +
α3 + α

α14 = α3 + 1

α15 = α14. α α15 = (α3 + 1).
α

α15 = α4 + α α15 = α + 1 +
α

α15 = 1

GF(24) is a field; therefore, every component has a unique multiplicative inverse,
except the zero. Based on these chosen irreducible polynomials, their elements, binary
representation, and multiplicative inverse tables are created and are given in Tables 1, 2,
and 3.

The non-zero elements of the field are typically denoted by adding a star sign on the
upper right F∗

24
= F24 − {0} form a multiplicative cycle group. F∗

24
can be generated by

x i.e. F∗
24

= (x).

2.2 Generating the Multiplicative Inverse Table

The S-Box is considered with the multiplicative inverse over the Galois Field GF
(
24

)

using an irreducible polynomial. The multiplicative inverses m1,m2 and m3 are created
from irreducible polynomials m1(x),m3(x), and m3(x). Three S-boxes have been pro-
duced from the multiplicative inverse of four-degree irreducible polynomials presented
in Tables 4, 5 and 6.() 10, 11 and 12.
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Table 2. Binary and hexadecimal representation of m1(x) = x4 + x + 1 irreducible polynomial

Power representation Polynomial
representation

4-Tuple representation Hexadecimal

α3 α2 α 1 α3 α2 α 1

0 0 0 0 0 0

1 1 0 0 0 1 1

α α 0 0 1 0 2

α2 α2 0 1 0 0 4

α3 α3 1 0 0 0 8

α4 α 1 0 0 1 1 3

α5 α2 α 0 1 1 0 6

α6 α3 α2 1 1 0 0 C

α7 α3 α 1 1 0 1 1 B

α8 α2 1 0 1 0 1 5

α9 α3 α 1 0 1 0 A

α10 α2 α 1 0 1 1 1 7

α11 α3 α2 α 1 1 1 0 E

α12 α3 α2 α 1 1 1 1 1 F

α13 α3 α2 1 1 1 0 1 D

α14 α3 1 1 0 0 1 9

2.3 Affine Transformation and S-box Creation

An affine transformation is used to obtain a robust S-box. This transformation relocates
the elements of the S-box. However, the resultant S-box properties remain unchanged.
This technique improves the complexity of the algebraic expression of an S-box,
which transform the S-box stronger against interpolation attacks and foundation for
the protection against differential attacks [20].

Affine mapping is defined inGF
(
24

)
as βi = α β

′
i + γ I, where, γ I is the addition of

a 4-bit vector constant, α is an invertible 4 × 4 (nxn) matrix [21]. Here(β
′
3,β

′
2, ....., β

′
0)

are the multiplicative inverse of the byte at the input of the S-box and (β3, β2, ......, β0)
are the byte at the output of the S-box. In a matrix, an affine matrix is formulated in
Eq. 1.

⎡

⎢
⎢
⎣

β0

β1

β2

β3

⎤

⎥
⎥
⎦ =

⎡

⎢
⎢
⎣

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

⎤

⎥
⎥
⎦

⎡

⎢
⎢
⎣

β ′
0

β ′
1

β ′
2

β ′
3

⎤

⎥
⎥
⎦ +

⎡

⎢
⎢
⎣

1
1
0
1

⎤

⎥
⎥
⎦ (1)

The following three affine transformations to assemble in GF
(
24

)
[22].
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Table 3. The power generator and proposed multiplicative inverse for m1(x) = x4 + x + 1
irreducible polynomial

I P(α) ∈ GF(24) P(α) ∈ GF
(
24

)
bin Multiplicative

Inverse
Multiplicative
Inv. bin

Hexadecimal

α0 1 0001 1 0001 1

α1 α 0010 α3 + 1 1001 9

α2 α2 0100 α3 + α2 + 1 1101 D

α3 α3 1000 α3 + α2 + α

+ 1
1111 F

α4 α + 1 0011 α3 + α2 + α 1110 E

α5 α2 + α 0110 α2 + α + 1 0111 7

α6 α3 + α2 1100 α3 + α 1010 A

α7 α3 + α + 1 1011 α2 + 1 0101 5

α8 α2 + 1 0101 α3 + α + 1 1011 B

α9 α3 + α 1010 α3 + α2 1100 C

α10 α2 + α + 1 0111 α2 + α 0110 6

α11 α3 + α2 + α 1110 α + 1 0011 3

α12 α3 + α2 + α + 1 1111 α3 1000 8

α13 α3 + α2 + 1 1101 α2 0100 4

α14 α3 + 1 1001 α 0010 2

Affine matrix 1 Affine matrix 2

⎡

⎢⎢
⎣

β0

β1

β2

β3

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

0 1 1 1
1 0 1 1
1 1 0 1
1 1 1 0

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

β ′
0

β ′
1

β ′
2

β ′
3

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

1
1
0
0

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

β0

β1

β2

β3

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

1 0 1 1
1 1 0 1
1 1 1 0
0 1 1 1

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

β ′
0

β ′
1

β ′
2

β ′
3

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

1
0
0
1

⎤

⎥⎥
⎦

Affine matrix 3

⎡

⎢⎢
⎣

β0

β1

β2

β3

⎤

⎥⎥
⎦ =

⎡

⎢⎢
⎣

1 1 0 1
1 1 1 0
0 1 1 1
1 0 1 1

⎤

⎥⎥
⎦

⎡

⎢⎢
⎣

β ′
0

β ′
1

β ′
2

β ′
3

⎤

⎥⎥
⎦ +

⎡

⎢⎢
⎣

0
0
1
1

⎤

⎥⎥
⎦

We are transforming irreducible polynomial x4 + x + 1 using affine matrix 1,
irreducible polynomial x4 + x3 + 1 using affine matrix 2 and irreducible polynomial
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Table 4. S-Box created from x4 + x + 1 multiplicative inverse at GF(24)

4-bit value at

GF
(
24

) Multiplicative
inverse

x m1(x)

0000 0000 0 0

0001 0001 1 1

0010 1001 2 9

0011 1110 3 E

0100 1101 4 D

0101 1011 5 B

0110 0111 6 7

0111 0110 7 6

1000 1111 8 F

1001 0010 9 2

1010 1100 A C

1011 0101 B 5

1100 1010 C A

1101 0100 D 4

1110 0011 E 3

1111 1000 F 8

x4 + x3 + x2 + x + 1 using affine matrix 3. Table 7 shows the three new S-boxes using
three affine matrixes by three irreducible polynomials.

3 Performance Analysis of Proposed S-box

The nonlinear transformation is an essential criterion in modern cipher. It should provide
a robust cryptographic character against different cryptanalyses such as Balance, Bijec-
tion, Difference Distribution Table (DDT), and Boomerang Connectivity Table (BCT),
which will be discussed in this chapter.

3.1 Balance and Bijective

A Boolean function S : GF(2n) → GF(2) is called balanced when the number of ones
and zeros are equal in the output set in the corresponding truth table. Two Boolean
functions XOR and AND defined as follows:

S1 = ⊕ : GF
(
22

)
→ GF(2)

S2 = . : GF
(
22

)
→ GF(2)
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Table 5. S-box created from x4 + x3 + 1 multiplicative inverse at GF
(
24

)

4-bit value at

GF
(
24

) Multiplicative
inverse

x m2(x)

0000 0000 0 0

0001 0001 1 1

0010 1100 2 C

0011 1000 3 8

0100 0110 4 6

0101 1111 5 F

0110 0100 6 4

0111 1110 7 E

1000 0011 8 3

1001 1101 9 D

1010 1011 A B

1011 1010 B A

1100 0010 C 2

1101 1001 D 9

1110 0111 E 7

1111 0101 F 5

The following truth table with two variables x1 and x2 can define this (Table 8)
The XOR function has an equal number of zeros and ones; thus, this is balanced. On

the other hand, the fourth column denotes AND function, which is not balanced.
If all linear combinations of columns are balanced, then a Boolean function S :

GF
(
22

) → GF(2) is called bijective. According to Tang et al. [23], the bijective property
is satisfied with an (nxn) S-box if the Boolean functions fi( for 1 ≤ i ≤ n) of S-box can
be represented, where ci ∈ {0.1} for (c1, c2, ....c3) �= (0, 0, . . . .., 0) and the Hamming
weight is Hwt [24]

Hwt

(
n∑

i=1

cifi

)

= 2n−1

According to the above calculation, sagemath [25], a free andopen-sourcemathemat-
ics software, can calculate the balance for different S-boxes by the following command.
The analysis shows the S-box1, S-box2, and S-box3 are balanced and bijective.
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Table 6. S-box created from x4 + x3 + x2 + x + 1 multiplicative inverse at GF
(
24

)

4-bit value at

GF
(
24

) Multiplicative
inverse

x m3(x)

0000 0000 0 0

0001 0001 1 1

0010 1111 2 F

0011 1010 3 A

0100 1000 4 8

0101 0110 5 6

0110 0101 6 5

0111 1001 7 9

1000 0100 8 4

1001 0111 9 7

1010 0011 A 3

1011 1110 B E

1100 1101 C D

1101 1100 D C

1110 1011 E B

1111 0010 F 2

sage: S1 = SBox(3,0xd,0xa,2,1,7,0xb,5,0xc,0xe,0xf,6,9,8,0,4)
sage: S1.is_balanced()
True

sage: S2 = SBox(9,0xe,0xf,2,0xa,6,4,1,0,8,0xb,0xc,7,5,0xd,3)
sage: S2.is_balanced()
True
sage: S3 = SBox(0xc,7,3,6,1,5,9,0xa,2,0xe,0,8,4,0xf,0xd,0xb)
sage: S3.is_balanced()
True

3.2 Difference Distribution Table and Boomerang Connectivity Table

Differential cryptanalysis is one of the essential cryptographical methods for evaluating
the security of block ciphers. The defiance against differential cryptanalysis is highly
reliant on the non-linearity structures of the predefined S-box.

S : {0, 1}n → {0, 1}n, n-bit S-box, the differential propagations of S are typically rep-
resented in the 2nx2n Difference Distribution table (DDT)τ , value for any pair (�i,�0)
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Table 7. Three S-boxes after an affine transformation

4-bit value at

GF
(
24

) S-box1 binary S-box1 hex S-box2 binary S-box2 hex S-box3 binary S-box3 hex

0000 0011 3 1001 9 1100 C

0001 1101 D 1110 E 0111 7

0010 1010 A 1111 F 0011 3

0011 0010 2 0010 2 0110 6

0100 0001 1 1010 A 0001 1

0101 0111 7 0110 6 0101 5

0110 1011 B 0100 4 1001 9

0111 0101 5 0001 1 1010 A

1000 1100 C 0000 0 0010 2

1001 1110 E 1000 8 1110 E

1010 1111 F 1011 B 0000 0

1011 0110 6 1100 C 1000 8

1100 1001 9 0111 7 0100 4

1101 1000 8 0101 5 1111 F

1110 0000 0 1101 D 1101 D

1111 0100 4 0011 3 1011 B

Table 8. The truth table shows XOR, AND

x1 x2 x1 ⊕ x2 x1 · x2
0 0 0 0

0 1 1 0

1 0 1 0

1 1 0 1

is stored in the corresponding entry τ(�i,�0) of DDT, which denotes the input differ-
ence �i propagates to the output difference �0 with the likelihood, the highest entry in
the table is named the differential uniformity of S [26].

#
{
x ∈ {0, 1}n∣∣S(x)S(x�i) = �0

τ(�i,�o)\2n

The DDT for S-box1 is shown in Table 9; We can observe the differential uniformity
of the S-box is 4. The Boomerang Connectivity table may exploit the differential prop-
erties of diverse sections of the cipher. In the boomerang attack, E is the target cipher
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Table 9. Difference Distribution Table (DDT) of S-box1

Output Difference S-box1

Input Difference S-box1 0 1 2 3 4 5 6 7 8 9 A B C D E F

0 16 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0

1 0 2 2 0 2 0 2 0 2 2 0 0 0 0 4 0

2 0 0 2 2 0 0 0 0 2 4 2 0 2 0 0 2

3 0 4 0 0 2 0 0 2 2 0 2 0 2 2 0 0

4 0 2 4 0 0 2 2 2 0 0 2 0 0 0 0 2

5 0 0 0 0 4 0 2 2 0 2 0 2 2 0 0 2

6 0 0 0 0 0 2 2 0 4 0 2 2 2 0 2 0

7 0 0 0 2 0 0 4 2 2 0 0 0 0 2 2 2

8 0 2 0 2 2 2 0 0 2 0 0 2 0 0 0 4

9 0 2 0 0 0 2 0 0 0 2 0 0 2 4 2 2

A 0 2 2 2 0 0 2 0 0 0 0 2 4 2 0 0

B 0 0 2 2 2 4 0 2 0 0 0 0 2 0 2 0

C 0 0 0 2 2 2 2 0 0 2 4 0 0 2 0 0

D 0 0 2 0 2 0 0 0 0 0 2 4 0 2 2 2

E 0 2 0 4 0 0 0 2 0 2 2 2 0 0 2 0

F 0 0 2 0 0 2 0 4 2 2 0 2 0 2 0 0

compare to two sub-ciphers E0 and E1. So, E = E1oE0. If the input difference α is prop-
agated to the difference β by E0 with the probability p. Then, with the probability p, the
difference γ is propagated to δ by E1. The boomerang attack can exploit the following
difference with expected probability [27],

Pr
[
E−1(E(x) ⊕ δ) ⊕ E−1(E(x ⊕ α) ⊕ δ) = α

]
= q2p2

E can be distinguished from a model cipher, on making around (qp)−2 adaptive
selected cipher/plain text requests.

The boomerang connectivity tale (BCT) is two-dimensional denoted by S can be
represented by

BCT (α, β) = #{x ∈ F
n
2 : S−1(S(x) ⊕ β) ⊕ S−1(S(x ⊕ α) ⊕ β) = α}

Where α, β ∈ F
n
2. The S, the boomerang uniformity, is the highest value in the BCT

except for the first row and the first column.
S-box1 DDT and BCT are provided in Tables 9 and 10, respectively. The differential

uniformity is 4, and boomerang uniformity is 16.
Table 10 shows the difference distribution table of our proposed S-box1. The DDT

has 16 rows, 16 columns, and 265 cells. The row and column represent the output
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Table 10. Boomerang Connectivity Table (BCT) of S-box1

∇0 S-box1

�i S-box1 0 1 2 3 4 5 6 7 8 9 A B C D E F

0 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16 16

1 16 0 6 0 0 6 0 4 2 0 0 0 2 2 2 0

2 16 0 0 0 2 0 4 2 0 0 6 2 6 0 2 0

3 16 2 2 6 2 0 0 0 6 0 0 4 2 0 0 0

4 16 0 0 4 0 0 2 2 6 0 0 6 0 2 0 2

5 16 6 0 0 2 2 2 0 2 0 0 0 0 0 6 4

6 16 0 0 0 6 2 0 0 0 6 0 2 2 4 0 2

7 16 0 0 6 0 2 0 0 4 2 2 6 0 0 2 0

8 16 0 2 2 6 0 2 0 0 4 0 0 0 6 2 0

9 16 4 0 2 0 0 0 2 0 2 0 0 2 0 6 6

A 16 0 4 2 2 6 0 6 0 0 2 0 0 0 0 2

B 16 2 6 0 0 4 2 6 0 2 0 2 0 0 0 0

C 16 6 2 0 0 0 0 0 0 0 2 2 0 2 4 6

D 16 0 2 0 0 0 6 0 2 2 6 0 4 0 0 2

E 16 2 0 0 4 0 0 2 2 6 2 0 0 6 0 0

F 16 2 0 2 0 2 6 0 0 0 4 0 6 2 0 0

difference from 0 to F for each input difference. Zero represents the absence of that
output difference for the following input difference. Too high or too low zero discloses
more information concerning output difference [28]. S-box1 difference distribution table
indicates that it has three values 0, 2, and 4. Only one 4 find in each row and column.
Consequently, S-box1 can offer robust defiance alongside differential cryptoanalysis.

4 Conclusion

In this paper, we proposed a lightweight S-box design that uses algebraic methods to
fulfil all of the requirements of lightweight cryptographic ciphers. This algebraic tech-
nique employs three irreducible polynomials from the Galois field GF

(
24

)
. Three mul-

tiplicative matrices, m1(x),m2(x), and m3(x) give rise to three multiplicative inverses,
m1,m2, and m3. Then, using affine transformations, three S-boxes, S-boxe1, S-box2,
and S-box3, are constructed. The cryptographic analysis demonstrates strong resistance
to differential and boomerang cryptanalysis. In the future, produced S-boxes should be
subjected to further testing and utilized for lightweight block ciphers to protect net-
work interactions between IoT resource-constrained devices. This approach creates S-
boxes that are suitable for resource end devices. S-boxes can also be used to provide a
lightweight block cipher for IoT network communications.
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16. Alhadawi, H.S., Majid, M.A., Lambić, D., Ahmad, M.: A novel method of S-box design

based on discrete chaotic maps and cuckoo search algorithm. Multimedia Tools Appl. 80(5),
7333–7350 (2020). https://doi.org/10.1007/s11042-020-10048-8

17. Dey, S., Ghosh, R.: A Review of Cryptographic Properties of 4-Bit S-Boxes with Generation
and Analysis of Crypto Secure S-Boxes. Taylor & Francis Group (2019)

18. Wong,M.M.,Wong,M.L.D.:New lightweightAESS-box usingLFSR. In: International Sym-
posium on Intelligent Signal Processing and Communication Systems (ISPACS), Kuching,
Malaysia (2014)

19. Zhang, W., Bao, Z., Rijmen, V., Liu, M.: A New Classification of 4-bit Optimal S-boxes and
Its Application to PRESENT, RECTANGLE and SPONGENT. In: Leander, G. (ed.) FSE
2015. LNCS, vol. 9054, pp. 494–515. Springer, Heidelberg (2015). https://doi.org/10.1007/
978-3-662-48116-5_24

20. Dawood, O.A., et al.: Design a compact non-linear S-Box with multiple-affine transforma-
tions. In: Khalaf, M., Al-Jumeily, D., Lisitsa, A. (eds.) Applied Computing to Support Indus-
try: Innovation and Technology, ACRIT 2019, Communications in Computer and Information
Science, vol 1174. Springer, Cham (2020)

21. Waqas, U., et al.: Generation of AES-Like S-Boxes by Replacing Affine Matrix. In: 12th
International Conference on Frontiers of Information Technology (2014)

https://doi.org/10.1007/s10586-018-2386-6
https://doi.org/10.1007/s11042-020-10048-8
https://doi.org/10.1007/978-3-662-48116-5_24


An S-box Design Using Irreducible Polynomial 227

22. Zhang, X., et al.: Hardware Implementation of Compact AES S-box. Int. J. Comput. Sci. 42,
125–131 (2015)

23. Tang, G., Liao, X., Chen, Y.: A novel method for designing S-boxes based on chaotic maps.
Chaos, Solitons Fractals 23(2), 413–419 (2005)

24. Song, L., Qin, X., Hu, L.: Boomerang connectivity table revisited. application to SKINNY
and AES. IACR Trans. Symmetric Crypt. 1, 118–141 (2019)

25. Stein, W.A.: S-Boxes and their algebraic representations. Sage 9.3 Reference Manual:
Cryptography (2021)

26. Cid, C., et al.: Boomerang Connectivity Table: A New Cryptanalysis Tool. In: Annual
International Conference on theTheory andApplications ofCryptographic Techniques (2018)

27. Boura, C., Canteaut,A.:On theBoomerangUniformityofCryptographic Sboxes. IACRTrans.
Symmetric Crypt. 3, 290–310 (2018)

28. Dey, S., Ghosh, R.: A review of existing 4-bit crypto S-Box cryptanalysis techniques and two
new techniques with 4-bit boolean functions for cryptanalysis of 4-bit crypto S-Boxes. Adv.
Pure Math. 8(3), 273 (2018)



The Phantom Gradient Attack: A Study
of Replacement Functions for the XOR

Function

Åvald Åslaugson Sommervoll(B)

University of Oslo, Problemveien 7, 0315 Oslo, Norway
aavalds@ifi.uio.no

https://www.mn.uio.no/ifi/english/people/aca/aavalds/

Abstract. We build on the phantom gradient attack by introducing
some new replacement function candidates for XOR. In this work, we
put forward four new candidates’ replacement functions and investigate
the impact of different learning rates. We also extend and investigate
the new replacement functions power on bitwise rotation XOR, of which
previous phantom gradient attack works have struggled.

Keywords: Phantom gradient attack · Replacement function · Neural
network · Neuro-cryptanalysis

1 Introduction

The recent publication in ICISSP 2021, Dreaming of keys: introducing the phan-
tom gradient attack by Sommervoll [12], showed a new cryptanalytical approach.
This work tries to unite the usually disjoint fields of algorithmic level of crypt-
analysis with the heavily researched neural network training. The initial results
for simple cryptographic functions were promising, but the attacks on the more
complex XOR functions were not encouraging. In this paper, we present attacks
on the XOR function using the phantom gradient attack.

As almost modern communication is done using bits, modern cryptographic
functions typically work on a bitwise level. Moreover, cryptographic algorithms
can be represented as a sequence of bitwise operations. That is, a symmetric key
cryptographic encryption can be viewed as a function f can be broken down into
multiple subfunctions f0, f1, ..., fn making an encryption:

fenc(k, p) = f◦
0 f◦

1 ...◦fn(k, p) = c, (1)

where k is the symmetric key, p is the plaintext and c is the resulting cipher-
text. This disjoint processing of information can be viewed as different layers of
a neural network. However, a challenge is that these fi’s are typically discrete
operations that do not have any gradient. The phantom gradient attack therefore
works by replacing them with piecewise continuous ones. By replacing the subfunc-
tions with, replacement functions allow our neural network representation of the
c© ICST Institute for Computer Sciences, Social Informatics and Telecommunications Engineering 2021
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cryptographic algorithm to have gradients. Part of the challenge that Sommer-
voll [12] put forward in his paper was to find good such replacement functions, of
which will be the focus of this paper. In Sommervoll’s network, he assumed that
the plaintext was fixed and tried to recover the unknown key k, we abstract away
from such problems and focus exclusively on finding good replacement functions
for the XOR function. Moreover, we aim to find a better replacement function than
the one presented in Sommervoll’s paper. An improved replacement function is a
key ingredient to more successful phantom gradient attacks.

The remaining paper is organized as follows: Sect. 2 discusses related work.
Next, Sect. 3 discusses replacement functions, their most important qualities,
and which replacement functions we will be looking at in this paper. In Sect. 3.1,
we analyze the replacement functions’ performance on XOR between 3 inputs.
Section 3.2 increases the complexity by analyzing their performance on XOR
between three bitwise rotated inputs. A more complicated example, ASCONS
Σ1 permutation, is tested in Sect. 3.3. Finally, Sect. 4 concludes and provides a
short security discussion.

2 Related Work

The phantom gradient attack introduced by Sommervoll in Dreaming of keys:
introducing the phantom gradient attack [12], is a recent addition to the field of
neuro-cryptology. A field that has seen limited growth since Dourlens introduced
it in 1996 [4]. Especially the field of neuro-cryptography has had limited contri-
butions since Kinzel and Kanter in 2002 introduced a neural cryptosystem [7],
which was quickly broken by Klimov et al. [8] the same year. On the other hand,
neuro-cryptanalysis has been catching some wind in recent years, with Alini suc-
cessfully applying an attack on DES and Triple-DES using neuro-Cryptanalysis
in 2012s [1], and So applying a deep learning-based attack on simplified DES,
and round reduced Simon and Speck [11]. While the works by Alani, So, and
Sommervoll are all instances of neuro-cryptanalysis, they all differ in their app-
roach. All three works assume to be in the known plaintext case; in contrast to
the others, Alani does not try to recover the key. Instead, he tries to simulate the
decryption under an unknown key by feeding a neural network the ciphertext
as input and assigning loss based on how close the output is to the expected
plaintext. On the other hand, So’s attack tries to train a deep network to guess
the key by giving both the ciphertext and the plaintext as inputs and having the
key as the desired output. By training the network like this, he uses this trained
network to predict a possible key given the input-ed cipher- and plaintext pair.
Sommervoll, with his phantom gradient attack, defines the network to be trained
in that the known plaintext is integrated as part of the network’s fixed weights,
and the desired target is the ciphertext. While the input is initially a guessed
key, which is “trained" and permuted in a similar manner to how adversarial
examples are created for image recognition. A weakness to this approach is that
since the gradients are only given by the replacement functions, there is the pos-
sibility of choosing bad phantom gradients, which may lead the attack astray.
However, we may draw from the field of adversarial examples; Goodfellow et al.
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found that “linear models lack the capacity to resist adversarial perturbation" in
their work Explaining and Harnessing Adversarial Examples [5]. Thereby, if we
have the freedom to choose linear functions as replacement functions, this may
be favorable in our endeavor to find candidate keys. On the note of adversarial
examples, some works only alter parts of an image like Su et al., which introduce
adversarial examples that only alter one pixel [13] and Gritsenko et al. with briar
patches that only affect a portion of the image [6]. This is especially interest-
ing as some portions of cryptographic functions’ initial state is known, like in
the ASCON cryptosystem [3]. Therefore, a phantom gradient attack on such a
cryptosystem should make sure not to alter the initial state’s known parts.

3 Replacement Functions XOR

The most important quality for a replacement function is that the function and
its discrete counterpart should have the same output given the same input. For
the XOR function this means that inputs [1,1] and [0,0], should result in 0 and the
inputs [1,0] and [0,1] should result in 1. This operation can be viewed as addition
under modulo 2, which naturally gives us our first replacement function:

f(x, y) = x + y (mod 2). (xori0)

We will call this replacement function xori0, as it is the most natural replacement
function for xor between indexes. Furthermore, its derivatives are quite simple:

∂f

∂x
= 1 (2)

∂f

∂y
= 1, (3)

This representation is also linear, which is be favorable for generating adversarial
examples [5]. Sommervoll also mentioned that XOR can be viewed as an addition
under mod2 but did not consider it as a possible replacement function [12]. He
did however consider what we will refer to as xori1:

f(x, y) = x + y − 2xy, (xori1)

which had the unfavorable quality of having derivatives that are 0 for 0.5, midway
between the bitshift from 0 and 1, namely:

∂f

∂x
= 1 − 2y (4)

∂f

∂y
= 1 − 2x, (5)

Our third candidate is a natural extension of xori1, without the weakness of
having a fixed zero gradient between 0 and 1:

f(x, y) = (x − y)2 = x2 + y2 − 2xy, (xori2)
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which has gradients that are 0 for x = y, which will be rare especially given a
random initial guess. Our 4th replacement function xori3 views the second index
as a constant and splits the output into two separate cases, where the input x is
either bitflipped or not depending on y:

f(x, y) =

{
x for y ≤ 0.5
1 − x for y > 0.5

(xori3)

This gives us our second linear replacement function, also making it especially
vulnerable to adversarial examples [5]. Our 5th and final replacement function
is xori4 which again is simple addition, but switches out the activation function
mod2 which xori0 uses, and instead utilizes a sine-based activation function:
g(x) = 1+sin(πx− π

2 )

2 , so we have:

f(x, y) =
1 + sin(π(x + y) − π

2 )
2

(xori4)

This variation of xori0 is differentiable everywhere, which is favorable from a
mathematical perspective. However, in the context of neural networks, this prop-
erty seems to hold little significance as many state-of-the-art activation functions
are not differentiable everywhere, for example, ReLU [10]. To visualize these
activation functions Fig. 1 shows how the different XOR functions behave in the
interval from −1 to 2. All these replacement functions look quite different apart
from all of them sharing the same final output for the binary inputs 1 and 0.
Eq. (xori0) and Eq. (xori4) look similar since they both just use addition and
some form of activation function to restrict the output. Similarly, Eq. (xori1)
and Eq. (xori2) are similar as they are include the interaction term xy, and have
no activation function. The odd one out in the group is definetly Eq. (xori3)
as it takes a more discrete approach treating y as either a 1 in xor or a 0 in
xor. These five xori functions differ in mathematical complexity, and there are
no apriori reasons for the supremacy of one over the others. We use the same
simplified model as used in Sommervoll’s paper [12], Fig. 2: where FFNN stands
for feed-forward neural network. For the network, we have four1. possible out-
puts and potentially infinitely many different starting values. We choose 1000
different starting values and try to recover all four of the different states from
each of these 1000 different starting values. Table 1 shows the pct success rate
of the different xor replacement functions for different learning rates, when run
for 1000 generations.

We see that all the replacement functions perform reasonably well for this
simple example, especially with a learning rate of 0.2, where all of them get
100% recovery across all 4000 trials. Moreover, we see that a learning rate of
0.001 is a bit low for only 1000 iterations2. Aside from this, we see that both the
linear replacement functions xori0 and xori3 perform extraordinarily well with

1 The four possible 2 bit inputs are (0,0), (0,1), (1,0), and (1,1).
2 For more intricate problems, we may need more iterations and perhaps an even lower

learning rate.
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Fig. 1. View of the behaviour of the different XOR implementations in the range −1
to 2

Fig. 2. Example FFNN for XOR between two inputs

Table 1. Percentage success rate of the the different XOR replacement functions across
1000 trials for each of the possible 2 bit outputs.

lr → 0.001 0.01 0.1 0.2 0.5 1.0

xori0 0.00 99.88 100.00 100.00 100.00 100.00

xori1 0.05 75.47 96.08 100.00 97.12 0.08

xori2 0.48 31.08 100.00 100.00 49.65 30.90

xori3 0.00 100.00 100.00 100.00 100.00 100.00

xori4 0.08 7.68 100.00 100.00 100.00 100.00
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the higher learning rates with almost 100% recovery rate for every instance. Also,
in contrast to what Parascandolo et al. [9] found, we see that the sine activation
function used in xori4 performs very well in this example, outperforming both
xori1 and xori2, in all learning rates except for 0.01. Perhaps surprisingly, we
also observe that Sommervoll’s xori1 performs reasonably well with a learning
rate between 0.1 and 0.5; however, we will see how this strength holds up as we
increase the complexity of the problem.

3.1 XOR Between Three Inputs

Some cryptographic functions include a three-way XOR between indices; these
indices can be complicated and, as is evident from Sommervoll’s limited success
with such functions [12]. We can illustrate this three-way XOR problem as a
FFNN in the way shown in Fig. 3. This construction is straightforward and does

x

y

z

f(x, y, z) out1

out2

out3

Fig. 3. Example FFNN for XOR between three inputs

not pose a much more significant challenge than XOR between two inputs. So we
will not be looking at the phantom gradient attack on this network but instead,
use it as an example to extend our pre-existing xori-functions, Eqs. (xori0) to
(xori4). Extending xori0 is very simple we let:

f(x, y, z) = xori0(xori0(x, y), z) = x + y + z (mod 2), (xorti0)

we call this xorti0, because it is the natural extension of xori0 and it is an XOR
between three inputs. For Eq. (xori1) we will use Sommervoll’s [12] extension:

f(x, y, z) = x + y + z − 2xy − 2xz − 2yz + 4xyz, (xorti1)

of which is the same as
xori1(xori1(x, y), z) = xori1(xori1(x, z), y) = xori1(xori1(y, z), x). For xori2,
on the other hand, it is a little bit more complicated. We have four natural
candidates:

f(x, y, z) = x2 + y2 + z2 − 2xy − 2xz − 2yz + 4xyz (xorti2)
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f(x, y, z) = f(f(x, y), z) = ((x − y)2 − z)2

= x4 + y4 + z2 + 2x2y2 − 4x3y − 4xy3 + 4x2y2 − 2x2z + y2z − 2xyz

(xorti2z)

f(x, y, z) = f(f(x, z), y) = ((x − z)2 − y)2

= x4 + z4 + y2 + 2x2z2 − 4x3z − 4xz3 + 4x2z2 − 2x2y + z2y − 2xzy

(xorti2y)

f(x, y, z) = f(f(y, z), x) = ((z − y)2 − x)2

= z4 + y4 + x2 + 2z2y2 − 4z3y − 4zy3 + 4z2y2 − 2z2x + y2x − 2zyx,

(xorti2x)

where Eq. (xorti2) is based on Eq. (xorti1) and symmetric across the three inputs
we are XOR-ing, while Eqs. (xorti2z) to (xorti2x) the natural extention of Eq.
(xori2), but vary with respect two which index is XOR-ed last. For Eq. (xori3)
we treated the second index as an external index from the start; we extend this
by doing the same with the third index.

f(x, y, z) =

{
x for (y ≤ 0.5 ∧ z ≤ 0.5) ∨ (y > 0.5 ∧ z > 0.5)
1 − x for (y > 0.5 ∧ z ≤ 0.5) ∨ (y ≤ 0.5 ∧ z > 0.5)

(xorti3)

Equation (xori4) we extend the same way we extended Eq. (xori0) as they are
both based on addition and an activation function.

f(x, y, z) =
1 + sin(π ∗ (x + y + z) − π

2 )
2

(xorti4)

With these xorti functions in mind, let us move on to XOR between three bitwise
rotated instances of the input.

3.2 XOR with Bitwise Rotation

To ensure no loss of information in this three way bitwise rotated XOR we
construct a network with 4 inputs as shown in Fig. 4. where we have 4 inputs
and xor between rotations 0, 1 and 2, in other words it defines an XOR on the
form:

xi ⊕ xi+1(mod4) ⊕ xi+2(mod4).

This setup means that we have 16 different inputs, moreover, the recovered bit
sequence will be unique if recovered. So if we want to check each xorti’s perfor-
mance 250 times per target, we get 4000 trials per xorti. Furthermore, as we are
working with bitwise rotation the three replacement functions Eqs. (xorti2z) to
(xorti2x) are equivalent so we only check eq. (xorti2z). The resulting performance
is shown in Table 2. We see clearly that with XOR between three indices, the
learning quickly becomes more complex. Note that the main xorti1 previously
used by Sommervoll performs poorly and never has a success rate above 0.2. Of
the proposed replacement functions, the clear winner among the candidates is
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x0

x1

x2

x3

f(x0, x1, x2)

f(x1, x2, x3)

f(x2, x3, x0)

f(x3, x0, x1)

out0

out1

out2

out3

Fig. 4. XOR between three round rotated instances of a four-bit input

Table 2. Percentage success rate of the different XOR replacement functions on Fig. 4

lr → 0.01 0.1 0.2 0.5 1.0
xorti0 0.00 0.02 0.00 0.00 99.95
xorti1 16.98 17.10 16.58 9.93 0.00
xorti2z 4.70 29.88 17.00 7.80 2.92
xorti2 25.48 31.82 11.40 4.68 4.58
xorti3 21.38 19.85 18.60 100.00 100.00
xorti4 0.00 0.02 0.75 22.35 7.85

xorti3, which gets a 100% success rate for both learning rate 0.5 and learning
rate 1. Also, note that xorti0 gets almost a 100% recovery rate for learning rate
1. It is quite surprising that such high learning rates are the ones that perform
the best, which in contrast to the general case in neural network training. For
example, for stochastic gradient descent in KERAS, the default value is 0.01
[2], it is even lower for some of the more fine-tuned optimizers. Also, perhaps
surprisingly, we see that the xorti’s based on addition and an activation function
(XORITR0 and XORITR4) both seem to favor higher learning rates. In con-
trast, the continuous ones such as XORITR1, XORITR2, and XORITR2z seem
to favor more midrange learning rates such as 0.1. Maybe with more iterations
and better optimizers, they can perform even better.

3.3 ASCON’s Σ1 permutation

The cryptosystem ASCON has some instances of XOR between three bitwise
rotated instances of inputs [3]. One of which is the Σ1 permutation:

xi ⊕ xi+61(modn) ⊕ xi+39(modn), (6)

where n is the input size, which in ASCON’s case is 64. However, in our analysis,
we will vary this input size to study our replacement functions’ effectiveness. We
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(a)

(b)

Fig. 5. Comparison of the different xorti’s under the learning rates 0.5 and 1.0

wish to test input sizes from 1 up to 64, where input size four will be similar
to the case we studied in Fig. 4 this time, it will be (i+1) and (i+3) instead.
Similar to earlier trials, we run a 1000 iterations and a 1000 trials per input
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size. However, we do not test all input sizes from 1 to 64; if all 1000 trials fail
for four incrementally larger input sizes, we terminate the run and assume that
it will also fail for larger block sizes. We do this for learning rates 1 and 0.5,
and the results are shown in Fig. 5. We see that, like in Sommervoll’s paper,
they all perform rather poorly as we increase the number of bits. Sommervoll’s
earlier suggestions xoritr1 performs exceptionally bad, having no successes when
dealing with more than 2 bits. Among the others, we see that xorti3 generally
performs the best. This may be because of its semidiscrete nature. Also, it is
influenced by fewer gradients simultaneously as y and z are treated as constants;
however, this is not the entire story as xori0 performs similarly with a learning
rate of 1.0. Some final tests with learning rates 0.2, 0.1 and 0.01, showed that
xorti3 was successful in recovering the full 64 bits 25

1000 trials with a learning
rate of 0.2. This is still only a recovery rate of 2.5%. However, it shows that the
phantom gradient attack can be successful on the full 64 bits.

4 Conclusion

In this work, we have put forward a series of candidate replacement functions
for the XOR function. All of which performed well for a simple XOR between
two indices. However, in the more complex case of XOR between three bitwise
rotated instances of the input, the replacement functions perform considerably
worse. Perhaps most interesting was that a considerably high learning rate was
the best performing and that the more simplistic replacement functions also
performed best. The piecewise differentiable xori3 and xorti3 performed the best,
clearly outperforming Sommervoll’s previous xori1 and xorti1. We also found
some merit in attempting to use linear representations as it is easier to find
adversarial examples in these cases.

The phantom gradient attack introduced by Sommervoll in 2021 does not yet
pose any threat to state-of-the-art cryptosystems. The phantom gradient attack
is heavily based on the training of neural networks, of which current state-of-
the-art works best with deep networks, so any cryptosystem that employs a
particularly wide network should be more robust. In this paper, we did show
that we could recover 64 bits of a permutation 2.5% of the time. This is not
enough to threaten most modern cryptosystems yet but can provide a building
block for future attacks.

We iteratively run 1000 trials per xorti on the different input sizes 1 through
64 for the permutation shown in eq. (6). If the success rate is 0% for four input
sizes in a row, then the run terminates, and we assume the larger input sizes
also to achieve roughly 0% success.

Acknowledgement. The author wishes to give special thanks to Audun Jøsang and
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Abstract. SDN controller in the SDN (Software Defined Network) environment
needs to know the topology of the whole network under its control to ensure suc-
cessful delivery and routing of packets to their respective destinations and paths.
SDN Controller uses OFDP to learn the topology, for which it uses a variant of
LLDP packets used in the legacy network. The current implementations of OFDP
in popular SDN controllers suffer mainly two categories of attacks, namely Topol-
ogy Poisoning byLLDPpacket injection andTopology Poisoning byLLDPpacket
relay. Several solutions have been proposed to deal with these two categories of
attacks. Our study found that, while most of these proposed solutions successfully
prevented the LLDP packet injection-based attack, none could defend the relay-
based attack with promising accuracy. In this paper, we have proposed a solution,
namely Topology Validator, along with its implementation as a module of Flood-
Light SDN controller, which, apart from preventing LLDP injection-based attack,
was also able to detect and thwart the LLDP relay-based attack successfully.

Keywords: Software Defined Network · SDN · SDN security · Topology attack

1 Introduction

SDN is a novel networking paradigm that has gained momentum during the last decade.
It decouples the data plane and control plane against the standard networking concept,
where the control plane and data plane are tightly coupled and present on each device.
SDN makes the network programmable allowing it to be more dynamic, cost-effective
and controllable. While it has added many features, being an evolving concept, it is also
open to several explored and unexplored vulnerabilities. Many of such attacks have been
discovered by multiple researchers [11, 14, 15, 17, 18, 21, 25] distributed across control
plane, data plane and applications connected to the SDN eco-system via different APIs.
Further countermeasures corresponding to each discovered attack has been proposed by
researchers [1, 12, 13, 21] with various degree of success.

In this paper, we have explored an attack related to how topology is learned andmain-
tained in the SDN environment. We further have proposed a countermeasure, namely
TopologyValidator, against the relay-basedghost link creation attack that not just defends
against the attack completely but also requires minimal overhead compared to prior
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solutions for this type of attack. In this work, we have assumed that only hosts can be
compromised, switches and controller remain immune.

This paper further is organized as below. Section 2 is about the background of the
topic, where we have briefed about SDN (Software Defined Network) and methods used
for learning topology in SDN. Section 3 explores topology poisoning attacks and their
experimental verifications. Section 4 discusses some of the previously proposed state-
of-art works. Section 5 details our proposed solution, experimental observations and
related works. Section 6 discusses the result and analyze different parameters that may
be affecting our solution adaptation. Section 7 concludes this paper.

2 Background

SDN is a novel networking paradigm that has gained momentum during the last decade.
It decouples the data plane and control plane against the standard networking concept,
where the control plane and data plane are tightly coupled and present on each device.
SDN makes the network programmable allowing it to be more dynamic, cost-effective
and controllable. While it has added many features, being an evolving concept, it is also
open to several explored and unexplored vulnerabilities. Many of such attacks have been
discovered by multiple researchers [11, 14, 15, 17, 18, 21, 25] distributed across control
plane, data plane and applications connected to the SDN eco-system via different APIs.
Further countermeasures corresponding to each discovered attack has been proposed by
researchers [1, 12, 13, 21] with various degree of success.

In this paper, we have explored an attack related to how topology is learned andmain-
tained in the SDN environment. We further have proposed a countermeasure, namely
Topology Validator, to the said attack that not just defends against the attack but also
requires minimal overhead compared with prior solutions for this category of attacks. In
this work, we have assumed that only hosts can be compromised, switches and controller
remained immune.

2.1 Software Defined Network

Software Defined Network is a growing architecture that is dynamic, programmable,
cost-effective and versatile, making it perfect for the high data transfer capacity net-
working. The thought behind SDN is to isolate the control plane and the data plane of
the networking devices. The primary distinction between SDN and traditional systems
is that in the conventional systems, the data plane and the control plane are integrated
inside the networking devices, i.e. each networking device has its controlling functions
and switching functions. As packets enter the networking device, the networking device
itself decides the further activity. However, in the case of SDN, the control plane is
logically centralized. The control plane contains controllers that offer guidance to the
data plane about how to act whenever a packet arrives. The data plane is included only
in forwarding devices where they simply forward the arrived packet as per the flow rules
present in the forwarding table.
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2.2 Topology Learning in SDN

SDN networks have their intelligence put inside the SDN Controller, which keeps the
network functional by commanding switches to route/forward packets to their respective
destinations. To function appropriately, SDNcontrollers need to learn a lot of information
from the network. One such important piece of information is the network’s topology.
Contrary to a legacy network where each switch requires to learn the topology, SDN
requires only the controller to know the complete topology of the network. Though
the process of learning the topology under both forms of networking is different, SDN
OFDP (OpenFlowDiscovery Protocol) also uses LLDP (LinkLayerDiscovery Protocol)
packets to learn the topology. The SDN controller for each connected switch generates
number of LLDP packets equal to the number of active ports on that switch and sends
these to the switches via the controller-switch links at regular intervals. The information
about the number of active ports and other details of the switch are learned by the
controller at the time the switch registers with the controller and keeps it updated by its
host tracking service.

2.2.1 LLDP Packet Format
Figure 1 describes the standard LLDP packet format, while Fig. 2 is an LLDP packet
capture from our experimental setup. Apart from common fields such as Preamble,
Destination MAC address, Source MAC address, Ethernet type (which describes the
link-layer protocol, here 0x88cc) and Frame checksum, it contains four compulsory
TLV (Type-Length-Values)s and variable numbers of optional TLVs. DPID and Port ID
TLVs are set with Data-Path-ID and port number of the switch respectively, for which
the SDN controller has generated that particular LLDP packet.

Fig. 1. LLDP packet format

This further generalizes to the fact that all LLDP packets sent to a specific switch
will have the same DPID TLV but different PORT ID TLV corresponding to each port.
TTL (Time-To-Live) TLV decides the lifespan of the LLDP packet, after which it will
be discarded.

In Fig. 2, the captured LLDP packet has four optional TLVs put in for multiple
purposes; the last optional TLV, however, will be of our interest which has been discussed
in Sect. 4. From the DPID and Port ID TLVs, it can be learned that this LLDP packet
was sent to port number 2 of the switch with DPID - 00:00:00:00:00:02.
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Fig. 2. Wireshark capture of LLDP packet

2.2.2 Link Discovery Service (LDS)
LDS is accomplished by OFDP (OpenFlow Discovery Protocol), which uses LLDP
packets to learn the network’s topology and keeps it updated as and when new links are
added, existing links fail or are removed. LDS in the SDN controller can do so by sending
LLDP packets to switches corresponding to each active port on respective switches at
regular interval. Intervals after which LLDP packets are sent may be SDN controller
dependent. However, in our experimental setup where we had used FloodLight [7, 8]
SDN controller, it sends LLDP packets at an interval of 15 s which can be seen in Fig. 3
which is a capture of the FloodLight console output.

Fig. 3. FloodLight console output LLDP frequency

As illustrated in Fig. 4, let’s consider a topology with one controller, two switches
and two hosts connected to each switch making the total number of active ports three on
each switch. SDN controller will send three (corresponding to each active port on each
switch) LLDP packets to each switch embedded inside individual OFPT PACKET OUT
messages. Switch extracts out the LLDP packets and forwards them to their respective
destination ports. Ports connecting hosts will ignore these LLDP packets. However, ports
connecting to other switches will make the LLDP packet marked for that particular port
forwarded to other connected switches; in Fig. 4, the LLDP packet sent to switch S1
and port number 3 (S1,3) will reach the switch S2 on port number 1 (S2,1). On arrival
at S2, these packets are embedded inside an OFPT PACKET IN message and forwarded
to the controller. We found some authors [30] attributed this action of switch S2 to some
pre-set rule inside the switch Flow Table or some firmware. However, our observation
differed from that.
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Fig. 4. Working of link discovery service

We could not see any specific flow rules for handling LLDP packet in particular, ref.
Fig. 5, instead they got forwarded to the controller following the primary/default rule
(which exists in the flow table of all switches all the time, Fig. 5), which says when a
switch does not find a match for some arrived packet; it forwards it to the controller after
embedding it inside an OFPT PACKET IN message.

Fig. 5. Flow tables of S1 and S2 with LLDP traffic only

Once this forwarded packet arrives at the controller, the controller can learn that the
LLDP packet it has sent to (S1,3) is being received at (S2,1) confirms a unidirectional
link between S1 and S2 via port number 3 and 1, respectively. Similarly, the LLDP
packet sent by the controller to Switch S2 on port number 1 will be received via (S1,3),
confirming another unidirectional link between (S2,1) and (S1,3). As both unidirectional
links will be processed in one round, this will result in the discovery of the bi-directional
link between S1 and S2. Accordingly, the controller will update the overall topology of
the network.

3 Topology Poisoning Attacks in SDN

Poisoning the system’s topology isn’t altogether new in SDN. A compromised host or a
compromised switch can start poisoning the topology. Our paper mainly focuses on the
attack started by a compromised host.
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3.1 Topology Poisoning by Fake LLDP Packet Injection

Assumption 1: To keep it simple, let us assume that all LLDP packets sent by a controller
all the time have all Optional TLVs same (This assumption is not very much leveraged,
as we have found an old version of FloodLight, the controller under our study doing
the same). We further assume that any one host on any of switches, say h1 (connected
on port number 1) on S1, is under an attacker’s control, using which attacker can inject
some packet to the switch.

Fig. 6. Ghost link creation by fake LLDP packet

On receiving a genuine LLDP packet, this compromised host injects an LLDP packet
withDPID switch S3 and port number 2.When this injected LLDP packet reaches switch
S1, unaware of any malicious activity in the network, switch S1 will treat this packet as
if it is coming from some switch connected on port 1 of switch S1 and will forward it to
the controller after embedding it inside PACKET INmessage with source information as
(S1,1). This will lead the controller to assume that there exists a link between (S3,2) &
(S1,1) and update the overall topology of the network accordingly. Post this topology
update, when a host on S3 will try to communicate with a host on S1, the controller will
route it through just discovered non-existent link resulting in communication failure.

Assumption 2: Restricting Assumption 1 to cases from all optional TLVs same in all
round for all switches, to at least one Optional TLV unique in each round but same for
all switches, will not make any difference on the ease of attack and attacker will be able
to create a fake link without any new cost.

Assumption 3: On further restricting our Assumption 2 to have at least one unique
Optional TLV corresponding to each switch will force the attacker to change its strategy.
It will be no longer the same easy task using this approach to create a fake link as it
was earlier. For creating a fake link between S3 and S1 under this updated assumption
with the compromised host on (S1,1), the attacker on (S1,1) will need to learn the unique
Optional TLV sent to S3, and then only it can inject an LLDP packet with learned unique
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optional TLV to succeed in creating the fake link. The attacker may learn it by going
through the controller’s source code if it is open-source or listening to the traffic and
making a guess about it (unless it is some random value each time). It is evident that
the latest added restriction will rule out the possibility of an attack of nature discussed
in this subsection to a larger extent; however, this will not rule out the kind of attack we
have discussed in Subsect. 3.2.

We were able to execute the attack under the first assumption by deploying a C
executable on host h1. Executable actively listened for the LLDP packet multicast and
injects it to S1 after making changes as illustrated in the Fig. 6. With this setup, we were
not just able to create the fake link for once, but maintain it in a controlled manner also.
The same setup as able to execute the attack under second assumption as well.

3.2 Topology Poisoning by LLDP Packet Relay

The first assumption for the attack under this category remains the same as what we had
after adding the second restriction (all rounds of topology discoverywill have at least one
optional TLV unique to each switch in every round) to our basic assumption (only hosts
can be compromised, switches and controllers remain immune). We further assume that
we have at least one host compromised on each switch between which attacker wishes
to create the fake link. In our example topology illustrated in Fig. 7, we assume hosts
on (S1,1) and (S3,2) are under attacker control.

Fig. 7. Ghost link creation by LLDP packet relay

For the execution of the attack, on receiving LLDP packet from the controller, com-
promised host on (S3,2) uses already existing connectivity between S1 and S3 to relay
received LLDP packet to (S1,1). A host connected to (S1,1) on receiving this relayed
packet, injects it to the switch S1, which will get forwarded to the controller (as this
will not match any of existing flow-table rules), making the controller assume that there
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exists a unidirectional link from (S3,1) to (S1,1). This unidirectional link can easily
be converted to bidirectional by making the host on (S1,1) to relay the received LLDP
packet to host at (S3,2) and host on (S3,2) later injecting it to S3.

We must note here that, restricting our first assumption even to the extent that the
LLDP packet corresponding to each port has some unique Optional TLV, this type of
attack cannot be prevented.

We were able to execute this attack even with the latest version of FloodLight. SDN
controller under our experimental setup. We installed a C program executable on both
compromised hosts; each of these C programs had two threads. One thread was used for
listening for LLDP packets, while the other one for creating a UDP server. First thread on
each compromised host, when receives an LLDP packet relays it to UDP server running
on another compromised host. The second thread used for running the UDP server on
receipt of relayed LLDP packet was injecting it to the network via the switch they were
connected to. In this case, as well we were just not able to create the fake link but were
able to maintain it as well.

4 Existing Solutions and Analysis

In this section, we give a concise review of applicable state-of-the-art endeavours that
are accomplished for the relief of topology poisoning attacks in SDN. Mostly, these
methodologies depend on the consideration of hash or static functions.

1. Adding Unique TLV (Type Length Value) to each LLDP packet: This solution we
found in the SDN controller Floodlight V2.3 implemented. This method can defend
the attack cases where an adversary fabricates the LLDP packet to be injected. It
fails to counter relay-based attacks.

2. S. Hong, L. Xu, H. Wang, G. Gu [33] proposes a solution to the link fabrication
attack, which distinguishes the reason for LLDP packet-based attacks as a failure in
identifying the origin and ensuring the integrity of the LLDP packet. It additionally
states that no host should inject LLDP packet to the switch, i.e. it stops injection of
LLDP packet from the port to which a host is connected. Moreover, to prevent the
Link fabrication attack, the authors added one HMAC to the LLDP packet through
one extra TLV (Type Length Value).

Defense proposed by Hong et al. [33] relies heavily on the categorization of
the port as switch-port or host-port. However, there is no promising way to find
the same has been described in their work. Any assumption like the amount of
traffic flowing through a switch-port is higher when compared with host-port, to
do the port categorization may not work in situations where intra-switch traffic
on a switch is higher than inter-switch traffic and will result in a high number of
false-positive and negative cases. Labelling of hosts based on pre-condition and
post-condition validation too will not be an effective solution when multiple virtual
hosts are connected to the same physical port in bridge mode.

3. Skowyra et al. [12] discovered and demonstrated two topology attacks called port
amnesia and port probing in Topoguard proposed by Hong et al. They later proposed
and implemented Topoguard+, a modified version of Topoguard after fixing the
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cause for attacks they discovered. A module named Link Latency Inspector (LLI)
was used to differentiate between genuine and fake switch links. Eduard Marin et al.
[1], in their work, discovered two attacks involving TopoGuard and TopoGuard+.
In the first, they were able to remove a genuine link, while in the second, a fake
link was established, taking advantage of the way LLI works. They proposed that
overloading a genuine switch link by overloading two involved switches will end
in LLI computing a latency which can cause a genuine link removed. Shrivastava
et al. were able to successfully create fake link even in the presence of Topoguard+
by increasing the overall latency of the network such that it becomes comparable to
that of the out-of-band link that the attacker is using to relay the packets to create
fake links.

4. SPHINX [31] utilizes a form of flow graphs, which is created by PACKET-IN
and FEATURES-REPLY messages. Flow graphs are utilized to approve all the
updates done in networks and the given requirements. To prevent Link fabrication
attack, SPHINX utilizes static switchport binding. Hence it doesn’t support the SDN
Dynamic evolution.

5. SPV proposed by Alimohammadifar et al. [7] attempted to detect link fabrication
attack by sending probing packets indistinguishable from standard packets. While
most of the work assumed the switch be trusted, this work claimed to work even
with few switches compromised.

Authors in their work itself have acknowledged that SPV will not work when the
compromised relay host is forwarding all packets using out-of-band channels. Their
solution worked with an assumption that the attacker is using low bandwidth out-of-
band channel for relaying packet, whichwe consider a very impractical consideration
as the attacker may use one of the already existing links to relay the packets.

6. OFDP [8], unlike the previous methods here, the HMAC TLV (Type Length Value),
which is being added, provides both authentication and integrity. The HMAC is
nothing but a hash function that is appended in every LLDP packets. Here the key
which is generated for LLDP packets is dynamic, i.e. a key value is calculated for
every LLDP packets. Hence it prevents LLDP Replay attacks.

Although It is better than previous TLV based methods, it utilizes more resources
as it calculates HMAC for every LLDP packets; further, it adds no defense against
relay-based attacks.

5 Proposed Solution and Implementation

In this section, we provide the details of our proposed solution, which we found not just
prevents topology learning based attack more robustly but also with minimum overhead
compared to existing solutions.

Before we go into further details, we define here the two terminologies link and
switch-port (or port). Link represents the presence of physical connectivity on a particular
switch-port to an end-user device/host or some other switch. Port is an administratively
controllable entity utilizing the software. It may seem that the status of a link and the
status of a port is tightly coupled in both directions, i.e. according to the status of a port
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as UP or DOWN, the corresponding link will be UP or DOWN or vice-versa; in real they
are not. Table 1 describes the relation between port status and link status. When the link
status is down, the port status will be down implicitly. However, if the link is UP, a switch
port can be kept administratively UP or DOWN. The administrative controllability of a
port plays a vital role in our proposed solution.

Table 1. Port and link status relation

Port status Link status Effective port status Effective link status

UP UP UP UP

UP DOWN DOWN DOWN

DOWN UP DOWN DOWN

DOWN DOWN DOWN DOWN

5.1 Motivation

The real challenge in mitigating LLDP based topology poisoning attacks is identifying
if the end device connected to a particular switch-port is an end-user device/host or some
other switch. Had there been an accurate way of distinguishing between a switch and
end-user device/host, LLDP based topology poisoning attack could have been thwarted
easily by simply dropping any LLDP packet coming from any device but switches,
as switches are the only device which are supposed to forward the LLDP packets. As
discussed in Sect. 4, some efforts were made in this direction using Machine Learning
techniques, but they were not accurate enough. Without handling false positive and false
negative cases, it may end up collapsing the whole network topology. Other heuristics-
based approaches such as traffic on a switch-port to switch-port link should, in general,
be higher compared to traffic on switch-port and host link, will not have promising
accuracy either as there can be genuine cases where intra-switch communication has
more traffic than inter-switch communication. Distinguishing between a switch and a
host based onMACAddress will equally be a bad idea, as it is effortless for an attacker to
tamper the MAC address of a compromised host to present itself as some switch. Hence
our prime focus is to develop a way to decide if the device connected on a switch-port
is another switch or some end-user device/host with no false-positive or false-negative
cases.

Figure 8(a) describes the cases when all links are good, Fig. 8(b) when a link between
one switch and a host goes down, and Fig. 8(c) when a link between two switches goes
down. Link down activity in Fig. 8(b) will cause theHost 1 and connecting port on switch
S1 to go down as well. While there will be no reporting by the Host H1, the involved
switch, i.e. S1, will report this new status change to the controller. Similarly, the Link
down, as shown in Fig. 8(c), will make both the involved switch-ports at respective
switches status change to DOWN owing to link failure, and the same will be reported
by both the switched to the controller.
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(a)  (b)

(c)

Fig. 8. (a) Topology under normal scenario. (b) Switch to host link failure. (c) Switch to switch
link failure

We can summarize the above observation as Switch Port status change are reported
by switches and recorded by the controller, while port status change at hosts are not
reported. This observation can further be used to identify if the other device connected
on a switch port is a host or some other switch by the controller.

5.2 Experimental Observations

Experimental topology used for recording the observation was as illustrated in Fig. 10.

1. When a link between an OF-Switch and End-Host is brought DOWN: As part of
this experiment, we brought down the link between OF-Switch S1 and Host h1 in
our experimental topology. This link down action triggered the switch to send two
OFPT PORT STATUS messages corresponding to the switch-port on which host h1



252 A. Kumar and S. Shukla

was connected, the first one with OFPC PORTDOWN and OFPPS LINKDOWN of
config and state descriptors respectively set to 0, while secondOFPT PORTSTATUS
message has both flags set to 1. The first OFPT PORT STATUS message represents
the state of the switch-port before the link down event, while the second represents
the current state of the switch-port, i.e. after the link down event was recorded.

2. When a link between an OF-Switch and End-Host is brought UP: As part of this
experiment, we restored the link we had brought down in step 1 above. This resulted
in the switch sending anotherOFPTPORTSTATUSmessage for the involved switch-
port where it has config descriptor in which other element values including OFPC
PORT DOWN reset to 0, while state descriptor has all its elements value reset to 0
except OFPPS LIVE set to 1.

3. When a link between two OF-Switch is brought DOWN: As part of this experiment,
we brought down the link between OF-Switch-1 and OF-Switch-2 established using
ports (S1,3) and (S2,1), respectively. This action triggered both the involved switches
to send OFPT PORT STATUS message corresponding to each involved port on
respective switches with values for flags OFPC PORT DOWN and OFPPS LINK
DOWN of config and state descriptors respectively set to 1. Before sending the
updated values post-event, each switch first sends OFPT PORT STATUS messages
with flags of OFPC PORT DOWN and OFPPS LINK DOWN of config and state
descriptors respectively set to 0.

4. When a link between two OF-Switch is brought UP: As part of this experiment,
we restored the link that we brought down in step 3 above. This triggered both the
involved switches to send OFPT PORT STATUS messages to the controller for their
corresponding ports with flags OFPC PORT DOWN and OFPPS LINK DOWN
values set to 0 and OFPPS LIVE set to 1.

With experimental verification, we can conclude that if a link that connects a switch-
port to a host goes down, the controller receives one OFPT PORT STATUS message
with flags OFPC PORT DOWN and OFPPS LINK DOWN set to 1. While a link that
connects one switch-port to another switch-port goes down, the controller receives two
OFPT PORT STATUS message with flags OFPC PORT DOWN and OFPPS LINK
DOWN set to 1, one OFPT PORT STATUS message corresponding to each involved
switch. Similarly, when a link is restored for each involved switch-port, the controller
receives an OFPT PORT STATUS message with OFPPS LIVE set to 1.

5.3 Algorithm

Algorithm 1 describes the steps involved in validating the topology.

Lemma 1. Algorithm 1, if it detects a new link, always ensure that it is not a ghost link.

Proof: Suppose the algorithm considers a ghost link as the genuine one. To validate its
consideration, it will make any of the involved ports on the link connecting switches
administratively down. As per the algorithm and assumption, it should result in only one
PORTDOWNmessage. However, in actual it will result in two PORTDOWNmessages,
making our initial consideration incorrect.
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Algorithm 1: Topology Validator Algorithm 

while a new link discovered do 
Get the details of switches and ports involved; 
Controller sends ofp port config to any of participating switch with OFPPC 
PORT DOWN set to 1; 
if ofp port state with OFPP PORT DOWN set to 1 is generated by both  
involved ports then 
 Discovered Link is a genuine one; 
Else 
 Discovered Link is an attack attempt; 
end 

end 

Lemma 2. Algorithm 1 ensures a genuine link is never declared a ghost link.

Proof: We assume that the algorithm considers a newly discovered genuine link a ghost
link. For validation as per the stated algorithm, any of the involved ports on link connect-
ing switches will be made down administratively. As this has been considered a ghost
link, it should result in only one PORT DOWN message. However, it will result in two
PORT DOWN message making our assumption incorrect.

5.4 Implementation

Figure 9 describes the port presentation of ports in the SDN environment as per the latest
implemented specification of OpenFlow protocol V1.3.0. From the list of descriptors in
Fig. 9, config and state are the ones we are interested in.

The config descriptor as defined above records the administrative setting of the
port. OFPPC PORT DOWN field tells about the administrative status of the port, which
takes a binary value, where 0 represents the port being administratively DOWN while
1 represents the port as administratively UP. Further specification demands this field to
be set/reset by the controller, and the switch should not change it. However, if some
external interface or activity causes a change of this field value, the switch must convey
this change to the controller using the OFPT PORT STATUS message.

The state descriptor as defined above records the physical link state of the port. OFPP
LINK DOWN value is set to 1 when a physical link is present and reset to 0 when there
is no physical link present. This descriptor’s value cannot be changed by the controller.
The switch sends an OFPT PORT STATUS message to update the controller if there is
any change in the physical state of the port. Our proposed solution exploits the above
two discussed descriptors for thwarting topology poisoning attack, described in Sect. 1
(Table 2).
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Fig. 9. Switch port representation in SDN

Table 2. Config and state descriptor

Config Descriptor State Descriptor
enum ofp_port_config { 

OFPPC_PORT_DOWN = 1 << 0 , 
OFPPC_NO_RECV = 1 << 2 , 
OFPPC_NO_FWD = 1 << 5 , 
OFPPC_NO_PACKET_IN = 1 << 

6
} ;

enum ofp_port_state { 
OFPPS_LINK_DOWN = 1 << 0 , 
OFPPS_BLOCKED = 1 << 1 , 
OFPPS_LIVE = 1 << 2 , 

} ;

Case 1: The Normal Scenario:We assume that the initial topology is depicted in Fig. 10,
and a new link between (S1,3) and (S2,1) is being made live by connecting a physical
wire. This activitywill trigger twoOFPTPORTSTATUSmessages fromeachof switches
s1 and s2 for the ports (S1,3) and (S2,1). Following algorithm 1, a controller will make
any of the randomly chosen switch port, say (S2,1) administratively DOWN by sending
a port downmessage. As per Table 1, this will cause the link between (S1,3) and (s2,1) to
down, and it should follow events as in experiment no 4, and the controller will receive
one port status changemessage for each involved port on both switches. Thiswill confirm
to the controller that the newly discovered link is a genuine one and will make the port
(S2,1) from administratively DOWN to UP which will re-enable the link between (S1,3)
and (S2,1). As the newly discovered link has been verified between two switches, it can
now be incorporated in the topology, and topology routing may be updated accordingly.

We achieved this scenario under our experimental setup by first disabling the link
between switches S1 & S2 and enabling them again. Enabling action of the link between
two switches can be considered equivalent to connecting the two switchedwith a physical
wire.
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Fig. 10. Experimental topology

Case 2: The Attack scenario: We assume that in one round of LLDP discovery message
sent and received. On analysis, it discovered a link between (S1,2) and (S3,2), and this
link is an attack attempt by compromised hosts at (S1,2) and (S3,2) where host at (S1,2)
relaying the copy of LLDP packet received by it to host (S3,2) by using the existing
link (out-of-band) that connects switches S1 and S3 as depicted in Fig. 10. On discovery
of the new link, going by the algorithm, the controller will turn any of the ports (S1,2)
and (S3,2) chosen at random, say (S3,2) administratively DOWN by sending port down
message to the switch S3. On receipt of this message going by the Table 1 link between
host h3 and (S3,2) will go down too, which will make switch S3 send one status change
message to the controller corresponding to (S3,2). However, turning DOWN will have
no effect on the link between (S1,2) and host h2; hence no activity will be recorded
by the controller against switch S1. Had this newly discovered link been a genuine
one, failure of the link would have triggered status messages from switch S1. As the
controller did not receive two status messages from both allegedly involved switches,
it will ignore the newly discovered link, and no update will be made to the existing
topology of the network. Moreover, the port connecting to the link may administratively
be turned down depending upon the network’s policy to avoid further poisoning attack
by these machines.

This case under our experimental setup was achieved in the same fashion it was
used for verifying relay-based topology poisoning attack as mentioned in Sect. 3.2.
We implemented our proposed solution as a separate module of floodlight. We did not
change the normal functioning of the topology manager; instead, we confirmed if we
can detect the attack attempt. Table 3 captures floodlight console output, where activities
corresponding to our implementation can be seen.
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Table 3. Floodlight console output

01.240 INFO [n.f.l.i.LinkDiscoveryManager] Sending LLDP packets out of all the enabled 
ports 
13.605 INFO [n.f.l.i.LinkDiscoveryManager] Interswitch link removed: Link 
[src=00:00:00:00:00:00:00:02 outPort=1, dst=00:00:00:00:00:00:00:01, inPort=1, laten-
cy=2] 
13.605 INFO [n.f.l.i.LinkDiscoveryManager] Interswitch link removed: Link 
[src=00:00:00:00:00:00:00:01 outPort=1, dst=00:00:00:00:00:00:00:02, inPort=1, laten-
cy=2] 
13.925 INFO [n.f.t.TopologyManager] Recomputing topology due to: link-discovery-
updates 
16.243 INFO [n.f.l.i.LinkDiscoveryManager] Sending LLDP packets out of all the enabled 
ports 

31.434 INFO [n.f.t.TopologyManager] Recomputing topology due to: link-discovery-
updates 
31.503 INFO [TopologyValidator] Discovered a new link [src=00:00:00:00:00:00:00:01 
outPort=1, dst=00:00:00:00:00:00:00:02, inPort=1, latency=2] 
31.620 INFO [TopologyValidator] About to issue Administrative Down to 
[src=00:00:00:00:00:00:00:01 outPort=1] 
31.987 INFO [TopologyValidator] Port down recorded from [src=00:00:00:00:00:00:00:01 
outPort=1] 
32.105 INFO [TopologyValidator] Waiting for port down from 
[src=00:00:00:00:00:00:00:02 outPort=1] 
32.995 INFO [TopologyValidator] Port Down recorded from [src=00:00:00:00:00:00:00:02 
outPort=1] 
33.204 INFO [TopologyValidator] Validation Success 
33.379 INFO [TopologyValidator] About to issue Administrative UP to 
[src=00:00:00:00:00:00:00:01 outPort=1] 
33.834 INFO [TopologyValidator] Port UP event recorded for 
[src=00:00:00:00:00:00:00:01 outPort=1] 
34.367 INFO [TopologyValidator] Port UP event recorded for 
[src=00:00:00:00:00:00:00:02 outPort=2]
01.254 INFO [n.f.l.i.LinkDiscoveryManager] Sending LLDP packets out of all the enabled 
ports
01.447 INFO [n.f.t.TopologyManager] Recomputing topology due to: link-discovery-
updates
16.257 INFO [n.f.l.i.LinkDiscoveryManager] Sending LLDP packets out of all the enabled 
ports



Topology Validator - Defense Against Topology Poisoning Attack 257

6 Result and Analysis

Our solution was able to mitigate the LLDP relay-based topology poisoning attack with
minimal overhead. However, we evaluated it further on the parameters of time taken to
update the topology and its effect on the availability of the network. As the update is not
being made to the topology immediately after discovering an LLDP packet sent/receive
round, in the non-attack scenario, it will take more time than the typical scenario.

Effect on Availability: As the link discovered will be new, it will in no way affect the
availability of existing topology, as all the administrative port DOWN/UP activity will
be restricted to the port involved in forming a new link. Hence our solution will not have
any impact on the existing topology without incorporating a new link.

Delay in the Incorporation of New Link: New link validity checkwill consume some
time.Wemeasured the time lag between the intercept of the new link and final validation
by the java (programming language used in Floodlight) logging feature. Figure 11 depicts
the time consumed over ten experimental attempts. Mean time delay was found to be
3301.9 ms. The average time elapsed can be considered acceptable, considering the fact
that the LLDP round runs every 15 s.

Comparison with Existing Solutions: A parametric comparison is not possible with
existing works, as different authors have proposed solutions using different approaches.
It is the end result, i.e. if the proposed solution could prevent topology poisoning attack
with no false positive and false negative cases, is the only measuring criteria. We have
discussed it in Sect. 4 to conclude that all of the already proposed state-of-art works fail
to prevent topology poisoning by relay-based attacks on some of all cases. However, we
have found our solution preventing topology learning based poisoning attacks with no
false-positive or false-negative cases.

Fig. 11. Validation time consumption plot
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7 Conclusion

This paper presented a novel defense method against relay-based poisoning attack in
the the SDN environment. The described solution was able to defend the relay-based
topology poisoning attackwith no false positive or false negative cases.We alsowere able
to keep the overhead minimal as it does not require any additional headers added to the
standard LLDP packets, all that it takes is an average of 3301 ms delay in incorporating
new topology changes.

Acknowledgements. This research was partially funded by the c3i center (Interdisciplinary Cen-
ter for Cyber Security and Cyber Defense of Critical Infrastructures, IIT Kanpur) funding SERB,
Government of India.

References

1. Popic, S., Vuleta, M., Cvjetkovic, P., Todorović, B.M.: Secure topology detection in software-
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Abstract. With the advancement of 5G and IoT, the volume of net-
work traffic is growing in a tremendous rate (e.g., 235.7 Exabytes (EB)
in Internet traffic, a 3.2-fold increase from 2016), leading to an alarm-
ing rise in different types of attacks. As a result, the requirements of an
intrusion detection system (IDS) are also evolving. In addition to hav-
ing a large number of flow-based intrusion detection systems powered by
machine learning techniques, achieving higher accuracy including higher
recall and precision has become equally important. While most of the
existing works successfully achieve accuracy, they still strive to achieve a
good recall score or minimize the False Negative Rate (FNR) as well as
the False Positive Rate (FPR). In this paper, we investigate the poten-
tial of combining the state-of-the-art neural network models (i.e., CNN,
LSTM, and GRU) with attention mechanisms (where attention helps the
model to selectively concentrate on more relevant factors) for improving
the accuracy of intrusion detection systems. We evaluate our model with
the most recent and state-of-the-art benchmark datasets (e.g., CSE-CIC-
IDS-2018, and NSL-KDD) and compare the obtained results with the
existing works. Empirical results show that our proposed model outper-
forms the existing works in terms of accuracy while achieving a higher
recall score (e.g., a maximum recall of 100%, 99.91% for CSE-CIC-IDS-
2018, and NSL-KDD datasets, respectively) and higher F1-Score (e.g., a
maximum F-1 score of 100%, 99.22% for CSE-CIC-IDS-2018, and NSL-
KDD datasets, respectively).
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1 Introduction

In the modern era, network traffic is a growing entity, which is only getting bigger
with each new addition of technologies (e.g., IoT, 5G). According to the global
reports by CISCO, Internet traffic will rise to 7.7 Exabytes per day and 235.7
Exabytes (EB) per month in 2021 [1]. In addition, the growing traffic due to 5G
and IoT is adding huge volume to the already existing load in the network (e.g.,
estimated to rise by three-fold within 2025 [2]). With this increase in the network
traffic and data, the number of security breaches and total records exposed per
breach continue to grow as there was 776% growth in network attacks from 2018
to 2019 [3]. To detect such security breaches, the intrusion detection is gaining
a fair share of its importance and on the way to gain more.

Being a widely-studied topics of cybersecurity, intrusion detection has
been experimented with a lot of techniques, including neural network based
approaches (e.g., [4–9]); where all of those recent works show the effectiveness
(in terms of accuracy) of the detection approach. However, most of them are not
focused on improving recall score, False Negative Rate (FNR), and False Positive
Rate (FPR), which are also equally important for an intrusion detection system.
Moreover, most of those works are not based on the most recent benchmark
datasets (e.g., NSL-KDD [10], CSE-CIC-IDS-2018 [11]). Even though LuNet [12]
shows comparatively better accuracy and recall score for the NSL-KDD dataset,
it is still burdened with a large architecture (later we will compare our proposed
method with LuNet). Moreover, apart from achieving accuracy, what matters
most for an intrusion detection system is achieving a low false-positive rate
(FPR) and low false-negative rate (FNR) by achieving high recall and precision
values [13,14]. As recall and FNR are related, we can get the value of FNR sim-
ply by calculating recall. While accuracy is a good metric for a balanced datasets
that contain almost the same amount of false positive and false negative data, F-
score is better suited for unbalanced datasets like intrusion detection data. Most
of the existing works focused on the accuracy measure more than other metrics
i.e., recall, F-Score, etc. None of the existing works achieves a good recall score
nor evaluates their performance on all the state-of-the-art benchmark datasets
(including the latest CSE-CIC-IDS-2018 dataset [11]). Additionally, most of the
existing models are comprised of several layers which renders computational
overhead.

To overcome this limitation, in this paper, we investigate the potential
to leverage the advantages of both Convolutional Neural Network (CNN) for
extracting features from input and Recurrent Neural Network (RNN) for extract-
ing sequential features together with the advantage of attention mechanism for
better performance in sequential features (which is mostly used in NLP tasks
including similar problem like ours). This proposed method is evaluated with
both NSL-KDD [10] and CSE-CIC-IDS-2018 datasets [11]. Our obtained results
show that our proposed model outperforms all the state-of-the-art models in
terms of F1-Score as well as recall score. Particularly, our results indicate that
our model can achieve a higher F1-Score with the highest recall score amongst
all of the existing neural network models used in intrusion detection with a
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simpleton architecture that is faster to train and can perform on raw data,
excluding any need for scaling or normalization. Thus, this work can help to
detect almost all the latest variations of Web, DDos, Botnet, HeartBleed, and
Infiltration attacks (exploited in the CSE-CIC-IDS-2018 datasets [11]) while
achieving a higher F1-score, and hence shows its potential for the networks
where recall score is given priority over accuracy.

The main contributions of this paper are as follows.

– As per our knowledge, we are the first to investigate the potential of com-
bining the CNN, LSTM, and GRU models with attention mechanisms for
improving different aspects of accuracy metrics (including recall, F1-score,
etc.) of intrusion detection systems.

– We utilize state-of-the-art benchmark network traffic datasets (including
NSL-KDD [10] and CSE-CIC-IDS-2018 [11] comprising various network
attacks to evaluate our proposed model.

– Through experimental results, we demonstrate that our proposed model can
improve the accuracy (including F1-Score and recall Score) in comparison to
the existing neural network-based models (e.g., an average F1-Score value of
95.41% by our model vs. 81.87% for CNN and 83.50% for CNN-LSTM using
CSE-CIC-IDS-2018 [11] dataset).

The rest of the paper is organized as follows. Section 2 reviews existing works.
In Sect. 3, the proposed approach is presented. Section 4 describes the dataset
as well as experimental setup and model details. Section 5 presents our experi-
mental results with the comparison of the performance of the proposed model
with existing works. Finally, Sect. 6 provides concluding remarks including future
directions.

2 Related Work

There are several works (e.g., [4–9]) applying deep neural networks for intru-
sion detection, where different deep learning mechanisms, e.g., CNN, RNN,
and LSTM, are leveraged. Recently, attention-based approaches [15–17] are also
being popular in intrusion detection systems. In the following, we further dis-
cuss the related works and analysis the current gaps in the intrusion detection
system.

2.1 Neural Network Based Intrusion Detection Systems

Neural Network (NN) and Deep Neural Network (DNN) have been used in intru-
sion detection for a long time. Botros et al. [8] study the methods and apparatus
for training a neural network model to apply for intrusion detection. They outline
a model workflow for leveraging neural network algorithms in intrusion detection
without evaluating the model with any particular dataset. Shun et al. [18] study
the application of neural network on DARPA dataset [19] with the simplest con-
figuration consisting of input and output layers coupled with a few hidden layers
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and demonstrate the potential of neural networks in this domain without apply-
ing their model on various datasets or specifying other evaluation details such as
recall and FPR. Chiba et al. [20] propose a neural network with back propaga-
tion for intrusion detection and exhibit the neural network performance on the
KDD-99 Cup dataset [21] by achieving a lower FPR and higher recall score than
the others. Mahalingam et al. [22] propose an intelligent intrusion detection sys-
tem based on the combination of signature analysis and anomaly analysis using
a neural network. However, this model lags behind others in terms of accuracy,
which provides only 70% accurate results. Su et al. [23] use an improved version
of the rough set-particle swarm optimization algorithm for improving intrusion
detection systems where they cluster similar data and reduce the difficulty in
the identification of data. They use an open dataset with a simple SVM-based
approach and show that their proposed model could achieve a 98% recall score.

Recently, different variations of DNN, such as CNN, LSTM, RNN, etc., and
different combinations among them are being used in detecting intrusion. The
most recent work with CNN on IDS has been demonstrated by Mendon et al. [24].
They use a Tri-CNN model with a soft-sign activation function to detect intru-
sion and get a good accuracy of 98% while reducing the training time signifi-
cantly by 36%. However, they use the CSE-CIC-IDS-2017 dataset [25] instead
of the most recent one. Kim et al. [26] use a CNN-based approach for intrusion
detection focusing on only DoS attacks. They use the KDD-99 and CSE-CIC-
IDS-2018 datasets to evaluate the performance and show that their CNN-based
approach is better than any RNN-based approach. Nonetheless, as mentioned
earlier, this works is only focused on a single attack. Whereas Wang et al. [27]
develop a CNN-based approach and show the performance only on the NSL-
KDD dataset. Bandyopadhyay et al. [28] recently propose an optimized deep
CNN model with evaluation results based on experiments only on the KDD-99
dataset, but many of the recent works mentioned above already outperform their
work (84% accuracy) in terms of accuracy and other evaluation metrics.

A combination of CNN with LSTM model (CNN-LSTM) is also popular
in IDS. Sun et al. [29] apply a category weight optimization method on a
CNN-LSTM based method to detect intrusion. They use the CSE-CIC-IDS-
2017 dataset instead of the most recent one and show that the overall accuracy
is 98.67% and F1-Score is 93.32%. However, for specific attack types (i.e., Heart-
bleed and SSHPatator attacks), they obtain a low detection accuracy. Kim et
al. [30] use LSTM cells with recurrent neural network for intrusion detection
though not surpassing the higher accuracy and recall achieved by the previous
works. Kuang et al. [31] propose an one dimensional (1-D) CNN-LSTM model
and show its accuracy on CSIC-2010 dataset [32]. Where Hsu et al. [9] pro-
pose almost similar CNN-LSTM model and show its effectiveness on NSL-KDD
dataset. Hsu et al. [33] show the performance of the LSTM model and the com-
bination of CNN with the LSTM model (CNN-LSTM). Using the NSL-KDD
dataset, they show that both the proposed methods achieve a better accuracy
than the RNN based models.
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2.2 Attention and Encoder-Decoder Based IDS

In recent times, attention mechanism incorporated with neural networks have
become widely available. Most of them use the auto encoder-decoder structure
or neural machine translation approach. In the following, we will elaborate on
the works regarding attention based model.

Several recent works incorporated attention-based mechanisms in neural net-
works. For example, Liu et al. [15] use an attention-based bi-directional GRU
model for IDS and show the model performance on UNSW-NB-15 [34], NSL-
KDD [10], and KDD-99 [21] datasets instead of using the most recent dataset.
Liu et al. [17] use the payload information for web attack detection with their
attention based neural network but additional payload analysis before classifica-
tion adds up to already existing workload occupying much time. Although they
achieve a higher accuracy and lower FPR, they evaluate their model performance
only on CSIC-2010 dataset instead of the most recent one.

Moreover, the latest encoder decoder based approaches also show promis-
ing performance. Basati et al. [35] propose an IDS named APAE specifically
for IoT networks where they use two parallel encoder-decoder. They measure
the efficiency of the system using UNSW-NB-15, KDD-99, and CSE-CIC-IDS-
2017 datasets, instead of the most recent dataset. Sekhar et al. [36] also use a
deep autoencoder with fruitfly-Optimization-based IDS and measure the per-
formance on UNSW-NB-15 and NSL-KDD datasets instead of using the most
recent dataset. Nathan et al. [37] propose a non-symmetric autoencoder based
intrusion detection system and evaluate the performance using the KDD-99 Cup
and NSL-KDD datasets showing accuracy’s for each of the attacks separately.
Tang et al. [38] use an encoder-decoder network for detecting zero day attack by
applying neural machine translation converting http requests through encoder
and converting them back using decoder and detecting attacks based on the
similarity (BLEU score) between original and translations. However, instead
of showing their performance on any benchmark dataset they evaluated their
performance on a simulated environment. Moradi et al. [39] use stacked autoen-
coder for detecting web attacks on the CSIC-2010 dataset though not surpassing
the previous achieved performance. Mac et al. [40] follow an unsupervised app-
roach and study the performance of autoencoder on CSIC-2010 dataset detecting
web attacks; ending up with regularized autoencoder outperforming eleven other
encoder-decoder with an AUC score of 98.23% and recall score of 94.62%. Yan
et al. [16] use neural machine translation with NLP techniques for web attack
detection on CSIC-2010 dataset. However, they perform their technique sepa-
rately on the dataset for each type of the attack individually achieving a highest
recall of 98.29% and lowest recall of 43.98%.

2.3 Gap Analysis

Most of the models achieve better accuracy without achieving better recall scores
and F1-Scores. Moreover, the better accuracy and better recall score achieving
model LuNet [12] involve a batch normalization between model layers with a
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huge architecture. Thus, achieving better performance with a light-weight model
is what has driven us, and nevertheless, our model surpasses them all on the
benchmark datasets by detection rate achieving higher recall and higher F1-
score from almost all of them, and its performance is also elaborated on the
latest dataset (i.e., CSE-CIC-IDS-2018 [11] and NSL-KDD [10]).

Unlike others, in this paper, we follow a straightforward approach by com-
bining the NLP aspect with CNN and LSTM networks by enriching them with
attention mechanism. Instead of dealing with each attack separately, we gener-
alize all of the attacks in an anomaly class and perform a binary classification.

3 Proposed Approach

Generally, attention-based models regarding IDS, use autoencoder-decoder or
stacked layers that make the model heavy and computationally expensive. To
keep our model simple, we combine CNN and LSTM models together with the
attention mechanism. As LSTM in spite of being proven worthy, fails to capture
long-term dependencies, thus we combine GRU with the above-mentioned combi-
nation and further combine an attention layer to focus on the important parts.
The detailed structure of our model is shown in Fig. 1, which shows that the
model is constructed with an embedding layer following an input layer, followed
by a single 1D convolution layer (best suited for models dealing with textual
classifications), and as usual followed by a max-pooling layer. We combine the
LSTM with GRU as well as with an attention layer, later concatenating those
two-fed layers before the final output layer. A detailed description of these layers
is given below.

3.1 Input Pre-processing

Tokenization. We treat the HTTP requests as text sequences. If the request
is in the format:

X : x1, x2, ..., xn

containing n columns, where the n columns are converted as string entries and
concatenated and then tokens are generated according to punctuation marks.
Tokens are the smallest part of a string or sentence. A token could be a word,
number, or punctuation. In the tokenization process, the words are converted
into integer numbers so that it would be efficient to feed them into the neural
network. Below example, shows a sample sentence with its tokens converted
to an integer sequence: Sample Sentence: “Hello, this one sentence!” and its
corresponding integer Sequence: 125, 778, 3, 63.

Vocabulary. All the sentences are used to generate the vocabulary, and the
tokens exceeding a certain threshold are being selected. The vocabulary consists
of all unique tokens in the datasets. This vocabulary is also a mapping of the
words and integer numbers. It has been used in encoding the sentences into
number sequences and also does the reverse.



Towards an Attention-Based Accurate Intrusion Detection Approach 267

Fig. 1. Structure of our model

Padding and Truncating the Sequence. After the sequences are tokenized,
formed into number sequences, they are padded and fed to the embedding layer.
Padding is just adding zero, either the beginning or end of the integer or number
sequence. The padding ensures that all the sentence lengths are equal. Sometimes
instead of padding, truncating is also used. Truncating means removing some
tokens from the beginning or end to make all the sentence lengths equal.

Embedding. After processing, these sequences are fed into the embedding layer,
where these sequences are formed as embedded vectors. Embedding layers vectors
holds the relationship among the words. Also, the corpus of the embedded vectors
is previously built on the vocabulary, and the dimension is fixed after a number
of observations.

3.2 Input Layer

The input layer receives an embedded vector array of fixed length and sim-
ply passes this to the convolution layer after inspecting the specified input
dimensions. The input layer consists of the pre-processed data, which has been
described in the previous section.

3.3 CNN Layer

The Convolution layer performs the convolution operation on the input fed from
the input layer. If the convolution operation is performed upon m word vectors
with weight matrix W ∈ Rl*m then
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Oi = f(Xi+m−1 ∗ Wi + bi).

This layers works to find the features from the input sequences by operating with
several filters. After completing convolution operation, max pooling is performed
upon the output:

Mi = maxOi.

This max pooling contributes to finding more important features from the col-
lected ones.

3.4 LSTM Layer

LSTM is one of the stronger variants of RNN, capturing long-term dependencies
successfully. Here we use the context learned from the CNN as input to this layer
to generate the final feature map:

hi = lstm(Mi).

As we are dealing with inputs as sequences and some features may remain co-
related sequentially; we use LSTM to capture these specifically. For example,
some specific sources may be the sources of repeated attacks, and extracting
sequential information may be helpful. LSTM cell calculates and saves the infor-
mation it finds relevant in cell state and saves the previous information in hidden
states. We pass the outputs and hidden state to the next layer to calculate the
attention score.

3.5 Attention Layer

We feed the output of the maxpooling layer to our attention layer through a
LSTM layer. The LSTM layer gives us the outputs as well as forward (hidden)
states and back (cell) states. We feed the forward states along with outputs
to our own implemented Bahdanau Attention layer. Bahdanau Attention layer
calculates the score as

score(F,O) = va
T tanh(W1F + W2O).

where F and O are the forward states and output of the previous layer, respec-
tively, and the C is the context vector or Output of attention layer and W is the
attention states or attention weights.

According to the Bahdanau [41] Attention layer, we compute the attention
weights and context vector using the following formula:

αts =
exp(score(F,Os))

∑S
i=1 exp(score(F,Oi))

,

ct =
∑

αtsOs.
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The attention mechanism focuses on the more important parts by calculating
scores from the forward states and outputs and generating context vectors from
them using attention weights. These context vectors work as the summarized
output, which is being fed to the Concatenation Layer.

3.6 GRU Layer

The output from Maxpooling layer is also fed to a GRU layer. GRU is the
variation of RNN which uses update gate and reset gate to calculate the output

zi = σ(WMi + Uht−1),

ri = σ(WMi + Uht−1),

hi = tanh(WMi + ri � Uht−1).

GRU is another variant of RNN which is good at extracting sequential infor-
mation. We leverage this to keep the important features that may be missed by
the attention layer and used afterward together with attention layers output.

3.7 Concatenation Layer

The concatenation layer concatenates the outputs from the attention layer and
GRU layer to generates output for the next layer. This layer takes inputs from the
attention layer and from the GRU layer which should have the same dimensions
except for concatenation axes. The concatenated output then feed to the dense
layer. If W1 and W2 be the wight matrices and x and y are the feature matrices,
then the contention could be expressed as:

W [x, y] = W1x + W2y.

3.8 Dense Layer

Lastly, the output layer performs sentiment classification where we use sigmoid
activation function the mostly used in the neural network. The sigmoid activation
function converts the matrix of numeric values into non-linear binary values of
0 and 1. As the loss function, Cross-Entropy has been used.

4 Experimental Setup

We build our model using the TensorFlow [42] backend, Keras [43], and sci-
kit learn packages [44], and we conduct the training on a personal computer
(pc) with Intel(R) Xeon(R) Haswell CPU @ 2.30 GHz processor and 12.0 GB
RAM with a T4 GPU. For comparison, we also implement other state-of-the-art
machine learning algorithms. We use the Nadam optimizer [45] to adjust weights
and the categorical cross-entropy as the cost function during the training. In
addition, the configuration of the hyper-parameter that is being used is described
in Table 1.
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Table 1. Hyper-parameter configuration

Hyper parameter Value

CNN layers 1

CNN filters 256

LSTM layer 1

LSTM nodes 20

GRU layer 1

GRU nodes 20

4.1 Datasets

Performance evaluation of a neural network design is highly dependent on the
dataset used. Many datasets collected for IDS contain a significant amount of
redundant data [46,47], making the experiment questionable where on the other
hand using the latest available dataset proves the models performance in dealing
with the latest types of attacks. To ensure the effectiveness of the evaluation,
we perform our experiment on four different datasets: CSE-CIC-IDS-2018 [11]
(which is one of the most recent benchmarking datasets), NSL-KDD [10], Orig-
inal KDD-99 Cup [21], and CSIC-2010 [32].

Table 2. Attack distribution in KDD-99 [21] and NSL-KDD datasets [10]

Attack types KDD-99 NSL-KDD

DoS 3883370 45927

Probe 41102 11656

R2L 1126 995

U2R 52 52

Normal 972781 67343

Among these, KDD-99 Cup [21] is the oldest one used for benchmarking.
After that the NSL-KDD [10] dataset was developed and since then it has been
utilized in almost every work as a benchmark for the intrusion detection system.
The NSL-KDD [10] dataset is an updated version of the KDD-99 Cup dataset
which has some drawbacks [48] that can affect the accuracy of the model. In
addition, unlike the original KDD-99, NSL-KDD doesn’t contain the redundancy
in the training set, and neither has duplicate records in the test set. This dataset
contains 41 features and an additional feature as the label for each record. In
this paper, as we concentrate our model on binary classification, We divide the
data into two categories normal and anomalous data. Table 2 provides attack
distribution that has been used in the KDD-99 and NSL-KDD datasets.

The CSIC 2010 dataset is another widely used dataset, which is divided into
two subsets. The first subset contains 36,000 normal requests, and the second
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subset contains 36,000 normal and more than 25,000 abnormal requests. Basi-
cally, this data set is used to train unsupervised machine learning models where
the first set is used for training. The second subset is used to measure the models
accuracy in detecting the unknown attacks. We use it to compare with how the
model performs on this data set if used in a supervised way.

Table 3. Attack types and durations in CSE-CIC-IDS-2018 datasets [11]

Attack types Tools Attack duration

Bruteforce FTP – Patator, SSH – Patator One day

DoS Heartleech One day

DoS Slowloris, Slowhttptest, and others. One day

Web DVWA, XSS, and others Two days

Infiltration Nmap and portscan Two days

Botnet Keylogging and others One day

DDoS+PortScan LOIC Two days

Canadian Institute for Cybersecurity (CIC) generated IDS datasets in 2012,
2017, and 2018 among which CSE-CIC-IDS-2018 [11] is the most up-to-date
dataset for IDS evaluation with more recent network traffic with/without
attacks. CSE-CIC-IDS-2018 dataset was generated by collecting ten days of net-
work traffic, and system logs in ten subsets with different types of attacks using
CICFlowMeter-V3 [49] and contains about 80 features for each record, includ-
ing forward and backward directions of network flow and packets. Table 3 listed
different types of attacks used in preparing the CIC-IDS-2018 dataset and the
tools it used to generate the attack and attack duration. Qianru [50] analyzes the
CSE-CIC-IDS-2018 dataset and pre-processes the dataset by eliminating normal
and noisy ones and removing unnecessary values after the decimal point. After
applying these techniques, the size of CSE-CIC-IDS-2018 decreased by 4MB,
still 400GB way bigger than that of CSE-CIC-IDS-2017.

4.2 Data Pre-possessing

We pre-process each record into a string and fill up the NaN values with a default
string. Afterwards, we generate tokens from the vocabulary and tokenize each
input string by punctuation. To realize the large non-redundant data for training
and verification, we employ a Stratified K-Fold Cross Validation strategy [51],
which is also commonly used in machine learning. The scheme splits the dataset
into k groups and from them, k − 1 groups as a whole are used for training and
the rest one group is used for validation and the strategy is also called Leave
One Out Strategy.

One-hot-encoding technique is employed to convert labels into numerical
forms. One-hot-encoding is a process in which categorical variables are con-
verted into a form that could be provided to machine learning or deep learning
algorithms to predict performance better.
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5 Results and Performance Evaluation

In this section, we first compare the performance of our proposed model with
different benchmark datasets. Then, we compare the performance of our model
with the existing variations of our model. We mainly compare our work with the
two most common variations which are CNN [24,26–28] and LSTM-CNN [9,12,
29–31,33] based models. We also compare our works with the works [12] that
obtained the highest accuracy among existing works.

5.1 Evaluation Metrics

While we value the accuracy most, it has some serious flaws for imbalanced
datasets like intrusion detection data. Accuracy is mainly used with a balanced
dataset when a true positive and true negative is more important than identify-
ing false positives (normal traffic predicted as anomalous traffic) and false neg-
atives (anomalous traffic predicted as normal traffic). However, in an intrusion
detection system, where the data is imbalanced, false positive and false negative
count is also equally important to true positive and true negative count. In this
scenario, calculating recall and F1-Score is more important than accuracy where
F1-Score consider both the false positive and false negative count.

We evaluate our model in terms of the F1-Score and Recall score. We calculate
standard machine learning algorithm performance metrics precision, recall, and
F1-score with respect to True Positives (TP), False Positives (FP), True Negatives
(TN) and False Negatives (FN) values as follows using Eqs. (1), (2) and (3):

Precision (ρ) [52]: It measures the proportion of the predicted attack that is
actually an attack. Precision is calculated using the following equation.

ρ =
TP

TP + FP
(1)

Recall (γ) [53]: It measures the proportion of actual attacks that are correctly
identified and are computed as follows. We can also get the value of FNR simply
by calculating recall.

γ =
TP

TP + FN
. = 1 − FNR (2)

F1-Score (F1-Score) [54]: F1-Score is the harmonic mean of precision and
recall. Validation accuracy is computed as the following equation.

F1 − Score =
2 ∗ ρ ∗ γ

ρ + γ
(3)

5.2 Performance Analysis with Different Benchmark Datasets

We measure the performance against four different datasets, which are CSE-
CIC-IDS-2018 [11], NSL-KDD [10], CSIC-2010 [32], and KDD-99 [21]. Table 4
summarizes our model’s performance in terms of both F1-score and recall score.
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The table also shows the comparison with other variants on the CSE-CIC-IDS-
2018 dataset. In almost all cases, we operate on the whole dataset following
10-fold validation except 22-02-2018 and 23-02-2018, where the anomaly data
is less than 0.0001% of the total data, and we have to work with a balanced
dataset. It is evident from the table that we got 100% accuracy and recall scores
from a few datasets, and for most of the datasets, the results are very promising.

In Table 5, the performance of our model on NSL-KDD data has been elabo-
rated. We tested with different values of K-folds cross-validation for NSL-KDD
data. We get a maximum F1-Score of 99.22% for 10-fold cross-validation, with
a maximum recall of 99.97% for 8-fold cross-validation. Overall, 10-fold cross-
validation provides a better result than others. Table 6 shows KDD-99 & CSIC-
2010 data performance. Here our model clearly outperforms the LSTM-CNN
based model [33] by a significant margin where they achieved the highest 94%
accuracy by their proposed methods on the CSIC-2010 dataset. We obtain a
low recall for the CSIC-2010 dataset because the dataset was primarily built for
unsupervised learning while our approach is supervised. We also get a satisfac-
tory result with the KDD-99 dataset and this outperforms all the existing works
in terms of F1-Score (99.74%) and recall score (100%).

Table 4. Performance comparison of our proposed model using CSE-CIC-IDS-2018
dataset [11]

Dataset Models

F1-Score Recall

CNN CNN-LSTM Proposed model CNN CNN-LSTM Proposed model

14-02-18 99.88 85.35 100.0 99.96 99.88 100.0

15-02-18 67.07 92.65 99.96 55.09 96.47 99.94

16-02-18 99.11 98.72 99.99 99.95 98.38 100.0

21-02-18 99.66 93.10 100.0 99.45 90.25 100.0

22-02-18 80.65 74.19 93.10 68.88 97.22 94.44

23-02-18 62.65 71.91 81.61 64.10 60.20 69.23

28-02-18 71.07 70.67 95.91 56.13 59.39 98.01

01-03-18 56.28 65.52 88.19 39.40 52.99 95.23

02-03-18 99.74 99.33 99.97 99.77 99.40 99.98

Table 5. Performance of the proposed model on NSL-KDD dataset [10]

Dataset Metrics

F1-Score Precision Recall TNR FPR FNR

2 fold 98.19 97.86 98.53 98.01 1.98 1.46

4 fold 96.00 92.37 99.94 96.51 3.49 0.05

6 fold 98.72 97.82 99.63 96.36 3.63 0.37

8 fold 99.12 98.30 99.97 97.1 2.89 0.22

10 fold 99.22 98.55 99.91 97.5 2.49 0.08
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Table 6. Performance on CSIC-2010 [32] and KDD-99 [21] dataset

Dataset Metrics

F1-Score Precision Recall

KDD-99 99.74 99.5 1.00

CSIC 2010 36.12 72.74 24.03

5.3 Performance Comparison with State-of-the-Art Works

In this section, we compare the performance of our proposed model with existing
variations. We mainly compare our work with the two most common variations,
which are CNN [24,26–28], and LSTM-CNN [9,12,29–31,33] based models. For
comparing the performance of our model, we implement the state-of-the-art
machine learning algorithms and use the most recent benchmark dataset CSE-
CIC-IDS-2018 [11]. We also compare our works with the latest proposed model
LuNet [12] which encompasses the highest proclaimed accuracy using the NSL-
KDD dataset [10].

Figure 2 shows that our proposed model outperforms the nearest variants in
terms of F1-Score using the CSE-CIC-IDS-2018 dataset [11]. At the same time,
our model achieves a higher recall score which is nearly optimum, as shown in
Fig. 3. From the results, it is also evident that normal CNN performs better than
the CNN-LSTM models. We get comparatively poor results on the dataset of
22-02-2018 and 23-2018 because there were less anomalous or attacked data on
the dataset, and we had to use a balanced dataset. But the overall performance
of our model is superior to the nearest variations, and our model provides nearly
optimal results. Thus, it easily proves the efficiency of our model for detecting
known attacks with a higher F1-Score and Recall value.

Fig. 2. Comparing F1-Score between our model and State-of-the-art CNN [24,26–28],
and CNN-LSTM [9,12,29–31,33] models using CSE-CIC-IDS-2018 dataset [11]
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Fig. 3. Comparing recall between our proposed model and State-of-the-art CNN [24,
26–28], and CNN-LSTM [9,12,29–31,33] model using CSE-CIC-IDS-2018 dataset [11]

We compare the performance of our model with LuNet [12] using the
NSL-KDD dataset [10] as LuNet does not use the latest CSE-CIC-IDS-2018
dataset [11]. From Fig. 4, it can be seen that our model closely follows LuNet by
the F1-Score, achieving almost similar or even better in the 10-fold dataset. It
is also worth mentioning that our proposed model is a lightweight model with a
few layers compared to LuNet.

Fig. 4. Performance comparison based on F1-Score between LuNet [12] and our model

Figure 5 shows the comparison of Recall score between our proposed model
and LuNet [12]. It is very prominent from the figure that our proposed model
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outperforms LuNet [12] except for 2-fold cross-validation data. So, we can con-
clude that our proposed model provides a better recall score than the existing
models, which ensures the efficiency of IDS.

Fig. 5. Performance comparison based on Recall between LuNet [12] and our model

6 Conclusion

In this paper, we investigated the potential of combining the CNN, LSTM, and
GRU models with attention mechanisms for improving the accuracy of intrusion
detection systems. We evaluated the performance of our proposed model with
the most recent and state-of-the-art benchmark network traffic datasets, such as
NSL-KDD [10] and CSE-CIC-IDS-2018 [11] comprising of various attacks. The
evaluation shows the efficiency of our proposed model with a higher F1-score
and Recall score for all datasets. For the CSE-CIC-IDS-2018 dataset, we get an
almost optimal result. We also showed the comparison of our proposed model
with the existing neural network based models (e.g., an average F1-Score value
of 95.41% by our model vs. 81.87% for CNN and 83.50% for CNN-LSTM). Even
though we built a model with optimal F1-Score and Recall value, we have consid-
ered anomaly detection as a binary classification problem where all the anoma-
lous data or attacks are considered in only one class. In the future, this can be
generalized for multi-class classification and detect different anomalies or attacks
individually. Our works can also be extended with different hyper-parameter
values of CNN (i.e., activation function, loss function, learning rate, etc.). The
impact of adding more layers to CNN and LSTM or using bi-directional LSTM
could also be investigated in the future. Currently, the detection is offline, it
could be make online as an application to deal with online data.
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Abstract. Virtual private networks (VPNs) allow organizations to sup-
port their remote employees by creating tunnels that ensure confidential-
ity, integrity and authenticity of communicated packets. However, these
same services are often provided by the application, in protocols such
as TLS. As a result, the historical driving force for VPNs may be in
decline. Instead, VPNs are often used to determine whether a communi-
cating host is a legitimate member of the network to simplify filtering and
access control. However, this comes with a cost: VPN implementations
often introduce performance bottlenecks that affect the user experience.

To preserve straightforward filtering without the limitations of VPN
deployments, we explore a simple network-level identifier that allows
remote users to provide evidence that they have previously been vet-
ted. This approach uniquely identifies each user, even if they are behind
Carrier-Grade Network Address Translation, which causes widespread
IP address sharing. Such identifiers remove the redundant cryptography,
packet header overheads, and need for dedicated servers to implement
VPNs. This lightweight approach can achieve access control goals with
minimal performance overheads.

Keywords: Virtual private networks · Access control ·
Software-defined networking · Residential networks · Carrier-grade
NAT

1 Introduction

Virtual private network (VPN) protocols are often used by organizations to allow
remote users to access the organization’s network as if they were on-site. These
protocols have been used for decades [3] and were designed for an Internet that
needed cryptography to protect the confidentiality, integrity, and authenticity
of communication payload. In essence, VPNs allow organizations to treat the
traffic from a remote worker the same as that from a local worker.

In recent years, the deployment of end-to-end cryptography has grown sub-
stantially, with over 90% of web servers supporting the TLS/SSL application-
layer protocol [41]. When remote users access an HTTPS server through a VPN,
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the traffic is encrypted and authenticated by TLS between the application-layer
endpoints and is again encrypted and authenticated between the VPN termina-
tion points. Since confidentiality, integrity, and authenticity can be reasonably
assured by either of the protocols, having both is redundant. Further, VPN
deployments often come with performance overheads since 1) VPN servers are
usually an aggregation point for network traffic and their limited resources can
cause network congestion [22,45], 2) redundant protocol headers use more space
in each packet, and 3) VPN licenses, which cost more than $2 million annually
for a large company, can be expensive [47].

The traditional motivations for deploying a VPN [36,38,39] are to 1) pro-
vide data with confidentiality and authenticity, 2) manage network activities at
the remote endpoint, and 3) simplify access control. Application-layer security
achieves the first goal. We address the second goal in Sect. 2.5, where we discuss
better management through endpoint filtering. We explore the third goal, access
control, throughout this work. Importantly, 67% of organizations are exploring
VPN alternatives for security, maintenance, and fiscal reasons [54].

Organizations often implicitly use a host’s position within a network perime-
ter as a factor in determining whether to trust the host or not. As examples,
the configuration instructions for web servers [37,40], email servers [12,33,34],
and firewalls [9] often describe how administrators can configure the systems to
permit only traffic within an organization’s IP prefix. Organizations may also
use network address translation (NAT) to assign private, unroutable addresses
to hosts and devices so that the infrastructure cannot be reached by outsiders
without traversing NAT devices that could enforce policy [5].

While organizations can employ such address filtering within their networks,
it may be impractical to do so with remote users. Internet Service Providers
(ISPs) often use dynamic addresses for their customers, with lease times that
vary greatly [6]. Residential users often deploy NAT in their home networks
to share addresses, so authorizing a particular user’s IP address would allow
others at the same residence access to the organization’s resources. Even worse,
some ISPs have adopted a competing technology called carrier-grade network
address translation (“carrier-grade NAT” or CGN). CGN is used in 92% of
cellular networks [1]. Some of these carriers plan to use 5G cellular networks
to provide residential network connectivity, with some providers estimating 30
million home networks will be connected in this fashion [11]. In some cases,
hundreds of users share an IP address [2] and in others, a single customer’s
traffic may be simultaneously associated with multiple public IP addresses.

Organizations may use VPNs to mitigate the problems that accompany
address sharing. The VPN tunneling approach allows an organization to pro-
vide remote access to systems that are highly sensitive or have weaker protec-
tions, such as printers, Supervisory Control and Data Acquisition (SCADA) or
Internet of Things (IoT) infrastructure, or other embedded devices. However, a
heavyweight VPNs approach may not be necessary to achieve these goals.

Organizations need a quick and simple way for a network-level identifier
to validate a remote end user. This validation can be a quick, “first-factor”
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authenticator that provides evidence that the connecting machine or network is
likely legitimate. This factor can work with other authentication factors, such as
application-layer credentials, on the server endpoint. It must be cooperatively
used by both the end-user and the organization to avoid abuse by malicious
parties. While identifiers have been used by network providers to identify clients
in the past, such as “super cookie” deployments in cellular networks [13], the
use of the factor in authentication requires it to be cross-application, dynamic,
and under the associated user’s control.

With a “less may be more” perspective, we explore a practical and deployable
approach to allow end-users to create dynamic network-level factors for access
control. Our contributions include:

– Dynamic Identifier Insertion: Our software-defined networking (SDN)
approach leverages endpoint programs and modified residential routers to
insert application-agnostic identifiers into network flows. This approach allows
organizations to determine if a user is connecting from a known device or
network location while introducing minimal latency overheads that affect only
the first packet in each network flow.

– Gateway and Endpoint Validation: Using our implementation, built
using the popular iptables tool, organizations can validate clients at either a
gateway or endpoint, providing functionality similar to a VPN without unnec-
essary performance overhead. This method can verify each flow in around
90 ms (of which only around 0.8 ms is spent at the validator). Unlike a VPN,
it adds no overhead after the handshake. We eliminate the need for a VPN
server and its associated CPU bottleneck, resulting in a 2.5–2.9 times increase
in throughput for clients.

2 Background and Related Work

This section discusses background and related work on CGN, software-defined
networking, user identity, and techniques to encode and transmit identifiers.

2.1 Carrier-Grade NAT (CGN) and Address Sharing

As IPv4 addresses availability became scarce, Internet Service Providers (ISPs)
started deploying CGN to share IPv4 addresses among subscribers and to min-
imize disruption during the transition from IPv4 to IPv6. CGN utilizes both
network-level addresses and transport-layer port numbers to map traffic to the
appropriate end-user. The number of public addresses needed for a given number
of end-users can be estimated with formulas. Some guides suggest sharing 30,517
public IP address among 1,000,000 subscribers [2]. In measuring CGN behavior,
Richter et al. [1] observed that some CGNs used the same public IP address
and varying transport layer ports for subsequent TCP sessions from the same
subscriber. In Netalyzr [6], the authors found that more than 60% of the TCP
sessions for a given subscriber used different public IP addresses. These guides
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and measurements show that providers use highly dynamic, and widely shared,
public IP addresses for their subscribers.

With their Revelio tool, Mandalari et al. [7] performed Internet measurements
and found around 10% of ISPs deployed CGN. With web server logs and multiple
measurement points, Livadariu et al. [8] estimated that around 4.1k of the 17.4k
ASes they measured deployed CGNs. Richter et al. [1] found that while only
13.3% of non-cellular ASes use CGNs, 92% of cellular networks use them [1]. In
their plans to deploy 5G cellular connectivity, some providers estimate they will
serve 30 million residential networks through 5G [11].

2.2 Software-Defined Networking (SDN)

The software-defined networking approach separates the data plane and con-
trol plane for network traffic, often using a centralized network controller. The
OpenFlow protocol [30] allows a network controller to alter data structures in
switches and routers to enable inspection and arbitrary forwarding of packets.
The Open vSwitch [19] tool can be used to enable the OpenFlow protocol on a
router. In OpenFlow, a controller can intercept packets from a network device
via a PACKET IN message. To authorize a packet, with possible alteration, the
controller replies with a PACKET OUT message. A controller can also command
switches to cache certain rules through FLOW MOD messages, allowing switches to
process subsequent packets without controller involvement. This avoids causing
performance overheads in subsequent packets in a flow.

2.3 Host Identity and Reputation Systems

Address sharing introduces challenges for a wide range of applications relying on
public IP addresses. For example, enterprise-grade firewalls often utilize public
IP addresses in policies [20]. Efforts to mitigate DNS amplification attacks use
IP addresses in response rate limiting [29]. IP reputation systems, which are
used by major email providers, are often used to determine the threat associ-
ated with incoming email messages [12], such as Microsoft’s SmartScreen tech-
nology in Outlook [33] or Gmail’s delivery rate throttling [34]. For websites,
Cloudflare identifies users with a bad IP reputation and challenges them with
CAPTCHAs [35]. Such tools may mistakenly assume that IP addresses change
infrequently and are unlikely to be shared. This leads to false negatives when
attackers move across IP addresses and false positives when innocent people
happen to use an IP address previously involved in an attack [10].

Komu et al. [31] investigated methods to separate the functionalities of “loca-
tor” and “identifier” from network addresses. The locator can be used to find
a host while a separate long-term identifier is associated with the system. This
separation is important for mobile hosts or for times when addresses change. HIP
is a protocol to maintain persistent identity even with dynamic IP addresses [27].
HIP uses a public key to identify end-hosts and uses IPSec for packet tunnel-
ing. Since HIP requires HIP-aware gateways to forward packets to the correct
destination, the deployment of HIP requires infrastructure changes.
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DeCusatis et al. [56] introduce a TCP-based access control mechanism using
first packet authentication. That work uses an ephemeral four-byte value in the
TCP protocol that is used for access control and must be established for each
interaction. That work only evaluates token evaluation. In contrast to our work,
it does not explore token creation, insertion, storage, or protocols for conveying
these values in a way that allows longer-term, cross-protocol use. Other work
has proposed persistent identifier, but provided only an abbreviated analysis of
performance impacts in limited deployment scenarios [46]. Our work provides
the necessary information and analysis for a practical implementation.

At the application layer, web applications can track user identities with cook-
ies, supported by browsers. Unfortunately, cookies are application-specific and
only work with web traffic. In some cases, network providers create persistent
identifiers, called “super cookies,” to identify systems at the device-level [28].
These super cookies are outside the end-user’s control. They enable tracking
that could violate end-user privacy. These deployments resulted in fines for some
ISPs [13]. Our approach is mindful of these potential privacy concerns. A key
design goal is to allow end-users to have control over persistent identifiers while
supporting multiple applications, which we discuss in Sect. 3.4.

Organizations often use virtual private network (VPN) protocols, such as
IPSec [3], to authenticate remote users and then leverage the VPN server’s posi-
tion inside a local area network (LAN) to provide access to LAN resources. As
aggregation points, VPN servers can become throughput bottlenecks since they
must be involved in the entire network flow and use cryptography to encrypt
and authenticate traffic, even if the application-layer already offers that support
(e.g., in HTTPS or SSH). Application-layer software typically lacks options to
configure IPSec tunnels for specific flows or destinations. Instead, current VPN
software works across all applications on a device-wide basis. Often, all network
traffic from a host in a VPN is forwarded to the VPN server, which increases
overhead and decreases throughput. Hauser et al. [57] propose an SDN extension
to IPSec for programmable data planes. In practice, VPNs can increase orga-
nization costs [47], reduce performance [22], create single points of failure [21],
and add complexity [44]. In our approach, we avoid these limitations.

2.4 Mechanisms to Encode Application-Agnostic Identifiers

Protocols such as TCP and IP support options for communicating information,
such as identifiers and authenticators. Options in the IP header can be used
for all transport layer protocols, rather than just TCP. However, intermediary
routers may drop packets with IP options they do not support [17,18].

Prior work has examined using “shim” layers between the IP header and
transport layer headers to encode data [26]. IPSec does so using the ESP or
AH headers to encapsulate protected traffic [24,25]. Special-purpose shims have
the downside of requiring support from endpoints and the risk that they will be
discarded by firewalls or routers that do not understand the shim layer head-
ers. However, the IP-in-IP tunneling technique, standardized in RFC 1853 [15],
essentially provides a second IP header as a shim layer. The use of an IP-in-IP
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shim gives us a straightforward way to add options in a backwards-compatible
manner. We can insert a second IP header in front of the original transport layer
header using the standardized approach. Mobile IP [14] uses this same technique.

2.5 Motivations and Perspectives with VPN Deployments

Commonly cited reasons for organizations to use VPNs with their employees
include [38,39]: 1) to build a communication tunnel with confidentiality, integrity,
and authenticity via cryptography, 2) to control communication to remote sys-
tems, and 3) to provide authentication to achieve simplified access control. In
this section, we explore these techniques and describe how they may be affected
by changing Internet trends. We also note recent changes in VPN planning.

Confidentiality, Integrity, and Authenticity. Web traffic comprises a
majority of Internet communication. Currently, 90% of HTTP traffic is protected
by TLS [4,41]. TLS supports common business applications, such as remote
desktop, file transfer, and remote terminals. Further, studies show that over
98% of printers support Internet Printing Protocol (which supports encryption
and authentication) [42]. Most network traffic is protected by application-layer
cryptography, which achieves confidentiality, integrity and authenticity.

Some legacy protocols or devices may not support cryptography. However,
organizations may use the reverse proxy model [43] to protect such devices by
creating application-specific security tunnels without requiring VPNs.

Organizations Pursuing VPN Alternatives. In a recent report [54], Zscaler
indicates that 67% of companies are seeking alternatives to VPNs. In addition to
performance issues, companies expressed concerned about 1) the changing role
of VPNs with pandemic-related work-from-home patterns, 2) increased VPN
infrastructure’s impact on organizational architecture, which makes maintenance
more complex and expensive, and 3) attackers who are increasingly using VPNs
to gain access to corporate networks via social engineering and malware. Given
this context, 77% of companies have indicated an interest in using a zero-trust
model to manage remote access for their employees instead. Our approach aligns
with these corporate goals.

3 Approach: Indicating Authenticity Validation

Inspired by Kerberos and HTTP cookies, we explore a token-based identity
approach. A remote authenticator distinguishes legitimate and unauthenticated
users via a token provided by the user and device. We describe the goals of such a
system and how they differ from the robust authentication present in end-to-end
applications. We then describe our threat model and the techniques we use.
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3.1 Design Goal: Evidence Supporting Legitimacy

VPN servers can robustly authenticate their remote VPN gateways. For gateway-
to-gateway VPNs that interconnect two LANs, this approach may not uniquely
identify the connecting end-user. The VPN server may be able to uniquely iden-
tify the connecting end-user if the remote VPN gateway runs on the remote user’s
endpoint. However, the VPN server does not share that identification with the
endpoints that the user then connects to through the VPN server. The VPN
server often performs NAT to proxy the connection between the remote user
and server, but the IP addresses may be randomly selected from the available
IPs. The server endpoint may be able to infer that the end-user authenticated
with the VPN server by determining if the remote IP belongs to an IP address
associated with the VPN server’s pool. This is a useful, but relatively weak
authenticator because it lacks a unique identifier or strong authenticity guaran-
tees.

Our approach aims to re-build the authentication between a remote user and
an organization network and the weak authenticator available to a remote server.

3.2 Threat Model

Our approach enables clients to provide an application-agnostic device-level
authenticator. This authenticator is not designed to be authoritative about the
identity of a client. Instead, it is a quick “first-pass” authenticator that can be
used to separate out “likely legitimate” traffic from completely unknown traffic.
It can be used in combination with application-layer authentication (e.g., as a
mechanism to address brute-force guessing on SSH servers). Enterprises can also
calculate reputation based upon these identifiers, with better reputation leading
to better services, as incentives.

Our approach is designed to effectively defend against “on-the-side” attack-
ers, such as a user who is not on the network path, but who might share IP
address with a client (e.g., behind the same CGN). We deploy identifiers that
protect against any brute-force guessing. However, “on-path” adversaries can
inspect the inner IP header, observe the identifiers, and misuse the identifier
information. We rely on the application layer to provide robust authentication
to defeat such powerful on-path adversaries.

3.3 Leveraging Authentication Servers

In our approach, we create a mechanism that allows an organization to authenti-
cate its remote users using a lightweight device-level authentication factor. The
end user can authenticate to the organization using a pre-existing authentication
system, such as a web-based authentication page. This authentication system can
use multi-factor authentication to robustly verify the end-user. Upon successful
verification, the authentication system provides a token that can be used by the
user’s device as an authentication factor. If verification is unsuccessful, the server
simply does not provide a token.
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Our approach requires both the device and authentication server to auto-
matically determine each others’ support for the protocol, as well as for the
other systems that are able to support the device-level authenticator. We enable
automated deployment discovery using specially-crafted DNS records. When a
client requests certain DNS records associated with the organization’s domain
(e.g., A records for www.example.com), the DNS server provides a TXT record
in the Additional Records section of the response indicating the authentication
server that is authorized to create authentication tokens for the domain. The
TXT record also indicates which servers at the organization support the authen-
tication scheme by listing public-facing IP address or CIDR prefixes.

3.4 Using OpenFlow to Manage Tokens

To avoid requiring support for the authentication mechanism in each application,
we use an SDN technique to engage in the protocol on the client’s behalf. An
OpenFlow agent in the client’s network, which could be on the client endpoint
device itself (e.g., via Open vSwitch) or on a network gateway (e.g., a residential
router), intercepts new flow requests and directs them to a SDN controller. The
controller examines the related DNS responses for any TXT records that indicate
support for the protocol. It also manages the authentication factors on behalf of
the end-user on the device or on multiple devices in the network.

Our approach is designed to grant users full control over their identifiers.
Unlike the “super cookies” approach [28], our system allows users to configure
their identifies and choose when to use tokens with a remote party. The Open-
Flow controller can allow users to manage the entries (e.g., via a web page).
Based on the user’s configuration and the destination of each flow, the controller
determines whether to insert identifiers.

We use the standardized IP-in-IP tunneling approach [15] to create a “shim”
layer. This creates two IP headers, allowing the outer IP header to be processed
normally by routers while the inner IP header contains options that might other-
wise result in the packet being dropped. We use those IP options to communicate
the token that provides evidence of authentication.

When a client first interacts with an authorized authentication server, the
OpenFlow agent intercepts the initial packet in the flow and sends it to the
OpenFlow controller. The controller modifies the packet to signal that the client
supports the scheme and sends it back to the OpenFlow agent, which then trans-
mits it to the authentication server. Since the DNS records signal the server’s
support for the approach, we can construct packets that require the server to
engage in custom parsing. The controller alters the packet to insert the IP shim
layer, resulting in an IP-in-IP packet. In the inner IP header, the controller
includes an option indicating that the client supports the protocol. Upon suc-
cessful login, the authentication server replies with its own IP-in-IP packet, with
the authentication data contained in an option field in the inner IP header.
The OpenFlow agent elevates this response to the OpenFlow controller, which
extracts the authentication factor, removes the IP shim header, and orders the
OpenFlow agent to send the decapsulated packet to the client application.

www.example.com
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Fig. 1. The process for the client to authenticate to the application server.

When a client subsequently creates a new network flow to a server that sup-
ports the scheme, the OpenFlow agent intercepts the request and elevates it to
the controller (Fig. 1). The controller again performs the necessary alteration of
the packet to create the IP-in-IP shim that contains the pre-determined authen-
tication data. The controller then returns the modified packet to the OpenFlow
agent for transmission to the server. The server, or a gateway or middlebox on
the path to the server, processes any packets containing the IP-in-IP shim to
verify and strip the authentication data. In doing so, the server or middlebox
can record that the flow is verified and, depending on policy, allow the flow where
unverified flows may be denied.

Importantly, the inner IP header addresses can be used by a gateway or
middlebox validator to implement NAT translations that allow a remote user to
have local IP addresses in the same manner as VPN servers. However, unlike
VPN servers, the inner IP header only needs to appear in the initial exchange to
create the appropriate NAT mapping to translate the remote machine’s address.

4 Implementation

We implement our system in a home network to allow us to evaluate its security
and performance. As shown in Fig. 2, we explore the modifications that would
be needed to include a regular client, an authentication server (e.g., a single
sign-on identity provider), an application server (e.g., a relying party), and an
SDN controller to coordinate it all.

We run our client in a virtual machine (VM) hosted on a Thinkpad S3 laptop
with four cores and 8 GBytes RAM. We create two other VMs on a Macbook Pro
laptop, with four cores and 16 GBytes RAM, for applications and authentication
servers respectively. Each VM has one core and 4 GBytes memory. We configure
a physical TP-Link Archer C7 router with OpenWrt and the Open vSwitch
module as our SDN switch. The VMs are bridged through laptop interfaces and
get DHCP services from the router. All the physical devices are located in the
same home network. However, we configure our Floodlight SDN controller on a
remote network machine with two cores and 4 GBytes memory.
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Fig. 2. Our experiment architecture.

4.1 Identity Provider Interactions

In Sect. 3.4, we described how the OpenFlow switch and controller cooperate
to detect that the application and authentication servers support the approach.
The Kerberos approach provides a shared-key architecture for identity providers
to construct keys for relying parties [16].

The SDN controller learns about the authentication server through DNS
records and signals the client’s support via an IP-in-IP shim. When the authen-
tication server replies, it includes a shared secret that the client can use to
authenticate itself.

As with Kerberos, each application server pre-shares a unique key
with the authentication server [55]. The authentication server uses that
applicationServerSecretKey, along with a unique identifier for the user and
a nonce value it generates, to produce a shared secret that is a one-way
hash of these values (i.e., clientKey=SHA224(uniqueIdentifier || nonce1
|| applicationServerSecretKey)). The authentication server then sends both
the clientKey value and the concatenation of the uniqueIdentifier and
nonce1 value to the client.

The authentication server communicates the key and identifier by crafting
an IP-in-IP packet. The inner IP header includes an option field in which both
the clientKey and uniqueIdentifier are encoded. The protocol field differs
between the two IP headers (the outer header indicates the protocol is another
IP header, while the inner header indicates the transport protocol used), but
otherwise the two headers contain identical values.

The OpenFlow switch elevates packets with IP-in-IP shims to the controller,
allowing the controller to obtain the clientKey and the uniqueIdentifier.

4.2 Application Server Interactions

In our implementation, when the client initiates a connection to the application
server, the OpenFlow switch elevates the request to the OpenFlow controller.
The controller consults its database, determines that a token is needed, and
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creates an IP-in-IP shim. In the inner header, it creates an IP option that con-
tains the user identity, the authentication server’s nonce (nonce1), the client’s
own nonce value (nonce2), and a SHA224 value constructed from the concate-
nation of the identity, nonce2, and clientKey (i.e., SHA224(uniqueIdentifier
|| nonce2 || clientKey)). The token we construct is 37 bytes total (5 bytes
for the user ID, 2 bytes for the nonce1, 2 bytes for nonce2, and 28 bytes for the
SHA224 output). The controller sends this modified packet back to the switch
for transmission using an OpenFlow PACKET OUT message.

The application server must parse the IP-in-IP message, validate the token,
and then remove it before delivering it to the actual destination application. To
do this, we develop an open source iptables module using the Xtables-Addons
framework [32]. This module efficiently performs the interception and validation
before the packet reaches the destination application.

Our functionality is divided into an iptables match module that specifies
user-defined conditions. It passes any matching packets on to a target module
for processing. We configure our match module to examine any IP-in-IP packets.
For all such packets, it searches for our specific IP option type inside the inner IP
header. If found, it parses the option to obtain the unique identifier and nonces.
The match module then uses the client-supplied information and the key shared
by the application server with the authentication server to calculate the cor-
responding clientKey (i.e., clientKey=SHA224(uniqueIdentifier || nonce1
|| applicationServerSecretKey)). The application server then constructs a
SHA224 digest using this clientKey, the uniqueIdentifier, and the client’s
nonce (i.e., SHA224(uniqueIdentifier || nonce2 || clientKey)) and com-
pares it with the SHA224 value that is contained within the IP option. If the
digests match, it knows the client interacted with the authentication server to
obtain the clientKey. The match module only returns true if a match is found.

We next implement a target module that is used if the match module suc-
cessfully validates a packet. Our target module modifies the skb buffer, which is
the data structure used in Linux for packet processing. The target module must
decapsulate the packet to remove the shim. It does so by removing the inner
IP header and IP options, updating the protocol field in the outer IP header
and recalculating the checksum. It then sends the packet to the application for
processing. This allows the destination to validate the communication across
applications. Importantly, the iptables tool can be run on a middlebox or on
the application server itself to avoid bottlenecks.

5 Evaluation: Security and Performance

We evaluate our approach from both a security and performance perspective
using the configuration depicted in Fig. 2. We focus on the performance of the
token validation and shim layer operations between the client and application
server, since these same operations are used in the interaction between the client
and authentication server.
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5.1 Security Evaluation

To assess our approach, we simulate the authentication process by issuing new
network requests to the organization network, where our iptables modules are
deployed on the servers. The application servers deny packets without validation
by default. Only the packets approved by our match module can pass through
iptables rules and be received by the services that run on the server.

Table 1. Result of effectiveness evaluation. We performed experiments 20 times for
three scenarios: 1) network request without a token, 2) network request with an invalid
token, and 3) network request with a valid token.

Result No token Invalid token Valid token

Access allowed 0 0 20

Access denied 20 20 0

The first experiment setup simulates network queries without providing a
token. As shown in Table 1, all 20 requests were successfully blocked by the
default deny rule set up on the application server. In our second scenario, we
enable the OpenFlow and iptables modules we implemented. We craft client
request packets that contain invalid tokens. As shown in Table 1, all 20 requests
failed to reach the applications. In our third scenario, we also enable our Open-
Flow and iptables modules on both client and server side. We craft proper
packet headers and the first packets of these flows contain valid tokens. As shown
in Table 1, all such requests were approved by our iptables module.

5.2 Network Delay Overhead Evaluation

Our approach affects only the first exchange in each flow. The controller ele-
vation to insert the shim, and the iptables processing to validate and remove
the shim, are only needed on the initial message from the client to the server.
Subsequent packets in the flow are not modified and or inspected by our custom
iptables module. Those packets will proceed through standard packet process-
ing. Therefore, the only significant overhead in our approach is incurred in the
initial round-trip, so we focus our measurements accordingly.

During key transfer, the client initiates a TCP connection to the authentica-
tion server. Since the authentication server program is essentially unchanged, we
use a simple echo reply to omit its overhead. For our measurements, we transmit
a TCP SYN packet to a port without an associated application server, resulting
in a TCP RST packet that refuses the connection. This simple exchange allows
us to monitor any overheads at the OpenFlow controller and iptables modules
to signal support for the protocol, encode keys into packets, and extract those
keys. The client sends 1,000 TCP requests and measures the round-trip time
(RTT) that includes all the overheads.
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Our evaluation examines two deployment scenarios: 1) where the OpenFlow
agent runs on a separate, physical router for a local network deployment and
2) where the OpenFlow agent runs on the client machine itself, in which the
endpoint natively supports the use of a controller for persistent identity. Our
router-based experiment uses a TP-Link Archer C7 router (see Fig. 2).
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Fig. 3. Round trip time for key transfer (1,000 trials) (Color figure online)

During the key transfer between the authentication server and client SDN
controller, two elevations to the OpenFlow controller are required. Since this
includes significant propagation delay to and from the controller, we measure
that RTT and refer to it as the baseline in our method. In Fig. 3a, we explore
the scenario where the OpenFlow agent runs on a physical router. In the dia-
gram, the leftmost (green) line indicates the baseline case of two RTTs with the
controller. The 90th percentile is 83 ms. The middle (blue) line shows a control
experiment measuring end-to-end RTT for the client to the server using pro
forma OpenFlow elevations, where the OpenFlow agent is configured to elevate
each packet for approval, but the controller simply approves each packet without
changes (i.e., the controller simply approves packets using PACKET OUT messages
without using FLOW MOD rules). In the pro forma exchanges, no packet encapsu-
lation or iptables verification occurs. In this scenario, the 90th percentile of the
RTT is 86 ms. In our full key transfer implementation (the rightmost, red line),
the 90th percentile is 87 ms. The similarity of the results of the pro forma and
full implementations indicate that the overheads for encapsulation, iptables,
and the OpenFlow controller are not significant.

We show the results where the OpenFlow agent runs on the client host in
Fig. 3b. The baseline remains same. In the pro forma scenario, the 90th percentile
is 82 ms. When we enable the full key transfer functions, the 90th percentile is
83 ms. The OpenFlow overheads are lower when the client runs the OpenFlow
agent rather than a router. However, the overheads of encapsulation, iptables,
and controller processing remain similar.

Next, we evaluate the overhead introduced by the key validation functionality
between the client and the application server. In this experiment, our client
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Fig. 4. RTT for application server validation (1,000 trials) (Color figure online)

sends 1,000 UDP packets to the server. We measure the end-to-end delay from
transmission to response, so each trial contains two packet elevations: 1) the
elevation to the SDN controller for IP-in-IP encapsulation and 2) for the SDN
controller to processes the UDP response.

In Fig. 4a, the green line (leftmost) again shows the baseline of two RTTs
where the 90th percentile RTT is 82 ms. The blue line (middle) shows the over-
head of the pro forma scenario in which 90% of the results have less than 90 ms
delay. The red line (rightmost) shows our full implementation, which introduces
93 ms of delay or less for 90% of the trials. When we move the OpenFlow agent
to the client machine, the pro forma 90th percentile drops to 84 ms and the
full implementation drops to 86 ms, as shown in Fig. 4b. We again see that the
full implementation has only modest overheads over a basic OpenFlow elevation
approach. Further, the time spent at the validator in the full implementation
was around 0.8 ms, indicating the verification overheads are low.

Importantly, the latency overheads incurred here occur only on the first
round-trip between the client and the application server for each flow. Since
they do not affect ongoing flows, they are unlikely to have a major impact on
the end-user’s experience. A subsequent optimization, to insert a FLOW MOD dur-
ing the first encapsulation, would cut the propagation time in half, reducing
the RTT by roughly 40 ms in these experiments. End-users could further reduce
their delay by hosting the controller closer to the client, such as in the LAN or
in nearby ISP-hosted data centers.

5.3 VPN Server Throughput Comparison

As we will discuss in Sect. 6.2, our approach aims to improve bandwidth perfor-
mance when an enterprise deploys its VPN server on a general-purpose machine.
In this section, we simulate real environments and design experiments to create
that bottleneck. We demonstrate the extent to which our approach can remove
the bandwidth bottleneck associated with many VPN deployments. We explore
five scenarios with some employing TLS, VPNs, and our approach.
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In these experiments, we use Strongswan as our VPN software and apache2
to host a large file for download via HTTPS. For each case, we run a varying
number of clients concurrently to determine the per client throughput in each
scenario. We measure the time used for downloading for each client, as well as
CPU usage on the servers. In the experiments, we explore up to five clients since
this degree of parallelism is sufficient to expose bottlenecks and demonstrate
trends. Except as noted, we transfer a 1 GByte file in our trials. Each data point
is the result of 30 trials.

In Fig. 5, we show the results of these scenarios. The first scenario, Plain
TLS, represents a baseline in which the enterprise network has a TLS server that
clients directly access for file transfer. This essentially represents an upper-bound
on performance capabilities of the system. The traffic is constrained by the web
server’s ability to send traffic. In the second scenario, Proxy (no IPSec), we
forward the network traffic through an Ubuntu server VM that simply proxies
traffic (i.e., forwards it using IP addresses) without any additional services (like
IPSec). The throughput decreases in this scenario since the gateway host starts
to constrain throughput and the CPU on the gateway vary from 35.41% to
95.83% utilization as we increase number of concurrent clients. In the IPSec VPN
Server scenario, we enable IPSec on the Ubuntu proxy server and clients use
the IPSec tunnel to reach the web server. This scenario represents an enterprise
configuration in which organizations host their VPN services on a generic server.
The CPU use climbs on the VPN server to around 100% usage and the result
is a decrease in bandwidth from the baseline by around 65%. Compared to the
21.6 MBps in the baseline, the VPN server is only able to provide 7.4 MBps
throughput per client during a five concurrent client scenario.

Next, we explore our approach using SDN support in either a consumer-grade
router or in the endpoint itself. We first enable our approach in a consumer-
grade router in the Our Approach (Router) scenario. This scenario does not



Avoiding VPN Bottlenecks: Network-Level Client Identity Options 295

require the gateway server from the second or third scenarios and reflects the
architecture as described in Sect. 3. The residential router scenario results show
the challenges of repurposing hardware with limited computational capabilities.
While it can deliver 12.8 MBps for a single client our tests of a 100 MByte file, it
exhausts the router’s computational resources (since it uses the general purpose
CPU for OpenFlow forwarding lookups). While we explore up to five concurrent
clients for a consistent presentation of results, these client-side routers would
likely only service a single user at a time and do not act as an aggregation point,
unlike the VPN server. With more capable residential routers, the computational
limits would be less likely to constrain performance.

In our final scenario, Our Approach (Client), we explore the approach
where the SDN agent runs in software on the client, allowing us to characterize
the performance implications of running the SDN agent on the residential router.
When running on the client, the SDN functions no longer serve as a performance
bottleneck (CPU usage at the client does not exceed 31%). This approach yields
a performance improvement of roughly 2.5 to 2.9 times the throughput of an
IPSec VPN. The performance decrease of the SDN approach verses the baseline
ranges from 1% to 8%. Accordingly, with endpoint software, clients can attain
far better throughput than VPNs and approximate the baseline.

5.4 Packet Header Overhead

VPNs may have to combine multiple protocols together to support some clients.
A standardized implementation for this combines IPSec with L2TP [23]. When
used with ESP and preshared secrets, the combined packet headers and trailers
for the two protocols amounts to around 92 bytes (40 bytes for L2TP with UDP,
20 bytes for an encapsulated IP header, 16 bytes for the ESP header, 2 bytes for
padding, and 14 bytes for the ESP trailer and authentication data). This can
reduce the maximum transmission unit (MTU) for payload in many networks
from 1500 to 1408, which is around a 6.1% reduction in payload per packet. This
overhead occurs in each packet in the flow.

In our approach, we use packet encapsulation on the first packet sent from
a client to an application server. Our IP-in-IP shim uses 20 bytes for the inner
IP header, with an additional 40 bytes for our IP option, for a total of 60 bytes
of overhead. Unlike VPN traffic, this overhead only applies to the first packet
in a flow. For applications using TCP, this overhead would apply to the TCP
SYN packet. Since those packets do not carry payload, our approach would often
avoid the MTU complications present in VPN protocols.

6 Discussion

Our approach focuses on mechanisms that eliminate the need for VPN software
by providing application servers with evidence that a client has been successfully
authenticated. We now explore how a similar concept could be used with other
kinds of services. We also explore scenarios in which we compare our system with
VPN deployments and the role it can play in addressing bandwidth bottlenecks.
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6.1 A Second-Factor Service for Public Infrastructure

For sensitive transactions, organizations with public-facing services can minimize
risk by using multiple sources of evidence. For example, financial institutions may
authenticate an end-user in multiple ways to minimize the risk in financial trans-
actions. These forms of validation can include username and password, browser
cookies, the use of one-time passcodes via SMS messaging or applications, or
answers to secret questions.

Some organizations try to reduce risk by identifying a user’s location. They
may leverage databases that map IP addresses to geographical location and
thereby prevent authentication attempts, or require more robust verification,
when a user’s location changes by a configured distance. Unfortunately, such
mechanisms may be less effective when CGN is widely deployed.

Our approach can offer a lightweight, secondary factor that simply indicates
if a client is located within a given source network (e.g., inside the LAN serviced
by a given residential router) or if it is the same physical device (e.g., for a
laptop or mobile device that changes networks). In such circumstances, the SDN
controller can effectively act like a password manager by tracking secondary
factors for a user across infrastructure.

6.2 Impact of VPN Server Provisioning

Enterprise networks may apply different architectures to deploy their VPN ser-
vices. Enterprise networks may deploy their VPN services on their network
gateways or devices that handle all the network’s traffic. These devices can be
purpose-built for VPNs. For example, the Cisco AST 1000 Series Embedded
Processors achieves IPSec throughput up to 78 Gbit/s [48,49]. The downside
associated with in-line hardware is that the service subscription for VPNs and
the system’s capital costs can be considerable [47].

Enterprises can also host VPN servers inside their networks using existing
server infrastructure or other physical machines. Most commodity servers lack
the hardware designed for VPN services. Pudelko et al. [53] indicate open source
VPN servers on commodity servers have poor throughput compared to dedicated
hardware. A Windows 2008 server can achieve gigabit throughput [50]. Other
servers can achieve higher throughput [51] and a multi-core Linux machine can
achieve 6.1 Gbps [52].

Our in-lab environment experiments in Sect. 5.3 show the potential bottle-
necks associated with VPN gateways on general purpose systems. These results
demonstrate the ability of our approach to remove such bottlenecks.

7 Conclusion

This work explores the roles that VPNs play in organizational security. With
the rise of application-layer encryption and authentication, the secure tunneling
features of VPNs are increasingly redundant. However, VPN tunnels are still
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useful in simplifying perimeter-based access control by allowing authenticated
remote users to bypass perimeter policies and interact with insider infrastructure.

We analyze the access control capabilities of VPNs and propose a new
lightweight method. It requires no additional network infrastructure and removes
the performance bottleneck on a VPN server, as well as eliminating redundant
encryption and unnecessary packet header overheads. Our method is based on
the SDN paradigm and gives clients the choice to implement a persistent identity
on a per-application basis. We create iptables modules, which are required on
the server side, to support our protocol. Our evaluation results show the method
to be effective and lightweight.
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Abstract. Recently, most popular cloud storage solutions offer data
syncing and federation, but it also brings security risks. Generally, users
can deploy encryption technology to dispel data privacy concerns, but the
usability of data will be hindered, e.g., searchability. Multi-user search-
able encryption (MUSE) scheme is a paradigm that enables search over
encrypted data federated from different users. However, to the best of
our knowledge, most of the existing MUSEs are vulnerable to the insider
keyword guessing attack (IKGA). Besides, therein real-time team collab-
oration incurs significant communication and computation costs, leading
to high latency. To this end, in this paper, we focus on developing a
secure and efficient encrypted search scheme with little cost. Specifically,
we first propose a dual-server Public-key Puncturable Encryption with
Keyword Search (dPPEKS) scheme in a cross data federation scenario
by extending the Puncturable Encryption (PE) and searchable encryp-
tion (SE) technologies. Our scheme realizes the efficient and dynamic
update of teammates, including user joining and exiting. Through anal-
ysis, we prove that our scheme can achieve IND-CKA2 security and
resist IKGA. In addition, the performance analysis demonstrates that
our scheme gains a better balance in security and efficiency.

Keywords: Cloud storage · Data federation · Searchable encryption ·
Puncturable encryption · Keyword guessing attack

1 Introduction

Working remotely against the COVID-19 pandemic has become the norm since
2020. Many enterprises are requiring their employees to use applications like
Dropbox, Google Drive to facilitate office collaboration on the cross-data from
various team members [1]. Take Dropbox as an example, a manager creates the
file on the Dropbox server, together with the detailed access policy to regulate
other teammates’ authority on this file, namely which user can read or write
these files. However, these files generally involve some sensitive information of the
company like financial budget, federating and storing them on the thirty-party
may bring potential privacy challenges. Untrusted server and unauthorized users
can be free to fetch and abuse these files, which may bring enterprises significant
economic damages.
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Preventing unauthorized access with encryption mechanism is the key to
mitigating above privacy issues, however, directly encrypting them will incur
many practical issues. One of the most fundamental problem is how to search
on the encrypted data. It is clear that traditional plaintext search methods on
plaintext data will fail naturally unless the user downloads and decrypts all
outsourced ciphertexts. Moreover, the encrypted files should also be amenable
to fine-grained access control. That is, the data owner can set access barriers
on some teammates transferred out of the current project team to prevent them
from retrieving files.

To achieve the goal for secure multi-client search, multi-user searchable
encryption (MUSE) [2,9] is proposed, which enables data users to securely search
and selectively share files according to user’s privilege friendly. In early stages,
a straightforward but expensive approach is to leverage the broadcast encryp-
tion [9] to revoke the key of all users and assign the new key to authorized
ones. Some other works propose to introduce the attribute-based encryption
(ABE) [13,14,16,20,23], but doing so will suffer from a high overhead for data
authorization. In addition, there are some works propose to integrate a proxy
server to authorize legal teammates to access the outsourced files, which burdens
the communication costs of data owner [12,21].

In addition to above performance issues, another problem that hinders
the development of MUSEs is its security issue. Specifically, most of MUSE
schemes [13,14,16,20] are designed under the public-key framework, in this case,
the cloud server (i.e., the insider attacker) can use the public key to generate the
ciphertexts of all keywords freely. For a token space with low entropy, the key-
word corresponding to each token can be gradually identified by performing test
with the generated ciphertexts. The above attack is called the insider keyword
guessing attack (IKGA), which has been demonstrated can destroy the security
of most MUSE schemes.

To tackle with the above challenges, in this paper, our first goal is to develop
an efficient authorized encrypted keyword search scheme, with the hope of real-
izing fine-grained authorization in team collaboration. We achieve this goal by
adopting the philosophy of puncturable encryption (PE) [10]. Specifically, we use
the tags of unauthorized users to update the access policy of ciphertexts. Com-
pared to directly applying PE to SE schemes for updating secret keys repeatedly,
doing so can reduce the communication cost between data owners and users. And
when the total number of users remains unchanged and the number of autho-
rized users increases, the communication cost between data owners and cloud
server and the computation cost of the encryption will be further reduced.

Based on the above construction, we further study how to harden it to against
IKGA. In prior arts, researchers try to address this problem by using authenti-
cation encryption [11,17,18]. Specifically, the data owner and the user use their
own secret key and the other party’s public key to encrypt keyword and generate
token, respectively. As a result, given the token, the cloud server can only search
over the ciphertexts generated by the specific owner whose public key is used in
the token. However, such a solution is only feasible to the single-user scenario
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because the authentication process is performed one-to-one between the data
owner and the user. In this work, we propose to leverage the dual-server [6,7]
technology, which generally requires two servers to cooperate to complete the
test algorithm.

In the following, we summarize our contributions:

– We motivate the need of MUSE in achieving authorized search in cloud-based
team cooperation. Specifically, we devise a multi-user public-key puncturable
encryption with keyword search scheme and optimize it to support IKGA-
resistance.

– Compared with existing MUSE schemes, our scheme has the following two
merits: 1) Efficient update. Any teammate can efficiently update the access
policy when some users exit or join without affecting the unchanged user. 2)
Non-interactive. There is no need for any third-party agencies to intervene in
the authorization or revocation process.

– Our scheme is proved to be secure to resist IKGA, which is missing in most
existing MUSE schemes. In addition, it also has better performance than
existing works. More specifically, the size of ciphertexts in our scheme is about
6 times smaller than that of [8,15], and the computation time of ciphertexts
is about 6 and 12 times less than that in [8,15], respectively.

Organization. The rest of this paper is organized as follows. Section 2 intro-
duces related works. In Sect. 3, we give the system overview and the threat model
of our scheme. Then the notations used throughout this paper, the bilinear pair-
ing used in the scheme construction, and the hardness assumptions applied in
security proof are all presented in Sect. 4. In Sect. 5, we define the dual-server
Public-key Puncturable Encryption with Keyword Search (dPPEKS) scheme
and its security model. Section 6 describes the dPPEKS scheme in detail, and
Sect. 7 gives strict security proof. We analyze the performance of our scheme
through experiments in Sect. 8. Finally, we present a brief conclusion in Sect. 9.

2 Related Work

The first PEKS scheme was proposed to enable one to search over encrypted
data generated by public key system from different writers [3]. Following the
work of Boneh et al. [3], researchers paid a number of efforts on this research
direction and developed versatile PEKS schemes. MUSE is one of them which
focuses on meeting the requirement of data sharing among multiple users. Zheng
et al. [27] first introduced attribute-based keyword search (ABKS) to enable the
data owner to encrypt the keyword with access control policy so that multiple
users with proper cryptographic credentials can launch valid queries. Later, in
order to delegate heavy system update workload to the cloud server, Sun et
al. [20] incorporated proxy re-encryption and lazy re-encryption techniques to
their ABKS scheme. Moreover, considering the requirement of multi-keyword
search, Yang et al. [24] developed a multi-keyword rank search system which
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supports flexible search authorization and time-controlled revocation for multi-
ple users. Closely-related to the above mentioned schemes, some MUSE works
based on symmetric SE are proposed as well. Curtmola et al. [9] used broadcast
encryption to naturally extend the symmetric SE to support multiple users in
keyword queries as long as they are authorized. In [2,25], a trusted third-party
is introduced to manage the key for user authorization and revocation.

In addition to the achievement in enriching search functionality, there are
some works focused on the investigation of PEKS security, particularly the poten-
tial risk from keyword guessing attack (KGA). The main reason KGA can work
is aforementioned limited size of keyword space in real life. And with the follow-
up to the investigation, the KGA has led to the launch of three research direc-
tions: 1) Off-line KGA from the external adversary, which means anyone other
than the server can continuously generate the ciphertext and test its correspon-
dence with eavesdropping token [5]; 2) On-line KGA from the external adversary,
a unique attack method, which requires the server to be on-line during the attack.
In another word, the adversary computes the ciphertexts for his choice of candi-
date keywords and sends the crafted ciphertexts to the server [26]. Finally, upon
observing the returning ciphertexts, including one of the crafted ciphertext, the
adversary can determine which keyword is relate to the token [26]. 3) IKGA,
namely the KGA from the internal adversary, where the cloud server generates
the keyword ciphertext of its choice and then performs the test operation to find
out the keyword of the search token [5].

To mitigate the potential risk of these three IKGAs, many efforts have been
made, yet, most solutions are concentrated on PEKS with single user [6,7,11,
17,18] and few on MUSE schemes. Li et al. [15] discussed how to defeat off-
line KGA for MUSE from the external adversary, while the influence of the
internal adversary is not mentioned. Regarding IKGA, two typical solutions are:
1) authentication encryption [11,17,18], which enables only legitimate senders
can generate the keyword ciphertext; and 2) dual-server technology [6,7], which
makes sure that only two servers cooperate to complete the test operation. Most
recently, Chen et al. [8] proposed an IKGA secure MUSE scheme. They first
introduced one server to generate the temporary search results, which later be
transformed into the final results by another server. In this way, neither server
can independently perform the test algorithm, and hence resisting the IKGA.
However, the empirical result shows that their scheme comes with expensive
computation and communication cost. To this end, in this paper, we concentrate
on addressing how to realize IKGA secure in an efficient manner.

3 Problem Statement

In this section, we first describe different parties involved in the proposed system
and provide a high-level description of our system. Then, to capture the capa-
bility of each participant, we define the threat model and make the information
each one holds and the behaviors they act explicit.
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Fig. 1. The system model of the dPPEKS scheme

3.1 System Model

Figure 1 illustrates the architecture of the encrypted file search in cloud storage
system. The data hosting service we consider to design involves four entities:
central authority, users, private cloud, and public cloud.

1. Central authority (CA). CA plays the role of a key generator, who is in charge
of generating system parameters and master secret key for the whole system.
Generating secret keys for the server and team members is the responsibility
of CA as well.

2. Users. Each user in our model has dual roles: the data sender (DS) and the
data receiver (DR). When a user acts as the DS, he generates and sends the
keyword ciphertext to the private cloud. Meanwhile, the file is encrypted and
sent to the public cloud. In another case, when a user plays the role of DR,
he will generate the token of the wanted keyword and send it to the private
cloud.

3. Private cloud (PriC). PriC is responsible for storing the encrypted files with
the keyword ciphertext and performing the access policy verification with the
token submitted by users.

4. Public cloud (PubC). PubC conducts the keyword test operation on the
authenticated ciphertext sent from the PriC.

3.2 Threat Model

Being consistent with most previous MUSE schemes, CA is supposed to be
wholly trusted in our model, who knows the secret key of the whole system
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but never launches an attack on the system. Then, we primarily stress that both
servers in our model behave entirely in an “honest-but-curious” fashion. Namely,
they will honestly follow the algorithm we set up and return the correct results.
However, both servers will be curious about the files the user searches for and
try to extract additional information from what they own, e.g., conducting the
IKGA. Furthermore, we assume that the two servers will never collude with
each other, in other words, they will not share their secret key. Lastly, the team
members in our model, who have the search capability, are considered reliable.
Yet, once they leave the current team, they will be regarded as the external
adversary.

4 Preliminaries

In this section, we introduce the bilinear pairing in Sect. 4.1. In Sect. 4.2, we
present the hardness assumptions that the security of our scheme relies on.

4.1 Bilinear Pairing

Let G and GT be two cyclic groups with the same prime order p. A map e:
G × G → GT is bilinear if it satisfies the following three conditions [4]:
1. Bilinear: ∀ u, v ∈ G and x, y ∈ Z∗

p , we have e(ux, vy) = e(u, v)xy;
2. Non-degeneracy: If g is a generator of G, then we have e(g, g) �= 1;
3. Computability: For any group elements x, y ∈ Z∗

p , there is a polynomial time
algorithm to compute the value of e(gx, gy).

4.2 Hardness Assumption

Given a tuple (g, ga, gb), where g, ga, gb ∈ G1. The Computational Diffie-
Hellman (CDH) problem in G1 is to compute gab. The advantage for a prob-
abilistic polynomial-time (PPT) adversary A to solve the above problem is:
AdvCDH(A) = | Pr[A(g, ga, gb) = gab] |.
Definition 1. (CDH assumption) We say that the CDH assumption holds if
AdvCDH(A) is negligible for A.

Given a tuple (g, ga, gb, gc, g′), where g, ga, gb, gc ∈ G1 and g′ ∈ G2. The
Decisional Bilinear Diffie-Hellman (DBDH) problem [22] in (G1,G2) is to decide
if g′ = e(g, g)abc. The advantage for a PPT adversary A to solve the problem is:
AdvDBDH(A) = | Pr[A(g, ga, gb, gc, e(g, g)abc) = 1]−Pr[A(g, ga, gb, gc, g′) = 1] |.

Definition 2. (DBDH assumption) We say that the DBDH assumption [22]
holds if AdvDBDH(A) is negligible for A.

Given a tuple (g, ga), where g, ga ∈ G1. The Discrete Logarithms (DL) prob-
lem in G1 is to compute the value of a. The advantage for a PPT adversary A
to solve the above problem is: AdvDL(A) = | Pr[A(g, ga) = a] |.
Definition 3. (DL assumption) We say that the DL assumption holds if
AdvDL(A) is negligible for A.
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5 Definition and Security

Definition 4. A dPPEKS scheme can be constructed from the following six
algorithms:

– Setup(1k, d). This probabilistic algorithm is run by the CA to setup the
system. It inputs a security parameter k, the threshold d and returns the
system parameter SP, the master secret key MSK, PubC’s secret key SKPubC ,
PriC’s secret key SKPriC and servers’ joint public key PKjs.

– Derive(SP, MSK, τi). This probabilistic algorithm is run by the CA to derive
keys for users. It inputs the system parameter SP, the master secret key MSK
and the user’s tag τi, and returns the authentication secret key SKτi

au, public
key pkτi

and identity secret key SKτi

id to the user.
– PunEnc(SP, SKτi

au, PKjs, w, T †). This probabilistic algorithm is run by
DS to generate the keyword ciphertext. It inputs the system parameter SP,
authentication secret key SKτi

au, servers’ joint public key PKjs, keyword w
and access policy T †, and returns the keyword ciphertext CTw.

– TokGen(SP, w∗, SK
τj

id ). This probabilistic algorithm is run by DR whenever
he wants to search for some files containing the specific keyword w∗. It inputs
the system parameter SP, the keyword w∗ and DR’s identity secret key SK

τj

id ,
and finally returns the search token STw∗ .

– PolicyTest(SKPriC , STw∗ , CTw). This algorithm is run by the PriC to verify
if the STw∗ satisfies the access policy contained in CTw. It inputs the PriC’s
secret key SKPriC , the search token STw∗ and the keyword ciphertext CTw,
and returns authenticated ciphertexts C, whose tag satisfies τ /∈ T †.

– KeywordTest(SKPubC ,C). This algorithm is run by PubC to test if the
authenticated ciphertexts C contains the same keyword in STw∗ . It inputs
the PubC’s secret key SKPubC and the authenticated keyword ciphertext C,
and returns 1 if w = w∗, otherwise returns 0.

For clarity, hereafter we consider the two algorithms PolicyTest(SKPriC ,
STw∗ , CTw) and KeywordTest(SKPubC ,C) as one algorithm Test(SKPriC ,
SKPubC , STw∗ , CTw) in all security game and proof, which will not influence
the security proof. It is reasonable as we assume that the challenger holds the
ability of both policy test and keyword with the secret key of PriC and PubC.

Definition 5. (CT-IND-CKA game) Given the security parameter k and the
threshold parameter d, let A be the adversary, B be the challenger, and W be the
keyword space.

– Setup. B runs the setup algorithm Setup(1k, d), gives the system parameters
SP to the A, and keeps the master secret key MSK and the secret key of both
two servers SKPriC , SKPubC .

– Query phase 1. A is allowed to adaptively makes the following four queries:
� Key query 〈τi〉: A can adaptively ask B the secret key for any tag τi ∈ {0, 1}∗

of his choice. B generates the secret key following the algorithm Derive(SP,
MSK, τi) and returns it to A.
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� Ciphertext query 〈w〉: A can adaptively choose a random keyword w from
W , and ask B the ciphertext of w. After receiving the request, B calls the
algorithm PunEnc to generate the keyword ciphertext CTw = PunEnc(SP,
SKτi

au, PKjs, w, T †) and finally returns it to A.
� Token query 〈w〉 : A can adaptively choose a random keyword w from W ,
and ask B the search token of keyword w. After receiving the request, B calls
the algorithm TokGen to generate the search token of keyword STw = Tok-
Gen(SP, w∗, SK

τj

id ) and finally returns it to A.
� Test query 〈CTw, STw′ 〉 : A can adaptively test if the CTw and STw′ con-
taining the same keyword by asking B. After receiving the test request from
A, B runs the Test(SKPriC , SKPubC , STw∗ , CTw). B returns 1 to A if STw

and CTwi
containing the same keyword and the tag in STw does not exist in

the access policy of CTwi
or 0 otherwise.

– Challenge. Once A decides to finish the phase 1, he will choose two different
keywords w0 and w1 from W and a tag τ∗, which are then sent to B as A′s
challenge. The only restriction is that A cannot query the ciphertext of w0

and w1 in phase 1. After receiving the two challenge keywords, B selects a
random bit b ∈ {0, 1} and sends a challenge ciphertext CTwb

to A.
– Query phase 2. A continues to adaptively query to oracles as in phase 1.

The only restriction is that A cannot query the keyword ciphertexts of w0 and
w1 in query phase 1.

– Guess. A outputs his guess b
′ ∈ {0, 1}. If b

′
= b, we say A wins the game.

We define the advantage of A in CT-IND-CKA game is AdvCT
A (k) = |Pr[b

′
=

b] − 1/2|.
Definition 6. A dPPEKS scheme is assumed to be CT-IND-CKA secure if for
all sufficiently large k and PPT adversary A, there exists a negligible function
negl such that AdvCT

A (k) ≤ negl(k).

Definition 7. (ST-IND-CKA game) Given the security parameter k and the
threshold parameter d, and let A be the adversary, B be the challenger, and W
be the keyword space.

– Setup. B runs the setup algorithm Setup(1k, d), gives the system parameters
SP to A, and keeps the master secret key MSK and the secret key of both two
servers SKPriC , SKPubC .

– Query phase 1. A is allowed to adaptively makes four queries as in Defini-
tion 5.

– Challenge. Once A decides to finish the phase 1, he will choose two differ-
ent keywords w0 and w1 from W and a tag τ∗ as his challenge. The only
restriction is that A cannot query the secret key of τ∗ and the search token
of w0 and w1 in query phase 1. After receiving the two challenge keywords,
B selects a random bit b ∈ {0, 1} and sends a challenge search token STwb

=
TokGen(wb, SKτ∗ , SP) to A.

– Query phase 2. A continues to adaptively query to oracles as in phase
1. There are two restrictions here. The first is that no secret key query is
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allowed on tag τ∗, and the second is that both keywords w0 and w1 should not
be queried to the TokGen oracle.

– Guess. A outputs the guess b
′ ∈ {0, 1}. If b

′
= b, we say A wins the game.

We define the advantage of A in ST-IND-CKA game is AdvST
A (k) = |Pr[b

′
=

b] − 1/2|.
Definition 8. A dPPEKS scheme is assumed to be ST-IND-CKA secure if for
all sufficiently large k and PPT adversary A, there exists a negligible function
negl such that AdvST

A (k) ≤ negl(k).

Definition 9. A dPPEKS scheme is assumed to be semantically secure against
insider keyword guessing attack if for any PPT adversary A, both AdvST

A (k) and
AdvCT

A (k) are negligible in the security parameter k.

6 Our dPPEKS Scheme

As introduced in Sect. 4, our scheme is composed of six algorithms. In this
section, we will describe the dPPEKS scheme algorithm by algorithm.

6.1 Construction

First of all, the tag of each user in our paper is randomly chosen from {0, 1}∗,
and each user is required to submit his tag before the whole process. The tag
set of all team members is denoted by T . The threshold d represents the number
of unauthorized users (i.e., leaving users). The access policy T † is consisted in
the tags of all leaving members and the random strings if the number of leaving
members is less than the threshold d. Then our design details are given as follows.

System Setup. The Setup algorithm, performed by CA, with inputs security
parameter k and the threshold d, first generates the system parameters for the
whole system, and then outputs the master secret key for key derivation. When
generating the master secret key, the most important point is that choosing a tag
t0, which should be different with all tags in T . As for server’s key, it chooses two
random elements y, z from Zp as the secret key of the PriC and PubC, respec-
tively. Then, computing gyz as the joint public key of these two servers, where
g is an element of the system parameters. In this paper, we assume that system
parameters and the joint public key are shared for all participants within the
system, while the master secret key is only known to the CA. Given part of the
system parameters (g2, V (1), . . . , V (d)), it’s easy for any participants to com-
pute V (·) by interpolating in the exponent. The Setup algorithm is formulated
in Algorithm 1.

Key Derivation. The Derive algorithm, performed by CA, is responsible for
computing the secret and public key pairs for each member in the team. Without
loss of generality, here we take the ith user as an example. First, a random
number chosen from the group Zp is set to be the authentication secret key
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Algorithm 1. Setup
Require: Security parameter k; the threshold value d.
Ensure: System parameters SP; master secret key MSK; PubC’s secret key SKPubC ;

PriC’s secret key SKPriC ; the server’s joint public key PKjs;.
1: Choose a group G of prime order p, a generator g and a hash function H :{0, 1}∗ →

Zp

2: (ad, ad−1, . . . , a1, a0)
R←−Zd+1

p , q(x) ← adxd + ad−1x
d−1 + . . . + a1x + a0

3: r, α
R←−Zp, t0

R←− {0, 1}∗ , g1 ← gα, g2 ← ga0 , V (x) ← gq(x)

4: SP← (g, g1, g2, V (1) , . . . , V (d)), sk
(1)
0 ← gα+r

2 , sk
(2)
0 ← V (H (t0))

r

5: sk
(3)
0 ← gr, sk

(4)
0 ← V (H (t0)), sk

(5)
0 ← t0

6: MSK← (sk
(1)
0 , sk

(2)
0 , sk

(3)
0 , sk

(4)
0 , sk

(5)
0 )

7: y, z
R←−Zp, SKPubC ← y, SKPriC ← z, PKjs ← gyz

Algorithm 2. Derive
Require: System parameters SP; master secret key MSK; the ith user’s tag τi.
Ensure: The ith user’s authentication secret key SKτi

au; public key PKτi
au; identity

secret key SKτi
id .

1: x
R←−Zp, SKτi

au ← x, PKτi
au ← gx, r0, r1, λ

′ R←−Zp

2: ski0 ← (sk
(1)
0 · gr0−λ′

2 , sk
(2)
0 · (sk

(5)
0 )r0 , sk

(3)
0 · gr0 , sk

(4)
0 , sk

(5)
0 )

3: ski1 ← (gλ′+r1
2 , V (H (τi))

r1 , gr1 , τi, V (H (τi))), SKτi
id ← [ski0, ski1]

of the ith user. Then, the public key of the ith user can be derived from the
authentication secret key (line 3 in Algorithm 2). Taking the system parameters,
master secret key and the tag of the ith user as inputs, this algorithm computes
the identity secret key and sends it with the authentication secret key to the ith
user through a secure channel. The public key of the ith user will be sent to the
user publicly. The detailed generation process is described in Algorithm 2.

Keyword Encryption. Given a keyword w, the PunEnc algorithm will first
choose a bilinear paring map and a hash function (line 1 in Algorithm 3), with
which it can compute the keyword ciphertext. Only the tags of unauthorized
users will be added into the access policy T † (line 3 in Algorithm 3). If the
number of leaving users is smaller than the threshold, some random bit string
will be chosen to fill the gap. More succinctly, once someone’s tag, usually the tag
of leaving members, belongs to the access policy, he cannot pass the Algorithm 5
and get the DS’s ciphertext. Except for the access policy, system parameters and
authentication secret key are used to generate the keyword ciphertext as well.
Algorithm 3 displays the details of PunEnc.

Token Generation. For the purpose of searching the encrypted files containing
specific keyword w∗, DR will run the TokGen algorithm to obtain the token
with his identity secret key. Without loss of generality, we take the jth user
as an example in this algorithm. Input the identity secret key of the jth user,
this algorithm outputs the search token, a tuple (stj0, stj1), where stj0 and stj1
are both consisted of four parts. Note that, the random number r′ (line 1 in
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Algorithm 3. PunEnc
Require: System parameters SP; the server’s joint public key PKjs; the ith user’s

authentication secret key SKτi
au; keyword w; access policy T †.

Ensure: Ciphertext CTw.
1: Choose a bilinear pairing map e: G × G → GT and a hash function H 1:

G → GT

2: s
R←−Zp, ct(1) ← e(g1, g2)

sH(w) · H1(g
xyz), ct(2) ← gs, ct(3) ← gx

3: ct(3,1) ← V (H (t1))
s, . . . , ct(3,d) ← V (H (td))

s

4: CTw ← (ct(1), ct(2), ct(3), ct(3,1), . . . , ct(3,d), T †)

Algorithm 4. TokGen
Require: System parameters SP; user’s identity secret key SK

τj

id ; keyword w∗

Ensure: Token STw∗ .

1: r′ R←−Zp, st
(1)
j0 ← (sk

(1)
j0 )H(w∗) · gr′

2 , st
(2)
j0 ← (sk

(2)
j0 )H(w∗) · (sk

(5)
j0 )r′

2: st
(3)
j0 ← (sk

(3)
j0 )H(w∗) · gr′

, st
(4)
j0 ← sk

(4)
j0 , stj0 ← (st

(1)
j0 , st

(2)
j0 , st

(3)
j0 , st

(4)
j0 )

3: st
(1)
j1 ← (sk

(1)
j1 )H(w∗) · gr′

2 , st
(2)
j1 ← (sk

(2)
j1 )H(w∗) · (sk

(5)
j1 )r′

4: st
(3)
j1 ← (sk

(3)
j1 )H(w∗) · gr′

, st
(4)
j1 ← sk

(4)
j1 , stj1 ← (st

(1)
j1 , st

(2)
j1 , st

(3)
j1 , st

(4)
j1 )

5: STw∗ ← (stj0, stj1)

Algorithm 4) ensures the indistinguishability of the token. Algorithm 4 displays
the details of TokGen.

Policy Test. Upon receiving the search token (stj0, stj1) from the jth user,
PriC searches the keyword ciphertexts sent from different DS. Here we take
the keyword ciphertext generated by the ith user as an example. Note that,
the pseudo-code showed below ignores a step that the PriC will first verify the
validity of ciphertext by comparing the ct(3) with the public key set of the whole
team. If the ct(3) is not contained in the public key set of the team, the subsequent
test process of this ciphertext will be terminated. This step is added to prevent
malicious external users from uploading illegal ciphertexts. Then, based on the
Lagrange interpolation polynomial, it calculates the coefficients by exploiting
the access policy, a part of the search token (lines 7 to 11 in Algorithm 5). The
results make an explanation to the fact that once the DR’s tag is contained in
the access policy, then he cannot get corresponding ciphertexts. If the jth user
is authorized to the keyword, this algorithm will continue with PriC’s secret
key. Finally, PriC sends the verified keyword ciphertext to PubC. The detail of
PolicyTest is described by the Algorithm 5.

Keyword Test. In this algorithm, the relationship between the ciphertexts and
the search token will be test. PubC will conduct the keyword test with its secret
key to obtain all ciphertext containing the queried keyword. The detailed process
of KeywordTest is shown in Algorithm 6.
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Algorithm 5. PolicyTest
Require: Token STw∗ ; ciphertext CTw; PriC’s secret key SKPriC .
Ensure: Output: Authenticated ciphertext.
1: for i=0 to 1 do
2: T †

i ← (st
(4)
ji , t1, t2, . . . , td), u∗

i ← ∏
tm∈T

†
i \{st

(4)
ji }

−H(tm)

H(st
(4)
ji )−H(tm)

3: for k=1 to d do
4: uki ← ∏

tm∈T
†
i \{tk}

−H(tm)
H(tk)−H(tm)

5: end for

6: zi1 ← e(st
(1)
ji , ct(2)), zi2 ← e(st

(2)
ji , ct(2))

u∗
i

7: zi3 ← e(st
(3)
ji ,

∏d
k=1 (ct(3,k))

uki
), Zi ← zi1

zi2·zi3
8: end for
9: C ← (ct(1), ct(3)

z
,
∏1

i=0 Zi)

Algorithm 6. KeywordTest
Require: Authenticated ciphertext C; PubC’s secret key SKPubC .
Ensure: Authenticated ciphertext.
1: c ← C(1)

H1(C(2)y)·C(3)

Correctness. Let SKτi
au, pkτi

be the authentication secret key and public key
of the ith user, SK

τj

id be the identity secret key of the jth user, whose tag is τj .
Let CTw be the ciphertext that contains the keyword w and access policy T †

sent from the ith user, STw∗ be the search token of keyword w∗ that generated
by the jth user. Then we can verify the correctness of our scheme as follow:

• First of all, find a tuple (u∗
0, u10, . . . , ud0) that meets q(0) = u∗

0 · q(H(st(4)j0 ))+
∑d

k=1 (uk0 · q(H(tk))). In this step, since st
(4)
j0 = t0 and t0 is a tag that does

not belong to T , we can work out the correct coefficient value u∗
0, u10, . . . , ud0

and compute as following:

uk0 =
∏

ti∈T †
0 \{tk}

−H(ti)
H(tk) − H(ti)

, u∗
0 =

∏

ti∈T †
0 \{st

(4)
j0 }

−H(ti)

H(st(4)j0 ) − H(ti)
,

z01 = e(st(1)j0 , ct(2)), z02 = e(st(2)j0 , ct(2))
u∗
0
, z03 = e(st(3)j0

d∏

k=1

(ct(3,k))uk0),

z02 · z03 = e(g(r+r0)H(w∗)+r′
, gsa0), Z0 =

z01
z02 · z03

= e(g(α−λ′)H(w∗), gsa0).

• Second, find a tuple (u∗
1, u11, . . . , ud1) that meets q(0) = u∗

1 · q(H(st(4)j1 )) +
∑d

k=1 (uk1 · q(H(tk))). In this step, the value of st
(4)
j1 is the tag of the receiver

τj . Once the receiver’s tag does not belong to the access policy T †, the coef-
ficient can be properly computed. This characteristic is determined by the
properties of the Lagrange interpolation polynomial. Now we suppose that
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the receiver is authorized by sender for the keyword w, then we can work out
the correct coefficient value u∗

1, u11, . . . , ud1 and compute as following:

uk1 =
∏

ti∈T †
1 \{tk}

−H(ti)
H(tk) − H(ti)

, u∗
1 =

∏

ti∈T †
1 \{st

(4)
j1 }

−H(ti)

H(st(4)j1 ) − H(ti)

z11 = e(st(1)j1 , ct(2)), z12 = e(st(2)j1 , ct(2))
u∗
1
, z13 = e(st(3)j1 ,

d∏

k=1

(ct(3,k))uk1),

z12 · z13 = e(gr1·H(w∗)+r′
, gsa0), Z1 =

z11
z12 · z13

= e(gλ′H(w∗), gsa0).

• Finally, set C = (ct(1), ct(3)
z
,
∏1

i=0 Zi), and test the relationship between the
ciphertext CTw and the search token STw∗ as follows:

c =
C(1)

H1(C(2)y) · C(3)
=

e(g1, g2)
sH(w) · H1(gxyz)

H1(gxyz) · e
(
g(α−λ′)H(w∗), gsa0

) · e(gλ′H(w∗), gsa0)

=
e(g1, g2)

sH(w)

e(gαH(w∗), gsa0)
=

e(g1, g2)
sH(w)

e(g1, g2)
sH(w∗)

Then it can be discussed from the following two cases: if w = w∗ holds, then
set the value of c to 1; otherwise, set the value of c to 0. In summary, the
correctness of our scheme has been proved.

7 Security Analysis

We evaluate the security of our dPPEKS scheme by analyzing its achievement of
the definitions in Sect. 5. The dPPEKS scheme that can resist KGA defined in
this paper needs to simultaneously satisfy the ciphertext indistinguishability and
the search token indistinguishability under adaptively chosen keyword attack
[19]. In the game described in this section, the adversary can access the key
oracle, the ciphertext oracle, the token oracle and the test oracle arbitrarily. In
the following, we give the security proof of our proposed scheme.

Theorem 1. Under the DBDH and DL assumptions in the standard model,
our dPPEKS scheme is secure against the off-line keyword guessing attack from
internal attackers.

This theorem will be proved through Lemmas 1 and 2 stated as follows.

Lemma 1. Our dPPEKS scheme satisfies the CT-IND-CKA security under the
DBDH assumption in the standard model.

Proof. Here we will show that if there is an adversary ACT that can break the
CT-IND-CKA security of our dPPEKS scheme with a non-negligible advantage
ε, it is equivalent to the existence of an algorithm ADBDH that can solve the
DBDH problem with the same advantage.
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Let (p,G1,G2, e, g, A = ga, B = gb, C = gc,X) be an instance of the DBDH
problem. ADBDH tries to distinguish X and e(g, g)abc, then it interacts with the
adversary ACT as follows:

Setup. The algorithm ADBDH randomly chooses a d-degree polynomial q(·)
whose constant term is equal to a0, sets V (x) = gq(x) and g2 = ga0 . Then it
selects one hash function H : {0, 1}∗→Zp, two random numbers α, r ∈ Zp,
t0 ∈ {0, 1}∗, and sets g1 = gα. Set the master key MSK, a five-tuple, which
consists of the following five parts: sk

(1)
0 = g2

α+r, sk
(2)
0 = V (H (t0))

r
, sk

(3)
0 =

gr, sk
(4)
0 = t0, sk

(5)
0 = V (H (t0)). Set the secret key and joint public key of two

servers: SKPubC = y, SKPriC = z, PKjs = gyz, where y, z is randomly chosen
from Zp. Finally, it sends PKjs = gyz and SP = (g,Aα, Ba0 , V (1), . . . , V (d)) to
the adversary ACT .

Query Phase 1. The adversary ACT adaptively makes queries to oracles. The
algorithm ADBDH responds in the following form:

Key query 〈τi〉. The algorithm ADBDH randomly samples x, r0, r1, λ
′ ∈ Zp

and a tag τi ∈ {0, 1}∗ and sets authentication key pair (SKτi
au, PKτi

au) = (x, gx),
identity secret key SKτi

id = (skn0, skn1), where

skn0 = (g2α+r+r0−λ′
, V (H(t0)

r+r0 , gr+r0 , t0, V (H(t0)))

skn1 = (g2λ′+r1 , V (H(τi))
r1 , gr1 , τi, V (H(τi)))

Finally, ADBDH returns (SKτi
au, PKτi

au) and SKτi

id to ACT .
Ciphertext query 〈w〉. The algorithm ADBDH samples a random num-

ber s ∈ Zp to generate the keyword ciphertext CTw = (ct(1), ct(2), ct(3,1),
ct(3,2), . . . , ct(3,d), T†), where ct(1) = e(Aα, Ba0)sH(w) · H1(gxyz), ct(2) = gs,
ct(3) = gx, ct(3,1) = V (H(t

′
1))

s, . . ., ct(3,d) = V (H(t
′
d))

s. Finally, ADBDH returns
CTw to ACT .

Token query 〈w〉. The algorithm ADBDH randomly selects a number r′ ∈ Zp,
generates the search token of keyword STw = (stn0, stn1), where

stn0 = (st(1)n0 , st
(2)
n0 , st

(3)
n0 , st

(4)
n0 ), st(1)n0 = g2

(α+r+r0−λ′)H(w)+r′
,

st
(2)
n0 = V (H(t0))(r+r0)H(w)+r′

, st
(3)
n0 = g(r+r0)H(w)+r′

, st
(4)
n0 = t0,

stn1 = (st(1)n1 , st
(2)
n1 , st

(3)
n1 , st

(4)
n1 ), st(1)n1 = g2

(λ′+r1)H(w)+r′
,

st
(2)
n1 = V (H(tτ ))r1H(w)+r′

, st
(3)
n1 = gr1H(w)+r′

, st
(4)
n1 = τ.

and returns it to ACT .
Test query 〈CTw, STw′ 〉. The algorithm ADBDH runs the Test(SKPriC ,

SKPubC , STw∗ , CTw) and returns 1 to ACT if the keyword corresponding to
STw and CTwi

is the same and the tag in STw does not exist in the access
policy of CTwi

or 0 otherwise.

Challenge. In this step, the adversary ACT will submit his challenge: two dif-
ferent keywords w0, w1 and a tag τ∗ with the restriction that both two keywords
and tag τ∗ never be queried in phase 1. The algorithm ADBDH randomly selects
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a bit β ∈ {0, 1}. Then it chooses a random number s∗ ∈ Zp and computes CTwβ

= (Xαa0s∗H(wβ) · H1(gxyz), gαa0cs∗
, gx, V (H(t1))αa0cs∗

, . . ., V (H(td))αa0cs∗
). It

should be noted that there should be one tag ti equals to τ . Finally, it returns
the challenge ciphertext CTwβ

to the adversary ACT .

Query Phase 2. The adversary ACT adaptively makes the queries to oracles
as in phase 1. Notice that both keywords w0 and w1 should not be queried to
get their ciphertexts and the secret key should not be queried on the tag τ∗.

Guess. The adversary ACT outputs the guess β′ ∈ {0, 1}. If β = β′ which means
that X = e(g, g)abc, the algorithm ADBDH outputs 1 or 0 otherwise.

Next, we analyze the advantage of the algorithm ADBDH in solving the
DBDH problem. In the challenge phase, if X = e(g, g)abc, then let s′ = s∗ ·αa0c.
We will get CTwβ

= (ct(1), ct(2), ct(3), ct(3,1), . . . , ct(3,d)), where

ct(1) = e(g, g)abαa0cs∗H(wβ) · H1(gxyz) = e(A,B)s′H(wβ) · H1(gxyz)

ct(2) = gαa0cs∗
= gs′

, ct(3) = gx

ct(3,1) = gαa0cs∗q(H(t1)) = V (H(t1))s′
, . . . , ct(3,d) = gαa0cs∗q(H(td)) = V (H(td))s′

It is clear that when X = e(g, g)abc, CTwβ
is a valid ciphertext of the keyword

wβ . And the adversary ACT wins the game with the probability: |Pr[β′ = β] −
1/2| = ε. In another case, when X is a random element in the group G2, the
adversary ACT can obtain no additional information from the ciphertext of the
keyword wβ . Therefore, the guess β′ satisfies Pr[β′ = β] = 1/2. In summary,
the advantage of the algorithm ADBDH to solve the DBDH problem satisfies the
following equation: |Pr[ADBDH(p,G1,G2, e, g, ga, gb, gc, e(g, g)abc) = 1|a, b, c ∈
Zp] − Pr[ADBDH(p,G1,G2, e, g, ga, gb, gc,X) = 1|a, b, c ∈ Zp ∧ X ∈ G2]| =
|(1/2 ± ε) − 1/2| = ε. This completes the proof of Lemma 1.

Lemma 2. Our dPPEKS scheme satisfies the ST-IND-CKA security under the
DL assumption in the standard model.

Proof. Here we will show a series of games based on the Definition 8.

Game 0. This is the original game as described in Definition 7, and we can
redefine the advantage that the adversary wins in Game 0 as AdvGame0(A) =
AdvST (A).

Game 1. Let Game 1 be the same as Game 0, except for the choice of chal-
lenge token. The token of wβ , referred as ST ∗

wβ
=(st∗n0, st

∗
n1), is computed in the

following way:

st∗n0 = (st(1)∗n0 , st
(2)∗
n0 , st

(3)∗
n0 , st

(4)∗
n0 ), st(1)∗n0 = g

c1·H(wβ)+r′

2 ,

st
(2)∗
n0 = (V (H(t0)))c2·H(wβ)+r′

, st
(3)∗
n0 = gc3·H(wβ)+r′

, st
(4)∗
n0 = t0,

st∗n1 = (st(1)∗n1 , st
(2)∗
n1 , st

(3)∗
n1 , st

(4)∗
n1 ), st(1)∗n1 = g

c4·H(wβ)+r′

2 ,

st
(2)∗
n1 = (V (H(tτ )))c5·H(wβ)+r′

, st
(3)∗
n1 = gc6·H(wβ)+r′

, st
(4)∗
n1 = τ
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where c1, c2, c3, c4, c5, c6 are chosen randomly from Zp. We can find that it is
impossible for any PPT adversary to compute the value of r′ based on the
DL assumption, even if SP, pk and pks are known to the adversary. Fur-
thermore, due to the randomness of r′, the distribution of ST ∗

wβ
and STwβ

cannot be distinguished from the perspective of adversary. Thus, we have
| AdvGame1(A) − AdvGame0(A) | ≤ AdvDL(A), and the AdvDL(A) is negligible
if the DL assumption holds (Definition 3).

Game 2. Let Game 2 be the same as Game 1, except for the choice of chal-
lenge token. Randomly choose st∗∗

n0 and st∗∗
n1 from G1 as the component of ST ∗∗

wβ
.

Due to the randomness of r′ and the chosen approach of ST ∗∗
wβ

, it is impossible
for adversary to distinguish ST ∗

wβ
and ST ∗∗

wβ
. Thus, we have AdvGame2(A) =

AdvGame1(A). Moreover, we know that the adversary wins in Game 2 with prob-
ability 1

2 because ST ∗∗
wβ

is independent of β. Therefore, the advantage that the
adversary wins in the Game 2 can be presented as AdvGame2(A) = | 1

2 − 1
2 |= 0.

Finally, based on the game defined above, we have | AdvGame2(A) −
AdvST (A) | ≤ AdvDL(A), where AdvGame2(A) = 0 and AdvDL(A) is negligible.
In all, the advantage AdvST (A) is negligible.

This completes the proof of Lemma 2.

8 Performance Analysis

Comparing with the prior dual-server scheme [6] and MUSE schemes [8,15],
we briefly conduct theoretical analysis and actual experiments of our dPPEKS
scheme in this section. All the experiments in this section are conducted on
a laptop with Windows 10 Intel (R) Core (TM) i5-5200U CPU @ 2.20 GHz
and 4 GB RAM with Java language. In our implementation, the cryptographic
operations are implemented with the help of source library jpbc. As for the
experimental configuration, the Type A which can be constructed on the curve
y2 = x3 +x over the finite field Fp for the prime number p = 3 mod 4, is chosen
to do the pairing operation.

8.1 Theoretical Analysis

When conducting theoretical analysis on [6,8,15] and the proposed dPPEKS
scheme, for the sake of fairness, we exclude the communication and computation
cost of encrypting and decrypting steps existing in [15]. Furthermore, for attribute-
based schemes [8,15], the attribute contained in their access policy is equivalent to
the authorized tags in dPPEKS scheme. The number of keywords is fixed to one
in conjunctive keyword search scheme [8]. Note that, only time-consuming opera-
tions like the exponential operation (E), bilinear pairing operation (P ) and three
kinds of hash operation (H : {0, 1}∗ → G1, H1: GT → {0, 1}k, HT : G1 → GT

respectively) are considered in our theoretical computation cost analysis.
To demonstrate the efficiency of our scheme in keyword encryption intu-

itively, we compare the communication (comm.) and computation (comp.) costs
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by histogram in Fig. 2(a) and (b). In terms of communication cost, Fig. 2(a)
clearly shows that with the increase of authorized users, the size of ciphertexts
in [6,8,15] increases linearly. While the proposed dPPEKS scheme is superior
with the aforementioned three schemes. The difference of [8,15] and our scheme
in ciphertext size is slight when n equals to 50, but when n increases to 90, the
communication cost in our scheme is only 1.8 Kb, which is about 6 times smaller
than that of [8,15].

The proposed dPPEKS scheme has much less computational burden than
those in [6,8,15]. As shown in Fig. 2(b), the average encryption time of our
scheme is far less than the other three schemes. For example, when setting n =
90, it only costs 0.177 s to generate the ciphertext containing 90 users in our
scheme, which is about 6 and 12 times less than that in [8,15].
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Fig. 2. Demonstration of effectiveness for our dPPEKS scheme.

8.2 Experiment Analysis

As for the performance analysis, we conduct experiment simulation of our
dPPEKS scheme. In our experiments, the tag and keyword space are consists
of 100 and 1000 strings randomly selected in {0, 1}∗, respectively. The security
parameter k is set to 128 bits. For comparison, we set N = 100 in the whole
paper. Note that, the reason why we omit the experimental comparison between
our scheme and other schemes are listed as follows: First, the scheme in [6] is
only suitable for single user scenario. Second, the authorization mechanism of



320 L. Mei et al.

our scheme is completely different from other MUSE schemes. Through theoret-
ical analysis, we prove that the size of the team does not affect the time cost in
our proposed scheme. Other schemes sacrifice communication costs to achieve
efficient privilege matching, i.e., the authorization matrix [15] and the access
tree [8].

First, we explore how n affects the time cost of the three algorithms contain-
ing in our scheme: Setup, PunEnc and TokGen. As shown in Fig. 2(c), the
algorithm TokGen costs an average of 141 ms, which is independent with the
value of n. Besides, Fig. 2(c) also lists the Setup and PunEnc time cost against
the value of n increases, which indicates that the more users are authorized, the
less is the computational cost derived by Setup and PunEnc.

To have a better understanding of the effect of n and nw on algorithm
PunEnc, our experiment shows the total per keyword encrypting time for differ-
ent values of n. Figure 2(d) shows the encryption time it takes for each keyword
is 1.7 s when n = 50, while it only consumes 0.37 s on average when n = 90.

Finally, given a search token, we evaluate the performance of ciphertext
retrieval in test operation including PolicyTest (PT) and KeywordTest (KT)
when the number of keywords increases. By setting n = 95, Fig. 2(e) shows
that the number of keywords is positively correlated with the time cost of test
operation. Furthermore, considering the detailed time cost of PolicyTest and
KeywordTest, we analyze the two algorithms separately in Fig. 2(f). By varying
the number of authorized users from 75 to 95, the computational cost of Pol-
icyTest is almost negatively related to the variable n. This can be explained
based on the fact that the size of keyword ciphertexts is linear with the number
of unauthorized users, which will decrease when the number of users n increases.
At the same time, the time cost of KeywordTest approaches to constant 16ms.

9 Conclusion

In this paper, we propose a new scheme named dPPEKS that can be appropri-
ately applied in the cloud storage system. This scheme deals with the problem of
data sharing within a team implementing encryption strategies. The heart of this
scheme is the exploration of a new perspective to realize efficient data sharing by
changing the object contained in the access policy from authorized users to unau-
thorized users. It enables data senders to set the access policy of their encrypted
files and allows other teammates to search and read the ciphertexts without the
help of data owners. Besides, when teammates change, the data owner can effi-
ciently update the user’s search rights without affecting other users. The scheme
has been proved to be KGA-secure against any internal adversary through thor-
ough security proof under the standard model. Furthermore, we also analyze
the communication and computational cost of our scheme in detail. Extensive
results prove that our scheme is superior as compared with other schemes in
efficiency and security. Last but not least, we hope our research can take a new
perspective for designing the MUSE schemes and promote the research on access
strategies for cloud-based data deploying encryption.
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Abstract. Ranked search allows the cloud server to search the top-k
most relevant documents according to the relevance score between query
keyword and documents, which has been recognized as the most promis-
ing way to realize secure search over encrypted database. However, recent
studies show that some privacy protection methods commonly used in
ranked search, like order-preserving encryption (OPE), have some secu-
rity problems. In this paper, we first propose a scheme, called privacy-
preserving ranked searchable encryption based on differential privacy
(DP-RSE). Specifically, we add noise drawn from a Laplace distribution
into the relevance score to disturb its value. In this way, no matter how
much background the adversary has, he (or she) cannot obtain the true
relevance score or ranked order. Moreover, our scheme ensures the cor-
rectness of search results with high probability. The experiment results
show that our scheme can achieve sub-linear efficiency and the accuracy
of search results can reach 94%.

Keywords: Differential privacy · Ranked search · Laplace
distribution · Order-preserving encryption

1 Introduction

The huge storage capacity and economic service cost of cloud servers attract
more and more clients to outsource private data to them. While in practice, cloud
server is not always fully trusted. Considering the privacy of data, it is necessary
to encrypt the data before uploading. But this will bring another problem, that
is, some common retrieval methods such as the keyword search cannot be directly
executed on ciphertexts. Ranked searchable encryption allows the cloud server
to search the top-k most relevant documents according to the relevance score
between query keyword and documents, which has been recognized as the most
promising way to realize secure search over encrypted database. This reduces
not only the computational overhead, but also the network burden.
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Considering that relevance score may reveal the frequency information of
the private data, some researchers suggest using order-preserving encryption
(OPE) to hide above relevance scores. Here OPE refers to the order-preserving
encryption, which can preserve the numerical order of the plaintexts even after
encryption. Nevertheless, many recent studies [7,14,15,20,21,23] show that OPE
is vulnerable to inference attacks which can reveal the plaintexts accurately.
More specifically, the adversary can leverage order information to estimate the
expected distribution of the plaintexts and then correlate it with the encrypted
data based on the underlying property being preserved [12]. Therefore, it is
desired to design a scheme which can disturb the ranked order while optimizing
the search results. Some schemes [26,30] propose to mask the real score by adding
a certain number of virtual scores to the search results under a fixed safety
parameter. However, these suggested solutions are empiric and no theoretical
security analysis is provided to guarantee their claims.

To this end, in this paper, our goal is to design a practical scheme to safe-
guard prior rank schemes while providing meaningful security guarantees. Our
initial idea is to introduce the notion of differential privacy which is defined
with respect to a privacy parameter ε. Compared to cryptographic techniques
or k-anonymity, the advantage of differential privacy is that there is no need
to provide special attack assumptions, i.e., even if the attacker has the greatest
background knowledge, it can provide strong privacy protection [8].

In light of above observations, we summarize our methodology and contribu-
tion as follows. First, we propose a ranked search scheme over encrypted cloud
data with differential privacy which masks the real relevance score through
adding noise drawn from a Laplace distribution. As a result, the relevance
score the server obtained is obfuscated. Thus, the server cannot combine with
its known background knowledge to infer privacy information. Furthermore, to
maintain the utility of the basic rank search scheme, we also investigate how to
select approximate ε. We prove the security of the proposed scheme and conduct
a series of experiments to evaluate its efficiency. The experiments show that the
accuracy of search results in our scheme can reach 94% and the search efficiency
of our scheme is almost the same as that of the existing schemes.

Organization. The rest of this paper is organized as follows. In Sect. 2, we intro-
duce related work. Section 3 describes the system model, threat model, design
goals and some notations used in this paper. In Sect. 4, we present some primi-
tives used in this paper. In Sect. 5, we give the detailed structure of our scheme
and give the security proof. We discuss efficiency and accuracy as well as give
experimental results in Sect. 6 Finally, we give a brief conclusion in Sect. 7

2 Related Work

Searchable Encryption was first proposed by Song et al. [25], but the search
efficiency of this scheme is low. In order to improve the efficiency, Goh et al.
[13] proposed an index-based scheme named Z-IDX, which used bloom filter as
the index. Curtmola et al. [4] proposed the inverted index, which can achieve
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sublinear search time. At the same time, they standardized symmetric search-
able encryption and its security, and their proposed SSE-1 and SSE-2 schemes
can achieve indistinguishability in non-adaptive and adaptive attack models,
separately. Unfortunately, they all have to make use of generic and relatively
expensive techniques to achieve dynamization. Kamara et al. [17] first proposed
a dynamic SSE scheme to achieve efficient updating in ciphertext. Noted that,
all the schemes above need the client decrypt all the returned documents to
obtain ones most matching his (or her) interest, which will bring huge cost to
the client.

Ranked SSE allows cloud server to quantify and rank-order the relevance
of documents in response to any given search query. In this way, the client
just needs to decrypt a small part of ciphertexts to obtain ones most matching
their interest. Wang et al. [27] proposed the first ranked search scheme in cloud
computing environment. In order to improve the practicability, Cao et al. [3]
proposed the first multi-keyword ranked searchable encryption scheme based on
the secure KNN technique. But the search efficiency of the scheme is not high,
the search complexity is linear with the number of documents. To improve the
search efficiency, Sun et al. [26] proposed a scheme using the MDB-tree based
on the vector space model. But it is hard to support sub-linear search time
and efficient updates. Liu et al. [22] proposed a verifiable and dynamic ranked
search encryption scheme, which can achieve sub-linear search time. Recently,
Yang et al. [31] overcame the shortcomings of KNN technology, and proposed a
scheme not require a predefined keyword set and supported keywords in arbitrary
languages.

Order-preserving encryption is often used to encrypt the relevance score
in ranked search. It was first proposed by Agrawal et al. [1]. This technology
can keep the numerical order of the ciphertext consistent with that of plain-
text. Boldyreva et al. [2] first proposed order-preserving symmetric encryp-
tion (OPSE). Popa et al. [24] proposed a variable order preserving coding
scheme (mutable Order Preserving Encoding, mOPE). Different from conven-
tional order-preserving encryption, mOPE encodes sensitive data sequentially.
Nevertheless, recent studies show that these commonly used OPE schemes
[19,24] are vulnerable to many attacks like: inference attack, frequency anal-
ysis, sorting and cumulative attack [15,21].

Differential privacy is a new privacy protection mechanism proposed by
Dwork et al. [8] in 2006. In this model, the purpose of privacy protection is
achieved by adding noise to data. The advantage is that it can ignore how
much background knowledge the attacker has. Traditional differential privacy
schemes [9,11] centralize the original data to a center, which is called central-
ized differential privacy. But in practical applications, it is very difficult to find
a truly trusted third-party data collection platform, which greatly limits the
application of centralized differential privacy technology. In view of this, in the
scenario of untrusted third-party data collectors, local differential privacy [6,18]
appears. Nowadays, differential privacy has been adopted in many practical set-
tings, especially in the field of machine learning [16,29]. Some major commercial
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organizations like Alibaba [28], Microsoft [5], Google [10] also use differential
privacy to protect some sensitive data.
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Fig. 1. System model

3 Problem Formulation

3.1 System Model

The system model involves three parties: the data owner (DO), data user (DU),
and cloud server (CS), as illustrated in Fig. 1.

Data Owner: The data owner first extracts the keywords from a collection of
documents F = {F1, F2, ..., Fn}, then calculates the relevance score between each
document and its keywords. After that, he (or she) builds the secure encrypted
index I and outsources I to the CS, together with the ciphertext c of F .

Data User: To search the document containing a specific keyword w, the data
user first gets authorization from data owner and obtains the secret key, then
generates the trapdoor Tw and submits it to the CS.

Cloud Server: Upon receiving the trapdoor Tw, the cloud server is responsible
to search the index I and returns the top-k most relevant documents according
to the relevance score between the search keyword w and each documents.

3.2 Threat Model

In this paper, we think that the data owner and user are fully trusted. We
consider that the CS is honest-but-curious in our scheme. That is, the CS will
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execute the cryptographic protocol correctly, but it will try to learn the privacy
information from the executive process.

Known Background Model. In this model, the cloud server knows more
statistical information about dataset, except the ciphertext c and the index I.
The cloud server may infer the specific content of keyword or document based
on the known trapdoor ranked information of documents.

3.3 Design Goals

• Ranked Search: The proposed scheme should allow the CS to sort encrypted
documents according to the relevance score between the search keyword and
document, then return the ranked results to the user.

• Differential Privacy: Our scheme can achieve differential privacy, i.e., no
matter how much background knowledge the attacker has, he (or she) will
not infer the true ranked information according to the disturbed relevance
score.

• Efficiency: Above goals on functionality and privacy should be achieved with
low communication and computation overhead.

4 Preliminaries

In this section, we present some primitives used in this paper. Table 1 is part of
the notations we use in this paper.

Table 1. Notations and descriptions

Notation Description

F The collection of n plaintext documents, F = {F1, F2, ..., Fn}
c The collection of ciphertexts for F , c = (C1, C2, ..., Cn)
F (wi) A sequence of documents containing keyword wi

Fij The j-th document in F (wi)
sij The real relevance score of Fij about wi

Sij The disturbed sij

ESij The encrypted Sij

W A dictionary of m keywords, W = {w1, w2, ..., wm}
δ(F ) The collection of distinct keywords in F

A A search array
T A search table
I The encrypted index, I = (A, T )
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4.1 Symmetric Encryption

Definition 1. (Symmetric Encryption) A symmetric encryption scheme is
a collection of three polynomial-time algorithms SKE = (Gen, Enc, Dec) such
that:

– Gen(1λ): It takes a security parameter λ as input, and returns a secret key
SK.

– Enc(m,SK): It takes a plaintext m and a secret key SK as inputs, then
returns a ciphertext c.

– Dec(c, SK): It takes a ciphertext c and a secret key SK as inputs, then
returns plaintext m.

Definition 2. (Order-Preserving Function) For A,B ⊆ R with |A| ≤ |B|,
a function f : A → B is order-preserving if for any i, j ∈ A, f(i) > f(j) iff i > j.

Definition 3. (Order-Preserving Encryption) [2] For plaintext-space D,
ciphertext-space R and key-space K, we say a collection of three polynomial-
time algorithms OPE = (Gen, Enc,Dec) is order-preserving if Enc is an order-
preserving function from D to R for all K output by Gen, which can be described
as follows:

– Gen(1λ) : It takes a security parameter λ as input, and returns a secret key
K ∈ K.

– Enc(K,m): It takes a secret key K and a plaintext m as inputs, then returns
a ciphertext c.

– Dec(K, c): It takes a secret key K and a ciphertext c as inputs, then returns
plaintext m.

4.2 Relevance Score Function

TF× IDF rule is always used to evaluate relevance score in information retrieval.
Here, the term frequency (TF) refers to the number of times for a given keyword
appears within a document, and the inverse document frequency (IDF) refers
to the importance of keywords in the whole document collection, which can
obtained through dividing the cardinality of document collection by the number
of documents containing the keyword. Without losing generality, we choose the
following formula to calculate the relevance score sij between a document Fi

and a keyword wj :

sij = Score(Fi, wj) =
1 + ln fi,j

|Fi| · ln(1 +
n

|F (wj)| ) (1)

Here Fi denotes the document with length |Fi|; wj denotes a search keyword;
fi,j denotes the TF value of wj in document Fi; n denotes the total number of
documents in the collection and |F (wj)| denotes the number of documents that
contain the keyword wj in the collection.
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4.3 Differential Privacy

Definition 4. (ε-Local Differential Privacy) A randomized mechanism Q
satisfies ε-local differential privacy (ε-LDP) if and only if for any two inputs x1,
x2 and any possible output y of Q, we have that

Pr[Q(x1) = y] ≤ eε · Pr[Q(x2) = y] (2)

In practice, in order to let an algorithm meet the requirement of differential
privacy, there are different methods for different problems. Among them, adding
the noise which corresponds to Laplace distribution, i.e., noise drawn from a
Laplace distribution, to the results is a common method to protect numerical
results.

Definition 5. (Laplace Distribution) The distribution with following density
function is called Laplace distribution:

f(x|μ, λ) =
1
2λ

e
(−|x−μ|)

λ (3)

where μ is the positional parameter and λ is the scale parameter.

4.4 Inverted Index

Inverted index [4] is widely used in information retrieval, which is an efficient
indexing structure. In this paper, we use the inverted index with the same as
[4], which containing a search array A and a search table T . A[i] denotes the
value stored at location i in A, which refers to the information about a docu-
ment containing the keyword w. All nodes in A containing the same keyword
w constitute a ranked linked list Lw, which defined as follows. All head node of
Lw(w ∈ W ) constitute the search table T .

Definition 6. (Ranked Linked List) For a dictionary W = {w1, w2, ..., wm},
Lwi

is a linked list about keyword wi, which containing |F (wi)| nodes
(Ni1, Ni2, ..., Ni|F (wi)|). Each node Nij =< fidij ||ESij ||kij ||addr(Ni,j+1) > is
stored in search array A, where fidij is the identifier of the j-th document in
F (wi), ESij is the encrypted disturbed score of fidij using OPE, kij is the secret
key of next node Ni,j+1 and addr(Ni,j+1) is the address of the next node Ni,j+1

in search array A. Each Ni1 is stored in search table T .

5 DP-RSE Scheme

In this section, we first introduce the idea of our scheme, and then give the
concrete construction. Finally, we give the security proof.
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5.1 Intuition Behind Our Construction

Before building the index, we first calculate the relevance score of each document
and its keywords. Then we add noise drawn from a Laplace distribution to the
relevance score to realize differential privacy. Specifically, let q be the query
function, which inputs a query keyword w and then outputs k scores of the
top-k most relevant documents in F . For example, q(wj) = (sj1, sj2, ..., sjk) is
the output of the function which inputs the keyword wj . And sj1, sj2, ..., sjk are
the k relevance scores between top-k most relevant documents and wj . Now, we
set q(wi) = (si1, si2, ..., sik) is the outputs of the function which inputs another
keyword wi. We define

Δq = max
wi,wj∈W

(
k∑

g=1

|sjg − sig|). (4)

Then the disturbed relevance score of document Fij is

Sij = sij + Lap(
Δq

ε
) (5)

where Lap(Δq/ε) is a Laplace distribution with μ = 0, λ = Δq/ε.
To avoid the cloud server recovering the original scores according to some

statistics of disturbed relevance score, we use OPE to encrypt the disturbed
score Sij to ESij before outsourcing to cloud server. We define Q is a function,
which inputs the search keyword wi and then outputs k encrypted relevance
scores after being disturbed of the top-k most relevant documents, i.e. Q(wi) =
(ESi1, ESi2, ..., ESik).

5.2 Construction

Now we give the detail of our scheme.
Let SKE = (Gen,Enc,Dec) be a secure symmetric encryption scheme. Let

W = (w1, w2, ..., wm) be a dictionary of m keywords. δ(F ) is the collection of dis-
tinct keywords in the document collection F . Let H be a pseudo-random function
and ψ, π be two pseudo-random permutations with the following parameters:

– H : {0, 1}λ × {0, 1}l → {0, 1}λ+log2(r)

– π : {0, 1}λ × {0, 1}l → {0, 1}l

– ψ : {0, 1}λ × {0, 1}log2(r) → {0, 1}log2(r)

where l means that the keyword can be represented using at most l bits, r is the
total size of the encrypted document collection in min-units (e.g., one byte).

As can be seen from Fig. 2, our scheme contains four algorithms, which can
be described as follows:

– KeyGen (1λ): The data owner simply chooses five random λ-bit strings
ke, ko, k1, k2, k3 separately. Set secret key SK = {ke, ko, k1, k2, k3}, where ke

is the key to encrypt the document and ko is the key used in OPE.
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Fig. 2. Our DP-RSE scheme construction
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– BuildIndex (W,F, SK): The data owner first calculates Δq corresponding to
the document set F , and then for each keyword wi ∈ δ(F ), randomly selects
λ-bit string ki0 as the encryption key of Ni1. For each document containing
wi, the data owner generates an encrypted disturbance relevance score ESij

by adding noise drawn from a Laplace distribution Lap(
Δq

ε
) and using OPE

to encrypt it. Next, Nij is generated according to definition 6 and stored in
A. Meanwhile, the secret key and the location in A of Nij are stored in T . To
avoid revealing the number of distinct keyword in F , we pad the remaining
|W | − |δ(F )| entries in T with the random strings. Meanwhile, we set the
size of A to r, and pad remaining entries in A with some random strings.
Finally, the data owner generates a sequence of ciphertext c using the secure
symmetric encryption algorithm, then sends (I, c) to the cloud server.

– Trapdoor (SK,w): When a data user wants to search some documents
containing the keyword w, he (or she) first gets authorization from data
owner and obtains the secret key, then generates the trapdoor Tw =
(πk2(w),Hk3(w)) about the keyword w and sends it to the cloud server.

– Search (I, Tw): When receiving the trapdoor Tw, the CS first parses Tw as
(α, β), then gets the address θ and decrypted key k of the head node in Lw

through T [α] ⊕ β. Using the k, the CS can recover the head node in Lw,
then get the address and decrypted key of next node. Repeating the same
operation, the CS can obtain the information of all documents containing w.
Finally, the CS sorts documents according to their scores ESi, and returns
the top-k documents.

5.3 Security

In this section, we analyze the security of our scheme.

Theorem 1. The DP-RSE scheme satisfies ε-local differential privacy.

Proof. We inject noise drawn from a Laplace distribution into the relevance
score of each document to hide its true value before outsourcing to CS. When
performing a search operation, the CS will get the encrypted disturbed relevance
scores. According to formula (3), (4) and (5), we get that:

Pr[Dec(Q(wi)) = Y ]
Pr[Dec(Q(wj)) = Y ]

=
Pr[(Si1, Si2, ..., Sik) = (y1, y2, ..., yk)]
Pr[(Sj1, Sj2, ..., Sjk) = (y1, y2, ..., yk)]

=
Pr[(si1 + ni1, si2 + ni2, ..., sik + nik) = (y1, y2, ..., yk)]
Pr[(sj1 + nj1, sj2 + nj2, ..., sjk + njk) = (y1, y2, ..., yk)]

=
Pr[(si1, si2, ..., sik) + (ni1, ni2, ..., nik) = (y1, y2, ..., yk)]
Pr[(sj1, sj2, ..., sjk) + (nj1, nj2, ..., njk) = (y1, y2, ..., yk)]

=
Pr[(ni1, ni2, ..., nik) = (y1, y2, ..., yk) − (si1, si2, ..., sik)]
Pr[(nj1, nj2, ..., njk) = (y1, y2, ..., yk) − (sj1, sj2, ..., sjk)]
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=

k∏
l=1

e
−|yl−sil|ε

Δq

k∏
l=1

e
−|yl−sjl|ε

Δq

= e
ε

Δq

k∑

l=1
(|yl−sjl|−|yl−sil|)

≤ e
ε

Δq

k∑

l=1
|sil−sjl| ≤ e

ε
Δq ·Δq = eε

According to definition 4, we know that the DP-RSE scheme satisfies ε-local
differential privacy.

6 Performance Analysis

In this section, we mainly test the efficiency and the accuracy of the scheme.
Meanwhile, we compare our scheme with two schemes proposed in [22] and [27]
that have the same index construction as our scheme. We implement the scheme
on a personal computer with Windows 10 64-bit operating system, 3 GHz AMD
R5 CPU, and 16 GB RAM. We first generate a set of data and then use the
Cryptography library in JAVA to test the efficiency and the accuracy.

6.1 Efficiency

In this subsection, we mainly discuss the efficiency of our scheme from two
algorithms, Buildindex and Search. We choose SHA256 as the pseudo-random
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of document for each keyword.
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function and pseudo-random permutation in our scheme. Besides, we choose SM4
as the secure symmetric encryption to replace SKE. Similar to [27], we use the
OPE proposed in [2], and set |R| = 246.
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Fig. 4. Fix k = 20, |F (wi)| = 1000(wi ∈ W ), the time cost of BuildIndex towards
different number of keyword

In the proposed scheme, the process of BuildIndex includes two main steps,
i.e.,1) building the search array A and 2) building the search table T . The time
cost of BuildIndex mainly comes from the number of document and keyword.
So we test the time cost for these two factors. On the one hand, we set k = 20,
the number of distinct keyword in the collection of documents be 100, then test
the cost time of BuildIndex algorithm by changing the number of document for
each keyword. As can be seen from Fig. 3, the result reveals that the time cost
of BuildIndex algorithm in our scheme is linear with the number of document.
The reason is that for each BuildIndex operation, there is a tuple inserted to
index. On the other hand, we first set k = 20, and for each keyword wi, we
set |F (wi)| = 1000. Then we test the cost time of BuildIndex algorithm by
changing the number of keyword. As can be seen from Fig. 4, the result reveals
that the time cost of BuildIndex algorithm in our scheme is linear with the
number of keyword. Compared with [22] and [27], our scheme costs more time
in BuildIndex. The difference is mainly caused by adding noise drawn from a
Laplace distribution to the relevance score.

In the Search algorithm, we only consider the single keyword search. When
a client wants to search the top-k documents containing a specified keyword, he
(or she) just needs to send the trapdoor to the cloud server. Then the server
search for the corresponding entries through A and T . Finally, returning the
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top-k documents to the client. As can be seen from the Fig. 5 and Fig. 6, the
time cost is mainly caused by the number of document containing the specified
keyword. In Fig. 6, we set k = 20, δ(F ) = 100, and test the time cost of search
for different number of document containing the keyword. We get that the time
cost of Search algorithm in our scheme is linear with the number of document
containing the specified keyword. Meanwhile, by comparison, the result reveals
that the cost time of Search algorithm in our scheme is almost the same as [22]
and [27].
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Fig. 7. Set |F (wi)| = 1000(wi ∈ W ), δ(F ) = 100, the time cost of Search towards
different value of k

Finally, we set |δ(F )| = 100, |F (wi)| = 1000(wi ∈ W ), and change the value
of k for top-k search. As can be seen from Fig. 7, the search time is about 0.03s
for different value of k in our scheme. The result reveals that our scheme is
practical.

6.2 Accuracy

In order to measure the accuracy of the output results in our scheme, we define
a measure as accuracy P = k

′
/k, where the k

′
is the number of real top-k

documents that are returned by the CS. We set the value of k be 20 and evaluate
the accuracy of the scheme by changing ε. As can be seen in Fig. 8, we change
ε from 0.01 to 1.2, and when ε = 1.2, the accuracy can reach 94%. As shown
in Fig. 8, the higher value of ε, the higher accuracy. But from the notion of
differential privacy, we can see that the higher value of ε, the worse privacy. So
we should weigh the value of ε according to the demand of privacy and accuracy.
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7 Conclusion

OPE is a common means to protect privacy in ranked searchable encryption,
but some studies show that OPE scheme will bring privacy leakage. To solve
this problem, in this paper, we introduce the notion of differential privacy to the
ranked searchable encryption and propose a privacy-preserving ranked search-
able encryption scheme. In our scheme, we add noise drawn from a Laplace
distribution to the relevance score between the search keyword and document
to realize the differential privacy. In this way, no matter how much background
knowledge the attacker has, he (or she) will not obtain the information of plain-
text according to the relevance score. The experiments show that our scheme
is efficient and practical. In the future work, we will be committed to explor-
ing multi-keyword ranked search scheme over encrypted cloud data based on
differential privacy.
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20. Lacharité, M., Minaud, B., Paterson, K.G.: Improved reconstruction attacks on
encrypted data using range query leakage. In: 2018 IEEE Symposium on Security
and Privacy, pp. 297–314. IEEE Computer Society, Washington (2018)

21. Li, K., Zhang, W., Yang, C., Yu, N.: Security analysis on one-to-many order pre-
serving encryption-based cloud data search. IEEE Trans. Inf. Forensics Secur.
10(9), 1918–1926 (2015)

22. Liu, Q., Tian, Y., Wu, J., Peng, T., Wang, G.: Enabling verifiable and dynamic
ranked search over outsourced data. IEEE Trans. Serv. Comput. (2019). https://
doi.org/10.1109/TSC.2019.2922177

23. Onozawa, S., Kunihiro, N., Yoshino, M., Naganuma, K.: Inference attacks on
encrypted databases based on order preserving assignment problem. In: Inomata,
A., Yasuda, K. (eds.) IWSEC 2018. LNCS, vol. 11049, pp. 35–47. Springer, Cham
(2018). https://doi.org/10.1007/978-3-319-97916-8 3

24. Popa, R.A., Li, F.H., Zeldovich, N.: An ideal-security protocol for order-preserving
encoding. In: 2013 IEEE Symposium on Security and Privacy, pp. 463–477. IEEE
Computer Society, Washington (2013)

25. Song, D.X., Wagner, D.A., Perrig, A.: Practical techniques for searches on
encrypted data. In: 2000 IEEE Symposium on Security and Privacy, pp. 44–55.
IEEE Computer Society, Washington (2000)

26. Sun, W., Wang, B., Cao, N., et al.: Verifiable privacy-preserving multi-keyword
text search in the cloud supporting similarity-based ranking. IEEE Trans. Parallel
Distrib. Syst. 25(11), 3025–3035 (2014)

27. Wang, C., Cao, N., Li, J., Ren, K., Lou, W.: Secure ranked keyword search over
encrypted cloud data. In: 2010 International Conference on Distributed Computing
Systems, pp. 253–262. IEEE Computer Society, Washington (2010)

28. Wang, T., Ding, B., Zhou, J., et al.: Answering multi-dimensional analytical queries
under local differential privacy. In: Proceedings of the 2019 International Confer-
ence on Management of Data, pp. 159–176. ACM, New York (2019)

29. Wei, K., et al.: Federated learning with differential privacy: algorithms and perfor-
mance analysis. IEEE Trans. Inf. Forensics Secur. 15, 3454–3469 (2020)

30. Xia, Z., Zhu, Y., Sun, X., Chen, L.: Secure semantic expansion based search over
encrypted cloud data supporting similarity ranking. J. Cloud Comput. 3, 8 (2014)

31. Yang, Y., Liu, X., Deng, R.H.: Multi-user multi-keyword rank search over
encrypted data in arbitrary language. IEEE Trans. Depend. Secur. Comput. 17(2),
320–334 (2020)

https://doi.org/10.1109/TSC.2019.2922177
https://doi.org/10.1109/TSC.2019.2922177
https://doi.org/10.1007/978-3-319-97916-8_3


Memory-Efficient Encrypted Search
Using Trusted Execution Environment

Viet Vo(B)

Monash University, Melbourne, Australia
Viet.Vo@monash.edu

Abstract. Dynamic searchable encryption (DSE) is important to enable
dynamic updates (addition/deletion) on an encrypted database main-
tained by an untrusted server hosted on the cloud. It is desired that
such updates should reveal as less as possible the information revealed
to the server. As a result, advanced security notions of forward and
backward privacy have been proposed to categorise the leakage by via
addition and historical deletion, respectively. However, recent backward-
(forward)-private schemes are not efficient enough to support very large
databases. In this paper, we resort to the trusted execution environment,
i.e., Intel SGX, to ease the above bottleneck. In detail, we proposed
Magnus that guarantees Type I− backward privacy. Our key idea is to
leverage a compressed Bloom filter within the Intel SGX’s enclave to ver-
ify the deletion documents with the search keyword. This optimisation
minimises the communication overhead between the SGX and untrusted
memory. Then, to reduce the enclave’s memory, Magnus further relies on
a position map-free oblivious data structure maintained by the untrusted
server. This improvement is to avoid paging effect in the enclave.

1 Introduction

Dynamic searchable encryption (DSE) [11,18,22] enables users to update/query
encrypted database managed by untrusted servers (i.e., cloud) securely while
preserving search functionalities.

Recent attacks (e.g., file injection attacks) exploiting the leakage in dynamic
operations drive the rapid development of DSE schemes revealing less information
while performing updates (i.e., addition/deletion). They are formalised as back-
ward and forward privacy notions in DSE. Newly added data is no longer linkable
to queries issued before, and deleted data is no longer searchable in queries issued
later. As a result, many backward and forward-private DSE schemes have been
proposed [3,5,15,24]. However, we note that they often reduce the efficiency of
SE, especially in the communication cost between the client and server. Therefore,
recent trusted execution environment-supported schemes have been proposed to
accelerate the update/search operations. For example, Amjad et al. [1] proposed
Fort, the first forward and Type-I backward private SE schemes using SGX. How-
ever, the scheme is still inefficient due to the high I/O complexity between the SGX
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and server. Vo et al. [25] proposed Maiden, the scheme achieves better asymptotic
computation. However, we find that the scheme is not memory efficiency although
it can achieve Type-I backward privacy. To avoid the memory overhead, we pro-
pose Magnus, which can reduce O(N) memory complexity in the SGX enclave,
where N is the database size.

Contributions: Our contributions can be summarised as follows:

– Motivated by the memory bottleneck during Search in Maiden, we design
Magnus to achieve forward and Type-I− backward-private for supporting real
document insert/addition. Magnus leverages the SGX enclave to carefully
track keyword states and document deletions, in order to minimise the com-
munication overhead between the SGX and untrusted memory. Magnus also
employs a Bloom filter to compress the information of deletions, which speeds
up the search operations. Magnus leverage oblivious data structures to hide
access patterns on the search index and real documents.

– We formalise the security model of our schemes and perform security analysis
accordingly.

2 Related Work

Dynamic Searchable Encryption: The seminal work in the field was pre-
sented by Kamara et al. [18] proposing a DSE scheme with sublinear search
time. Since then, many studies have been proposed to enrich search functional-
ity [28,31] as well as improve the security [4,24].

Forward and Backward Privacy: In dynamic SE, forward privacy blocks the
old query tokens on retrieving newly inserted data. It has been used to mitigate
file-injection attacks [3,23,30]. Backward privacy [5,24] prevents the adversary
from knowing the historial data manipulation of the client (e.g., historical inser-
tion time of deleted data). There are three types of backward privacy, Type-I to
Type-III, in the descending order of security.

Encrypted Search with Trusted Execution: Another research direction
in the field is to leverage hardware-assisted trusted execution environment
(TEE) [1,8,14,19]. In general, TEE such as Intel SGX can improve the com-
munication between the client and server by letting the SGX’s enclave play the
client’s role in token generation (i.e., update/query). For instance, ObliDB [13]
and Oblix [19] build up Path-ORAM trees to support insertion and deletion on
SQL tables. HardIDX [14], POSUP [17], and BISEN [2] improve the search effi-
ciency in supporting encrypted document search. Note that these work do not
support forward and backward privacy. Hence, they are not relevant to our focus
in this paper. Until recently, Amjad et al. [1] proposed three schemes supporting
Type-I, II and III backward private SE to enable single-keyword query; they are,
Fort, Bunker-B, and Bunker-A, respectively. Then, [26] proposed Type-II SGX-SE1
and SGX-SE2 schemes, which outperform Bunker-B in both search latency and
update computation/communication. Very recently, Vo et al. [25] also proposed
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Table 1. Comparison with Maiden. N denotes the total number of keyword/document
pairs. aw presents the total number of entries of addition and deletion updates per-
formed on w. nw is the number of (current, non-deleted) documents containing w, dw

denotes the number of deletions performed on w. D and W denote the total number
of documents, and the total number of keywords, respectively.

Type-I scheme Communication enclave-server Enclave computation Enclave
storage

Add Del Search Add Del Search

Maiden O(1) O(1) O(nw) O(1) O(1) O(nw) O(WlogD)
+O(awW )
+O(N)

Magnus O(log2N) O(log2N) O(dwlogN)
+O(nwlog2N)

O(log2N) O(log2N) O(dwlogN)
+O(nwlog2N)

O(WlogD)
+O(awW )

Maiden, Type I backward privacy, that supports very large deletion and achieves
better performance than Fort. However, the scheme is not memory friendly to
enclave’s due to paging overhead.

3 Background

3.1 Trusted Execution Environment

TEE likes Intel SGX [9] is a set of instructions forming a secure and isolated
execution environment. The environment minimises the attack surface to only
the CPU processor. Other components are untrusted. The trusted execution
part of the application is located in a protected memory area with strong pro-
tection enforced by SGX. The untrusted part is executed as a normal process
and can invoke the enclave only through a predefined communication interface
of ecalls/ocalls. We refer readers to [10] for the security guarantee of Intel SGX,
related side-channel attacks [21,29], and recent countermeasures [6,16,20].

3.2 Dynamic Searchable Symmetric Encryption

Here, we briefly overview dynamic SE and the notion of forward and backward
privacy in dynamic SE. We refer readers to [3,5] for formal definition of these
security notions. A dynamic SE scheme Σ = (Setup,Search,Update) defines the
client and a server via following protocols:

Setup(1λ,DB): The protocol inputs a security parameter λ and outputs a secret
key K, a state ST for the client, and an encrypted database EDB to the server.

Search(K,w, ST ;EDB): The protocol allows to query w by using (K,ST ) to
generate query token q for w. Upon receiving q, the server follows the protocol
to retrieve the search result (i.e., matching document) of q.

Update(K, (op, in), ST ;EDB): The protocol takes K, ST , an input in associated
with an operation op from the client, and EDB, where op ∈ {add, del} and in
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consists of a document identifier id and a set of keywords in that document.
Then, the protocol inserts or removes in from EDB upon op.

There are two security notions based on the leakage function of dynamic
SE [5]. The forward privacy ensures that addition update prevents using the old
query token to retrieve that new added data. The backward privacy guarantees
that when a keyword-document pair (w, id) is added and then deleted, subse-
quent searches on w do not reveal id. We use the notations in [3,5] to restate
Type-I and Type-II backward privacy as follows. Let Q be the current query list,
and TimeDB(w) be the access pattern on the non-deleted documents currently
matching w and the timestamps of inserting them to the database. We denote
by Updates(w) the time stamps of updates on w. Then, formally,

TimeDB(w) = {(u, id)|(u, add, (w, id)) ∈ Q and ∀(u′, del, (w, id)) /∈ Q}

Updates(w) = {(u|(u, add, (w, id)) or (u′, del, (w, id)) ∈ Q}
Type-I backward privacy is the most secure [5]. It only reveals what time

the current (non-deleted) documents matching to w added (i.e.,TimeDB(w)). In
contrast, Type-II reveals both {DB(w),Updates(w)} to the untrusted server.

4 Our Proposed Scheme

In this section, we present the system design for Magnus, our assumption, and
threat model. Then, we investigate the limitation of previous TEE-supported
Type-I backward-private scheme (i.e., Maiden), and highlight our design intu-
ition. Afterwards, we detail the protocols of Magnus.

4.1 System Overview

Fig. 1. System design for Type-I− backward-private SE

In our system (see Fig. 1), the Client can remotely manipulate the database via
Setup, Update (add/del documents), and Search operations. The Server manages
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the encrypted document repository R, and encrypted supporting data structures
of index map MI and counter map Mc. We design R and Mc using oblivious
data structure maps [27] to support oblivious accesses. The Enclave is inside
the Server, and it contains necessary components of Document Manager (resp.
Index Manager) to perform data (resp. index) queries to the untrusted parts.

In Setup, the Client remotely authenticates the Enclave via attestation pro-
tocol [9]. Then, she establishes a secure channel with the Enclave.

In Update, we design the Client to be storage-free. Giving a document doc
with an unique identifier id, the Client sends a tuple (op = add, in = {doc, id})
to the Enclave via the established secure channel. Then, Document Manager
parses the doc to generate encrypted data blocks and obliviously insert them
to R. During that step, Document Manager internally updates the local State
Keeper. To support index search, Index Manager generates addition tokens for
∀(w, id) in doc and obliviously insert to MI and Mc. If Update is document
deletion, the Client send a tuple of (op = del, in = doc′, id) to the Enclave,
where doc′ is a dummy document to hide the document deletion operation, and
id is the real document identifier of the doc to be deleted. Similarly, Document
Manager and Index Manager perform the same process as in document addition,
except for additionally local updates within the Enclave.

In Search, the Client sends a query keyword w to the Enclave. Accordingly,
the Index Manager executes the Search protocol of Magnus to only retrieve
the currently matching documents of w. Then, Document Manager reconstructs
these docs from querying encrypted data blocks from R. At the end of the Search
operation, the Client receives the docs in a batch manner.

4.2 TEE Assumptions and Threat Model

Our Assumptions with TEE: We assume that TEE like SGX Enclave behaves
correctly, without hardware bugs or backdoors), and the code and data inside the
enclave are protected. Also, we assume the communication between the Client
and the Enclave relies on the secure channel created during SGX attestation.
Like many other hardware-supported works [12,19], we consider side-channel
attacks [7,21,29] against SGX are out of our scope. In this paper, we only focus
on how the efficiency of forward and backward privacy. Denial-of-service (DoS)
attacks on the Intel Enclave and the server are also out of our focus.

Threat Models: We consider a semi-honest but powerful attacker at the server-
side. She can gain full access over software stack outside of the enclave, OS and
hypervisor, as well as hardware components in the server except for the proces-
sor package and memory bus. In particular, the attacker can observe memory
addresses and timestamps when accessing (encrypted) data on the memory bus,
in- memory, or in EDB to generate data access patterns.

4.3 Design Intuition

In this paper, we focus on the trade-off between the enclave’s memory over-
head and Type-I backward privacy. In this leakage type, we have Fort [1] and
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Fig. 2. AVL tree stored in Path-ORAM

Maiden [25], which are TEE-supported Type-I backward-private SE scheme.
However, we only analyse the practical limitation of Maiden since it is more
efficient than Fort. We note that Maiden requires a large enclave’s storage (i.e.,
OW (logD) + O(awW ) + O(N) to achieve Type-I. In details, the scheme needs
OW (logD) to store keyword state ST , another O(awW ) for Bloom filter check-
ing, and an important O(N) overhead to store the states of document identifiers,
i.e., (idi, c + i), mapping to w. In this way, it only needs the Server to store the
index map MI . However, the scheme is not memory efficient since the Enclave’s
memory is limited at 98 MB. Exceeding usage causes paging effect in Intel SGX.
Therefore, we propose Magnus, the scheme only requires OW (logD) + O(awW )
memory overhead in the enclave. As a trade-off, the scheme only achieves Type-
I− backward privacy. The reason is that, Magnus additionally introduces a new
leakage that only happens during Search operations. In particular, that is ORAM
accesses to the Server during the operation, leaking the number of deleted doc-
uments of the query keyword w (i.e., dw) when the Server records the number
of visited ORAM positions.

4.4 Magnus Construction

Underlying Data Structures: Magnus utilises a key/value oblivious data
structure (ODS) to build a state map, namely Mc, by using an AVL tree [27].
The AVL nodes are stored in a non-recursive Path-ORAM, where each node ni

contains the information of key/value itself and the meta data of its children
nodes, i.e., ni = (key, value, pos, height, lChild, rChild), where key is an evalu-
ation of PRF (kw, id), value = Enc(kc, c) (dedicated keys kw, kc derived by w),
pos indicates the node’s leaf position in the Path-ORAM, height presents the
node’s level, lChild is a map of (lChild.key, lChild.pos), and as similar with
rChild (see Fig. 2). With the help of this pointer-based technique, Magnus does
not store he position map pm of OMAPc in the Enclave.

We note that the map lookup for an AVL node in OMAPc is reduced to
O(logN) ORAM accesses with one for each Path-ORAM level. Hence, Magnus
only spends O(dwlogN) round trips between the Enclave and the Server to
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Setup(1λ)

Client:
1: Initialise kΣ , kBF

$←− {0, 1}λ;
2: Initialise integers l, h for BF ;
3: Launch a remote attestation to Enclave;
4: Establish a secure channel to Enclave;
5: Send (kΣ , kBF , l, h) to Enclave;

Enclave:
6: Initialise a key Rk

$←− {0, 1}λ;
7: Set tree height R.h and a root node R.rNode;

8: Initialise a keyword map ST and list del List;
9: Initialise a document state map doc ST;
10: Init a key Mck

$←− {0, 1}λ;
11: Set tree height Mc.h and a root node Mc.rNode;
12: Receive (kΣ , kBF , l, h);
13: Initialise BF ← 0l and {H ′

j}j∈[h] for BF ;

Server:
14: Initialise an index map MI ;
15: Initialise oblivious map R with R.h;
16: Initialise oblivious map Mc with Mc.h;
17: Write root nodes of R.rNode and Mc.rNode;

Fig. 3. Setup protocol in Magnus where the Client is storage-free

retrieve dw lookup. (see Search communication in Table 1). Upon retrieving AVL
nodes in buckets from the Server, Magnus employs a negligible stash to cache
AVL (w, id) nodes in the Enclave. We note that the max stash’s size is about
147 blocks (∼57 KB) for Z = 4 and the failure probability fp < 2−128. Then,
the Enclave can make updates to these nodes locally (i.e., insertion and re-
balancing). Before writing them back to the OMAPc, fetched nodes are assigned
new random pos, and their parents are also updated correspondingly. We also
note that the OMAPc structure stored at the Server is bounded to Z · 2Σ(w,id)

blocks, to support Σ(w, id) entries of addition Update. We also make use of the
ODS to store the physical blocks of encrypted documents in R. We present the
protocols in Magnus as follows.

In Setup (see Fig. 3), the Client performs an attestation protocol with the
Enclave and provisions K = (kΣ , kBF ) upon an established secure channel,
where kΣ is used to generate update/query tokens and kBF is the key for com-
puting the digest of (w||id), and l presents the vector size of the BF and h is
the number of hash functions. The Enclave initiates Rk to later encrypt docu-
ment data buckets, and set the tree height R.h. Note that, the document root
node R.rNode should always be stored and updated within the Enclave to allow
remotely traversing the R stored in the Server. The Enclave initiates a Bloom
Filter BF based on the provided (l, h). Then, it also maintains the maps ST
and doc ST, and the list del List, where ST maintains the state of keywords,
doc ST keeps track the number of data blocks for each doc with identifier id,
and del List records the deleted ids during deletion Update. The Server holds
an encrypted index MI , the oblivious maps Mc and R.

In Update, the Client sends a tuple (op, in) to the Enclave via the secure
channel, where (op = add, in = (doc, id)) or (op = del, in = (doc′, id))). We note
that doc′ is a dummy document, and it enables the Enclave to perform insertion
in R even when op = del. After that, the Enclave splits the doc to data chunks
B = {bi},∀i ∈ {1,m}, where bi is the value in an AVL node ni (see Fig. 4 lines
9–13). There is a multiple round trips O(log2N) between the Enclave and the
Server to insert ni, via R.Access(op′ = update, in′ = (R.rNode,Rk, ni)), as pre-
sented in Fig. 2. In short, the Enclave obliviously traverses from the AVL root
R.rnode to find and insert a matching node ni via the Path-ORAM structure
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Update(op, in)

Client:
1: if op = add then// in=(doc,id)
2: send (op, in) to Enclave;
3: else // op = del
4: Create dummy doc in doc′;
5: send (op, in = (doc′, id)) to Enclave;
6: end if

Enclave:
7: if op = add then //in = (doc, id)
8: Split doc into chunks B = {b1, . . . , bm};

//create nodes from chunks
9: for bi ∈ B do
10: pos

$←− (0, 2R.h − 1);
11: ni ← (key = F (kΣ , id||i), value = bi, pos,

height = 1, lChild = ∅, rChild = ∅);
12: R.Access(op′ = update,

in′ = (R.rNode,Rk, ni)) to Server ;
13: end for

14: doc ST[id] ← m;
15: Parse doc to {(w, id)};
16: T ← {∅};
17: for (w, id) do
18: (kw ‖ kc) ← F (kΣ , w);
19: c ← ST [w];
20: c ← c+ 1;
21: kid ← H1(kw, c);

22: (u, v) ← (H2(kw, c),Enc(kid, id))
23: add (u, v) to T ;

24: pos
$←− (0, 2Mc.h − 1);

25: nc ← (key = F (kw, id), value = Enc(kc, c),
pos, height = 1, //leaf node
lChild = ∅, rChild = ∅);

26: Mc.Access(op′ = update,
in′ = (Mc.rNode,Mck, nc)) to Server ;

27: BF [H ′
j(kBF , w ‖ id)] ← 1 for j ∈ [1, h];

28: ST [w] ← c;
29: end for
30: send T to Server; // in batch

31: else: // op = del, in = (doc′, id)
32: r, r′ ← rand() from doc′;
33: Create dummy index node ni, ∀i ∈ [0, r];
34: Mc.Access(op′ = update,

in′ = (Mc.rNode,Mck, ni)) to Server ;
35: Create dummy data node n′

i, ∀i ∈ [0, r′];
36: R.Access(op′ = update,

in′ = (R.rNode,Rk, n
′
i)) to Server ;

37: add id to del List;
38: del doc ST[id];
39: set dummy entries in T to Server ;
40: end if

Server:
41: receive T from Enclave;
42: for (u, v) in T do
43: MI [u] ← v;

Fig. 4. Update protocol in Magnus

of R. The ORAM accesses from the Enclave are executed via ocalls, and down-
loaded buckets are decrypted by Rk. Visited nodes in the buckets are un-packed
and cached in the stash. During the traverses, the Enclave scans the stash first,
and perform oblivious accesses if the node is not found. To hide the data-
dependent path of the ORAM currently accessing pos, the Enclave also accesses a
dummy ORAM path generated from a random pos′. That is, the Enclave always
retrieves buckets of two ORAM paths, one for real and another one for dummy
path, from the Server, for every AVL node access. Magnus tries to put the node
as deep as possible, i.e., height = 1, as a leaf node. Once the node is inserted, its
parent node is re-balanced, recursively to the root. Finally, all accessed nodes are
mapped to new ORAM positions, and ORAM buckets containing them are re-
encrypted with Rk before being stored again at R. Note that Magnus only need
1 ocall to send all the new buckets to the Server in a batch. After data blocks
in doc inserted, the Enclave will parses the doc to retrieve a list of {(w, id)}
and later update MI and Mc (see line 14). To do so, the Enclave utilises the
latest state c ← ST [w] of w, and with (kw||kc) generated by F (kΣ , w) to gener-
ate an encrypted entry (u, v) ← (H2(kw, c),Enc(kid, id)) in a temporary list T .
Note that, H1 and H2 denote hash functions and Enc is a symmetric encryption
cipher. The entry holds the mapping between c and id to allow the Enclave to
retrieve id upon u and the known state. Then, the Enclave generates an AVL
state node nc of (w, id) with nc.key = F (kw, id) and nc.value = (Enc(kc, c))
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Search(w)

Client:
1: send w to Enclave;

Enclave: //retrieve currently matched ids
2: (kw ‖ kc) ← F (kΣ , w);
3: st(w,c) ← {∅}, Q ← [∅];
4: for id in del List do
5: if BF [H ′

j(kBF , w ‖ id)]j∈[h] = 1 then
6: u′ ← F (kw, id);
7: v′ ← Mc.Access(op′ = search,

in′ = (Mc.rNode,Mck, u
′)) in Server ;

8: c ← Dec(kc, v
′);

9: st(w,c) ← {c} ∪ st(w,c);
10: end if
11: end for
12: st(w,c) ← {0, . . . , ST [w]} \ st(w,c)

13: for c in st(w,c) do
14: (u, kid) ← (H2(kw, c), H1(kw, c));
15: Q ← {(u, kid)} ∪ Q;
16: end for

18: send Q to Server ;

Server:
17: receive Q from Enclave;
18: id List ← {∅}; // currently matched ids
19: for (u, kid) in Q do
20: id ← Dec(kid,MI [u]);
21: id List ← {id} ∪ id List;
22: send id List to Enclave;

Enclave://retrieve currently matched docs
23: for id in id List do
24: m ← doc ST[id];
25: for i in [0,m] do
26: key ← F (kΣ , id||i));
27: ni ← R.Access(op′ = search,

in′ = (R.rNode,Rk, key)) in Server ;
28: res ← value(Dec(Rk, ni));
29: end for
30: Return res to Client ; //in batch of docs
31: end for

Fig. 5. Search protocol in Magnus

(see line 25 in Fig. 4). In this way, the Enclave can retrieve the state c of w if
the keyword is in the deleted doc with id in Search. Then, the state node nc is
obliviously inserted to Mc via the Access protocol, in a similar way with R. The
enclave also computes a new member of H ′

j(kBF , w ‖ id) to update BF . After
all, the Enclave sends a batch of T to the Server within 1 ocall per a document
addition Then, the Server will update MI by using T . If Update is deletion, the
Enclave generates dummy AVL nodes and inserts them to both Mc and R to
hide the operation. Then, it updates del List by the deleted id.

In Search for a keyword w, Magnus verifies the mapping between w and
deleted id by testing the membership (w, id) with BF. If it is a case, the Enclave
performs a look-up in the map Mc with the key (w, id) via ORAM accesses (see
Fig. 5). Note that we can relax Mc to write-only ODS, where ORAM accesses in
Search do not require writing new ORAM buckets, similar with Fort. Since the
Path-ORAM of Mc is non-recursive and it has O(logN) levels, the communica-
tion round trips to retrieve all state nodes of deleted (w, id) pairs is O(dwlogN)
for dw deleted ids. The Enclave also performs padding with dummy accesses to
ensure the Server sees a fixed number of ORAM buckets visited per an AVL
node (≈1.45logN). Then, Magnus retrieves the deleted state list stwc

= {cdel
id },

where cdel
id is the state used for deleted ids. After that, the Enclave discards

them from the list {0, . . . , ST [w]} to infer the states of non-deleted documents
(see Fig. 5 line 12). Then, it computes query tokens in Q and send them to the
Server in a batch. Upon receiving currently matched id List from the Server,
the Enclave can perform the same deterministic ORAM accesses to retrieve data
blocks of docs in id List based on doc ST[id] (see lines 23–31).
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5 Security Analysis

The security of Magnus relies on the black-box use of oblivious data structures
(ODS) Mc and R, as initiated in [27]. Magnus contains the leakage of Update
and Search operations. We formulate the leakage of Magnus and define RealA(λ)
and a IdealA,S(λ) game for an adaptive adversary A and a polynomial time
simulator S with the security parameter λ as follows.

Let L be a stateful leakage function L = (LSetup,LUpdt,LSrch), where the
first three functions define the information exposed to the Server in Update,
and Search, respectively. In Setup, Magnus leaks the data structure of MI (i.e.,
the encrypted index), Mc (i.e., the OMAP of keyword states), R (i.e., the
OMAP containing encrypted document blocks). In Update(op = {add, del}, in),
Magnus leaks the data access pattern TMI

of encrypted entries to be inserted
in MI , ORAM positions accessed in Mc and R, denoted as TMc

and TR,
respectively. Then, LUpdt(op, in) = {(TMI

, TMc
, TR)}. In Search(w), Magnus

leaks 1) the accessed ORAM positions on Mc, named apMc
(w), 2) the leak-

age TimeDB(w) when the Enclave queries nw, named apMI
(w). Then, formally

LSrch(w) = apMc
(w) + TimeDB(w).

Definition 1. Consider Magnus scheme that consists of three protocols Setup,
Update, and Search. Consider the probabilistic experiments RealA(λ) and
IdealA,S(λ), whereas A is a stateful adversary, and S is a stateful simulator
that gets the leakage function L.

RealA(λ): A takes (1λ) and returns two different computable databases DB0

and DB1. Then, the challenger runs the Setup(DBb) upon a chosen bit b ∈
{0, 1}. Then, A makes a polynomial number of Updates (addition/deletion) with
(op, in), where Z is a natural number of documents, and (op = add, in = doci)
or (op = del, in = idi). Accordingly, the challenger runs those updates with
Update(op, in) and eventually returns the encrypted DB to A. After that, A
adaptively chooses the keyword w (resp., (op, in)) to search (resp., update). In
response, the challenger runs Search(w) (resp., Update(op,in)) and returns the
transcript of each operation. Upon receiving the transcript, A outputs a bit b.

IdealA,S(λ): A chooses a DB = {doci}i∈Z . By using LUpdt and (MI ,Mc, R)Updt,
S creates a tuple of (MI ,Mc, R) and passes it to A. Then, A adaptively
chooses the keyword w (resp., (op, in)) to search (resp., update). The challenger
returns the transcript simulated by S(LSrch(w)) (resp., S(LUpdt(op, in))) with
(MI ,Mc, R)Srch. Finally, A returns a bit b.

Theorem 1. Assuming OMAPs Mc and R are created with the secure oblivious
map of [27], SGX Enclave are secure, and the communication between the Client
and the Enclave is secure, Magnus is an adaptively-secure SSE scheme with
LUpdt(op, in) = op and LSrch(w) = {TimeDB(w), apMc

(w)}.
Throughout the operations, the Server observes a sequence of Path-ORAM

positions of Mc and R, for each position is chosen uniformly at random. In addi-
tion, the map MI always get entry inserts during the doc addition/deletion.
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During Search, Magnus reveals nw during the query on MI . In addition,
dw is revealed during the communication round trips between the Enclave
and the Server. This shows that Magnus has Type-I− leakage, i.e., Type-I
backward privacy.

6 Conclusion

In this paper, we leverage the advance of Intel SGX to design a Type-I− back-
ward private dynamic searchable encryption scheme. We carefully analyse the
limitation of Maiden and propose new design to avoid memory bottleneck of the
SGX enclave.
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