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Preface

We are delighted to introduce the proceedings of the 7th edition of the EuropeanAlliance
for Innovation (EAI) International Conference on Smart Objects and Technologies
for Social Good (EAI GOODTECHS 2021) held on September 15–17, 2021. This
conference has brought researchers, developers, and practitioners worldwide who are
providing experiences with the design, implementation, deployment, operation, and
evaluation of smart objects and technologies for social good. Social goods are products
and services provided through private enterprises, government, or non-profit institutions
and are related to healthcare, safety, sports, environment, democracy, computer science,
and human rights. Ultimately, they will benefit people with special needs, including
older adults, sport performance, and young people. The conference was organized by
the Instituto de Telecomunicações, the leading institution of the General Chair, which
provided active support for the organization of this conference.

As the whole world came to a stop due to the COVID-19 outbreak, this conference
was not spared either EAIGOODTECHS2021was organized as an online conference for
the second time in its history. As unfortunate as this situation is, it created an opportunity
to provide access to the conference to a much broader audience in this virtual format.

In the 7th edition, the aim of the GOODTECHS conference remained to provide an
opportunity for young researchers to present their work to a broader research community
and facilitate multidisciplinary and regional collaboration. Despite the participation
of scientists from the host country, a substantial number of participants from abroad
attended the conference. Building on the success of the past six editions of this
conference, this year the conference attracted 53 paper submissions, of which 24 were
accepted as full papers, with an acceptance rate for full articles of 45%. The conference
program spanned three days and included five keynote lectures attended by up to 50
attendees,which is among the highest attendance number in the history of the conference.

The technical program of EAI GOODTECHS 2021 consisted of 24 full papers in
oral presentation sessions in all tracks. The conference tracks included: the main track,
the workshop tracks, and the special session tracks. Thus, the conference tracks were:
“Main Track”, “WIP and Ph.D. track”, “Sheldon COST Action CA16226: Solutions
for Ageing Well at Home, in the Community and at Work”, “International Workshop
on Telehealth, patient empowerment, and education through technology”, “IoT Health-
care Systems and Cyber Security”, “Artificial Intelligence for Inclusiveness”, “Cyber-
Security and Integration on Social Good and Healthcare Services”, and “Technologies
for Quantifying Mobility and Health in Older Adults”. Aside from the high-quality
technical paper presentations, the technical program also featured five keynote speeches.
The five keynote speeches were given by the Hugo Plácido da Silva (Instituto de Teleco-
municações, Portugal, and Instituto Superior Técnico, University of Lisbon, Portugal);
Andrzej Janusz (University ofWarsaw, Poland); Miguel Tavares Coimbra (University of
Oporto, Portugal);Miguel Pais Clemente (University of Oporto, Portugal); andHenrique
Martins (Instituto Universitário de Lisboa, Portugal, and Universidade da Beira Interior,
Portugal).
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The coordination and organization of the steering chairs, Imrich Chlamtac and
Bo Li were essential for the success of the conference. We sincerely appreciate their
constant support and guidance. It was also a great pleasure to work with such an
excellent Organizing Committee for their hard workwhile organizing and supporting the
conference. In particular, the Technical Program Committee who completed the peer-
review process for technical papers and helped to put together a high-quality technical
program. We are also grateful to the conference manager, Viltare Plazner, for her sup-
port and all the authors who submitted their papers to the EAI GOODTECHS 2021
conference and workshops.

We strongly believe that the EAI GOODTECHS conference provides a good forum
for all researchers, developers, and practitioners to discuss all science and technology
aspects relevant to social goods. We also expect that the future EAI GOODTECHS con-
ferenceswill be as successful and stimulating as this year’s, indicated by the contributions
presented in this volume.

September 2021 Ivan Miguel Pires
Susanna Spinsante
Eftim Zdravevski

Petre Lameski
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Abstract. With the widespread of miniaturized inertial sensors embed-
ded in wearable devices, an increasing number of individuals monitor
their daily life activities through consumer electronic products. How-
ever, long-lasting data collection (e.g., from accelerometer) may expose
the users to privacy violations, such as the leakage of personal details. To
help mitigate these aspects, we propose an approach to conceal subject’s
personal attributes (i.e., gender) while maximizing the accuracy on both
the monitoring and recognition of human activity. In particular, a Multi-
Objective Evolutionary Algorithm (MOEA), namely the Non-dominated
Sorting Genetic Algorithm II (NSGA-II), is applied to properly weight
input features extracted from the raw accelerometer data acquired with
a wrist-worn device (Empatica E4). Experiments were conducted on a
large-scale and real life dataset, and validated by adopting the Random
Forest algorithm with 10-fold cross validation. Findings demonstrate that
the proposed method can highly limit gender recognition (from 89.37%
using all the features to 64.38% after applying the MOEA algorithm)
while only reducing the accuracy of activity recognition by 5.45% points
(from 89.59% to 84.14%).

Keywords: Human Activity Recognition · Privacy preservation ·
Gender user identification · Wearable sensors · Multi-objective
evolutionary algorithm
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1 Introduction

Different sensors and sensing modalities can be adopted in lifelogging applica-
tions, which may expose the subject to risks associated with privacy violations,
because of the pervasive and long-lasting collection of data [9,23,25]. Addition-
ally, the potential threat to privacy is also determined by the subject’s awareness
about the undergoing collection of sensor data, while performing daily life activ-
ities. In fact, while the explicit user permission is typically requested, e.g. by
mobile devices operating systems, to access and activate data collection from
sensors such as cameras, microphones and positioning systems, which are gener-
ally perceived as information rich and intrusive of the user’s privacy, other sensors
such as accelerometers, gyroscopes and barometers are usually considered less
dangerous in terms of privacy implications, if not taken into consideration at all
[24]. Unfortunately, the vast majority of the accelerometers embedded in con-
sumer wearables and smartphones are usually accessible to several third parties
(manufacturers, service providers, developers of apps running on the hosting
device), that are to be wisely considered as potentially untrusted if not mali-
cious, especially because the user does not have any control on their capabilities
to access the sensor data. As acceleration data collected from wearable devices
is shown to enable the leakage of personal details [20,42], suitable approaches to
privacy by design and by default in wearable devices, which are prescribed by
privacy regulations such as the European GDPR [15], are needed [17].

1.1 Activity Recognition with Accelerometry

Human Activity Recognition (HAR) targets to automatically detect and predict
human behaviors through motion data collection. Over the past years, both
video- and sensors-based HAR have been explored in many application fields,
such as ambient assisted living (AAL) [38], anomaly living patterns [16], fall
detection [31], sport [47] and pandemic emergency like COVID-19 [19].

Generally, the development of a HAR system follows a specific sequence of
steps, named Activity Recognition Chain (ARC), leading from collected raw data
to activity recognition system performance. As detailed in [5], ARC consists of
four consecutive steps that include the pre-processing, the segmentation, the
feature extraction, and finally the selection of features and classifier training.

Within the context of sensor-based HAR, thanks to the quick spread of minia-
turized inertial sensors (Inertial Measurement Units—IMUs) embedded in wear-
able electronic devices, motion-related raw data can be easily acquired from
several consumer electronics products (e.g. smartwatches and smartphones),
although their metrological properties are often unavailable [10]. Acceleration
data are widely employed for HAR analysis [1,40]: such approaches offer an ade-
quate, comfortable and affordable solution to directly measure the movement of
the human body. Several studies focused on monitoring human activities have
been reviewed in [13] and [39], where the accelerometer is used either alone or
combined with other inertial sensors like gyroscopes and magnetometers.
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Acceleration samples generated by the sensor capturing the current user’s
status may be continuously gathered from the wearable devices, processed and
then used to classify the performed activities through the use of Machine Learn-
ing (ML) and Artificial Intelligence (AI) algorithms. Among others, some of the
most commonly implemented classification algorithms include Naive Bayes (NB),
Random Forest (RF), Decision Tree (DT), Support Vector Machine (SVM),
k-Nearest Neighbor (kNN), Hidden Markov Model (HMM), Artificial Neural
Network (ANN), Convolutional Neural Network (CNN) etc. [22,37]. However,
different algorithms can be suitable for different scenarios of HAR, depending
on the nature of the data collected [36] and also on the target item to classify
(activity, gesture, pose, and so on). All of the mentioned algorithms exploit fea-
tures computed on the acceleration data, either in the time or in the frequency
domain; however, some of the features may capture not only the information
strictly needed to classify the activity, but also personal details about the sub-
ject performing it. As a consequence, the risk is that the personal information
is exposed with the HAR classification results.

1.2 Privacy Preservation

The very rapid growth in the adoption and popularity of wearable devices has
nurtured the development of a huge amount of different applications exploiting
not only the data collected by means of the on board sensors, but also the
personal information each user may decide to provide, such as age, height, gender
and weight.

For the latter, several mechanisms and approaches have been proposed in
the literature, in order to guarantee anonymous sharing and avoidance of pri-
vacy disclosure [7,29,46]. However, the same personal information could be dis-
closed also without the explicit consensus of the user, by processing some of the
motion-related data collected from wearable sensors, especially those generated
by accelerometers. As explained in [43], for applications targeting HAR based
on acceleration data, a potential privacy leakage exists about the user’s identity,
because it is possible to infer gait characteristics depending on a user’s muscle
growth, bone structure, height, and weight, from the sensed accelerometer data.
Also, the authors show how feature selection and sampling rate adjustment have
an impact on the accuracy of both activity and identity recognition, and they
should be considered on the basis of their mutual information metric. Based on
the above observations, motion data can be classified as a quasi-identifier [24],
because it may allow the identification and tracking of a user. In fact, every
individual has a distinctive way of walking, which is the reason why gait can
be a key element of biometric techniques to authenticate and/or identify the
user of a wearable device. Moreover, motion data can be drawn from wearables
(such as smartbands) and mobile devices without the user’s conscious partic-
ipation or explicit permission, thus becoming a potential threat despite being
generally thought to be harmless. Boutet et al. in their report [4] present a
privacy-preserving tool to sanitize motion sensor data against unwanted sensi-
tive inferences (thus improving privacy), while keeping an acceptable accuracy of
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the HAR (thus maintaining data utility). To do so, the tool builds several models
to sanitize the motion data against the specified attribute (such as gender), by
exploiting Generative Adversarial Networks (GANs). The generated sanitized
data may result to be distorted with regards to the raw one, for the aim of the
target application (HAR) so, based on a utility/privacy trade-off, several models
may be necessary before finding the one that optimizes HAR performance loss,
sensitive inference reduction, and data distortion. Authors present test results
on available data collections, for which gender inference is reduced up to 41%
while decreasing the HAR accuracy only by 3%.

While gait has been proved to enable a subject’s identification from his/her
motion data in the literature, in a previous paper we discussed the risk of expo-
sure of personal information also when the collected acceleration data are not
related to gait, but associated to different types of activities or gestures [34].
Taking all this into consideration, the main objective of this paper is to design a
method to properly select features computed from the acceleration data acquired
with a smart wristband while performing different activities, and used by super-
vised classification algorithms, so that HAR accuracy (i.e. the utility of the data)
is not affected, while personal attributes (i.e. unnecessary private details in the
processed data), such as gender, are concealed. A Multi-Objective Evolutionary
Algorithm (MOEA) is applied to find appropriate weights for each feature, dif-
ferently from the paper cited above which exploits GANs. The remainder of this
paper is organized as follows. In Sect. 2 the initial method applied for HAR and
gender recognition is presented. This Section also provides a description of the
collected dataset, highlighting the features extracted from the accelerometer sig-
nal, which serve as input for the recognizing systems. In Sect. 3 a multi-objective
evolutionary algorithm is described to find the relevance of each feature so that
HAR accuracy percentage is maintained (or improved), while gender recogni-
tion is worsened to preserve the private information. Finally, Sect. 5 discusses
the approach proposed in the paper and presents some future works.

2 Activity and Gender Recognition

2.1 The Dataset

This work employs the publicly available PAAL ADL Accelerometry dataset [32],
a dataset acquired with a wearable multi-sensor device, the Empatica E4 [14],
which provides raw activity motion data in real-life conditions.

To the aim of this work, among the signals collected by the sensors embedded
in Empatica E4, only the acceleration has been extracted to monitor the users
performing different activities of daily living. To promote the real-life acquisition
procedure, subjects acted in their natural environment, with no instructions
about how and for how long to perform each activity.

The dataset includes 24 different activities performed using real objects. Each
activity was repeated between 3 and 5 times by 33 healthy subjects, characterized
by a gender balance (19 females and 14 males), and a large age range (between
18 and 77 years, mean = 45.24 years and standard deviation = 18.24 years).
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The list of activities is presented in Table 1. This dataset also includes infor-
mation about the gender and age of each subject.

Table 1. List of activities performed by the subjects.

1. Drink water 7. Take off jacket 13. Sit down 19. Sneeze/cough

2. Eat meal 8. Put on jacket 14. Stand up 20. Blow nose

3. Open a bottle 9. Put on a shoe 15. Writing 21. Washing hands

4. Open a box 10. Take off a shoe 16. Phone call 22. Dusting

5. Brush teeth 11. Put on glasses 17. Type on a keyboard 23. Ironing

6. Brush hair 12. Take off glasses 18. Salute 24. Washing dishes

2.2 Signal Processing and Features Extraction

Each time series of acceleration samples A was filtered by applying a 4th order
low-pass Butterworth filter (cut-off frequency: 15 Hz) for eliminating the high
frequency noise and preserving the human activities and gestures [35]. In addi-
tion, a 3rd order median filter was applied to remove abnormal spikes. In order
to infer the information contained in the human activity data, specific features
were computed in both time- and frequency-domain, and then extracted, either
from each spatial direction (Ax, Ay, Az) and from the signal magnitude vector

(SMV ) of acceleration (defined as SMVi =
√

A2
x,i + A2

y,i + A2
z,i, where i is the

index of the sample).
A successful technique for extracting features from accelerometer data is to

divide the signals into windowed segments [28]. Therefore, we extract features
from both raw data of the three axes and SMV , each segmented by fixed-
size sliding windows of 5 s (i.e. 160 samples), with 20% (i.e. 1 s) of overlapping
between two adjacent windows. Concerning the time domain analysis, features
strictly related to the changes in the acceleration signal were evaluated. The fre-
quency domain analysis was conducted by computing the magnitude of discrete
Fast Fourier Transform (FFT) on the acceleration signals. The selected features
were then extracted from the obtained signals. The list of 62 features used is
presented in Table 2 [2,33].

2.3 Implementation

The overall implementation was made using the Python library Scikit-learn.
Among the ML classifiers commonly selected to train and test the classification
model, Random Forest (RF) was used thanks to its good performance reported
in previous similar studies [18,44]. RF is designed to obtain accurate predictions
by constructing multiple trees (named also estimators), where each tree is grown
with a randomized subset of features. In this study, the whole set of features was
used to build each tree of RF, measuring the quality of split with the informa-
tion gain function. The number of trees was investigated by selecting different
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Table 2. List of features extracted in time and frequency domain.

Domain Features Computation

Time Mean X, Y, Z axes, SMV

Median X, Y, Z axes, SMV

Standard Deviation X, Y, Z axes, SMV

Maximum X, Y, Z axes, SMV

Minimum X, Y, Z axes, SMV

Range X, Y, Z axes, SMV

Axes Correlation XY, YZ, ZX axes

Signal Magnitude Area SMV

Coefficient of Variation X, Y, Z axes, SMV

Median Absolute Deviation X, Y, Z axes, SMV

Skewness SMV

Kurtosis SMV

Autocorrelation SMV

Percentiles (20th - 50th - 80th - 90th) SMV

Interquartile range SMV

No. of Peaks SMV

Peak - Peak Amplitude SMV

Energy SMV

Root Mean Square SMV

Frequency Spectral Entropy SMV

Spectral Energy SMV

Spectral Centroid SMV

Mean X, Y, Z axes, SMV

Standard Deviation X, Y, Z axes, SMV

Percentiles (25th - 50th - 75th) SMV

numbers of estimators (from 10 to 170) to verify whether such parameter can
improve the model accuracy for activity and gender recognition.

In order to train the model, the k-fold cross validation was implemented with
k = 10. This means that the original dataset was randomly partitioned into k
subsets: k−1 as training set, and the remaining as validation set. After k times,
the average of the k performance measurements on the k validation sets gives
the cross-validated performance.

2.4 Results

Generally, in the HAR context, supervised learning approaches are widely
exploited by using labeled data as inputs for predicting the classification of
unknown data through the ML algorithms. In this section, we present the results
of the RF supervised approach used to investigate both the activity and gender
recognition, separately.



Balancing Activity Recognition and Privacy Preservation with an MOEA 9

Fig. 1. Number of trees for RF classifier.

The experimental results are shown in Fig. 1, where the number of trees is
associated to a value of accuracy percentage achieved by the RF algorithm.
Contrary to what often may be thought, the results show that a large number
of trees does not necessarily cause a better recognition performance for the RF
algorithm. In fact, for both models, the percentages of improvement stabilize
or slightly decrease as the number of trees increases, especially after a number
of trees equal to 90. This means that the benefit in recognition performance
from using more trees is lower than the cost in computation time for learning
the additional trees. Therefore, at 90 estimators, the global accuracy percentage
is 89.59% and 89.37% for human activity and gender recognition, respectively.
Besides the accuracy, the performance of the activity and gender recognition
was assessed using the confusion matrix, that summarizes the information about
the actual and predicted classes, either correctly or wrongly classified. Figure 2
shows the results obtained for the RF algorithm to classify each activity. As
it is clear, the highly misclassified activities are the following ones: open a box
classified as open bottle, take off a shoe classified as put on a shoe, take off
glasses classified as put on glasses, and stand up classified as sit down. On the
other hand, Fig. 3 shows the performance obtained for the RF algorithm in
distinguishing the gender of the participants. Male subjects were confused more
than female ones, probably because there are more female users in the dataset.

3 Concealing Private Information with a Multi-objective
Evolutionary Algorithm

The above results can be considered good for HAR. However, if the goal is
to protect identity details of the users performing those activities, this set of
features also gets good results for gender recognition. Then, the question is:
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Fig. 2. Confusion matrix for HAR recognition.

Fig. 3. Confusion matrix for gender recognition.

Can the input features be transformed so that HAR remains good but gender
(or any other private data) recognition accuracy decreases? This would lead to
systems that perform well for HAR, maintaining the utility of the data, but,
simultaneously, conceal private information. This work presents a mechanism to
filter the input features in order to obtain this objective. We propose the use
of a multi-objective evolutionary algorithm to find appropriate weights for each
feature.

3.1 Evolutionary Feature Weighting

This is a similar objective to previous works on evolutionary feature subset
selection or feature weighting. This is, trying to approximate the optimal degree
of influence of individual features using a training set. However, the final goal of
this work is to filter the signal captured by the wristband trying to maximize the



Balancing Activity Recognition and Privacy Preservation with an MOEA 11

HAR accuracy while at the same time to minimize the recognition of personal
characteristics of the subjects, e.g. gender or age.

In the case of evolutionary feature weighting, the approach is to consider an
individual as a real vector where each gene represents the weight given to each
feature. Two main models are presented in the literature to implement this [6,
45]: the filter model and the wrapper model. The former selects the features
based on a priori decisions on feature relevance according to some measures
(information, distance, dependence or consistency) [30], ignoring the learning
algorithm underneath. In the latter, the feature selection algorithm exists as
a wrapper around the learning algorithm; in the search of a feature subset, the
learning algorithm itself is used as part of the evaluation function [21]. The main
disadvantage of the wrapper approach is the time needed for the evaluation of
each feature weight [26]. On the other hand, filter-based approaches, although
faster, find worse solutions in general [6].

This paper follows the wrapper approach, trying to find appropriate weights
for the features presented in Table 2 using RF as classifier.

3.2 Multi-objective Evolutionary Algorithms

In multi-objective optimization, the goal is to optimize simultaneously several
objective functions. These different functions have conflicting objectives, i.e.,
optimizing one affects the others. Therefore, there is not a unique solution but a
set of solutions. The set of solutions in which the different objective components
cannot be simultaneously improved constitute a Pareto front. Each solution in
the Pareto front represents a trade-off between the objectives. MOEAs [8] are
heuristic algorithms to solve problems with multiple objective functions. The
three goals of an MOEA are [41]: (1) to find a set of solutions as close as pos-
sible to the Pareto front (convergence); (2) to maintain a diverse population
that contains dissimilar individuals to promote exploration and to avoid poor
performance due to premature convergence (diversity); and (3) to obtain a set of
solutions that spreads in a more uniform way over the Pareto front (coverage).

This work employs the Non-dominated Sorting Genetic Algorithm II (NSGA-
II) [11] as wrapper algorithm. NSGA-II has the three following features: (1) it
uses an elitist principle, i.e., the elites of a population are given the opportunity
to be carried to the next generation; (2) it uses an explicit diversity preserving
mechanism (Crowding distance); and (3) it emphasizes the non-dominated solu-
tions. The algorithm will obtain a set of solutions, some of them optimizing one
over the other objective and vice versa. From these set of solutions, a specific
solution fulfilling particular conditions could be selected.

3.3 Characteristics of the Algorithm

An individual in the population (potential solution) is encoded as a real vector U
whose elements uj ,∀j ∈ [1..62] represent the weight of a particular feature during
the classification (62 being the number of features, see Table 2), i.e. each feature
is multiplied by the appropriate weight before being input to the classifier.
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The fitness functions to be optimized are:

f1 = HAR (1)

f2 =
∣∣∣∣Gender Recognition − 1

2

∣∣∣∣ (2)

The objective will be to maximize f1 while minimizing f2, i.e. maximizing
HAR while taking gender recognition close to random. Therefore, for other pri-
vate information, the second term in f2 must be 1

Number of categories .

4 Results

This work has employed the implementation of NSGA-II offered by pymoo [3], a
multi-objective optimization framework in Python, using the following parame-
ters, which have been selected experimentally:

– Size of the population: 50;
– New individuals (offsprings) created per generation: 10; and
– Number of generations without changes in the best individual to stop the

algorithm: 100

Some other characteristics of the algorithm are:

– The individuals in the initial population are created with random real values
between 0 and 1;

– Binary tournament is used to select the parents to generate a new offspring;
– Simulated Binary Crossover (SBX) [12] with default parameters is employed

to create each individual;
– Each new individual is mutated by applying Polynomial Mutation [12] with

default parameters; and
– Duplicates are eliminated after merging the parent and the offspring popula-

tion. If there are duplicates with respect to the current population or in the
offsprings itself they are removed and the mating process is repeated to fill
up the offsprings until the desired number of unique offsprings is met.

The application of this algorithm obtains a set of solutions, some of them
optimizing one over the other objective and vice versa (Fig. 4). From these set
of solutions, this work selects the solution closer (using Euclidean distance) to
perfect HAR (value equal to 1) and random gender recognition (value equal to
0.5). The accuracy results of this selected final solution (marked in green in the
Figure) are 84.14% and 64.38%, for activity and gender recognition, respectively.
Comparing with the results presented in Sect. 2.4 (in red in the Figure), in which
all the features are equally considered, HAR accuracy has been reduced 5.45%
points while gender recognition has worsened 24.99.

Figure 5 shows that results are similar to those shown in Fig. 2, although
accuracy has been reduced for most of the classes. However, gender classification
has been dramatically affected by applying the MOEA as almost all the inputs
are now identified as being performed by a female user (Fig. 6).



Balancing Activity Recognition and Privacy Preservation with an MOEA 13

Fig. 4. Final set of solutions for a run of the MOEA algorithm. The best balanced
solution is marked in green. The initial result in which all features are equally considered
(presented in Sect. 2.4) is marked in red. For the sake of clarity, 0.5 has been added to
f2, which is then the gender accuracy. (Color figure online)

Fig. 5. Confusion matrix related to the HAR.
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Fig. 6. Confusion matrix related to the gender.

5 Conclusion

In this work, the authors propose a method for privacy preservation in non gait-
related human motion data collection. More precisely, an MOEA is applied on a
dataset of 24 different activities of daily living performed in realistic conditions
by 33 healthy subjects, and for which acceleration signals were collected from
the medical grade wrist worn device Empatica E4.

In order to investigate how much private information (i.e. related to gen-
der) is included in the set of features extracted from accelerometer data, the
RF algorithm was firstly adopted for both the activity and gender recognition
separately. Then, the NSGA-II was employed as a wrapper algorithm to find the
appropriate weights for each feature so that HAR accuracy is maximized while
simultaneously gender accuracy is minimized. In order to validate the MOEA
with respect to the initial method, the classification accuracy along with the
confusion matrices were investigated.

Initial results show a global accuracy percentage of 89.59% and 89.37% for
human activity and gender recognition, respectively, by adopting the RF algo-
rithm with a number of trees equal to 90. In particular, the confusion matrix
for HAR suggests that some activities are highly misclassified because they are
difficult to distinguish using only a single accelerometer worn on the wrist, as the
movement of the device may be similar in some contrary activities (e.g. stand
up and sit down). Also, the same activity performed with two different tools
was harder to distinguish (e.g. open a box and open bottle). Regarding gender
recognition, the results demonstrate that the user’s gender can be easily detected
from the wrist motion data. Finding the appropriate weights by using an MOEA
allows to conceal the gender of the user while HAR is not considerably affected,
resulting in a global accuracy of 84.14% and 64.38% for human activity and
gender recognition, respectively. Additionally, Fig. 4 shows that the output of
the multi-objective evolutionary algorithm is not a single set of weights (single
solution) but a set of solutions constituting a Pareto front. Therefore, under
some conditions instead of choosing the best balanced solution (as this work
proposes) any other of the obtained solutions could be chosen, for instance in
the case that, for a specific user, activity recognition needs to be prioritized over
privacy protection. Getting back to the motivations of this study, implementing
a concealing strategy on-board the sensor based on the selected condition on
the Pareto front, could be seen as a way to implement what is envisaged as a
privacy-by-design approach by the regulations.
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In the future, this work will be extended to consider other private information
which users would like to conceal, e.g. age. In that case, in which more than two
objective functions were to be considered, the optimization will be carried out
with a many-objective evolutionary algorithms [27]. Additionally, other set of
features extracted from the accelerometer data will be explored. For instance,
extracting deep features from the original data instead of using the handcrafted
features presented in Table 2.
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1. Balli, S., Sağbaş, E.A., Peker, M.: Human activity recognition from smart watch
sensor data using a hybrid of principal component analysis and random forest
algorithm. Meas. Control 52(1–2), 37–45 (2019)
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Abstract. Given the impact of the pandemic era, it is important the
effects of physical activity on human beings, physically and mentally. The
significant advance in the technology industry of biomedical sensors and
mobile devices allowed the arrival of new health monitoring prototypes
to improve people’s lives. This work implements a data capture system,
using an electrocardiogram (ECG) and accelerometer (ACC) type sensor
to collect a large volume of data for further analysis to obtain metrics
to assess the activity level during this pandemic phase. Using a BITalino
device that allows us to collect a large amount of information from var-
ious sensors, we, therefore, chose to use it as a platform to capture data
from the sensors mentioned above. In the first phase, we will capture
the largest possible amount of data from the subject in the test phase.
Then, the collected data will be sent to a web server, where it will be
processed. Finally, in a third phase, the data will be presented in a more
summarized and graphical way. In this way, we will analyze the impact
of movement/inactivity on the test subjects’ daily life with the referred
sensors’ biometric data.

Keywords: Biometric · Data capture · ECG · Accelerometer ·
BITalino

1 Introduction

Interest in biometrics has gained momentum in the last years, mostly due to
the massive use of daily life devices like smartwatches, smartphones, and lap-
tops [10,11]. From a technical perspective, biometrics can be classified into two
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main groups depending on whether they use physiological or behavioral sig-
nals. Examples of physiological signals include fingerprints, iris, retina, heart,
and brain signals, whereas voice, signature analysis, or keystroke dynamics are
behavioral signals [8].

The research outcome in this area is that most gadgets, such as smartphones,
tablets, wearables, and Implantable Medical Devices (IMDs), have been equipped
with one or more embedded sensors to measure biometric parameters from the
bearer. Besides having biometrics sensors, most (if not all) of these devices are
enhanced with some wireless communication technology, e.g., Bluetooth, WiFi,
or Radio Frequency(RF), allowing them to share data and to perform remote
reconfiguration [6].

Nowadays, mobile devices have increased, and this trend will continue in
the coming years. Due to their widespread integration with the users’ lifestyles,
mobile devices can support personal activities anywhere at any time. Also, these
devices integrate numerous sensors that allow signal acquisition related to dif-
ferent aspects of medical or assisted living purposes in different environments
[13].

Mobile devices integrate sensors and features that help healthcare profession-
als treat their patients with permanent connectivity. Mobile applications help
collect data related to physical activity, human body images, and other aspects
related to healthcare [13].

Although mobile devices integrate many sensors, over recent years, the Do-it-
Yourself (DiY) community has been contributing to the development of low-cost,
easy-to-use hardware platforms targeting biomedical engineering and equipped
with multiple sensors useful for a wide range of applications [4]. One of these
hardware platforms, explicitly designed to suit the needs of the physiological
computing community, is BITalino device [14].

BITalino device a low-cost and highly versatile hardware framework designed
to allow anyone, from students to professional app developers, to create projects
and applications with physiological sensors [14].

Jupyter notebooks provide an environment where you can freely combine
human-readable narrative with computer-readable code. This lesson describes
how to install the Jupyter Notebook software, run and create Jupyter notebook
files, and contexts where Jupyter notebooks can be particularly helpful [7].

In our daily life, we have continuous access to a plethora of sensors in our
mobile devices. With the use of specialized sensors such as the ones provided by
the BITalino platform, the information captured with these sensors can give us
many data to analyze. In this study, we intend to correlate some of these sensors
data in daily life to detect lack or not of physical activity.

This document is organized into five sections. In Sect. 2, we identify related
work. Section 3, presents the method applied in study. Section 4, shows the
obtained results. Finally, in Sect. 5 conclusions are drawn, followed by future
work guidelines.
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2 Related Work

This section’s overall goal is to describe the related research areas and place
the method’s contributions in this context. This chapter surveys previous work
in biometric data capture to identify a lack of physical activity in daily life.
In general terms, the biometric data will be captured through a device called
BITalino and its sensors, such as an ECG sensor to measure the heartbeat of the
subject and accelerometer sensors to measure subject movement, respectively.
The biometric data will be sent to a server, processed the signals, and finally, the
information will be displayed graphically and resumed to be better visualized.
This process aims to understand the lack of physical activity and the relation
with this critical phase that we are trying to pass through.

A device and an ECG sensor will do this process, but first a little bit of
history about it, this device was designed in Portugal and is one of the ten
main European innovations in the Industrial & Enabling Tech category of the
Innovations Radar Prize 2017 [3].

Nowadays, biometric data is a subject in vogue by the general public and
not only by the people who work in medicine. Thus, portable devices such as
smartwatches and smart fitness bands play a crucial role in evolving how it
diagnoses several health disorders before they step into a high-risk medical field.
It is significantly accessible to recording data. There is a tremendous interest
in devices that can help people control or measure their physical condition or
health and well-being. Furthermore, biometric data has become a critical topic
of study for the global engineering community and, as a consequence, shows that
biometric data is a topic of growing interest [9,12,14].

In this project, it will be captured biometric data from three or four subjects.
For this purpose, a BITalino device will be used with the respective sensors to
capture biometric data. This equipment will be described in the following topic
to understand better this technology [15].

Currently, there is a need to create innovative hardware at a low cost. In this
specific case, we are talking about BITalino devices. It is a versatile hardware
structure designed with good raw material at a reduced price, allowing anyone to
create projects and applications with physiological sensors. This device is proba-
bly the most well-established and recognized system for biomedical research and
education. Although BITalino device has a variety of sensors and functionalities,
we chose to use the sensor because, for the intended purpose, it is the most
suitable sensor. This sensor analyzes four different activities: spine, seated, deep
breathing, and recovery after exercise [1,2,5].

3 Experimental Work

At this stage, our project’s first step was to obtain the data from a BITal-
ino device from the two sensors used in this study, in this case, an ECG and
accelerometer sensors. The procedure was to establish a connection between the
BITalino device and an Android smartphone using the OpenSignals application
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to collect this data. OpenSignals, from the creators of the BITalino device, allow
to capture data from the sensors and save it to a text file with the sensors’ out-
come results. After the capture is done, the same data text file is sent to an FTP
server. The server folder, where the data files are received, is constantly moni-
tored for new files. When a new file arrives, the server processes it and creates a
new Jupyter Notebook file from a template and the received file data. These gen-
erated files can then be opened in Jupyter Server or Jupyter Lab, where we can
visualize charts with the sensors’ metrics. This process’s architecture is demon-
strated in the picture Fig. 1 presented below. Firstly, on the Android side, the
OpenSignals app looks like the following pictures presented in Fig. 5. Secondly,
on the server-side, the stack consisted of an File Transfer Protocol (FTP) server
receiving the data collected from Android application to a folder (see Figs. 2 and
3), and the server monitoring these folders for processing the received data files.
Finally, in Fig. 4, the Jupyter Lab server with a processed notebook is presented.

Fig. 1. Schema of the proposed system.

Fig. 2. Server Stack
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Fig. 3. Server Stack 1

Fig. 4. Jupyter Notebook Processed Data

4 Preliminary Results

From the captured data collected from a single subject, the results obtained
from the sensors can be seen in the chart presented in Fig. 6 or 7. The result
data serves as an example for a small part of a day. The Fig. 6 represents a
portion of roughly 18 min and Fig. 7 represents a portion of roughly 2 h and
18 min. The data had to be collected in chunks due to the large volume of data
captured, making it much more difficult to handle in devices like mobile phones
and even transform it into a simple laptop computer.

As shown in both charts, the data collected induce us to a correlation between
spikes in ECG signal and spikes in the accelerometer signal, representing periods
of movement from the subject. Although the periods described in charts are not
from a full day from continuous measurements, we observed the same pattern of
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(a) OpenSignals Entry (b) BITalino Connected

(c) BITalino Channels (d) Capture Devices

Fig. 5. OpenSignals



24 L. Marques et al.

motion, or lack of movement in this case of the subject, as we suspected from
the beginning of this work.

Fig. 6. ECC and accelerometer signals

Fig. 7. ECC and accelerometer signals

5 Conclusion

The purpose of this work was to implement a system that would capture, pro-
cess, and display biometric data collected from sensors for individuals to try to
make a correlation between lack or not of movement and the sensors data, due
to the confinements times that the population is facing. Two sensors were used
to achieve the proposed goal, ECG and accelerometer adequately integrated in
a single-board computer (i.e., BITalino device). It could make the capture, and
then the data collected is sent to an FTP server then further processes to a
Jupyter Notebooks where data is rendered in carts. The conclusion is that the
implementation of this system was an excellent means for learning purposes.
Finally, it was helpful being the population tends to be more sedentary in the
pandemic time. In the future, can be considered additional sensors in the mon-
itoring and analysis of metrics and indicators related to the well-being of indi-
viduals. Finally, can be explored machine learning algorithms on processing the
data to get new insights.
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Abstract. In many sectors, there is a large amount of data collected and stored,
which is not analyzed. The health area is a good example. This situation is not
desirable, as the data can provide historical information or trends that may help
to improve organizations performance in the future. Process mining allows the
extractionof knowledge fromdata generated and stored in the information systems.

This work aims to contribute to the aforementioned knowledge extraction,
comparing different algorithms in process mining techniques, using health care
processes and data. The results showed that Inductive Miner and Heuristic Miner
are the algorithms with better results. Considering the execution times, Petri Net
is the type of model that takes longer, but it is the one that allows a better analysis.

Keywords: Big data in healthcare · PM4Py · Process mining · Process
discovery · Conformance checking

1 Introduction

Health processes are complex and involve steps performed by people from various
disciplines and sub-areas. This complexity makes this area interesting, but difficult to
analyze and understand. These processes make use of information systems that record
large volumes of data, but which are difficult to exploit.

Process mining intends to gain knowledge about a particular running process and
allows to have an accuratemodel of its behavior. The purpose is to improve the implemen-
tation and evaluation of health care processes. Moreover, the model can help configuring
any additional requirements not included in the system [1].

To evaluate the feasibility of some process mining algorithms, using health care
processes, each one will be tested to understand its limitations and advantages. For this
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purpose, the ProcessMining for Python framework (PM4Py) [2] will be used, as it allows
an algorithmic customization that other tools do not allow. Furthermore, it has a good
variety of other features of interest.

Usually, the event logs used for analysis provide timestamps for the steps/activities
that compose the process, as well as their description and other information. The dataset
used was extracted from the MIMIC-III database [3].

Subsequently, specific scenarios with certain characteristics are created in order to
test different situations that may expose limitations of the algorithms. In addition, the
variants are analyzed [4]: select the variants with more occurrences and exclude specific
cases that could generate noise in the process analysis. It is also interesting to filter the
dataset, taking into account features that make sense in the set of logs. Finally, we intend
to test techniques and tools to verify the conformance of the generated model.

It is also possible to calculate different statistics on the event logs of the dataset, as
well as to create graphs that allow to understand various aspects of the dataset.

This document is organized into 6 sections. In Sect. 2, the main process discovery
algorithms are presented. Section 3 analyzes PM4Py, justifying the choice of this tool.
Section 4 explains the experimental scenarios. Section 5 shows the results. Finally, Sect. 6
presents conclusions about this work and future work.

2 Process Mining Algorithms

In the last decade, process mining has emerged as a new field of research that focuses
on process analysis, using event data. Classic data mining techniques do not focus on
business process models [5]. Thus, process mining focuses on processes, step by step,
because the availability of event data and new techniques are increasing, allowing the
discovery and the conformance verification of the processes [6].

Processmodels are used to analyze process execution throughBusiness ProcessMan-
agement (BPM) systems. These process management tools are widely used to support
operational process administration. However, they do not use event data [7].

The activities performed by people, machines, and software leave traces in the so
called event logs [5]. Process mining techniques use these logs to discover, analyze and
improve business processes [8].

Process mining is used to find patterns and understand the causes of certain process
behaviors. On the other hand, process mining helps to understand how processes are
being performed. For this purpose, specialized mining algorithms are applied to identify
patterns from event data recorded in the information management systems [9].

There are several algorithms for process mining. The internal local relations between
the activity data are modeled by the Heuristic Miner algorithm. This is the most widely
used algorithm,mainly due to its ability to dealwith noisy1 and incomplete data, common
in the health area. Global or external relationships between activities are modeled by
Genetic Miner algorithms [10] and Fuzzy Miner [11].

Alfa Miner algorithm examines the event log for specific patterns. This algorithm
works, simultaneously, a set of sequences of events, following a certain activities order

1 Noise is the result of data quality problems, such as registration errors, which infrequently
manifest themselves in the behavior of the process [13].
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in the event log, and shows the result in a Petri Net2 project diagram. For example, if
activity X is followed by Y, but Y is never followed by X, then it is assumed that there
is a causal dependency between X and Y. However, Alpha Miner is unable to highlight
the bottlenecks of the process [12].

Most business process mining tools use Directly-Follows Graph (DFGs) as a first
approach of exploring event data. To deal with complexity, DFGs are simplified by
removing nodes and edges based on frequency restrictions. This simplicity can make
these DFGs misleading, as they can be misinterpreted, leading to different conclusions.
In addition, bottleneck information can be misleading, especially after simplifying the
model. This can lead to all kinds of interpretation problems, due to “invisible gaps” in
the model [15].

Heuristic algorithms use the order or sequence of activities and the events frequency.
They find the frequent and infrequent paths in the process. In this sense, they are more
robust relatively to the process frequencies [16]. HeuristicMiner is very similar to Alpha
algorithm, because it deals with similar problems. Furthermore, it catches more real
problems. The Heuristic Miner uses logical XOR and AND connectors of dependency
relationships. The result of this miner is a heuristic network that helps to visualize the
process and predict the flow [12].

Inductive Miner is used widely in different areas, with very promising results. This
algorithm has an improvement over the Alpha and Heuristics Miners, as it explore easily
an event log. It ensures solidity, as it is able to deal with infrequent behaviors and large
event logs. The basic concept of Inductive Miner is to detect a pattern in the logs and
then search for that pattern until a base case is found [17].

Table 1 shows the algorithms comparison, according to their characteristics and
limitations [18].

3 Process Mining for Python (PM4Py)

Process Mining for Python framework (PM4Py) [2] is a process mining software, easily
extensible. It allows conducting large scale experiments easily, and also algorithmic
customization. In addition, it is possible to integrate large-scale applications, through a
new process mining library. Other libraries can be integrated, such as pandas, numpy,
scipy and scikit-learn [20].

The main advantages of the PM4Py library are:

• Allows algorithmic development and customization more easily, when compared to
existing tools like ProM [21], RapidProM [21], Disco [22] or Celonis [23];

• Enables easy integration of process mining algorithms with algorithms from other
areas of data science, implemented in several state-of-the-art Python packages.

• PM4Py provides support for different types of event data structures, namely event
logs, where each line is a list of events. Events are structured as key-value maps;

2 A Petri net has two types of elements, positions and transitions. A position can contain one or
more tokens. A transition is enabled if all inputs (positions connected to itself) contain, at least,
one token [14].
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Table 1. Comparison of Process Mining algorithms.

Alpha Miner Directly-Follows
Graph Heuristic Miner Inductive Miner

Description

First mining ap-
proach that allows 
discovering a Work-
flow network from 
event logs.

Used as a first approach to 
exploit event data but can 
be misleading.

Generates a process 
model based on 
different frequency 
metrics.

It is an improve-
ment over Alpha 
Miner and Heuristic 
Miner.

Output Workflow network. Directly-Follows Graph 
(DFGa).

Heuristic/casual 
network.

It can generate 
several types of 
models.

Challenges

Noise; Data incom-
plete; Loop involv-
ing one or two 
stages; Choose not 
free.

Activities that have a 
flexible order lead to Spa-
ghettib DFGs with loops

Split and join rules 
are only considered 
locally, which re-
sults in networks 
that are not solid.

Generates a solid 
model from a recur-
sive pattern search.

Result Extensions can face 
some challenges.

Performance information
can be misleading; Inter-
pretation problems due to 
gaps in the model.

Can mine long 
outbuildings suc-
cessfully; Some-
times it generates 
many dependencies.

Generates a model 
that guarantees 
solidity.

Event logs
Does not deal with 
incomplete data or 
noise.

Does not handle long 
processes, due to its fre-
quency limit.

Possibly, it can
handle with incom-
plete data.

Handles with infre-
quent behavior and 
large event logs.

a Directly Follows are graphs where nodes represent events/activities in the log. Directed links 
between nodes exist if there is at least one trace in the log where the originating 
event/activity is followed by the target event/activity. On the top of these targeted links, 
metrics, such as frequency (counting the number of times the source event/activity is fol-
lowed by the target event/activity) and performance (the average time between the two 
events/activities ), are represented [15]. 

b For processes that are not well structured and have many different behaviors, existing process 
mining techniques generate highly complex models that are often difficult to understand; 
these models are called spaghetti models, or spaghetti [19]. 

• Provides conversion features to transform event data objects from one format to
another. Also, PM4Py supports the use of Pandas data frames, which are efficient in
case of using larger event data. Other objects currently supported by PM4Py include
heuristic networks, Petri networks, process trees3 and transition systems4.

PM4Py provides several main process mining techniques, including:

• Process discovery, based on Alpha Miner algorithms [24], Directly-Follows Graph
[15], Heuristic Miner [16] and Inductive Miner [17];

• Conformance verification, through token-based alignment and reproduction [25];
• Measurement of suitability, precision, generalization, and simplicity of process
models [26];

3 Process tree is a tree-structured process model, where leaf nodes represent activities, and non-
leaf nodes represent control flow operators [28].

4 Transitional system is used to describe the potential behavior of discrete systems. It consists of
states and transitions between states [29].
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• Filtering based on time interval, case performance, input and output events, variants,
attributes, and paths;

• Case management: statistics on variants and cases;
• Graphs: duration of the case, events by time, distribution of numeric attribute values;
• Social Network Analysis [27]: work handover, joint work, subcontracting and
networks of related activities.

PM4Py also provides Python visualization libraries, such as:

• GraphViz: representation of direct sequence graphs, Petri Nets, transition systems,
process trees;

• NetworkX: static representation of social networks;
• Pyvis: dynamic web-based social network representation.

4 Data and Experimental Scenario

For the experimental scenarios, data was selected and processed, from the MIMIC-III
database. Then, data was converted into the necessary format for the process discovery
algorithms of PM4Py application. Finally, for a better analysis of the algorithms, certain
test scenarios were defined in order to expose them to different challenges.

4.1 Data Processing

The table schema of the MIMIC-III database (demo version) was analyzed to find the
desired information for the test dataset. A subset of tables was selected satisfying the
proposed requirements, Fig. 1.

Fig. 1. Scheme of test data.

Analyzing the scheme, the main table is TRANSFERS. It contains the physical
locations of patients during hospitalization. The main attributes of this table are: the care
unit (CURR_CAREUNIT), if it is a specialty; the entry date and time (INTIME) and
the exit date and time (OUTTIME); the type of event (EVENTTYPE) which can be one
of three: admit, for procedures performed in the patient’s admission/evaluation phase;
transef for the patient’s transfer/stay phases and discharge for the patient’s discharge
phases.
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Note that, when there is no specialty, the acronym GCUwas inserted, translated into
General Care Unit. The description of the remaining acronyms of the specialized care
units are presented in the Table 2.

Table 2. Description of care units (Adapted from https://mimic.physionet.org/mimictables/transf
ers/).

Care unit Description
CCU Coronary care unit

CSRU Cardiac surgery recovery unit
MICU Medical intensive care unit
NICU Neonatal intensive care unit

NWARD Neonatal ward
SICU Surgical intensive care unit

TSICU Trauma/surgical intensive care unit

The SUBJECT_ID attribute connects to the PATIENTS table, which has information
about the patients, namely the attributes gender (GENDER) and date of birth (DOB).

Subsequently, HADM_ID attribute is used to access the ADMISSIONS table that
contains information about the patient’s admission. Using this table, it is possible to
collect information about the type/place of admission (ADMISSION_LOCATION) and
date of discharge (DISCHTIME) or death (DEATHTIME). It also allows accessing to
the PROCEDUREEVENTS_MV table to obtain data related to the events performed in
each admission.

The PROCEDUREEVENTS_MV table includes the name of the process (ORDER-
CATEGORYNAME) and the date and time of start (STARTTIME) and end (ENDTIME)
of the process. Notice that, at this stage, the processes are synchronized with the physical
locations, by the respective start/entry and end/exit dates.

4.2 Preparation of the Dataset

From the excel data importation, the respective treatment was made to obtain the dataset
format required for the application of the PM4Py process discovery algorithms.

The required format consists in 3 types of information:

• Case ID - a unique identifier for each process;
• Event - a step in the process, any activity that is part of the process;
• Timestamp - date and time for a given event.

The HADM_ID was used as a case identifier, because it is unique. For each stage of
the process, the type of event (admission, transfer, or discharge), the care unit (an iden-
tifying acronym) and the name of the process performed were added. For the timestamp
of the stage, the start date of the process was used or, in cases where a process was not
identified, the date of entry into the care unit.

Moreover, other information was used, such as the type of admission, the type of exit
(death or discharge), the patient’s date of birth, the gender, and the day of the week on

https://mimic.physionet.org/mimictables/transfers/
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which the event has occurred. In the end, possible duplications were removed from the
synchronization of processes with physical locations. Notice that, to use the algorithms
in this dataset, the dataset was converted into log format, ordered by timestamp, getting
a total of 1163 logs.

4.3 Test Scenarios for the Algorithms

Through the algorithm’s analysis and comparison, it was verified that loops between
steps and duplications may arise. Thus, admissions were selected to allow testing all
these scenarios in isolation.

In an initial scenario, simple admissions were chosen, where none of the cases
described above were verified. This scenario, Fig. 2, has, as main objective, a first
interaction to test algorithms and their models.

Fig. 2. Simple scenario.

Next, a scenario with duplicate steps, Fig. 3, was selected: there is a step that occurs
repeatedly.

Fig. 3. Scenario with duplicate steps.

In the last scenario, the algorithms were exposed to loops between steps. Figure 4
shows a loop occurrence between 2 steps.

Fig. 4. Scenario with loops between stages.

5 Results

In this section, the results of the tests are presented. Themodels generated for each tested
scenario, execution times, analysis of the log set variants, log set, log set statistics and
conformance verification are presented and analyzed.

5.1 Models Analysis for Each Test Scenario

Table 3 presents the models results from the test scenarios. Alpha Miner is unable
to create a valid Petri Net model, because it isolates duplicate steps. This result was
predictable because this algorithm, admittedly, does not support duplicate steps, neither
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Table 3. Models for each test scenario.

Algorithm Scenario Result Models

Alpha
Miner

Simple Valid

With duplicate steps Invalid

With loops between 2 steps Invalid

Directly- 
Follows
Graph

Simple Valid

With duplicate steps Valid

With loops between 2 steps Valid

For all logs Invalid [Spaghetti models]

Heuristic
Miner

Simple Valid

With duplicate steps Valid

With loops between 2 steps Valid

For all logs Valid [Spaghetti models]

Inductive
Miner

Simple Valid

With duplicate steps Valid

With loops between 2 steps Valid

For all logs Valid [Spaghetti models]
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loops of length one or two [18]. For loops between 2 steps, it generates an invalid Petri
Net model, isolating one of the loop steps.

For all logs, Directly-Follows Graph generated a log too large, a spaghetti model.
Despite generating this DFG model, it is not a valid one, as the admissions are broken.
This result can be justified due the fact that the DFGs are simplified, removing nodes
and connections based on frequency limits [15]. However, for other scenarios, the DFG
model performance can be considered good.

Heuristic Miner allows the presentation of the frequency of the stages and connec-
tions, but it does not mark the most frequent stages and connections [16], which is a
disadvantage relatively to Petri Net. This algorithm is compatible with duplicate steps
and loop challenges. When the algorithm was converted to Petri Net, the model showed
hidden transactions. For a larger number of logs the resultingmodel is difficult to analyze,
as it has created spaghetti models.

Considering all logs, Inductive Miner seems to generate a smaller model, with fewer
steps and connections. An explanation of this result may be the improvement that this
algorithm has in the search for splits/patterns in the logs. Moreover, it uses many hidden
transactions to overcome loops in parts of the model [26].

5.2 Execution Times

Table 4 shows the average of the execution times, in seconds, of the Heuristic Miner
and Inductive Miner algorithms for the entire set of logs. These algorithms were able to
present a valid model. Notice that each algorithm and model were tested 5 times, under
the same conditions, and the average time was calculated after removing the maximum
and minimum times. The execution times correspond to the execution of the algorithms,
because all logs were already loaded into memory.

Table 4. Execution times for the entire set of logs.

Heuristic
Miner

Heuristics Net Petri Net Inductive
Miner

Process Tree Petri Net
4.655 83,254 14,967 34,700

5.3 Variant Analysis

The analysis of variants is extremely important, as it considers the number of occurrences
of the variants. This analysis allows to remove the least relevant variants. A variant is a
set of cases that share the same perspective of control flow, therefore, a set of cases that
share the same events/activities, in the same order [4].

Inductive Miner algorithm was used in this analysis. The results are in Table 5 and
contain the description of the variant, the number of occurrences and the respective
percentage. Table 6 presents the models generated for different frequencies of variants.
The remaining variants have a lower number of occurrences and were discharged. If they
were considered, all logs were included, which could turn the analysis impossible and
inefficient.
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Table 5. Variants.

Variant Number of 
occurrences Percentage

0 admit-MICU, transfer-GCU, discharge 10 7.75%
1 admit-MICU, discharge 5 3.88%
2 admit-TSICU, discharge 4 3.10%
3 admit-MICU, transfer-GCU, transfer-GCU, discharge 3 2.33%
4 admit-MICU-Peripheral Lines, transfer-GCU, discharge 2 1.55%

5 admit-GCU, transfer-SICU, transfer-GCU, transfer-GCU, transfer-
GCU, discharge 2 1.55%

6 admit-GCU, transfer-GCU, transfer-SICU, transfer-GCU, discharge 2 1.55%

7 admit-GCU, transfer-GCU, transfer-GCU, transfer-MICU, transfer-
GCU, discharge 2 1.55%

8 admit-GCU, transfer-GCU, transfer-GCU, transfer-MICU, discharge 2 1.55%
9 admit-CCU, transfer-GCU, transfer-GCU, discharge 2 1.55%

10… 104 … 1 0.78%

Table 6. Models of different frequencies of variants.

Number of
occurrences

Number of
Variants Model

10 or more 1                            
5 or more 2 

4 or more 3 

3 or more 4 

2 or more 10

5.4 Filtering Event Data

In this section, filtrations were tested, Table 7, in the most frequent variants, in order to
analyze the process in a different detail. Inductive Miner algorithm was used with the
result in a Petri Net model.

5.5 Log Set Statistics

In PM4Py, it is possible to calculate different statistics on the event logs. At Table 8 two
statistics can be analyzed using the dataset: average case duration and case dispersion
ratio. This last is the average distance between the completion of two consecutive cases
in the log.

It is also possible to create graphics, Table 9, to understand various aspects of the
dataset used in the model, such as, for example, the distribution of a numeric attribute,
the distribution of the case duration, or the distribution of events over time.
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Table 7. Filtering models.

Filtering Value Model

Timeframe "2161-09-19 17:54:42";
"2163-11-21 19:01:00"

Start
activity

“admit-TSICU”; “admit-
MICU-Peripheral Lines”

Attributes
values

Type of admission:
“TRANSFER FROM 

SKILLED NUR”

Table 8. Statistics results to dataset.

Statistics
Average duration of cases Average distance

571283.0 93077625.03

Table 9. Event distribution graphs.

Distribution of the 
duration of the case

Distribution of events over time Distribution of events by day of 
the week

5.6 Conformance Verification for Test Logs

Conformance verification is a technique to compare the predicted/expected model of
the process with the real model of the process, that is, the set of real event logs for that
process. The objective is to verify if the logs are in accordance with the model and vice
versa [30]. In PM4Py, two fundamental techniques can be implemented: token-based
reproduction and alignments [26].

For this analysis, Inductive Miner algorithm was used with the result in a Petri Net
model. Variants with one occurrence were removed. Furthermore, when necessary, a set
of two logs was used, where one of them belongs to the predictive model and the other
does not.

Token-Based Repetition
The token-based replay corresponds to a Petri Net tracking model, starting from the
initial location, to find out which transitions are performed and in which locations there
are remaining or missing tokens for the tested log instance. A log conforms to the model
if, during its execution, transitions can be triggeredwithout the need to insert anymissing
tokens [31].
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For the model and the set of logs tested, the result is represented in Fig. 5. In the first
log, it is clear that the model was unable to satisfy it. The attribute trace_is_fit is False,
because, in the attribute transitions_with_problems, there was a transition in which the
path was unable to follow. Hence, 9 produced tokens were consumed and 1 token was
missing. Since it managed to satisfy a large part of the route, trace_fitness ends up being
close to 1, being approximately 0.889.

For the second log, trace_is_fit is True. Thus, the model satisfied all the transitions
of the log, having consumed all tokens produced, 10, and with no remaining or missing
tokens.

Fig. 5. Conformance results using token-based repetition.

Alignments
Alignment-based reproduction aims to find one of the best alignments between the log
and the model. For each log, the output of an alignment is a list of pairs where the first
element is a log event and the second element is a model transition. For each pair, the
following classification can be provided [32]:

• Synchronization movement: the classification of the event corresponds to the name
of the transition; in this case, the log and the model advance in the same way during
the replay;

• Move in the record: pairs where the second element is». This symbol in the second
element corresponds to a repetition movement in the log that is not similar in the
model. This type of movement is inappropriate and there is a deviation between the
log and the model;

• Move in the model: pairs where the first element is». This situation corresponds to a
repetition movement in the model that is not similar in the log. For movements in the
model, we can make the following distinction:

– Movements in the model involving hidden transitions: in this case, even if it is not
a synchronized movement, the movement is adequate;

– Movements in the model that do not involve hidden transitions: in this case, the
movement is inappropriate and means a deviation between the log and the model.

Each log conformance check is associated with a dictionary, containing, among
others, the following information:
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• Alignment: contains the alignment (synchronization movements, movements in the
register, movements in the model);

• Cost: contains the cost of the alignment according to the cost function provided, which
can be customized;

• Fitness: is equal to 1 if the log is perfectly adequate.

For the model and the set of logs tested, the first log had a fitness close to 1, that is,
there is an adaptation to the model close to 1 (but lower than 1), indicating that it was
not able to complete the entire process path from the model. On the other hand, in the
second log, the process was able to finalize the log path, Fig. 6.

Fig. 6. Results of alignments.

Overall Assessment of the Model by the Set of Test Logs
In PM4Py, it is possible to obtain different information on the comparison between the
behavior contained in the test logs and the behavior contained in the model, to verify if
and how they correspond. There are four different dimensions of conformance in Process
Mining: the measurement of the adequacy of the replay, the measurement of precision,
the measurement of generalization and the measurement of simplicity.

The calculation of the adequacy of the replay aims to calculate how much of the
behavior in the log is admitted by the process model. Two methods are proposed to
calculate the adequacy of replay: replay and alignments, both based on token, previously
used for isolated logs.

For precision or accuracy, the set of transitions in the process model is compared
with the set of activities logs that follow the model [26]. For that, unvisited branches are
counted. Unvisited branches are decisions that are possible in the model and not in the
event log. If not, the accuracy is perfect. This analysis can also be obtained from the two
methodsmentioned in the previous subsection, where token-based reproduction is faster,
but based on heuristics. Therefore, the result may not be accurate [31]. Alignments are
accurate, work on any type of network, but can be slow [32].

Generalization is the third dimension to analyze how the log and the process model
coincide. Basically, a model is general if the elements of the model are visited often
enough during a reproduction operation.

Finally, simplicity is the fourth dimension for analyzing a process model. In this
case, simplicity is defined considering only the Petri Net model. This metric considers
the number of incoming and outgoing connections that each transition has [33]. For all
these metrics, the resulting value varies between 0 and 1.

Figure 7 describes those evaluations, showing that, according to the calculation of the
adequacy of the replay, the adaptation of the set of logs tested to the model was high, but
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not complete. Precision, on the other hand, proved to be quite low, for both approaches.
The using of hidden transactions and the fact of one of the logs had not completed the
path can explain this result. The set of logs tested has many repeated steps, leading to a
low generalization. Besides, it was considered a few steps in the model. As the model
has hidden transactions and loops, simplicity is low, since there are situations of join or
split in steps.

Fig. 7. Results of the evaluation of the Log-Model.

6 Conclusion

From the results with the experience scenarios, Alpha Miner was not able to deal with
duplicated steps and loops between two steps. Directly-Follows Graph achieved that,
but in turn, for a larger set of logs, the generated model was invalid, not being able to
represent cases with more than 5 steps.

For the other algorithms, they were really able to deal with challenges and larger
volumes of logs. Inductive Miner was the algorithm that better handled with duplicated
steps and loops between 2 steps. It uses hidden steps more recurrently, mainly in loop
parts.

Considering the models tested, the Process Trees are the most difficult to analyze
due to their syntax. The Petri Net models proved to be more efficient and structured.
Based on the execution times, Petri Net is the type of model that takes longer to run for
a larger volume of logs but allows a better analysis.

For large amounts of data, the Petri Net model of Inductive Miner was the one that
had the longest execution time, but it was also the one that had the best result. Due to
the improvement that this algorithm has, the model, in general, is more organized and
easier to analyze [26].

Table 10 summarizes the results achieved where the comparison parameters are
presented in order of priority. If an algorithm has limitations to challenges, it is no longer
analyzed in the next parameters. Thus, themost suitable algorithm is the InductiveMiner.

Table 10. Summary of the conclusions.

Algorithm Limita ons on challenges Petri Net model simplicity Run me 
Alpha Miner -   

Directly-Follows Graph -   
Heuris c Miner + - - 
Induc ve Miner + + + 
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For future work it is intended to expand these experiences to different areas and
types of dataset. Another important aspect would be the execution of these same tests
in other existing tools, as they may have different implementations of algorithms and
functionalities.
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Abstract. Historically, weather conditions are depicted as an essential
factor to be considered in predicting variation infections due to respi-
ratory diseases, including influenza and Severe Acute Respiratory Syn-
drome SARS-CoV-2, best known as COVID-19. Predicting the number
of cases will contribute to plan human and non-human resources in hos-
pital facilities, including beds, ventilators, and support policy decisions
on sanitary population warnings, and help to provision the demand for
COVID-19 tests. In this work, an integrated framework predicts the num-
ber of cases for the upcoming days by considering the COVID-19 cases
and temperature records supported by a kNN algorithm.

Keywords: KNN · COVID-19 cases · Temperature

1 Introduction

In 2003, in Guangdong, the outbreak of Severe Acute Respiratory Syndrome
(SARS) gradually disappeared with the arrival of warm weather. Temperature
and its variations may have affected the SARS outbreak [14]. Few studies report
that COVID-19 was related to meteorological factors, which decreased with
increasing temperature. On 28 November, Portugal recorded more than 280.000
COVID-19 cases [4]. After the peak in the first wave on 17 April, the curve
began to decrease. According to experts, one of the main factors was lockdown
[3,5]. By this time of the year, the season in Portugal is Spring, which means
the average temperature is around 11 ◦C and 20 ◦C. An analysis of the number
of COVID-19 cases and the places manifested more intensively was carried out.
The conclusion was that a very close relationship between the new cases and
the climate could be established. The data analysis revealed that SARS-Cov2
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increases virulence with temperatures between 6 ◦C and 11 ◦C and the presence
of lower humidity levels in the air [2]. According to DGS, Portugal is in the
second wave of COVID-19. Portugal is also facing the flu season, with the aggra-
vating factor that the amount of flu vaccines available was manifestly insufficient
[8,12]. National Health System includes 21,000 beds as the total capacity, while
17,700 are allocated to COVID-19 assistance [11]. The number of COVID-19
cases growth put pressure on hospitals. On 4 November, Portugal realized 444
hospitalized patients by COVID-19 in the Intensive Care Unit (ICU), which is
90% of the capacity of the ICU [6]. In 2016 the ICU occupation average was
above 75% [10], considering this behavior is stable across the years. Another
question raises how prevent ICU rupture if these numbers get back to previous
years standard value. Given the lack of evidence, it is essential to understand
the weather conditions impact on COVID-19 transmission. In this case, the rela-
tionship between weather conditions and several COVID-19 cases exists. It will
be possible help to manage human resources and keep up with the demand for
beds material resources (beds, ventilators, etc.) in hospital facilities and help
sanitary populations’ warnings decisions.

The remainder of this work is organized as follows. Section 2 presents the
related work. Section 3 presents the architecture. Section 4 supporting our app-
roach to assess data quality. In Sect. 5 we present the final product preview.
Finally, in Sect. 6 conclusions are drawn, followed by future work guidelines.

2 Related Work

As in a common sense, weather conditions are an essential factor that impacts the
number of infections due to respiratory diseases, such as Severe Acute Respira-
tory Syndrome (SARS) and influenza, also known as “the flu”. Studies presented
after the outbreak of SARS concluded the disease gradually disappeared with the
arrival of warm weather. Temperature and its variations may have affected the
SARS outbreak [14]. An exciting study relates the number of COVID-19 deaths
in Wuhan with the temperature and humidity. The conclusions reached by this
study were that the daily mortality of COVID-19 is positively correlated with
DTR (diurnal temperature range) but negatively with absolute humidity. This
study suggests the temperature variation and humidity may also be important
factors affecting the COVID-19 mortality [9]. Another study pursues the relation-
ship between ambient temperature and daily COVID-19 confirmed cases in 122
Chinese cities. The results indicate that mean temperature linearly relates with
the number of COVID-19 cases when the temperature is below 3 ◦C. Notwith-
standing, no evidence supporting such and relationship, especially a decreasing
number of COVID-19 cases when the weather gets warmer [15].

3 Architecture

The following elements were identified to obtain prediction results: the sensors
(DH11) and the board (Raspberry Pi 3), the API, the database, and the trained
prediction model. Each of these is represented on Image 1.
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Fig. 1. Solution architecture

Each raspberry pi and the respective DH11 sensor are installed in the area
where the user wants to obtain the prediction. It’s a requisite to ensure the
COVID-19 number of new cases are available for the selected geographic area.
Temperature data is stored through API calls on the database server. This per-
sistent data is used for temperature mean calculation and provided when needed
to the predictive model. The following variables were selected to train the model:

– Health sub-region;
– The municipalities average maximum temperature in the health sub-region

for the respective date;
– The municipalities average maximum temperature in the health sub-region

between day n and n− 7 days;
– Comparing the average of the number of new cases of COVID-19 in the health

sub-region counties between days n and n − 7 and the number of new cases
of n.

The target consists of predicting whether the number of new cases of n + 1 is
higher or lower than the number of new cases of n (n = current day).

4 Experiment

The experiment involved a Raspberry PI (version 3) with a DH11 attached.
The central server, deployed as a Virtual Machine, consists of 2 cores operat-
ing at 3GHz with 4GB of RAM, running the API and the predictive Model.
The MongoDB Atlas service provided the database support. APIs providing the
municipality temperature data [7] and COVID-19 cases [13] were collected with
a Python application. This application aggregates municipalities by health sub-
region and averages their maximum temperature. After collecting temperature
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data, we accessed the COVID-19 API and extracted the number of cases cor-
responding to each health sub-region. The application produces a CSV file and
includes the following features: date, health sub-region of the North, number of
cases in the North, health sub-region of the “Centro”, number of cases in the
“Centro”, health sub-region of “Lisboa and Vale do Tejo”, number of cases in
“Lisboa and Vale do Tejo”, health sub-region of “Alentejo”, number of cases in
“Alentejo”, health sub-region of “Algarve”, number of cases in the “Algarve”. Sub-
sequently, another Python program was developed that creates our dataset CSV
file including the following features:

– Health sub-region;
– Daily municipalities average maximum temperature for health sub-region;
– Municipalities average maximum temperature for sub-region between n and
n− 7 (days);

– Average number of new cases of COVID-19 in the municipalities of the health
sub-region between n and n− 7 (days);

– Number of new cases from n.

Our approach is to predict whether the tomorrow’s number of new cases (day
n + 1) by considering the number of new cases occurred today (day n). A training
dataset will be considered as input to the predictive model. With all mounting
and setup done, we collected the previous temperature and COVID-19 data to
train our model. It’s possible to keep “feeding” our dataset through this API
and test different predictive models’ inputs. A visual explanation is available on
Image 2.

Fig. 2. Dataset diagram
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5 Results

Our previous analysis supported selecting the kNN as the first algorithm for our
predictive model, which makes predictions using the training dataset directly.
Predictions were made for a new instance (x) by searching through the entire
training set for the K most similar instances (the neighbors) and summarizing
the output variable for those K instances. For regression, this might be the mean
output variable. In classification, this might be the mode (or most common) class
value [1]. The distance was used to determine the most similar K instances in
the training dataset to a new input. For real-valued input variables, the most
popular distance measure is Euclidean distance. After tuning the K value, we
conclude that 3 corresponds to the value providing the higher accuracy while the
chosen metric was Minkowski. The Table 1 shows the accuracy values obtained
with kNN for different day intervals and 15% and 30% test size.

Table 1. kNN accuracy scores (k =3)

Days 15% 30%

6 0.49 0.55
7 0.66 0.58
8 0.54 0.44
9 0.45 0.47
10 0.59 0.50

Further research and testing allowed us to explore the Random Forest algo-
rithm and achieve 72.4% accuracy with 41 n_estimators. This result will define
the response of our predictive model setup as presented in Table 2.

Table 2. Random Forest accuracy scores (n_estimators = 41)

Days 15% 30%

6 0.45 0.54
7 0.72 0.61
8 0.56 0.52
9 0.45 0.52
10 0.53 0.47
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6 Conclusion

Predictive analytic tools give users deep, real-time insights into an almost endless
array of business activities. These tools can be used to predict different behaviors
and patterns, including the demand for COVID-19 tests, basing predictions on
an analysis of data collected over some time. According to the achieved result, the
presented model is achieved 72% accuracy in predicting the number of COVID-
19 cases for the next day. For this result, we considered as main variables the
temperature and evolution of the last 7 days of the number of COVID-19 cases.
This model may be implemented under any circumstances considering tempera-
ture collection is ensured, and the number of new cases of COVID-19 in the area
concerned is known. Following the implementation of the proposed architecture,
it is possible to set up a complete system without substantial investment. It was
also essential to state the importance of “days interval” in the model. As the
first symptoms appear after the 4 days, knowing that, between the COVID-19
test schedule and the result’s registration. Next, the patients wait 2 or 3 days.
The results obtained are consistent with the sources consulted. On the seventh
day, we established the relationship capable of generating the most satisfactory
results regarding the prediction.

It will become essential to consider a more extended period of days as the fore-
casting weather conditions are pretty precise. Moreover, given the low achieved
model accuracy suggests exploring new features, such as the humidity, day of
the week, or wind speed.
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Abstract. The number of Internet of Things (IoT) devices used in eldercare are
increasing day by day and bringing big security challenges especially for health
care organizations, IoT service providers and most seriously for the elderly users.
Attackers launchmany attacks using compromised IoT devices such asDistributed
Denial of Services (DDoS), among others. To detect and prevent these types of
attacks on IoT devices connected to the cellular network, it is essential to have
a proper overview of the existing threats and vulnerabilities. The main objective
of this work is to present and compare different machine learning algorithms for
anomaly detection in the cellular IoT scenario. Five supervised machine learning
algorithms, namelyKNN,NaïveBayes,DecisionTree andLogisticRegression are
used and evaluated by their performance.We see that, for both normal (using a local
test dataset) and attack traffic (CICDDoS2019 (CICDDoS2019 Dataset: https://
www.unb.ca/cic/datasets/ddos-2019.html.)) datasets, the accuracy and precision
of the models are in average above 90%.

Keywords: Machine learning · Anomaly detection · Mobile network security ·
IoT security · Cross layer security

1 Introduction

Internet of Things (IoT) is described as a “network to connect anything with the Inter-
net based on stipulated protocols through information sensing equipments to conduct
information exchange and communications in order to achieve smart recognitions,
positioning, tracing, monitoring, and administration.” [1].

IoT is nowadays an outlet to provide applications and services such as smart health-
care, control energy, process monitoring, environmental observation and fleet manage-
ment [2, 3] to companies in the industry or to end consumers at their own homes.
As per 2020 forecasts in [4], 50 billion internet of things including cardiac monitors,
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thermostats, smart phones, surveillance cameras, kitchen applications, cars, television
everything will be connected via Internet.

Ericsson forecast report (C-IoT connections by segment and technology) states that
“The Massive IoT technologies NB-IoT and Cat-M1 continue to be rolled out around the
world, but at a slightly slower pace in 2020 than previously forecasted due to the impact
of COVID-19. 2G and 3G connectivity still enables the majority of IoT applications, but
during 2019, the number of Massive IoT connections increased by a factor of 3, reaching
close to 100 million connections at the end of the year.” [5]. As shown in Fig. 1, Ericsson
has predicted that some 29 billion IoT gadgets will be usable by 2025 [6].

Fig. 1. Cellular IoT connections by segment and technology (billion) [6]

Due to the COVID-19 pandemic, cyber criminals gave us massive challenges spe-
cially in the health field. Due to this health crisis, they took advantage to develop their
attacks on healthcare, hospitals, medical research centres and on international health
public organizations. Because of this, the International Committee of Red Cross (ICRC)
and other members have published a letter to various governments to domore on security
and safety on these medical organizations from cyber-attacks [7].

There has been a huge interest and investment into bringing IoT capabilities to elderly
care to provide senior citizens a more pleasant and lasting experience in the comfort of
their own homes, even after going through some sort of incident, avoiding the need to
move them to a senior home and providing the autonomy they are still accustomed to.
This can be possible by deploying devices that would monitor (unobtrusively) not only
the environment that the elderly person is living in, but also the elderly itself bymeasuring
periodically its vital signs and provide immediate actions when an emergency happens
(e.g., fall). As an example, the Body Sensor Network (BSN) innovation is a breakthrough
that makes it possible for a physician to collect data from patients to additionally screen
them via extremely compulsive devices that use lightweight protocol f or transmission
of data such as CoAP [8].

The protection and security of these devices’ sensors is extremely important because
they hold the patient’s critical data. Any unauthorized entry, leakage and capture of these
devices can cause serious harm to patients. The information segment can be tampered
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due to manipulation in packets that can be dangerous and life critical [8, 9]. If an intruder
inflicts DoS on devices that change the value of the patient’s high heartbeat, the device
will not be triggered, and this will cause real problems and, in some cases, death.

IoT DDoS attacks were a main dominant attack in 2017, in line with the Arbor
Security report [7], and 65% of the attacks carried out in 2016 were in majority DDoS
attacks. The Mirai DDoS attack [10] was triggered by the contamination of defective
IoT devices, being one of the biggest attacks ever to this segment. Consequently, DDoS
attacks should be detected and mitigated. Transmission Control Protocol (TCP), User
Datagram Protocol (UDP), and DNS flooding are the most common attacks on DDoS.
Protection measurements are challenging to enforce due to memory limitations, power
and the heterogeneous nature of IoT devices.

To provide a way to mitigate these issues, the work presented in this paper aims at
analysing different machine learning techniques that can help in detecting or even pre-
dicting an exploit targeting IoT devices connected to cellular networks. The hypothesis
is as follows: If we can obtain information from the control and data plane in a cellular
network, coming from IoT devices, we can use machine learning and anomaly detection
algorithms in these data to see if it allows us to detect or even predict an upcoming attack.

The paper is organized as follows: In Sect. 2, we discuss about what kind of technolo-
gies and concepts are needed for this work. In Sect. 3, we showcase the planned steps
that are important to consider given the problem statement. In Sect. 4, we present the
outcome given on what was implemented and in Sect. 5, some take home messages are
provided as to what to do with the scenarios described in this work. Finally, in Sect. 6,
we make a summary by highlighting the obtained results and provide guidelines for
purposes of further developing this research topic.

2 Background and Related Work

2.1 Cellular Networks

Currently there are 16 billion cellular customers from2G to 4Gand it is gradually increas-
ing [11] to the 5G generation, with approximately 50 billion including IoT devices. 5G
comes as a breakthrough for digital voice and data capacity but also for special features
like IoT (Internet of Things) and AR (Augmented Reality), VR (Virtual Reality). Any-
thing from smart cars to city grids, using different protocols such as the CISCOCCN and
the MQTT protocols. Packet switching technology is used in 5G network. The latency
in 5G network is only 1 ms [12].

2.2 IoT (Internet of Things)

As described in [13], IoT has a lot of security threats and challenges. According to the
researchers, we need to understand the new features of IoT regarding security threats in
IoT device. We define some security threats of IoT that cause attack in IoT devices as
follows:

1. Ubiquitous: It is involved in our daily life and use all our resources. Individuals
do not have an idea of the security of devices and still use them, and manufacturers



54 B. Santos et al.

provide very little safety advice or recommendations given that the device collects
sensitive data. The unsafe default configuration of these devices is one of the latest
and common attacks’ triggers.

2. Diversity: IoT has several devices that are involved in use cases and applications.
IoT tracks different cloud networks through distinctive security elements and con-
ventions. Differences in device capabilities and requirements make it difficult to
create a global defence mechanism. To deploy DDoS attacks, attackers exploit these
distinct qualities. The Intrusion Detection Systems (IDS), and Intrusion Prevention
Systems (IPS) can provide help in preventing intrusion attacks.

3. Privacy: A few sensors jointly gather important any sensitive information, and it
can be an easy task for a hacker to obtain it. An example of such event is described
in [14], regarding a smart home activity arrangement by a home network traffic.

4. Unattended: Some IoT devices are special purpose devices, such as Implantable
Medical Devices (IMDs). These types of devices have been operating in an unprece-
dented physical world for a long time without human mediation. It is extremely dif-
ficult to apply security computing and monitor if these devices are remotely hacked.
In [15] authors proposed a lightweight, stable execution environment for these types
of devices.

5. Mobile: Several IoT devices are portable and switch from network to network. As
an example, a smart vehicle that collects street data when driving from one place to
another. If the attacker injects the code by mobile devices, the device configuration
or activity is changed. However, the change of device configuration is very difficult
special when the network portability is configured on a device.

2.3 DDoS

DDoS stands for ‘Distributed Denial-of-Service’ and it is a kind of DoS (Denial-of-
Service) where the intruder performs a attack through several locations from different
sources simultaneously. DoS attacks are most driven by directing or shutting down a
specific resource, and one method of operation is to exploit a system deficiency and
cause failure of processing or saturation of system resources.

The authors in [16] claim that battery, computation, memory and radio transmission
capability are limited in IoT devices. In this way, it is not easy to enforce security
actions that involve a massive communication stack and more computing resources.
Authors also suggest the usage of machine learning techniques, that is important for
finding the vulnerability and security threats in IoTs.

The authors in [17] proposed a DDoS machine learning detection system that would
include one pre-trained module to detect suspicious activities inside virtual machines
and another online learning module to revise the pre-trained module. The structure is
tested against TCP SYN, ICMP, DNS reflection and SSH brute-force attacks on nine
separate machine learning algorithms and described as machine learning highlights. The
finding result is the 93% accuracy by using the supervised approach in machine learning
algorithm such as Naïve Bayes, SVM and Decision Tree.

Pattern discovery can be an instrument that identifies attacks by recognizing the
signature of known attacks. Pattern position systems are often used as a virus detection
system. Snort detecting the attack by using the attack signature is one of the good
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detecting systems proposed in [18]. In sum, Payload Inspection and Machine Learning-
based behaviour detection are the two feasible approaches for DDoS detection.

2.4 Machine Learning

Several machine learning techniques have been used to detect DDoS attacks. Each app-
roach is distinguishing between the distinctive DDoS attacks and different results that
are based on the data properties of the algorithm. A one-of-a-kind solution with a range
of features to recognize all kinds of DDoS attacks is still not available. Due to mas-
sive amount of network data, it is difficult to recognize if the generated data is done by
legitimate users or from real-time attack. Peter et al. [19] tests show that the Long Short-
Term Memory Recurrent Neural Network (LSTM RNN) deep learning approach gives
impressive results for detecting a DDoS attack in a network. The choice of supervised or
unsupervised machine learning algorithms depends on specific parameters, such as the
volume and structure of information and the form of DDoS. Five supervised machine
learning approaches for detecting DDoS attack in IoT are briefly described below:

1. K-Nearest Neighbours: KNN [20] could be an effective and robust classification
algorithm. KNN is known as an ‘Instance-based Learner’, which implies that the
memorization of algorithm relies on continuous training experiences. KNN is a
paradigm of machine learning that build on labelled dataset of the sampling data
(x, y) and predicts the relationship between x and y. The main purpose is to learn the
function h : x → y to predict the undetectable understanding of the target x, h(x).

2. Decision Tree: The Decision Tree [21] is a well-known machine learning algorithm
used to classify unknown data from trained data. A decision tree may be either a
binary or non-binary tree that includes a root, internal and leaf node. All perceptions
are placed in the root node, and each of the inner nodes holds the testing of features.

3. Support Vector Machines (SVM): In machine learning, support vector machines
[22] are administered learning models with related learning calculations that dissect
information utilized for characterization and relapse investigation. Given a lot of
preparing precedents, each set apart as having a place with either of two classes,
a SVM preparing calculation constructs a model that doles out new guides to one
classification or the other, making it a non-probabilistic double direct classifier.

4. Naïve Bayes Classifier: Based on the Bayes Hypothesis, the Naïve Bayes can be a
simple probabilistic classifier that is useful to large datasets [23]. When the features
within the datasets are independent of each other, the Naïve Bayes model is easy to
build, being a classifier that provides a speedy performance.

5. Logistic Regression: This model [24] is a broadly utilized statistical model that, in
its fundamental shape, utilizes a logistic calculation to display a binary dependent
variable. In regression analysis, logistic regression is assessing the parameters of a
strategic model.

3 Approach

The aim of this work is to detect DDoS attacks through machine learning in cellular
network via the packets generated by IoT devices. Here, we elaborate about the basis of
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our proposed solution and describe the steps taken to be able to experiment and validate
our hypothesis.

3.1 Design Phase

Our proposed method captures packets from Serving Gateway (SGW) and performs
packet inspection to recognize malicious packets by extracting the features that can
indicate a DDoS attack. After that, machine learning classification algorithms can seg-
regate between normal and abnormal packets. If the packet is classified as normal traffic,
it will be forward through the network and reaches the IoT application server. If it is
considered abnormal and further verified as an attack, the device’s info is forwarded to
the Identity Management System (IDMS), which is the responsible for the temporary
or permanent block of devices meaning that a device will not be able to connect to the
network. For further explanation on how the proposed model detects DDoS attacks, we
need to describe how the packets travel from IoT devices to IoT application servers.
In a core 4G cellular network generally, the user packet transfers from the eNodeB
to the SGW. The packets are then forwarded from SGW towards the Packet Gateway
(PGW) which afterwards forwards these packets towards the application server. In this
packet, the eNodeB attaches another IP packet that has a GTP header, which will provide
information elements that can help us foresee if an attack is imminent (Fig. 2).

Fig. 2. Proposed method for anomaly detection
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3.2 Implementation and Experimental Phase

We use different tools and packages for generating normal and DDoS traffic and analyse
patterns by using machine learning technology. The tools and packages that we are using
are described below:

3.2.1 Data Collection

1. Wireshark1: is an open-sourced and free packet analyser software that is used for
analysis, network troubleshooting, communication and software protocol develop-
ment. Wireshark is using the Qt widget toolkit that is implemented in the interface
by using pcap to capture the packets. We use Wireshark in our work for capturing
packets that coming from IoT devices.

Normal Dataset: For generating normal traffic, in our Secure 5G4IoT lab2 in OsloMet,
we had mobile devices (e.g., smartphones and raspberry Pi with IoT boards) connected
through Wi-Fi to a mobile gateway. This gateway has a programmable SIM card that
allows to connect to our test cellular network using consumer available hardware and
open-source software.

DDoS Dataset: For DDoS traffic we use the CICDDoS20193 dataset, due to access and
time restraints given the COVID-19 pandemic, available for machine learning research.
This dataset is based on simulation and dated between 2016 to 2019. For this study
we select this dataset as it provides a comprehensive analysis or various type of DDoS
attacks.

3.2.2 Feature Extraction

To distinguish between DDoS and normal IoT traffic, we need to indicate the packet
features that are selected for machine learning classification. Protocol type, port, source
and destination IP and packet length have been used for recognizing most DDoS attacks.
We have chosen the characteristics below to differentiate between ordinary traffic and
DDoS [25, 26].

1. Packet Size: Under a timestamp, DDoS disperses a large number of packets, and
these packets are smaller compared to an ordinary packet. Rohan et al. [26] maintain
that the DDoS bundle is less than 100 bytes, while the normal operating bundle is
between 100 and 1200 bytes. However, for the TCP SYN attack, the DDoS packet
estimate is set at 58, 60 and 174 bytes.

2. Packet Time Interval: The interval between parcels in a DDoS attack is close to
zero [26].

3. Packet Size Variance: For the most part, parcels of assault activity have the same
estimate, while regular traffic has different packet measurements [26].

1 Wireshark: www.wireshark.com.
2 Secure 5G4IoT Lab: https://5g4iot.vlab.cs.hioa.no/.
3 CICDDoS2019 Dataset: https://www.unb.ca/cic/datasets/ddos-2019.html.

http://www.wireshark.com
https://5g4iot.vlab.cs.hioa.no/
https://www.unb.ca/cic/datasets/ddos-2019.html
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4. Protocol Type: Two protocols (TCP and UDP) have been used for attack operations,
allowing us to focus on them for our work.

5. Destination IP: IoT devices communicate with many expected target numbers and
seldom modify their target IP over time. This highlight can also display a DDoS
attacks. Inside a short timestamp, a single gadget interaction with a range of specific
targets shows an attack [26].

3.2.3 Data Processing

When dealing with data pre-processing, some techniques need to be considered:

1. Missing Values: It is very difficult to handle the missing values in machine learning
because it could create an incorrect prediction for any model. The null values and
respective entries are then removed.

2. Transformation: The arrangement of the data collected might not be appropriate
for modelling. As illustrated by the CRISP-DMmethod [27], in such cases, the type
of data should be changed in such a way that the information can be integrated into
the models at that point. Here, a few data features have been converted to numeric
or float type.

3. Labelling: Our dataset represents the two types of classes: first packets with length
below 100 packets size are representedwith 1 (meaning an anomaly) and other length
of packets are represented with 0 (normal traffic). Second type of data, if a packet
has a length between 50 to 70 and 160 to 180 it is then represented with 1, and if the
packet does not fit those intervals, it is represented with 0.

4. Dataset Splitting: Datasets are divided into two subsets; training and testing. The
split data is divided in 70/30 ratio. The train_test_split helper method is used from
scikit-learn library for splitting of data. With this approach, training data is divided
into two parts, training and validation. The training set is used to train the model in
start, then validation set is used to estimate the performance of data.

To help with this process, the following tools can be used:

1. Python4: It is a general purpose, high level open-source programming language.
Ease of learning, efficient code and easy communication are some of the features of
Python, many researchers use this programming language in this field. We use this
language for machine learning experiment.

2. Scikit-Learn5: As open-source machine learning tool for Python programming lan-
guage. It is a simple tool for data analysis and data mining. Scikit-learn consists of
different algorithms for implementation for supervised and unsupervised learning.

4 Python: www.python.org.
5 Scikit-Learn: www.scikit-learn.org.

http://www.python.org
http://www.scikit-learn.org
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3.2.4 Evaluation

Evaluation is a very crucial part for understanding the performance of a chosen model.
This part defines the performance of themodels. Below are described the various metrics
used in this study.

1. Accuracy: It is one way to describe your model performance by the count of correct
and incorrect classifier elements. These correct and incorrect values are represented
in the values of accuracy, which determines the performance of classifier.

2. Precision: For assessing the performance of learning model accuracy is not enough.
The accuracy gives an idea that the model is trained correctly, but it does not give
the detailed information of the specific application. For that reason, we use the other
performancemeasurements, such as precision,which is the rate of correctly classified
true positive or true negative.

3. Recall: Recall is measuring how many actual positive values are measured or
recalled.

4 Results

Experiments were carried out to verify the performance and accuracy of the classifier
for various combinations and sizes of data. Our DDoS detection test was based on TCP
SYN attack due to time constraints. We use two different threshold scenarios in both
datasets: First, we set the threshold of packets below 100 bytes. Second threshold is set
between 50 and 70 or between 160 and 180 bytes.

4.1 First Threshold - Packet Length Below 100 Bytes

4.1.1 Normal Scenario

Table 1 shows how accurate they performed with normal traffic. SVM performed well
in this experiment as it gives no anomaly, however rest of the algorithms show possible
anomalies.

Table 1. Performance metrics: first threshold – normal scenario

Classifier name Accuracy (%) Precision (%) Recall (%)

K-NN 83.70 86.72 83.70

SVM 82.55 86.15 82.55

Naïve-Bayes 75.51 82.70 75.51

Decision Tree 83.70 86.72 83.70

Logistic Regression 82.55 86.15 82.55



60 B. Santos et al.

4.1.2 DDoS Scenario

Table 2 shows how accurate they performed with DDoS traffic. The SVM shows no
anomaly in this experiment, but other classifiers show anomalies. Naïve Bayes performs
well to detect the anomaly but with lower accuracy.

Table 2. Performance metrics: first threshold – DDoS scenario

Classifier name Accuracy (%) Precision (%) Recall (%)

K-NN 98.21 97.54 98.21

SVM 98.19 96.42 98.19

Naïve-Bayes 97.98 97.07 97.98

Decision Tree 98.21 97.57 98.21

Logistic Regression 98.18 97.22 98.18

4.2 Second Threshold – Packet Length Between 50 and 70 Bytes and Between
160 and 180 Bytes

4.2.1 Normal Scenario

Table 3 shows how accurate they performed with normal traffic. The KNN performed
well in this experiment. In the normal dataset SVM, decision tree and logistic regression
give no anomaly, but KNN and Naïve Bayes classifiers show possible anomalies.

Table 3. Performance metrics: second threshold – normal scenario

Classifier name Accuracy (%) Precision (%) Recall (%)

K-NN 84.52 80.85 84.52

SVM 84.25 70.98 84.25

Naïve-Bayes 82.61 78.82 82.61

Decision Tree 84.51 80.70 84.51

Logistic Regression 84.22 78.33 84.22

4.2.2 DDoS Scenario

Table 4 shows how accurate they performed with DDoS traffic. In this dataset K-NN
and SVM show good results with this threshold.
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Table 4. Performance metrics: second threshold – DDoS scenario

Classifier name Accuracy (%) Precision (%) Recall (%)

K-NN 99.19 98.85 99.19

SVM 99.19 98.39 99.19

Naïve-Bayes 98.92 98.69 98.92

Decision Tree 99.20 98.90 99.20

Logistic Regression 99.18 98.77 99.18

5 Discussion

This study was conducted to analyse the action, performance and utilization of the
machine learning algorithms in the context of intrusion detection system. Researchers
and industry are working to find out good solutions in the field of machine learning and
artificial intelligence for intrusion detection and prevention. However, different business
partners and researchers often find it difficult to obtain excellent quality datasets to test
and evaluate their machine learning models for detection of threats. This problem is
the main motivation of this study, and basis for research questions. To ensure that the
experiment is carried out in an appropriate manner, all classifiers were chosen based
on literature review. The results were evaluated using a set of performance metrics,
including precision, accuracy and recall.

5.1 First Threshold

In 1st threshold, theKNNperformancemetrics are fair. It achieved 83.70%accuracywith
precision of 86.72%. When trained with the CICDDoS2019 dataset, KNN shows much
better precision and accuracy scores averaging 98%. SVM gives 98.19% result, but it
does not find any anomaly in this dataset. Naïve Bayes gives 97.98%, logistic regression
gives 98.18% and decision tree gives 98.21% accuracy. Overall, for this threshold, KNN
is the best classifier.

5.2 Second Threshold

If we talk about the second threshold in the CICDDoS2019 dataset, KNN also gives the
good precision and accuracy scores averaging 99%. SVM gives 99.19% accuracy. Naïve
Bayes gives 98.92%, logistic regression 99.18% and decision tree gives 99.20%. In this
threshold, KNN also turns out to be the classifier that performs the best.

5.3 Evaluation

Throughout this work we were able to conclude that some classifiers are more sensitive
hence producing results that were not the expected ones. A reason for these discrepancies
is most likely due to the thresholds chosen. An establishment of more robust thresholds
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that are more adequate to our studied scenario is needed to provide more reliable results.
Nevertheless, we were able to detect the attack given by the supervised and labelled
dataset even the with differences in performance depending on the classifier. In a real-
life context and given the early stage of the implementation, the result data would have
been sent to the corresponding security expert team in a telecom operator for further
validation.

6 Conclusion

This work was set to look into the issues of IoT protection from the point of view of
the Cellular Network in terms of the security challenges. Recognizing attacks within the
cellular network is not the same as recognizing attacks in an IP network. For instance,
a sudden increase in the acceptance of packets in a single node from the number of
distinctive MME nodes in the case of IoT could suggest an attack, as IoT devices do not
transmit packets in a very high frequency.

This work presents an overview of how other researchers discuss the issue of discov-
ery of intrusion detection with the use of machine learning. This has provided a much
better understanding that how different algorithms work and can help understand how to
mitigate the propagation of DDoS attacks. In addition, it also provides an understanding
of which algorithms are commonly used to deal with problems in this area.

Normal andDDoS datasets have been used andwith five classificationmethods, such
as KNN, Decision Tree, and Naïve Bayes, SVM and logistic regression, we analysed
their performance as to detect possible attacks. The focus was on TCP attacks, as this
protocol is commonly used to launch an attack, and due to time constraints, we just focus
on the SYN attack.

Our primary focus not only for this work but also in our research is to provide ways
to develop and provide a secure environment towards device-driven solutions that could
enhance the quality of life of an elderly person at their own homes, but the proposal
herein presented can be applicable to other verticals in which IoT can be a beneficial
added factor.

The point was to identify DDoS attacks within the context of the cellular network
in this proposed work, and the aim was to propose an arrangement that could lead to
a specific use in the future. Subsequently, the strategy recommends a full-scale DDoS
detection techniquewithin the cellular network, andofflinedata has beenused for training
and testing of the model. We would like to recommend that this methodology be tested
in a true research setting for future work. In addition, this strategy focused only on the
TCP SYN flood. To secure IoT devices and services in the future, we would like to
incorporate all potential DDoS attacks. We hope that this study starts as a basis to create
a helping tool for telecom operators that could be used in the future to detect DDoS and
other types of attacks in a more automated fashion.

Acknowledgement. This paper is a result of the H2020 Concordia project (https://www.concor
dia-h2020.eu) which has received funding from the EU H2020 programme under grant agree-
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https://www.concordia-h2020.eu


Anomaly Detection in Cellular IoT with Machine Learning 63

References

1. Patel, K.K., Patel, S.M., et al.: Internet of things-IOT: definition, characteristics, architecture,
enabling technologies, application & future challenges. Int. J. Eng. Sci. Comput. 6(5), 6122–
6131 (2016)

2. Chen, S., et al.: A vision of IoT: applications, challenges, and opportunities with china
perspective. IEEE Internet Things J. 1(4), 349–359 (2014)

3. Lee, I., Lee, K.: The Internet of Things (IoT): applications, investments, and challenges for
enterprises. Bus. Horizons 58(4), 431–440 (2015)

4. Rawat, P., Singh, K.D., Bonnin, J.M.: Cognitive radio for M2M and Internet of Things: a
survey. Comput. Commun. 94, 1–29 (2016)

5. Ericsson: IoT connections outlook. https://www.ericsson.com/en/mobility-report/reports/
june-2020/iot-connectionsoutlook

6. Jejdling, F. (Ericsson): Ericsson Mobility Report. https://www.ericsson.com/en/mobility-rep
ort/reports

7. Stackpole, B.: Symantec Security Summary, June 2020. COVID-19 attacks continue and new
threats on the rise. https://symantec-enterprise-blogs.security.com/blogs/featurestories/sym
antec-security-summary-june-2020

8. Khoi, N.M., et al.: IReHMo: an efficient IoT-based remote health monitoring system for
smart regions. In: 2015 17th International Conference on E-health Networking, Application
and Services (Health-Com), pp. 563–568. IEEE (2015)

9. Gope, P., Hwang, T.: BSN-care: a secure IoT-based modern healthcare system using body
sensor network. IEEE Sens. J. 16(5), 1368–1376 (2015)

10. Heer, T., et al.: Security challenges in the IP-based Internet of Things. Wirel. Pers. Commun.
61, 527–542 (2011)

11. Van der Elzen, I., van Heugten, J.: Techniques for detecting compromised IoT devices.
University of Amsterdam (2017)

12. Saqlain, J.: IoT and 5G: history evolution and its architecture their compatibility and future
(2018)

13. Zhou, W., et al.: The effect of IoT new features on security and privacy: new threats, existing
solutions, and challenges yet to be solved. IEEE Internet Things J. 6(2), 1606–1616 (2018)

14. Copos, B., et al.: Is anybody home? Inferring activity from smart home network traffic. In:
2016 IEEE Security and Privacy Workshops (SPW), pp. 245–251. IEEE (2016)

15. Noorman, J., et al.: Sancus: low-cost trustworthy extensible networked devices with a zero-
software trusted computing base. In: 22nd fUSENIXg Security Symposium (fUSENIXg
Security 2013), pp. 479–498 (2013)

16. Xiao, L., et al.: IoT security techniques based on machine learning: how do IoT devices use
AI to enhance security? IEEE Signal Process. Mag. 35(5), 41–49 (2018)

17. He, Z., Zhang, T., Lee, R.B.: Machine learning based DDoS attack detection from source side
in cloud. In: 2017 IEEE4th International Conference onCyber Security andCloudComputing
(CSCloud), pp. 114–120. IEEE (2017)

18. Bakker, J.: Intelligent traffic classification for detecting DDoS attacks using SDN/OpenFlow
(2017)

19. Bediako, P.K.: Long short-termmemory recurrent neural network for detectingDDoSflooding
attacks within TensorFlow implementation framework (2017)

20. Adeniyi, D.A., Wei, Z., Yongquan, Y.: Automated web usage data mining and recommenda-
tion system using K-Nearest Neighbor (KNN) classification method. Appl. Comput. Inform.
12(1), 90–108 (2016)

21. Tian, F., et al.: Research on flight phase division based on decision tree classifier. In: 2017
2nd IEEE International Conference onComputational Intelligence andApplications (ICCIA),
pp. 372–375. IEEE (2017)

https://www.ericsson.com/en/mobility-report/reports/june-2020/iot-connectionsoutlook
https://www.ericsson.com/en/mobility-report/reports
https://symantec-enterprise-blogs.security.com/blogs/featurestories/symantec-security-summary-june-2020


64 B. Santos et al.

22. Cortes, C., Vapnik, V.: Support-vector networks. Mach. Learn. 20(3), 273–297 (1995)
23. Patil, T.R., Sherekar, S.S.: Performance analysis of Naive Bayes and J48 classification

algorithm for data classification. J. Comput. Sci. Appl. 6(2), 256–261 (2013)
24. Wikipedia: Logistic regression. https://en.wikipedia.org/wiki/Logistic_regression
25. Oo, T.T., Phyu, T.: Analysis of DDoS detection system based on anomaly detection system.

In: International Conference on Advances in Engineering and Technology (ICAET 2014),
Singapore (2014)

26. Doshi, R., Apthorpe, N., Feamster, N.: Machine learning DDoS detection for consumer inter-
net of things devices. In: 2018 IEEE Security and Privacy Workshops (SPW), pp. 29–35.
IEEE (2018)

27. Cross-industry standard process for data mining. https://en.wikipedia.org/wiki/Cross-ind
ustry_standard_process_for_data_mining

https://en.wikipedia.org/wiki/Logistic_regression
https://en.wikipedia.org/wiki/Cross-industry_standard_process_for_data_mining


Internet of Things



A Smart IoT System for Water
Monitoring and Analysis
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{joao.santos,joao.martins,joaof.santos,j.caeiro}@ipbeja.pt,

756@stu.ipbeja.pt
2 Instituto de Telecomunicações, Aveiro, Portugal

{jpbarraca,dgomes,jbergano,dbarbosa}@av.it.pt
3 Dep. Technologias e Ciências Aplicadas, Instituto Politécnico de Beja,
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of the data analysis and machine learning procedures is also part of the
system. The integration of weather and remote sensing data, and offline
biochemical information is presented in this architecture. The architec-
ture is supported on common commercial of the shelf components and
open source software.

Keywords: Internet of Things · Sensing · System architectures ·
Water resources · Water quality

1 Introduction

Advances in one area of science are eventually accompanied by new possibilities
and advances in related or, sometimes, not so related technological areas. On
the other way, advances in several fields can motivate and boost the progress in
a particular area. As an example, radio astronomy, which moved from a single
very large antenna to farms of small simple standalone antennas, disposed as
an array, was made possible by the advances in the capability of computers to
synchronize and process large amounts of data and fast communications links.
This architecture is common to many applications, namely the deployment of
sensor nodes to monitor environmental parameters scattered along a region or
territory.

The Engage-SKA project1 aims to make the bridge between radio-astronomy
and social good by enabling the transfer of technology to other domains like
smart agriculture, environment and water monitoring.

The paper presents a system for monitoring water surface quality and quan-
tity by deploying several monitoring stations along a vast area. It will collect and
centralize data in the cloud. The information will be subject to data analysis
and machine learning procedures with the addition of data from other sources,
namely remote sensing. Water has been considered to be among the main social
resources [4], being unlike any other because it is an essential component of all
forms of life. Its scarcity and value have always marked the need for its public
administration and regulation. Not only the quantity but also an adequate qual-
ity is essential for the well-being and health of populations. Therefore, a careful
monitoring of water quality and the judicious management of water quantity is
a major concern in all countries, particularly in southern Europe, where water
is becoming a precious and scarce resource. The need to monitor the water
resources is becoming even more relevant in industrialized countries due to pol-
lution and contamination and to the increasing demand of this resource, aggra-
vated by climate change [7]. Smart environmental monitoring, in which smart
water monitoring can be included, catalyzes progress in the capabilities of data
collection, communication, data analysis and early warning [5].

Recent technological advances in sensors, microcontrollers and communica-
tion’s technologies, with a significant drop on the energy consumption and cost,
1 Enable Green E-Sciences for the Square Kilometer Array (Engage SKA), https://

engageska-portugal.pt/.

https://engageska-portugal.pt/
https://engageska-portugal.pt/
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led to the Internet of Things (IoT). For the continuous monitoring of water qual-
ity and quantity with the aim to improve efficiency in the use of water resources,
IoT based systems may be adopted [11,16,20,21]. Following the study of a set
of state of the art papers describing water monitoring systems, the design of
the architecture of a smart surface water monitoring system is presented with
the corresponding hardware and software infrastructure. The system is designed
to employ cutting edge processing platforms, sensors, communications infras-
tructures and protocols, and cloud based software to provide a complete water
quality and quantity monitoring architecture.

The state of the art of smart water monitoring using an IoT approach is
the topic of Sect. 2. It presents the results of a survey on published work on
this type of systems during the last few years. The latter survey substantiates
Sect. 3. It starts with a layer based description of a general system for smart
water monitoring and presents a general architecture of a water quality and
quantity data collection and analysis IoT based system. The paper concludes
with a summary of the main aspects of this work, its relevance for water as a
social good and some perspectives for future research in Sect. 4.

2 Smart Water Monitoring

There is not a single method that covers all water monitoring situations and for
each case the best method should be investigated to monitor water resources in
that particular case [23]. However, there are a couple of architectures that can
be applied to a broad range of situations [1,5,8].

Surface water monitoring implies the acquisition of data at a set of different
locations along the water surface, at different depths and at regular time intervals
[2,6]. The data can be used to establish the water’s quality and quantity and,
associated with a pattern recognition system and information from other sources,
provides the possibility to preview future problems, for example in terms of
biological or chemical contamination. It may also provide hints about climate
change consequences.

The IoT is playing a major role in monitoring water quality and quantity in
real time. An IoT system comprises both the monitoring of a single thing or the
interconnection of millions of things, with the ability to deliver complex services
and applications [13].

Among the reasons for the rapid increase on the quantity of IoT systems
is the availability of low-cost, energy efficient and powerful hardware for sens-
ing, acquiring, processing and transmitting data to the cloud. Ubiquitous equip-
ment in these systems are microcontroller units (MCUs), cost-effective devices
that meet the real-time needs faced by IoT applications with the lower-power
constraints of this kind of systems, including data-acquisition (DAQ) and com-
munication capabilities [3]. Also, single board computers (SBC) have become
increasingly present in IoT systems. These devices, capable of running a full
operating system, increase the capabilities of local nodes, namely by boosting
the processing power and data storage [10].
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From published reviews on the subject [5,14,18] three main subsystems stand
out in a smart water monitoring system: the data collection subsystem, at the
device layer; the data transmission subsystem, at the network layer; the data
management, including data storage and high level processing, subsystem, at
the service support, application support and application layers [9].

The data collection system includes the sensors and the DAQ and pre-
processing hardware (mainly built with MCUs and SBCs). The data transmission
subsystem includes the transmission hardware and communication protocols.
Finally, the data management subsystem includes the data storage, the data
visualization and analysis components.

A survey over published work presenting this kind of systems was carried
out to collect the most common options and their evolution within these three
subsystems. A synthesis of the survey results for the sensed parameters is pre-
sented in Table 1. The DAQ and pre-processing hardware is shown in Table 2
and Table 3 refers to data communications.

Table 1. Physical and chemical parameters commonly measured in recently proposed
smart water quality systems built within an IoT approach: potential of hydrogen
(pH), temperature (T ), turbidity (TU), electrical conductivity (EC), dissolved oxygen
(DO), water level (WL), water flow (WFl), oxidation and reduction potential (ORP ),
nitrates (NO−

3 ), ammonia (NH3), carbon dioxide (CO2), nitrites (NO−
2 ), total dissolved

solids (TDS), ammonium (NH+
4 ), sulfates (SO2−

4 ), carbon monoxide (CO), phosphates
(PO3−

4 ), water depth (Wd), water pressure (Wp), salinity (S). [15–18]

Sensed parameters # IoT Syst. Freq.

pH 41 55%

T 40 54%

TU 26 35%

EC 19 26%

DO 18 24%

WL 10 14%

WFl 7 9%

ORP 6 8%

NO−
3 4 5%

NH3 3 4%

CO2 3 4%

NO−
2 2 3%

TDS 2 3%

NH+
4 1 1%

CO 1 1%

PO3−
4 1 1%

Wd 1 1%

Wp 1 1%

S 1 1%
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The most commonly measured physical and chemical water parameters are
those that can be obtained from common commercial off the shelf (COTS) sen-
sors: potential of hydrogen (pH), temperature (T ), turbidity (TU), electrical
conductivity (EC), dissolved oxygen (DO), water level (WL), water flow (WFl),
oxidation and reduction potential (ORP ). The total dissolved solids (TDS)
parameter has a very low occurrence but this may be related to the fact that
it is usually obtained from the EC value. The same is true for salinity (S), a
parameter often present in water quality monitoring systems within aquaculture.
Less common measured water parameters are those obtained with more specific
sensors, namely ion-selective electrodes: nitrates (NO−

3 ), ammonia (NH3), car-
bon dioxide (CO2), nitrites (NO−

2 ), ammonium (NH+
4 ), sulfates (SO2−

4 ), carbon
monoxide (CO) and phosphates (PO3−

4 ). Also water depth (Wd) and water pres-
sure (Wp), parameters that are correlated, have a very low occurrence, though
they can be measured with commonly used COTS sensors.

Table 2. Devices used for sensor control, DAQ and data pre-processing in recently
proposed smart water quality systems built within an IoT approach: Microcontrol-
ers (MCU), Single Board Computers (SBC) and Field Programmable Gate Arrays
(FPGA). Though most of the MCUs are used in the form of development boards, the
specific chip is listed. [17,18]

Config. Line MCU Model SBC model FPGA model # IoT Syst. Freq.

MCU ATmega ATmega8 1 47%

ATmega16 1

ATmega128 1

ATmega328 7

ATmega2560 3

ATmega1281 3

ARM32 ESP8266 1 23%

ESP32 1

STM32F767 1

STM32F103 1

LPC1768 1

LPC2138 2

LPC2148 1

SBC Galileo GalileoGen2 1 3%

RPi RPi B+ 1

RPi 3 2

MCU+SBC ATmega+RPi ATmega2560 RPi 3 1 6%

ATmega1281 RPi 3 1

ARM32+RPi Kinetis K66 RPi Zero 1

FPGA CycloneV 1 9%

AlteraNiosII 1

PSoC 5LP 1
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MCUs used in these systems usually control the sensors and the data acqui-
sition. Sometimes they also preprocess the data, and send it to the transmission
subsystem. They are generally used in the form of development boards. Some of
these devices and/or development boards also feature wireless communication
capabilities. Most of the systems are made with 8 bits AVR MCUs from the
ATmega line. The ATmega328 series, which is the basis of the Arduino devel-
opment board is the most used. More recent systems include more powerful 32
bits ARM Cortex-M MCUs from several lines, used in the form of development
boards. Low-cost and low-energy MCUs from the SMT32 line and from the ESP
8266/32 line, featuring wireless communications capabilities, are used in the
most recent systems.

SBCs usually appear in two configurations: either replacing the MCUs for
sensors control and DAQ, or working as data aggregators and/or communication
gateways. In this latter configuration they receive data from MCU/SBC based
sensor nodes, process it and sent the result to a remote server. The majority of
these SBCs belong to the Raspberry Pi set of microcomputer boards.

A very small part of the systems use Field Programmable Gate Arrays
(FPGA) or a combination of MCU and FPGA for DAQ and pre-processing. It
is a solution that gives the possibility of system reconfiguration, but it typically
comes at a higher implementation cost.

Table 3. Communication technologies used in recently proposed smart water quality
systems built within an IoT approach: technology and range/classification. Local Area
Network (LAN), Wide Area Network (WAN), Low Power (LP). [15,17,18]

Technology # IoT Syst. Freq.

ZigBee Short-range/LPLAN 21 43%

WiFi Short-range/LAN 13 27%

Cellular Networks Long-range/WAN 14 29%

Ethernet Short-range/LAN 12 24%

LoRa Long-range/LPWAN 4 8%

Others − 4 8%

IEEE 802.15.4 Short-range/LPLAN 3 6%

Communication technologies used in these systems generally include short
and long range classes. Some systems use only one class, others include both of
them, depending on their configuration: single station, local or remote systems,
or multiple sensing nodes (sensor network) systems. All cases may include wired,
wireless or both types of communication.

Wired communications are mostly over Ethernet, though there are a few
cases of other types such as RS232, RS485, and SDI-12.

Most systems are based on a wireless sensor network, with low-power Zig-
Bee (and other variants of IEEE 802.15.4) being predominant for short-range
communications. LoRa technology, despite having a very small expression in the
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set of systems analyzed, is increasingly popular within the IoT community. It
is chosen, in particular, for water monitoring systems, because of its long range
and low power features.

We excluded from this description the communication at sensor components
and DAQ hardware level, with different protocols like UART, I2C or SPI.

3 IoT System Architecture for Water Monitoring

The subject of this section is the presentation and description of a general IoT
based system architecture for water monitoring. The layer based diagram is
discussed in Subsect. 3.1 and it shows how the data starts to be collected at the
lowest levels and flows through the system up to the point where it is presented to
the users. The system architecture is presented and discussed in Subsect. 3.2. It
uses the results of the state of the art analysis and incorporates several diverse
data input sources. Namely data collected from sensors, remote sensing and
asynchronous file based inputs.

3.1 IoT Based Architectures

An IoT system’s architecture may be represented using different types of dia-
grams [19]. A widely adopted IoT reference architecture organized on layers,
where each layer groups modules offering a cohesive set of services, is the one
defined by the International Telecommunication Union (ITU). It consists of four
layers: devices; network; service support and application support [9].

A layer based diagram for the proposed architecture of a general IoT sur-
face water monitoring system is represented in Fig. 1. At the lowest level, the

Fig. 1. A layer diagram of a general IoT water data collection system: each layer
encompasses modules that offer a cohesive set of services.
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nature level, we have the sources of data: surface water and the atmosphere. The
parameters information is collected at the device layer, which comprises sensors,
MCUs and SBCs. Sensors are at the lower level of the IOT water data collection
system. They are responsible for sensing the physical and chemical parameters
from the surface water and from the surrounding atmosphere, and convert them
to electrical signals. At the next level, MCUs and SBCs acquire these signals, in
digital or analog form, and convert them to an adequate digital format, ready
to be sent through data communication hardware, to the network layer.

The network layer comprises the communication technologies and data trans-
mission protocols. It is responsible for receiving the data from the data collection
subsystem and transport it to other smart things, network devices and servers.

The choice of communication technologies is defined by the existing condi-
tions at the data collection site, in particular the geographical conditions, the
communications infrastructure and the power sources. As depicted in the dia-
gram, it can be the long-range, low-energy LoRa transmission hardware or other
communication technologies: GSM, GPSRS, 3G, 4G, 5G. It may even be the
combination of more than one of these technologies. Data exchange protocols
are responsible for communications with the service support and the applica-
tion support layer. The diagram represents a series of application protocols like
LoRaWAN, MQTT, HTTP, WebSockets and COAP, commonly used in IoT sys-
tems.

The service and the application support layer, represents services that enable
IoT applications and services. This level comprises the treatment, analysis and
storage of the collected data. The data must be stored and used intelligently
for smart monitoring and actuation. In the field of database technology, there
are two primary types of databases to store data: relational databases and non-
relational databases. There are numerous commercial and open-source options
for each form. In certain instances, having different kinds for different tasks is
a better option. The use of an external blockchain technology system for data
storage and sharing, offers the benefit of providing a safe, easy-to-manage and
accessible mechanism to share data among multiple clients due to immutable
data and decentralization [22].

To extract high-level knowledge from the collected and stored data the infor-
mation quality is important. The quality of the information from each sen-
sor depends on several factors, namely errors in measurements, precision and
accuracy of the data collection, the devices’ environmental noise and the dig-
ital conversion of the observation and measurements [12]. Data analysis and
machine learning methodologies are nowadays common. IoT systems generate
large amounts of data. This is foreseen in this general system architecture. Based
on historical data, it is always possible to generate detailed perceptions into past
events by using advanced machine learning techniques. The prediction of future
events, namely due to climate change, is present in the architecture.

The top level includes the visualization of the collected and processed data. It
includes predictions and action suggestions. The integration of geographic infor-
mation system (GIS) and the usage of remote sensing tools and data provides a
rich integration of information from in-situ with that from satellite sources.
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3.2 A General Architecture for Smart Water Monitoring
and Analysis

The proposed general architecture of a water quality and quantity data col-
lection and analysis system is represented in Fig. 2. This may be divided into,
grosso modo, the following types of data processing subsystems: data collection,
data transmission and data management, which includes storage and high level
processing.

The data collection subsystems are: the water quality module; the water quan-
tity module; the evaporation module; the weather station module; the manual
data sources input and the GIS system. The water quality module includes the
acquisition of the most common physical and chemical water quality parame-
ters, as shown in Table 1, namely: total dissolved solids (TDS); dissolved oxygen
(DO); turbidity (TU); water temperature (TW ); oxidation and reduction poten-
tial (ORP ); potential of hydrogen (pH); electrical conductivity (EC). The water
pressure (Wp) is included to indicate at what depth the parameters are measured.
The MCU, already incorporating the SMBus/I2C protocol, collects data from
some of the sensors, namely: pH; T ; ORP ; DO and EC. The remaining param-
eters are converted to the digital form using analog to digital converters (ADC)
with I2C output. The water quantity module acquires the data relative to water
flow (WFl) and water level (WL), either in digital form or in analogue form with
proper ADC circuits. The weather station module collects air temperature, air
humidity, precipitation, wind velocity and direction, luminosity and UV radia-
tion data. The evaporation module, collects the water level variation in a class-A
evaporation pan and refills the pan with water when necessary. The manual data
sources subsystem allows the incorporation of non-periodic bio-chemical data,
resulting from water samples analyzed in the laboratory, in the DBMS data stor-
age. The data analysis system uses this data for more complex machine learning
procedures.

There are two types of data communications present in the system. The first
type is short distance wireless communication between local system’s compo-
nents. An example is the weather station. The sensors are placed some meters
away from the microcomputer unit. The sensors data is captured and decoded
with a software defined radio package installed at the microcomputer and after-
wards sent to the LoRaWAN gateway. The second type is a long distance wireless
communication based on the LoRa hardware and LoRaWAN software protocol
architecture. The water quantity, water quality and weather station modules are
each considered and registered as devices in the LoRaWAN network/application
server. The data sent by these modules is therefore ciphered and uniquely iden-
tified in the system. The data is sent through a LoRa gateway registered at the
LoRaWAN application server. The LoRa gateway receives the information from
the devices that can be placed at distances ranging from some tens of meters
to some kilometers away. The LoRa transmission frequency is in the 868MHz
band. The LoRa gateway forwards the data through the 3G/4G network using an
MQTT broker to publish the data and exchange control data with the LoRaWAN
network/application server.
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Fig. 2. The architecture of a water quality and quantity system based on the most
common elements of an IoT approach.

The servers are launched using a Docker container based infrastructure.
Namely the LoRa network/application server; the Node-RED data monitoring
and visualization subsystem; the data storing app; the blockchain storage; the
DBMS data storage and the data analysis system. The Docker container services
are run in a Linux system.

The Node-RED data monitoring and visualization system provides a real time
view of the status of the sensors using the Node-RED dashboard user interface.

The data storing app subscribes the MQTT broker for all the topics from
the sensors and stores the information using the DBMS data storage server.
The latter is a traditional relational model based server with geographical data
representation extensions.

The GIS system uses the data from the sensors and geographical information
data, like maps and remote sensing information, to enhance the data analysis
capabilities. A non corruptible data image is maintained using blockchain storage.
Critical data is kept by this subsystem.
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The most complex subsystem in the architecture is the data analysis system.
A large set of tasks are assigned to this system centralized around a Python
based web framework. The system takes the data made available by the DBMS
data storage server and using machine learning methods, provided by common
Python packages, provides high level analysis to the users. This system also
incorporates geographical data analysis with a Python based API for the GIS
system.

4 Conclusions

Water resources have always had primacy among social goods, particularly with
regard to water quantity and quality. With the accelerated pace of climate
changes, its judicious use becomes more and more pressing and it is crucial
to have immediate access to data that reliably characterizes it in order to bet-
ter manage such a precious resource. The IoT revolution has made possible the
collection of vast amounts of data from the physical world, in particular from
the environment. IoT-based water and resource quality sensing systems using
commercial off-the-shelf (COTS) components provide a fast and scalable way
to deploy real-time in situ monitoring and data collection solutions. From the
analysis of systems that comply with these characteristics a general IoT based
architecture is proposed that generalizes the applicability to water resources, not
only with a comprehensive set of water quality parameters, but also with water
quantity data from in situ continuous monitoring. The architecture goes further,
adding to the data collected continuously also in situ data from other sources:
manually collected; remote sensing originated and from GIS, and a modern data
analysis system.

The use of modern pattern recognition systems, machine learning and artifi-
cial intelligence software, together with techniques to guarantee the reliability of
the information, will provide a dynamic, easy-to-follow, insight into the evolution
of water quality and water quantity and the consequences of climate change and
other human-related activities, such as pollution sources. The concrete imple-
mentation of cost-effective devices under the framework of this general architec-
ture is underway in order to build a complete prototype of the proposed Smart
IoT System for Water Monitoring and Analysis. Future work includes the testing
of the prototype on location to begin the initial deployment of the whole system.
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Abstract. The privacy issue limits the Internet of Medical Things. Med-
ical information would enhance new medical studies, formulate new treat-
ments, and deliver new digital health technologies. Solving the sharing
issue will have a triple impact: handling sensitive information easily, con-
tributing to international medical advancements, and enabling person-
alised care. A possible solution could be to decentralise the notion of
privacy, distributing it directly to users. Solutions enabling this vision
are closely linked to Distributed Ledger Technologies. This technology
would allow privacy-compliant solutions in contexts where privacy is the
first need through its characteristics of immutability and transparency.
This work lays the foundations for a system that can provide adequate
security in terms of privacy, allowing the sharing of information between
participants. We introduce an Internet of Medical Things application
use case called “Balance”, networks of trusted peers to manage sensitive
data access called “Halo”, and eventually leverage Smart Contracts to
safeguard third party rights over data. This architecture should enable
the theoretical vision of privacy-based healthcare solutions running in a
decentralised manner.

Keywords: Decentralised Health Data Management · Internet of
Medical Things · Distributed Ledger Technology · Distributed Storage
System

1 Introduction

The Internet of Medical Things (IoMT) devices generate a considerable amount
of valuable data of inestimable value. However, sharing sensitive information
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between devices is limited by privacy regulations with good intentions but def-
initely impacting innovation. Solving the sharing problem could significantly
impact the health of an individual.

Distributed Ledger Technology (DLT) is a promising technology to solve the
sharing issue in IoMT. With the term DLT, we often refer to the technology
that allows the transfer of digital assets in a distributed network. In a DLT,
every transaction is transparent and visible to all the participants that secure
immutability. A specific derivative of DLT is the Blockchain, a well-defined DLT
implementation where the ledger consists of a chain of blocks linked together
by hashes. The first known implementation is Bitcoin [15]. One of the most
significant technology trends during the last ten years is to think of it as general-
purpose, i.e. to use it to transfer data or to use it to track digital and real-world
items. In this sense, immutable ledgers could enable data ownership, linking a
digital asset to an individual. An example of DLT is the IOTA Tangle [19] that
is a scalable DLT whose goal is to establish a solution for the IoT by using
a Distributed Acyclic Graph (DAG) ledger. A proper feature of IOTA is the
ability of being feeless, allowing free transactions. Examples of general-purpose
Blockchains are Ethereum and Cardano. Ethereum 2.0 [2] is a Proof of Stake
(PoS) protocol that represents the solution for the scalability of the Ethereum
blockchain. A similar approach comes from Cardano that is a blockchain platform
based on a peer-reviewed PoS protocol called Ouroboros [8].

Several DLTs integrate Smart Contracts that are a set of promises and proto-
cols specified in digital form within which the parties perform on these promises
[25]. One of the most interesting facts about Smart Contracts is the possibility
to involve them in data sharing. Several general-purpose Blockchain platforms
as the most famous Ethereum, Cardano, and IOTA implement Smart Contracts.
A platform that is basing his workflow on Smart Contracts is Filecoin [6], a dis-
tributed network based on the Blockchain where miners are elected based on the
amount of storage in their possession, allowing both the circulation of cryptocur-
rency in the network and the usage of storages made available by the miners. In
fact, Filecoin is a platform designed to grant easy access to decentralised storage,
such as the InterPlanetary File System (IPFS).

The biggest concerns that justify the deepening of DLTs for data sharing
and decentralisation (potentially Big Data decentralisation) are scalability, since
DLTs are not the best for storing extensive data due to their architecture, and
compatibility with standards, as the Fast Healthcare Interoperability Resources
(FHIR) [1] used to share health data in the healthcare industry. For the scal-
ability issue, it could be convenient to couple DLT with the Distributed File
System (DFS), a file system that allows the storage of files and resources in
storage devices distributed on the network’s nodes. An example of DFS is the
previously cited IPFS, a peer to peer distributed file system where peer nodes
do not have to trust each other to store and access data on the IPFS network,
which makes it similar to the features offered by DLTs (as it supports decen-
tralisation) but with a throughput higher when dealing with large chunks of
data, which are stored with the cryptographic hash of their content. Moving to
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standards instead, DLTs are promising on boosting their adoption. The FHIR
standard defines how healthcare information can be exchanged abstracting from
how data is stored. So, it allows healthcare information to be more accessible
but, it does not consider the possibility of healthcare systems decentralisation.

While both the DFS and DLT could be private and restricted to a consortium
of participants, the choice of using them this way goes against decentralisation.
To fix the problem, the usage of cryptography could be essential. The idea is to
encrypt to the point that only those who have the credentials can read the files
and so, the creator (or the authoritative holders).

In this work, we try to give a possible solution based on DLTs and off-chain
storages to decentralise the IoMT and enable a secure data sharing mechanism
across the IoMT network. We will show how this solution could work beside
an IoMT smartphone application called “Balance”, based on the work of E.
Lattanzi et al. [11]. The work is structured as follows: Sect. 1, the introduction;
Sect. 2, the case study; Sect. 3, the proposed solution; Sect. 4, the discussion and
conclusions.

1.1 Related Works

There are many works available on decentralised data management, focusing
attention on the sensitivity of health data and, therefore, on attempting to pro-
duce a shift to the decentralised paradigm. Most of them use multiple tech-
nologies, including decentralised storages such as IPFS, DLTs technologies as
Blockchain or DAG, and sometimes cryptography. The key idea for each work is
to connect patients and any health organisations and enable users to own data
created. One of the most significant research in the field [17] uses the Ethereum
network to save data through links saved on the Blockchain assisted by Smart
Contracts. Moreover, the paper introduces the usage of mobile devices, i.e. the
smartphones. Another interesting approach [13], in addition to IPFS and Smart
Contracts, attempts to introduce a reputation system to encrypt and share data.
An incremental solution to the latter [5] introduces an economic incentive for
those who disseminate their health data since these effectively contribute to a
piece of greater knowledge for personalised medicine. Similar idea on the usage of
IPFS and Smart Contracts also belongs to other researchers [14,24], with some
exception [10,23] which respectively uses IPFS, Blockchain and cloud technolo-
gies. On the other hand, others have focused mainly on monitoring practices,
such as teleconsultation [9] or specific tracking-related problems such as organ
transplantation [21] or more general health data [16]. Other works than look to
the effective compliance of these systems with the healthcare sector [18], or the
possibility of providing an identity to the participants anticipating a Health Dig-
ital Identity System. Finally, more complex works [7,26] use multiple blockchains
intending to give different roles to the different players involved and separate sys-
tems for data management.

Other few solutions are based on the IOTA Tangle, addressing different issues.
The first identified issue focus on the fact that patients and healthcare organ-
isations must communicate and therefore be interoperable [22]. The research
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tries to understand the actual current standards used in health institutions to
provide an approach that can be integrated with these standards already used
in hospitals, including the Fast Healthcare Interoperability Resources (FHIR).
In the paper, they try to use the Tangle with the already existing standards
and, therefore, save the data produced by patients in the EHR systems of health
institutions. The attempt is undoubtedly interesting and demonstrates the possi-
bility of using these standards with DLT technologies. Other researchers instead
focuses on studying the scalability of the blockchain in healthcare institutions [4].
That is, they try to understand if the available DLTs technologies are suitable
for use in the presence of large volumes of transactions. Cardano in the paper is
the best performer of technologies with the least need to use sidechains in order
to speed up transactions. Similar works for data sharing have been investigated
[12]. The idea is based on the Tangle and data owners interact with it through
mobile devices. The Tangle is used for saving data but we think that it is also
not recommended for privacy reasons, since the ledger is basically immutable.
Authors of [3] focused on COVID-19 pandemic monitoring operations. The paper
attempts to focus on emergency and response issues. The idea is to use the Tan-
gle as a data layer used by local authorities and the US government locally
for emergency management. It is unclear how the user can be the data owner
since his interaction does not occur with the ledger but with institution-owned
databases that potentially replicate data.

1.2 Contribution of This Paper

In the future, the possibility for individuals to manage their sensitive informa-
tion could lead to the creation of billions of everlasting clinical histories useful
to enhance new medical studies, formulate new treatments, and deliver new
digital health technologies. Decentralisation could be inevitable, eclipsing cen-
tral authorities as store of sensitive information, being replaced by individuals
responsibility. This work propose an idea on how to decentralise the IoMT by
presenting a case study with the aim of enabling data ownership, and sharing.
Participants avoid revealing data locations on distributed storages and manage
their data through decentralised private networks called Halo. In our solution,
we propose the use of off-chain storages, DLTs, Smart Contracts, mobile devices,
and the introduction of the Halo: networks of participants who secure and man-
age data against remote stakeholders. This will guarantee no direct access to
data locations and that remote users would always be tracked and forced to
accept sharing conditions.

2 The Case Study

Balance is a IoMT smartphone application that records the human postural sta-
bility indices of an individual through the sensors integrated within the smart-
phone. It aims to produce a stabilometric analysis by referencing the biomechan-
ical model of the single inverse pendulum and the available traditional health-
care technology in the field [11]. The stabilometric analysis allows evaluating the
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patient’s stability in the upright position by studying the dynamics of the center
of gravity projection on a plane parallel to the ground. The smartphone appli-
cation carry out the analysis with this scope, since the human sensory system
can be considered at rest (except for the plantar skin receptors), and so, the
body instability is reconducted to endogenous factors. During a static test, the
patient is stationary and standing on a measurement surface with his eyes open
or closed, without the presence of any external perturbation. The body moves
due to the combination of internal correction forces, drawing the deformation
they produce on the underlying plane. The point of force application is called
the center of pressure (COP) since it is the center of the distribution of pressure
on the surface of the foot.

2.1 Architecture

Fig. 1. Balance architecture

Balance architecture consists of a mobile application and a backend that resides
in a centralised location (Fig. 1). The smartphone application performs all the
pre-processing onboard the smartphone in order to comply with privacy regula-
tions. The data is sent to the backend in a completely anonymous way. A unique
ID generated by the backend and not associated with the user or his device is
sent to the user to always refer to his data correctly.

2.2 Measurement Protocol

In traditional systems, the subject is placed at the center of a force platform for
postural acquisition to perform the required test. In the case study, the Romberg
test that is a test in which the patient performs the analysis with both eyes open
or closed, allowing to understand the influence of the visual system on posture.

Through Balance, the repeatable test is performed through the smartphone in
a few seconds. The test can be carried out with open or closed eyes by choosing
the appropriate mode on the home screen. While performing a test, the user
keeps a straight posture and holds the smartphone with two hands in a vertical
position at the navel level, guided to maintain the correct position. The actual
sensor measurement takes about 30 s. For the analysis to be meaningful, the
test must be repeated periodically. In this way, it is possible to compare the past
indices with the most recent ones and monitor the evolution of postural stability.
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2.3 Data Collected

The static analysis generates two main insights: the statokinesigram (SKG), or
sway-path, represents the displacement of the COP in the X,Y plane and allows
for the extraction of global parameters and structural parameters; the former
relates to the sway-pattern while the latter focus on trajectories applicable to
extracting data from them. The Stabilogram, shows the change in COP over
time expressed as a vector in two dimensions: Antero-Posterior (AP) and Medio-
Lateral (ML).

The user is also asked for some personal information: age, gender, weight, any
postural problems, the presence of postural problems in the family, the use of
medicines that can interfere with posture, any other trauma, visual defects, and
hearing defects. Potentially, it will be possible to extend and use them for several
reasons that go from performing medical studies to personalised medicine.

3 The Proposed Solution

3.1 DLTs Comparison

It is worthwhile to evaluate several DLTs candidates for a decentralised data
management solution. In this section we analyse Ethereum 2.0, Cardano, Filecoin
and, IOTA 2.0 which results are shown in Table 1.

Based on the comparison, Cardano is going to provide the most appreciable
result in terms of long-term objectives, promising the best results both from the
Governance and the tps. A good compromise represents IOTA 2.0, which would
allow greater freedom regarding the reduction of the cost of transactions. A little
in the shadows is Ethereum 2.0, which does not seem to promise a high number of
tps as the other implementations, even if it is good to highlight how it represents
a consolidated Blockchain and it has the best development ecosystem worldwide.
Finally, Filecoin represents an ad-hoc solution to be adopted for specific needs.

Table 1. DLTs Comparison *Highly Speculative

Category Ethereum 2.0 Cardano Filecoin IOTA 2.0

DLT Blockchain Blockchain Blockchain DAG

General Purpose Yes Yes No Yes

Consensus PoW/PoS PoS PoW No/FPC

Smart Contracts Yes Yes Yes Yes

Dynamic Governance No Yes No No

Feeless No No No Yes

Transactions Per Second 15/*100k 250/*1m Not Known 200/*300k
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Ethereum 2.0. The biggest problems Ethereum 1.0 is suffering are higher
transaction fees and low tps. The upgrade to the second version is to overcome
both the problems, by replacing the Proof Of Work protocol with a PoS pro-
tocol. On the side of Governance, Ethereum is not so dynamic. Users, miners
and developers can submit proposals but, on Github. The biggest obstacle to
this is finding support for that proposal that needs to reach the Core develop-
ers through several channels like social media, conferences, articles. Once the
proposal attracts interest could be taken into consideration. In the future, It is
expected that Ethereum 2.0 could bring more than 100 thousand tps increasing
the actual stage of about 15 tps.

Cardano. Thanks to Ouroboros, Cardano is one of the most scalable
blockchains in the crypto-space with 250 tps on average, basing its success on its
community of stake pools, actively contributing to the security of the network.
Moreover, It has a dynamic governance system based on democratic voting on
upgrade proposals that ensures the platform and its community can continuously
fund and decide upon platform and ecosystem improvements. In the future, the
system will implement a second layer solution under research called Hydra that
is going to bring the tps to more than 1 million, a great achievement for the
overall crypto-space.

IOTA 2.0. Unlike the first version of IOTA, where a centralised entity called
coordinator was validating the transactions milestones (a checkpoint in the Tan-
gle that was validating all the backward transactions), IOTA 2.0 will operate
decentralised by introducing several features summed up in the Coordicide paper
[20], designed to be modular and to ensure long-term success. Note that the sec-
ond version is going to implement a Fast Probabilistic Consensus (FPC). IOTA
governance is centralised but the development team is open to conversations.
Several components have been developed between IOTA and community mem-
bers. By the way, they do not have a voting system in this sense, but at least
it is all transparent. Industry players help guide the development of the system.
In the future, the Tangle is expected to bring more than 300 thousands tps.

Filecoin. Filecoin is a Blockchain with the specific aim to give permanence to
data in a decentralised environment. Even if It is actually not seen as general-
purpose, in addition to allow transactions, the Filecoin ledger implements Smart
Contracts, and it implements a proprietary Virtual Machine (Filecoin VM) that
offers control mechanisms that regulate the operation and acquisition of decen-
tralised storage requested by the users. We could think of Filecoin as the first
attempt to exploit Blockchain technology to achieve persistence of stored data
on decentralised storages through paid agreements exactly as happening with
the cloud technology. The system rewards participants as a mean of incentive
for all who are willing to provide data storage.
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3.2 Architectural View

Fig. 2. System architecture

The IoMT comprises mobile devices, i.e. smartphones, devices, wearables. The
need for these devices is the ability to perform operations that involve sensitive
information. In the following sections, we try to give a view of the components
and the architecture to achieve this result.

Components. The components of the architecture must reflect all the needs
foreseen in the IoMT. A reference to the architecture is in Fig. 2 and includes:

– The IoMT Device is the location where the user’s data are generated and the
private keys, used for signing data, are stored. Safety issues relating to the
device used are neglected. Through the Wallet, it is possible to access the
Ledger and manage digital assets.

– The Ledger gives the user a potential anonymised criterion of being uniquely
identified in the network.

– Smart Contracts are used to grant access to remote users using Non-Fungible
Tokens (NFTs).

– Remote users represent all those interested parties in accessing sensitive infor-
mation. They can be professionals, general users and healthcare organisations.
The interaction happens through the web interface.

– The proposed Halo is a private network, similar to a oracle network, of
explicitly trusted nodes which is involved in encrypting, decrypting, and
reconstructing user’s off-chain data, guaranteeing availability. Their role is
of redundancy and data security.

– The Distributed Storage is where the data of the user are saved. Decen-
tralised technologies, such as IPFS, are public storages, transparent and pub-
licly accessible. For this reason, the data on the storage are sharded and
anonymised, and the private network needs to reconstruct the data properly.

Workflow. Storing data from the IoMT devices should follow the steps shown
in Fig. 3:
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Fig. 3. Data store diagram Fig. 4. Data sharing diagram

1. The system is composed of a wallet containing the cryptographic keys for
signing new data. Every time the user generates new data, this is sent to the
Halo.

2. Once data are successfully stored, the links to the decentralised storage could
be sent to the DLT and saved as transactions or kept private into the smart-
phone, creating a recovery-proof mechanism.

3. The Halo eventually ensure data pinning to the store files on decentralised
storage and privacy-compliant operations before storing.

Sharing information with remote users should follow the process in Fig. 4:

1. A remote user asks for health data by accessing the frontend and accepting
conditions.

2. The Halo verifies the access on the public blockchain, ideally with the help
of Smart Contracts, and then forwards the request to the data owner device,
who is required to give consent.

3. If consent is given, the network processes the data and sends the final response
to the user; otherwise, it will just notify the rejection.

4 Discussion and Conclusions

By using the proposed architecture, the health data are created and maintained
by the owners. All remote users are subject to predefined rules, and Smart Con-
tract constitutes a transparent way of managing permissions. Cryptography con-
stitutes an essential tool and it will need advancements in the future. In fact, it
is not a sufficient deterrent for keeping data secure with the advent of quantum
computing, even if coupled with sharding and masking techniques constitutes
a solution. It should be noted that this approach causes a decrease in perfor-
mance by forcing rebuilding before the use. The usage of a two-layer solutions
guarantees both transparency and logging, while the usage of Distributed Stor-
ages could allow for data relocation since data stored are persistent but not
permanent.

In this work, we proposed a solution to decentralise the IoMT, enabling data
sharing. Our solution is blockchain agnostic and demonstrates the role of DLT
technology as an enabler for sharing sensitive data. The overall architecture could
constitute a personal sensitive data portal with which healthcare systems can be
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interfaced directly to individuals. Smart Contracts can be essential in establish-
ing agreements between the owner and remote users, highlighting the need for
a Decentralised Digital Identity. As future work, we plan to develop the imple-
mentation of this solution by using DLTs technologies and IoMT applications
to demonstrate the potentiality of the system in solving the sharing problem
scenario without relying on any intermediary.
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Abstract. The population of Western countries has notoriously aged
during the last decades, thus increasing the number of people living in
retirement houses. This causes that, in certain circumstances, the staff
of these residences can not properly take care of all the users due to
several situations. For that reason, the usage of solutions based on Infor-
mation and Communications Technologies (ICT) to support such staff
has arisen over the last years. In this context, the present work intro-
duces a new Smart Assistance solution for retirement houses. Based
on a mobile-sensing paradigm, the proposed framework is able to col-
lect several health and physical parameters of the users and visualize
them in a central multi-platform dashboard. Furthermore, the system
allows detecting certain abnormal or dangerous situations related to the
residence’s users and send alarms to the staff providing also proactive
functionalities. Our proposal is illustrated through a case of use for a
patient in an early stage of the Alzheimer’s disease and a tendency to be
sedentary.

Keywords: Mobile application · Elderly patients · Retirement house ·
Smart habitat · Smart Assistance

1 Introduction

In the last three years, sales of wearable devices have grown by 50% and the num-
ber of smartwatches is expected to reach one billion by 20221. Wristbands and
smartwatches now include a palette of sensors able to collect information about
the users and their health parameters. This information is valuable because
it can be used to develop beneficial solutions within the health sector. More
in detail, some advanced devices might include heart-rate, triaxial-acceleration,
geomagnetic and air pressure sensors along with GPS antennas and Bluetooth
connection, among other features. As it has been widely studied in the literature,

1 https://www.statista.com/statistics/487291/global-connected-wearable-devices/.
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this type of sensorization is able to capture a rich amount of contextual features
of an end-user [7].

At the same time, the population of Western countries has been ageing
steadily for the last decades. As a matter of fact, the rate of the population aged
above 65 years will increase 49% between 2019 and 2050 [11]. In the particular
case of Spain, 14.27% of the Spanish population was over 70 years old in 2019,
which is equivalent to a total of 6,761,510 million people2. Furthermore, there
are 5,417 retirement houses in Spain with a total of 372,985 available places [1].

In this context, it is sometimes very difficult for the staff working in these
houses to effectively control and take care of all the residents and patients at
the same time. This may cause some potentially-dangerous situations for such
patients. For example, a mentally-ill patient might leave the residence’s premises
without any type of supervision causing him/her to be totally disoriented out-
doors. This calls for the development of new and innovative solutions based on
Information and Communication Technologies (ICT) to support such staff in the
management of the residences and provide a more personal attention to their
users.

The present work proposes a Smart Assistance service for retirement houses.
By means of a client-server architecture, the solution is able to proactively collect
relevant information about the physical activity and health parameters of the
users of a residence (hereby users) through a set of smart bracelets. Moreover,
the service is also able to identify certain events in such collected parameters
that might reflect some abnormal or dangerous situations related to any of the
users. In that case, the solution is also able to notify to the residence’s staff.
Lastly, the solution also includes a dashboard to allow the staff to visualise all
the data collected from the users.

The rest of the paper is structured as follows. Section 2 provides an overview
about current mobile-sensing solutions for elderly people. Next, Sect. 3 describes
the architecture of the proposed application in detail. Section 4 puts forward a
preliminary use case whereas Sect. 5 states the final conclusions and future lines
of research derived from this work.

2 Related Work

Nowadays, it is possible to find in the literature many different solutions to
support assisted-living centers. To start with, the robotics field has played an
important role to develop solutions for elders. For example, a telescopic manip-
ulator for elder-care facilities is stated in [9]. The device is used to, for example,
help elder people to taking objects from high shelves. For its evaluation, a corn-
toss game was developed showing quite promising results. Other robotic arms
have been used and tested with elderly people in other works, such as in [8],
where authors develop a robotic arm with which they can also pick up objects
from shelves as part of a game, and the level of acceptance by the elderly is very

2 https://www.ine.es/jaxiT3/Datos.htm?t=31304#!tabs-tabla.

https://www.ine.es/jaxiT3/Datos.htm?t=31304#!tabs-tabla
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high. A further step is made in [2], where a full-body robot controller is devel-
oped to assist frail patients. This is an ambitious project in which a humanoid
robot can even be responsible for initiating the assistance process in front of a
person, establishing the first contacts with him or her.

A study that could complement any of the aforementioned ones is found
elsewhere [10], in which the focus of the study is the feeling of confidence that
the elderly have about this type of new technology that can replace human
assistance. Through the study in different residences in Canada, with more than
150 users, the following relevant conclusions are reached: elderly people are not
against an autonomous home care system, especially if they meet a series of
conditions such as ease of use; people can develop a feeling of belonging to the
systems; and the feeling of confidence can be higher if these systems can share
feelings of socialization. Exploring this type of feelings of confidence towards
these new robotic social assistance systems is also the focus of the work of Iglesias
et al. [6]. They develop the idea of a long-term implementation in retirement
houses, as well as evaluating the trust in it and its acceptance. This work is
based on the assistance in simple and repetitive tasks by the robotic systems, in
order to make the robot a facilitator of social feelings in a second term.

In [5] robotic assisting systems are tested with a segment of the population
that has been growing in recent years, namely the elderly who suffer from some
form of senile dementia. In the study, daily routines are recorded and analyzed,
which helps the elderly to maintain their daily independence. The use of devices
related to the Internet of Things makes these studies possible, which are closely
related to our proposal.

Most of the approaches based on mobile sensing to provide health-care
services for elderly people focus on detecting the physical activity and other
kinematic-related features of the patient. Thus, the work of Hu et al. [4] studies
a smart health system based on cell phones and wearable devices. The authors
focus on the study of certain event-condition-action (ECA) rules, and how it
would be possible to generate these rules from the study of the data generated
and acquired from the different devices. Likewise, the work in [3] fuses data
from a smart band and a smart phone so as to identify human activities. The
key innovation of this work is that the target activities to be detected are not
individual but family-related ones like watching TV or talking.

All the works previously mentioned study the monitoring of the health of the
elderly from different perspectives by using different methods, such as robotics,
sensors, wearable devices, mobile devices, etc. By combining all these method-
ologies and devices together, we can understand what the Smart Home for the
Elders (SHfE) would be, with the processing of data from all these types of
devices with the aim of caring for the health of our elderly. This vision is pro-
vided by a pilot project in [12].

3 Smart Assistance Service

Figure 1 depicts the general architecture of the proposed system that must be
instantiated separately in each retirement house. As it can be seen, the solu-
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tion has been split into two different modules. The client application is devoted
to collect health, activity and location data of each user of a residence. The
administrative module (AM) provides a dashboard to the staff of the residence
to control the activity and health status of each of its members. Both modules
are explained next.
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Fig. 1. Global architecture of the proposed system.

3.1 Client Application

The first module is in charge of collecting different features of each elder user of a
residence. This is done by means of a set of smart bands and a mobile application
running an Android Smart Assistance-Client application. Concerning the smart
bands, our solution is compatible with two different models, the Xiaomi Mi
Band 2 3 and the Xiaomi Amazfit Bip4 (see Fig. 1). These two models have been
selected because they are affordable devices, their energy consumption is limited
and both of them have Bluetooth Low-Energy (LE) connectivity.

Each user must wear one of these two bands in his/her wrist and carry a
mobile-phone with the mobile application in his pocket. The band is connected
to the user’s smart-phone via Bluetooth LE. It is worth mentioning that to carry
out the synchronization between a user’s smart band and his/her phone, it is
necessary to enter a code generated automatically when the user is registered
in the system by the administrators. Thus, we avoid potential intruders in the
system.

Once the synchronization is done, the client application continuously collects
data from different sensors of the smart band and the mobile-phone itself. Next,

3 https://www.mi.com/global/miband2/.
4 https://www.amazfit.com/en/bip.html.

https://www.mi.com/global/miband2/
https://www.amazfit.com/en/bip.html
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it stores all the collected data in a central Firebase5 datastore by means of a Rest-
API connection. In particular, the application collects in real time the following
parameters of the user directly from both the smart band and the smart phone:

– walking steps during the current day,
– distance covered during the current day,
– current dynamic state,
– calories consumed during the current day,
– heart beats per minute,
– current GPS location every two minutes.

By means of the first two parameters, the systems is able to control the
physical activity of each user in terms of mobility. This information is completed
with the current dynamic state of the user. This third item is inferred from
the smart-band data and can take six different values, namely walking, running,
lying, quiet, sit and unknown. Hence, it is possible to know the current state of the
patient and his/her recent physical activity. As it will be explained in Sect. 3.2,
all this information is instrumental so as to trigger alerts for the residence staff
related with abnormal or dangerous behaviours of the users.

Finally, Fig. 2 shows the graphical user interface (GUI) of this application.
Due to the fact that the data collection is done automatically, the GUI is limited
to inform whether the aforementioned synchronization between the mobile phone
and the smart band has been successfully performed.

3.2 Management Application

The key goal of this module is to provide a tool to the medical and administrative
staff of the residence to control and monitor all their users. To do so, a mobile
and web-based application have been developed. Both of them are fed with the
data from the users’ application described in the previous section that is stored
in the central back-end repository (see Fig. 1).

To start with, both versions include a dashboard as initial view showing some
general statistics of the residence premises and their users as depicted in Fig. 3.
This view allows the staff to easily have a complete overview of the residence
state at each moment. Then, the application has five key management features
which are described next.

Register a New User of the Residence in the System. The administrative
staff of the residence can easily register new users by means of the mobile and
the web application (see Fig. 4). Each time a new user is registered, a unique
code is generated for him/her that must be inserted during the synchronization
of the smart band and the mobile phone as described in Sect. 3.1.

5 https://firebase.google.com/.

https://firebase.google.com/


96 F. Terroso-Saenz et al.

Fig. 2. Graphic user interface of the Smart Assistance-Client application. The view
informs that one Amazfit Bit Watch has been successfully connected to the mobile
application.

Listing All the Users of the Residence Under Monitoring. Both applica-
tions provide a list of all the users who are using the client application as shown
in Fig. 5. Hence, by means of this view, the staff can quickly review some health
parameters of each user along with the battery level of their mobile-phones.

Furthermore, it is possible to visualize some of these parameters for a par-
ticular user with more detail. In particular, historic data related to the user’s
walking steps, daily covered distance, heart rate and consumed calories can be
displayed. Figure 6 shows this view of the management application.

Remote Configuration and Sending Notifications to the Users’
Devices. One of the instrumental features of the administrative part of the
system is that it allows the management staff to perform certain actions on the
user’s devices.

On the one hand, the staff can remotely activate or deactivate the GPS sensor
from a user’s mobile device (see Fig. 7a). This way, it is possible to stop or start
the location tracking of a user. The rationale behind this feature is because
tracking is a rather energy-consuming task that might drain the battery of a
users’ mobile-phones quite quickly. For that reason, the staff should perform such
a monitoring task only at certain hours of the day during which, for example, a
user might move freely around the residence’s premises.

On the other hand, it also possible to send alarms to the users. In that sense,
an alarm just makes the user’s smart band to vibrate. The rationale of this action
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(a) View in the web application. In this case, the panel shows the location of
two different premises of the residence.

(b) View in the mobile ap-
plication.

Fig. 3. Initial dashboard of the management application showing some global statistics
of the residence premises, user and staff. In particular, both panels inform that the
residence has 2 patients and 1 person as staff.

is to provoke some type of stimulation on the patient to alert him/her about a
dangerous or undesirable situation.

Generation of Health Reports. The continuous and proactive monitoring of
the health state of each user is one of the paramount features of the proposed
system. For that reason, the management application controls some of the health
parameters captured by the mobile side and triggers a set of alerts when some
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(a) View in the web application.

(b) View in the mobile ap-
plication.

Fig. 4. Registration panel for new users in the system.

risky situations are detected. In particular, the system can generate two different
alerts per user:

– Low heart-rate alarm. This alert is triggered when the heart rate of a user
is below 50 beats per minute. This alarm relies on the heart-rate captured
by the smart wrist of each patient and the goal is to generate early reports
about certain dangerous situations with respect to the heart state of a user.

– Low activity-level alarm. This alert is generated when the client application
of a user reports that his/her dynamic state has been quiet or sit for more
than 2 h (see Sect. 3.1). The idea is to detect situations where a user might be
without any physical activity during too much time. This way, the medical
staff of the residence would be able to take certain actions to encourage the
movement of the users avoiding sedentary behaviours. In that sense, Fig. 7b
shows an example of some alerts generated in the mobile version of the appli-
cation.
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(a) View in the web application showing two different patients.

(b) View in the mobile
application showing three
different patients.

Fig. 5. List of all the users of a residence with the mobile app.

Definition of Geo-Fences. Most retirement houses allow users to leave their
premises to, for example, go for a walk or to certain appointments. However,
some users of these residences should not go out due to several reasons given
their physical or mental health.

To control the fact that some users do not leave the residence without being
supervised by the staff, the proposed system allows the generation of geo-fences,
that is, geographical areas defining the spatial extension within which the users
of the residence can roam without problems. Given these fences, whenever a
user leaves any of them, the system automatically generates an alarm. This is
possible because, as stated in Sect. 3.1, the client side of the system is able to
periodically collect the current location of a residence user by means of the GPS
sensor in the mobile phone.
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(a) View in the web application.

(b) View in the mobile ap-
plication.

Fig. 6. Health data of a patient in the management application.

Figure 8 shows the interface of the application to generate such geo-fences. In
the current version, it is required to define the geographical center of the fence as
a pair of latitude-longitude coordinates and a radius in kilometers. As a result,
it is possible to generate fences with circular shapes. Once a fence is created, the
system performs a spatial-join operation between the fence’s spatial area and
each new GPS location generated by a user to detect whether he/she remains
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(a) Pop-up menu with the
different actions available
for the residence staff, send
notification, activate and
deactivate the GPS sensor.

(b) View with the notifica-
tions generated by a user.
In particular, three differ-
ent ones are listed, two in-
forming that the user has
connected to the system
(paciente conectado) and
other one reporting a very
low heart rate (pulsaciones
bajas).

Fig. 7. View panels related to the delivery and visualization of the notifications to the
users.

inside the fence or not. If not, the system generates a new alarm informing about
this event.

4 Applicability of the Proposal

As an illustrative example of the applicability of our proposal, we could consider
a retirement house with an elder user who has early-stage Alzheimer’s and a
tendency to be sedentary.

To begin with, when this patient gets up in the morning, the client module
would detect this situation by reporting a change in the patient’s dynamic state
from lying to sit or walking along with a slight increment in his heart rate.
Hence, a member of the staff could go to the user’s room to help him/her to get
dress and have breakfast.
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(a) View in the web application.

(b) View in the mobile ap-
plication.

Fig. 8. View to generate the geo-fences with circular shape.

After having breakfast, the staff activates the GPS tracking of the patient’s
mobile phone so as to control that he/she does not leave the premises, defined
by a geo-fence, without supervision. Furthermore, the staff also controls that the
user does not remain seated for a long time and goes for a walk regularly. This
can be done as the application also reports the patient’s daily covered distance.

Once the patient has had lunch, the staff allows him/her to rest a bit and
deactivates the GPS tracking of the phone to save battery. One hour latter, the
staff detects that the user keeps sleeping and sends him/her an alert that makes
the smart band to vibrate. Like in the morning, the staff can see through the
dashboard of the management module whether the user has woken up or not.
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Finally, in the evening the staff can prepare a dinner menu based on the total
consumed calories of the user collected by the client module and displayed in
the management web or mobile dashboard.

All in all, it can be seen that the described functionality of the system sup-
ports the staff at the retirement houses to control and provide a better service
to their users at different moments of a regular day.

5 Conclusion and Future Work

Information and Communication Technology (ICT) solutions are a key enabler
in the creation of smart habitats and applications for the elderly and their car-
ers. In particular, this work focuses on the development of a monitoring frame-
work for retirement houses aimed at helping the carers in their daily tasks. This
framework allows for a more personalized monitoring of the residents by con-
trolling not only their health parameters such as walking steps, daily covered
distance, heart rate and consumed calories, but also their location in the resi-
dence and therefore detecting unauthorized walkaways. The framework is based
on a client-server architecture, in which the client module consists of a low-cost
smart band and smart phone for collecting the aforementioned data, whereas
the server module is developed both as a web and an app services that enable
the carers to efficiently monitor all the residents through five management fea-
tures, including the remote configuration of users’ devices and the notification
of potential dangerous situations by means of alerts. A case of use for a patient
in an early stage of the Alzheimer’s disease and a tendency to be sedentary is
shown to illustrate the functionality of the proposed framework.

We are currently working on extending the creation of geo-fence areas to
different shapes other than circular to enable the definition of customized spatial
extensions. Another future line of research is the combination of the current data
from the mobile sensors in our framework with data obtained from fixed sensors
embedded in the furniture of the retirement houses (e.g., beds, lights, doors, etc.)
to augment the information available about the patients’ behaviours. Moreover,
machine learning methods will be applied to this data fusion to evaluate the
possibility of predicting potential patient health risks.
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idencias: distribución de centros y plazas residenciales por provincia. datos de abril
de 2019. Informes Envejecimiento en red 24 (2019)

2. Bolotnikova, A., Courtois, S., Kheddar, A.: Autonomous initiation of human phys-
ical assistance by a humanoid. In: 2020 29th IEEE International Conference on
Robot and Human Interactive Communication (RO-MAN), pp. 857–862 (2020).
https://doi.org/10.1109/RO-MAN47096.2020.9223519

3. Gu, F., Niu, J., He, Z., Jin, X., Rodrigues, J.J.P.C.: SmartBuddy: an integrated
mobile sensing and detecting system for family activities. In: GLOBECOM 2017–
2017 IEEE Global Communications Conference, pp. 1–7 (2017). https://doi.org/
10.1109/GLOCOM.2017.8254140

4. Hu, S., Huang, M., Feng, W., Zhang, Y.: A smart health service model for elders
based on ECA-S rules. In: 2017 IEEE 15th International Conference on Software
Engineering Research, Management and Applications (SERA), pp. 93–97 (2017).
https://doi.org/10.1109/SERA.2017.7965712

5. Hung, L.-P., Chen, C.-L., Sung, C.-T., Ho, C.-L.: Orientation training system for
elders with dementia using internet of things. In: Lin, Y.-B., Deng, D.-J., You,
I., Lin, C.-C. (eds.) IoTaaS 2017. LNICST, vol. 246, pp. 19–26. Springer, Cham
(2018). https://doi.org/10.1007/978-3-030-00410-1 3

6. Iglesias, A., et al.: Towards long term acceptance of socially assistive robots in
retirement houses: use case definition. In: 2020 IEEE International Conference on
Autonomous Robot Systems and Competitions (ICARSC), pp. 134–139 (2020).
https://doi.org/10.1109/ICARSC49921.2020.9096080
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Abstract. As more private data is entering the web, defining autho-
rization about its access is crucial for privacy protection. This paper
proposes a policy language that leverages SPARQL expressiveness and
popularity for flexible access control management and enforces the pro-
tection using temporal graphs. The temporal graphs are created during
the authentication phase and are cached for further usage. They enable
design-time policy testing and debugging, which is necessary for correct-
ness guarantee.

The security never comes with convenience, and this paper examines
the environments in which the temporal graphs are suitable. Based on
the evaluation results, an approximated function is defined for suitability
determination based on the expected temporal graph size.

Keywords: Authorization · Temporal authorization graphs · Policy
language · Semantic access control

1 Introduction

The expansion of the information technologies have produced vast amount of
data that are stored in various systems and represent almost every aspect of
our professional and private life. The authorization systems are the guardian
of these data and regulate its access only to the granted requesters. The dis-
tributed environments in which the data is stored introduce many challenges for
the authorization systems. The authorization is usually declared with policies
that are enforced by an access control module implementation. The standards
for policy definition, such as XACML [9], depend on the underlaying data model,
and the policies are usually separately for each of the sub-systems. The separate
authorization definition is mainly due to the lack of integration in multi-domain
scenarios. There are multiple solutions for authentication in distributed environ-
ments, such as single-sign-on services [2], WebID [19,23] and OAuth [11], and
there are frameworks that enable their integration and combination [18].
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The semantic web [3] initiatives have provided solutions for the problems of
different data representation in the various systems and have defined standards
for bridging this gap. The linked data initiative [4] provides linking the same
concepts with different representations from the various systems. However, even
though these technologies solve most of the integration issues among various
systems, there is no clear authorization solution that stands out and will bring
them closer to the enterprise and personal applications.

The environment analyzed in this paper can be described through Definition 1
and Definition 2, using a data centric approach for authorization. The intent
I is used to describe the set of facts presented by the requester or its agent
application. It contains all the information necessary for the system to decide
whether it will be further processed or not. It usually provides some evidence [14]
about the requester, its environment and the intended action. It is also a common
practice to include the software agent parameters as evidence, since it submits
the intent on behalf of the requester. The system presented in this paper is not
responsible for intent construction I and only provides interface for accepting
it. However, it observes each intent change in order to determine the available
resources for that state.

Definition 1. Protecting data (D) is a set of statements and resources that
the authorization system should protect.

Definition 2. Intent (I) is a set of statements and resources that define the
requester intent together with its environment.

The authorization systems usually operate in order to enforce a given set
of client requirements. The clients define these requirements in a natural lan-
guage and should be modeled in a suitable way for the system. An example
requirement that an authorization system should model and enforce is shown in
Requirement 1. It relates to both the data D and the intent I, using the rela-
tions among them. The requirements are designed around the assumption that
there is an implicit intent present. A most general abstraction can be that the
requirement define a permission or prohibition of a certain interaction with a
subset of the data for a given intent. It also may be observed as a set of rules
that constrain an interaction using the connections among the intent and the
data.

Requirement 1. The professors can manage their active courses’ grades from
their faculty’s network.

This particular requirement permits a managing interaction with a grades,
which courses are connected with some professor. Which particular grades are
modeled with this requirement will be known when the intent will be present.
Only the intents that contain a requester, an agent address and a manage action
are applicable for this requirement. When suitable intent is present, the require-
ment can be materialized and the corresponding grades can be determined.

The requirements are represented as policies in the authorization systems,
and the policy language and formalism defines its flexibility, understandability
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and maintainability. The flexibility describes the ability to transform the nat-
ural language requirements into the policies. If some requirement can not be
modeled as a policy, than the system is not flexible enough for that kind of
requirements. The time required for the administrators to learn and practice
the policy language is referred to as understandability. The maintainability of
the authorization system correlates to the human effort required to configure
and maintain it. The transformation of the natural language requirements into
policies, and their correctness assurance occupies most of the maintenance effort.

In order to rank better in respect with these features, the policy language
should be based on well adopted and widely spread technologies and standards. It
should be as close as possible with the natural language expressiveness, enabling
flexibility to define multiple complex relations among the data and the intent.
For better maintainability, the policy language should provide close one-to-one
requirement to policy transformation, and ability to test it for correctness and
consistency.

2 Related Work

The authorization policies are the formalized requirements that are enforced
during the authorization.

The enforcement process is usually implemented differently in each system,
but there are three main enforcement patterns that may be detected: Resource
protection is the most commonly used pattern, where the system controls the
access to each of the resources based on the authorization policies. This pattern
is most widely used due to its simplicity [18]. However, the downside of this
pattern is that it is coarse grained. Another pattern that is being used is with
creating authorized data set for each user, implemented by constructing a
graph that composed only of the permitted data [6,8,16,20,21]. The trade-off of
the implementation simplicity of this pattern is the extra time required for graph
construction per user login [13,16]. Query Rewriting enforcement is the most
complex pattern that can be used [20,22]. It adds authorization constructs to
each query that is executed in the system, such that only the permitted resources
can be obtained. This pattern uses complex query rewriting algorithms that must
be extensively tested for correctness [13].

Generalized policy format is described in [13] as:

< Subject, Resource,AccessRight > (1)

The Subject1 defines for whom the policy will be used i.e. the agent or the
user that is interacting with the system. The Resource defines what is protected
by the policy, and the Access Right defines whether certain action is allowed
or denied by the policy. In other words, the access right defines whether

1 In this paper we will use the term requester instead of subject, since it beater
describes the actor that is interacting with the system.
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the policy permits or denies interaction with the resource on behalf of the
requester in a given context (referred to as condition expressiveness in [14]).

The semantic authorization systems correctness is poorly analyzed in most
of the literature, with exception of [13], where the query rewriting is tested for
correctness against a temporal graph containing only the permitted resources.
However, the possible errors in the policy design and definition processes are not
considered in this paper. We have addressed this issue in our previous work [20].

For simpler policy definition, many system allow both permit and deny poli-
cies. However, in this case conflicts may arise [5,7,14]. There are various ways
to solve the conflicts, such as: default behavior [1,7,20], meta-policies [12], pri-
orities [15,20], and detection and prevention [16,20,24].

The formalization in (1) is not sufficient, since it does not encounter con-
textual evidences and the relation between the requester description with the
under-laying data. The access control models, on the other hand, are focused on
separate elements from this policy format and none of them model the complete
authorization environment. Additionally, only few systems enable flexibility for
connecting the request’s attributes with the protected data.

Policies have an essential role in data science applications to mitigate privacy
and ethical concerns. For example, during feature engineering processes and
when evaluating information value and feature importance of different data [26],
also needs to consider whether that data is suitable to be used for that particular
application in the first place. Therefore, different applications, such as in churn
prediction, may be affected by the various policies in place [25]. Likewise, the
computational requirements may affect the scalability of the whole cloud-based
solution [10].

3 Policy Format

Definition 3 provides a formalization of the requirements described previously.
The activation function α is responsible for testing and applying the intent’s
data that is implicitly assumed in the requirement. It is executed whenever the
intent is changed and filters out the policies that are not suitable for the current
state. It also replaces the implicit variables with concrete values form the intent
for the suitable policies. The function ϕ filters the data that is protected by the
policy, and ε defines whether that data is allowed or denied.

Definition 3. Policy is a tuple of 〈α,ϕ, ε, ρ〉 that defines the condition α(I ∪
D) that an intent I should satisfy in relation to the protected data D, so that
interaction ε ∈ {allow, deny} will be enforced with the result data R = ϕ(I ∪D).
The element ρ is a priority that is used for conflict resolution, α stands for policy
activation condition and ϕ represents a partial data filtering function.

3.1 Policy Combination

The policy combination is important for two main reasons: (1) breaking down a
complex authorization into simpler rules and (2) conflict resolution. Definition 4
gives a formal definition of a conflict.
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Definition 4. Two policies P1 = 〈α1, ϕ1, ε1, ρ1〉 and P1 = 〈α2, ϕ2, ε2, ρ2〉 are in
conflict if:

– ε1 �= ε2,
– there exist intent for which they are both active,
– Φ∩ �= ∅,
where Φ∩ = Φ1 ∩ Φ2 and Φi = ϕi(D ∪ I), i ∈ [1, 2].

The policy combination is discussed in [7,17], and it suggests that the poli-
cies2 should be combined with

⋃
ϕ+ \ ⋃

ϕ−. Even though this method pro-
vides policy combination, it is not flexible for conflict resolution, since the deny
policies are always at a higher priority. The most common conflict resolution
approaches include: (1) meta-policies, (2) priority, and (3) harmonization. The
harmonization approach (3) requires disjoint policies that should be provided by
the administrator of the system. In (1) rules for conflict resolutions are defined,
which are with higher priority than the other policies, and this makes it a special
case of (2).

The priority approach (2) is the most flexible, since it is similar to the way
people solve the conflicts when they occur. It is much to define which rule is
more important. This is leveraged with the ρ parameter in Definition 3. The
Definition 5 defines an operator for combining an ordered set of policies.

Definition 5. Policy result combination is a non-commutative operator 	
such that:

〈ε1, ϕ1〉 	 〈ε2, ϕ2〉 =
{ 〈ε1, ϕ1 ∪ ϕ2〉, ε1 = ε2

〈ε1, ϕ1 \ ϕ2〉, ε1 �= ε2

The operator 	 is able to produce different output for different policy priority
assignments. For example, if there are policies that allow the data Φ1, Φ2, and
deny the Φ3 part of the data, so that Φ∩ = Φ1 ∩ Φ2 ∩ Φ3 and Φ∩ �= ∅. If the
policies are activated for same intent , then they are in conflict and one of their
6 possible orderings can be chosen. Here are three example orderings together
with the protected data results:

ρ1 < ρ2 < ρ3 ⇒〈ε+, (Φ1 ∪ Φ2) \ Φ3〉
ρ1 < ρ3 < ρ2 ⇒〈ε+, (Φ1 \ Φ3) ∪ Φ2〉
ρ3 < ρ2 < ρ1 ⇒〈ε−, (Φ3 \ Φ2) \ Φ1〉

3.2 Policy Language

The policy language defines the level of flexibility, understandability and main-
tainability. In this paper, the policies are defined in RDF format that enables
actual representation of the policy elements described in Definition 3. The RDF
2 In this description the partial data filter function ϕ has superscript + or − if it is

part of a policy with enforcement method ε+ and ε−, correspondingly.



110 R. Stojanov et al.

and SPARQL are combined together in order to bridge the understandability
gap, and provide better flexibility and maintainability. Even though SPARQL
can be difficult to learn, it is chosen for representation of the activation function
(in the policy ontology it is p:intent binding) and the partial result filtering func-
tion (p:protected data) in order to provide flexibility for requirement modeling.
Since the data is stored in semantic format, its query language SPARQL provides
greater flexibility for data selection using various patterns. This policy format
also enables easier requirement transformation into policies, with approximately
one policy per requirement, which improves the system maintainability.

Example 1 shows the policy representation for the requirement Require-
ment 1. It is with low priority of 1. The prefix p:3 is a lightweight policy ontology
that describes the policy language of the system, while int:4 is a basic ontology
that define the most common intent classes and properties. Example 1 shows the
classes int:Requester and int:Agent which are used to define who the requester is
and its agent definition, in this case containing the requesting IP address. This
way the policy language can model the requirement that are context dependent,
using these queries and the dynamic nature of the intent.

Example 1. _p a p:Policy;
p:intent_binding ’select ?s ?a ?n where {

?s a int:Requester. ?a a acl:Read.
?ag a int:Agent. ?ag int:address ?ip. ?ip int:network ?n}’;

p:protected_data ’construct { ?g ?p ?o } where {
?g a univ:Grade. ?g univ:for_course ?c.
?c univ:has_professor ?s. ?s univ:works_at ?f.
?f univ:has_network ?n. ?g ?p ?o}’;

p:enforce ’allow’;
p:priority 1.0^^xsd:double.

4 Enforcement Architecture

The system presented in this paper relies on the policies defined in the for-
mat and language presented in Sect. 3.2. The enforcement process always starts
with a requester’s intent. The requester can choose to provide multiple pieces
of evidence in the intent, among which can be its identity, additional attributes
about him/her, the environment in which it operates, the action he/she intends
to invoke, and some additional action parameters. The intent is represented as
a separate semantic graph. The data contained in this graph is not controlled
by the authorization system presented here. It only provides interface for intent
provisioning.

The authorization system intercepts the intent and builds a temporal graph
that corresponds to the data available for that intent. This process is illustrated

3 http://github.com/ristes/univ-datasets/ont/policy.owl.
4 http://github.com/ristes/univ-datasets/ont/intent.owl.

http://github.com/ristes/univ-datasets/ont/policy.owl
http://github.com/ristes/univ-datasets/ont/intent.owl
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Fig. 1. Temporal graph maintenance

in Fig. 1. It is invoked every time the intent is changed. In this temporal graph
creation, only the policies for protecting read operations are considered.

As Fig. 1 shows, the intent is used for policy activation. This process activates
the policies using the query provided in the property p:intent binding, which is
defined in the policy language. This query is executed against the intent graph
(from now on referred to as I), and the resulting variable bindings are used to
rewrite the p:protected data query. The rewriting process replaces the variables
that are mentioned in the both queries. If the p:intent binding query does not
return results, the policy is filtered out as inadequate.

The active policies with rewritten partial data filtering query are then com-
bined using the 	 operator described in Sect. 3.1. The only change made in the
implementation is that if the lowest priority policy is denying access, a new
implicit allow policy for all data is inserted with even lower priority, in order
to obtain a temporal graph which always holds the permitted data. The policy
combination is implemented using the Jena library5. As described in Sect. 3.2,
each of these queries are in the form construct T where OP, where T is the triple
pattern that describes which data will be select in the temporal graph, and OP
defines the condition that should be meet by these triples. The system presented

5 http://jena.apache.org.

http://jena.apache.org
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here, first rewrites all these queries so that all of them has T=?s ?p ?o6. If
the triple from some of these queries contains a term7 then the OP is extended
with FILTER (?var=term), where ?var is the variable used at that position in
the triple. Next, their OP conditions are combined using the SPARQL UNION
and MINUS operators that correspond to ∪ and \ operations from Definition 5.
After this step, a combining query is obtained, which has the form construct ?s
?p ?o where CombinedOP.

Once this query is created, the system first check if it is different from the ver-
sion from the previous intent. If the current intent does not change the temporal
graph construction query, the old temporal graph is returned, and otherwise the
temporal graph is recreated, cached and then returned for further usage.

Once the temporal graph is created, every read operation is executed
against it. The read operations include the operations for fetching resources or
triples, listing their properties and executing SELECT, ASK and CONSTRUCT
SPARQL queries. This way, all operations operate over the permitted data only.

4.1 Conflict Detection

Get all 
variable 
mappings

Replace 
variables in P2

Mappings: 
[{v1->v2,...}
,{},...]

Execute query: 
{ P1 } Filter Exist { P2’ } 
Group By mappingVarsP2’

Res = 

Yes

Conflict

No

P1 P2

Res

For each mapping
]

Mapping: 
{v1->v2,...}

pp g No 
conflict

No more 
mappings

Fig. 2. Conflict detection

Definition 4 defines when two policies are in conflict. The temporal graph imple-
mentation enables conflicts to be detected automatically, with execution of the
partial data selection queries of each pair of policies with different enforcement
method. This is illustrated in Fig. 2, where at the beginning all variables from
the policies’ activation queries are mapped (all mappings are generated). Then,

6 The variable names ?s, ?p and ?o are chosen for convenience, while in the implemen-
tation their names are randomly generated.

7 The term unifies the IRI and literal elements.
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for each mapping the variables in P2 are rewritten, and the partial data queries
are combined together with FILTER EXIST operation. Group by element is
added for all mapped variable in order to find a results that are returned for
that particular variable combination. When this query returns results, a conflict
is detected. This way the administrator can be alerted about the conflict, and
can solve them using the policy priorities.

5 Evaluation

As it was previously described, the main overhead that is imposed by this autho-
rization enforcement system is the temporal graph management described in
Fig. 1. The policy activation and combination steps are carried out completely
in memory, while the graph construction is carried out by the underlaying stor-
age engine, which may uses multiple I/O operations with the disk. Because of
this, the main focus in the evaluation was to determine the factors and their
influence to the graph creation time.

Multiple datasets were generated and stored using the Jena TDB semantic
storage. The dataset generators and evaluation code is based on the Jena API
and can be easily extended for other storage engines. Multiple queries with dif-
ferent features were generated, and each of them was executed 40 times, 20 of
witch were warm-up.

24 datasets were generated for the evaluation process. The data was gener-
ated following university ontology8. The dataset size can be expressed with this
formula: |DSi| = |DSi−1| + |generateGrades(100 ∗ (i%6 + 1) ∗ 10i/6, i)| where
i ∈ [1..24] and DS0 contains only one faculty, one study program and 4 technical
staff users. The generateGrades function takes an argument which defines the
number of grades that should be generated as a first argument, and the identifier
for the course for which this grades will be generated as a second argument. It
first generates the course, and then each grade is assigned to that course and to
a newly generated student resource.

The fixed number of grades for each course is leveraged for query construc-
tion, so that it is possible to determine the query processing time correlation
with the dataset size and the number of returned results. The template of these
query is shown in Example 2. Another variant to determine the time is evalu-
ated by just adding FILTER (?v > 6). The <courseIri> part is different in each
evaluation query, and this enables obtaining different number of results.

Example 2. CONSTRUCT { ?g ?p ?o } WHERE {
?g univ:for_course <courseIri>. ?g univ:grade_value ?v. ?g ?p ?o

}

Since the temporal graph is created with a query composed of multiple
SPARQL UNION and MINUS elements, few query variants were made to explore

8 http://github.com/ristes/univ-datasets/ont/univ.owl.

http://github.com/ristes/univ-datasets/ont/univ.owl
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the dependency from the number of these constructs. These queries are combin-
ing the WHERE part shown in Example 2 for a different courseIri replacements.
All the queries used for evaluation, together with the results are available in the
generator project repository9.

5.1 Evaluation Results

In Fig. 3 part of the query results are shown. Each line represents the dependency
of the query processing time from the number of obtained results for some of the
generated datasets. All of the queries tested here are composed of a basic graph
pattern without filters. It shows that for this type of queries, the processing
time depends only from the number of selected results, and not from the dataset
size. The queries with the filter appended to them also does not depend on the
dataset size, but they took more time to return the same number of results.

Fig. 3. Temporal graph maintenance

The execution of the queries containing union and minus clauses revealed
that the union operation queries does not depend on the dataset size and the
number of union expressions, but only on the selected results. On the other
hand, the MINUS operation increases the time for query processing depending
on the total returned plus the total removed results (the one selected in the
minus clauses).

In terms of performance, the enforcement approach with temporal authoriza-
tion graphs is inferior when executed once for every intended action [7,13,16].
This is why this paper investigates the graph construction performances in order
to defines the limits in which this approach is suitable.

The suitability limits are calculated using the following approximate expec-
tations as inputs:

9 http://github.com/ristes/univ-datasets.

http://github.com/ristes/univ-datasets
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Fig. 4. Different query types comparison

– |ϕ(p)|: Average expected protected triples
– icr : Expected intent change rate (changes/minute)

The results presented here show the correlations between the processing time
and the query types, resulting data size and the dataset size. Since in the most
of the cases the dataset size does not have significant impact, the expected
processing time function f(|ϕ(p)|) is interpolated from the presented results,
averaged for all query types. The average is added since it is expected that
multiple policies of various types will be activated, and the average best fits this
diversity. An important note is that the function f does not calculate the actual
execution time, but it is intended to find the approximate expected processing
time based on the expected query results.

The Fig. 4 shows the time required for a different types of queries based on
the results they select. This figure shows that the queries containing FILTER
or MINUS expressions are slightly slower than the other one. The reason for
this is because the TDB engine has to process all suitable results that match
the triple patterns, and then filters out part of those results, leading that these
variants of queries require more processing time per result. Our analysis shows
that the performance in general depend on the number of processed triples, not
on the returned one. This way of observation shows that it is enough to execute
all basic graph patterns from all policies combined with union, and for this
particular engine (Jena TDB) the results will depend on the number of returned
results.

During the experiments all the resulting Jena models were serialized as bytes,
and they gave an average of 80 bytes per stored triple. Even though this value
depends on the type of the data being stored in the dataset, it can be used to
estimate the required memory for temporal graph storing through the system.
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Fig. 5. Linear approximation function

The linear approximation function f shown in (2) can be used to give fast
expectation about the query execution time, where results size represents the
number of expected results from all policy basic graph pattern combined. Even
though this approximation gives lower values for result sizes above 1 M triples,
as Fig. 5 shows, the time for this amount of data is more that 10 s which in our
opinion exceeds the reasonable limits for login time, and thus the approximation
function is no further fitted.

f : time = 1.8 ∗ 10−5 ∗ results size − 0.57 (2)

6 Discussion

The policy language presented in this paper provides flexibility for capturing
most of the client requirements. The policy combination is designed to follow
the requirement process, since it is easier to order the policies by their prior-
ity. The Intent enables using all available evidences as a semantic statements
and their incorporation within the policies. The policies enable combination of
the intent’s data with the protecting data in the activation and filtering phases,
which matches the flexibility in the natural language used in the requirements.
This way the policy language can model the requirement that are context depen-
dent, using these queries and the dynamic nature of the intent. The activation
query, and its results combination with the partial data filtering enables flexi-
ble selection of the requesters for which the policy should be applied. This is
even more flexible than the ABAC authentication systems, since more than just
property values can be selected. The policy language defined in this paper can
select the relevant requester using its contextual evidences, its properties and
its connections with the rest of the data, which provides great flexibility in the
requirement transformation process. The protection granularity enables protec-
tion of resources, triples, quads and graphs., actions and aggregate operations.
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This range of protection elements makes this policy language unique, especially
in terms of the aggregate operations, which often are requested as exceptions of
the standard rules. Such example that infers the average grade for each student
in the dataset is shown in Example 3. This policy allows access to the student’s
average grade for all professors, with a high priority that is likely to be added
to the temporal graph.

Example 3. _p1 a p:Policy;
p:intent_binding ’select ?r ?a where {
?r a int:Requester. ?a a acl:Read

}’;
p:partial_data ’construct { ?st univ:has_average ?avg }
where {
?r a univ:User. ?c univ:has_professor ?r.
{ select (avg(?v) as ?avg) ?st
where {
?g univ:for_student ?st. ?g univ:grade_value ?v

} group by ?st
} }’;

p:enforce ’allow’;
p:priority 150.0^^xsd:double.

The policy language is chosen to be close to the natural language, and using
tools like sentence dependency graph can lower the ambiguity in the process
of policy design. The use of a SPARQL for policy activation and partial data
selection provides a number of policies close to that of the separate requirement
scenarios. The popularity of the technologies used in the policy language will
lower the time required to learn it, and the large number of resources will make
the policy format more understandable.

The temporal graph can be used in the policy design phase for testing. The
administrator can use simulated intents to test the correctness of the policies.
This provides early policy inconsistency detection. Also, when the temporal
graph is used, there is no way of inferring some data with multiple query probes.
For instance, if the authorization system forbids the grades of the students, but
allows querying data with filter by the grade value, the grades of the students
may be induced with multiple query executions. This can not be done when
temporal graphs are used.

6.1 Use Case

In order to demonstrate how the results form this paper can be used in real
life scenario. Lets assume that a faculty has 100 professors that can see only the
grades for the courses they have lectured. For simplicity, let every course have 100
students. In worst case scenario, if all the professors are employed for 30 years,
and in every semester they have held 3 courses, their temporal graph will contain
in total 30 years * 2 semesters/year * 3 courses/semester * 100 students/course *
1 grade/student * 4 statements/grade = 72000 statements for the grades, which
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gives something less that 7.2 MB for the grades. Even though many students
overlap over the courses, lets assume that all the students are different and
this gives as additional 1̃0MB, or roughly around 20 MB per professor temporal
graph. This graph will contain in total around 200000 statements.

Given the approximation formula (2), the expected time for each profes-
sor temporal graph creation will be 1.8 ∗ 10−5 ∗ 2 ∗ 105 − 0.57 = 3.03 seconds
approximately in worst case. Since the grades are not frequently changed and the
professor environment does not influence to the permitted data for the professor,
there wont be many temporal graph re-creations, which makes the caching time
acceptable, especially given the implicit security provided by the temporal graph
that contains only the permitted data.

The memory requirement for the system will be 2 GB of RAM, if all of the
professors are using the system in parallel only for the temporal graphs, which
now days is the memory that the mobile phones have.

However, the temporal graphs are not always suitable. One such case can be
a scenario that contains temporal policies, which will induce many re-creation
of the temporal graphs, so no matter how small they are, there will be a lot of
overhead.

7 Conclusion

The temporal authorization graphs by their nature provide convenience with
the implicit security they provide. Additionally, it is easy to test the policies
in the design phase using this approach, leading to higher correctness of the
authorization system. Even though their creation may introduce significant per-
formance deterioration, the caching mechanism proposed in this paper overcomes
this issue, when there are no frequent changes in the system.

The policy formalism and language presented in this paper enable flexible
requirement to policy transformation. The use of the SPARQL in the policy lan-
guage helps in this process, by allowing selection of arbitrary peaces of data, and
following the natural language of the requirements. This way the maintenance
of the system is improved, because each requirement is represented with one or
few policies, while the temporal graph simplifies their testing.

Finally, this paper shows that there are use cases for which the temporal
authorization graphs introduce benefits, and the approximated formula (2) pro-
vides a tool that simplifies this process for the Jena TDB storage. During the
evaluation process few datasets were created, together with evaluation scenarios,
which can be used to fit this formula for other semantic data storage engines.
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analytics: the case study of churn prediction. Appl. Soft Comput. 90, 106164 (2020)

26. Zdravevski, E., Lameski, P., Kulakov, A., Filiposka, S., Trajanov, D., Jakimovski,
B.: Parallel computation of information gain using Hadoop and MapReduce. In:
2015 Federated Conference on Computer Science and Information Systems (Fed-
CSIS), pp. 181–192 (2015)

https://doi.org/10.1007/978-3-319-67597-8_20


Advanced 5G Network Slicing Isolation Using
Enhanced VPN+ for Healthcare Verticals

Bruno Dzogovic1(B), Tariq Mahmood2, Bernardo Santos1, Boning Feng1,
Van Thuan Do3,1, Niels Jacot3, and Thanh Van Do4,1

1 Oslo Metropolitan Univeristy, Pilestredet 35, 0167 Oslo, Norway
{bruno.dzogovic,bersan,boning.feng}@oslomet.no

2 University of Oslo, Gaustadalléen 23B, 0373 Oslo, Norway
tariqmah@ifi.uio.no

3 Wolffia AS, Haugerudvn. 40, 0673 Oslo, Norway
{vt.do,n.jacot}@wolffia.net

4 Telenor ASA., Snarøyveien 30, 1331 Fornebu, Norway
thanh-van.do@telenor.com

Abstract. Alongside enabling connectivity for people and societies, the fifth-
Generation networks (5G) aimed towards establishing an all-inclusive ecosystem
for Internet of Things to sustain variety of industrial verticals such as e-health,
smart home, smart city, etc. With the successful implementation of 5G infras-
tructure, it is understood that the traditional security approaches incorporated in
the previous 4th generation networks (4G) may not suffice to protect users and
industries from adversaries that develop more advanced attack vectors. This is
mostly attributed the vulnerabilities imposed by softwareization (Softwareization
of networks, clouds, and internet of things https://onlinelibrary.wiley.com/doi/
pdf/10.1002/nem.1967.) and virtualization of the network which compromise the
isolation and protection of the 5G network slices essential for the support of IoT
verticals. In this work, we propose an innovative approach to enhance the isolation
of network slices by employing the Enhanced Virtual Private Network+ (VPN+)
technology. Furthermore, we demonstrate the impact of an encrypted communica-
tion at the transport backhaul network in 5G scenario in terms of defensive success
against virtualization layer attacks in the cloud.

Keywords: 5G · Enhanced VPN+ · Network slicing · IoT security · OpenStack

1 Introduction

Many service providers rely on open infrastructures and the open-source model to pro-
vide 5G services and connectivity for customers [1]. However, there aremany limitations
to consider, including cybersecurity-related ramifications and risks that make the 5G net-
work slicing not sufficiently secure, i.e., for the digital elderly care solution we proposed
at the secure 5G4IoT lab [2]. 5G is known to inherit most of the proven security practices
from the 4G Long-Term Evolution (LTE), but as the network and infrastructure become
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softwareized and deployed in public clouds to support the additional industry verticals
(like smart infrastructure, smart homes, Internet of Things, automated transportation
etc.), these may be insufficient to secure mission-critical applications and even the aver-
age user [3]. To handle issues that emerge because of isolation insufficiency between
tenants in the provider’s infrastructure, the 3rd Generation Partnership Project (3GPP)
introduces the concept of network slicing that aims towards segregation of network
resources into logical segments, to provide diverse Quality of Service (QoS) and Qual-
ity of Experience (QoE) for the end users or industry verticals. Most vulnerabilities from
the cloud can shift into the 5G infrastructure, and these are characterized within a Com-
mon Vulnerabilities and Exposure list of records within the MITRE project, initiated
by MIT university [4]. Network slicing by itself is not sufficient to provide satisfac-
tory levels of isolation and therefore additional methods are needed to avoid certain
vulnerabilities. Some of those involve:

• policy-based networking,
• traffic engineering and autonomous smart dynamic routing,
• hardware-level isolation (if applicable),
• anomaly detection as part of Intrusion Detection/Prevention systems (IDS/IPS)
• other techniques that involve fine-grained dynamic and automated threat intelligence.

This research work investigates the virtualization plane of the communication
between the 5G and 4G core networks and the radio frontend; namely, what is sufficient
to provide an isolation between network slices in the backhaul of a Network Function
Virtualization (NFV)-enabled cloud. To deliver network slicing, currently there is no
standardized consensus about the methodology and which approach is to be used, as
virtualization of network functions can be achieved in various ways. This suggests that
it is required to be stringent in terms of security and isolation. To achieve that, we exper-
iment with the enhanced VPN framework [5] in a cloud environment, while using an
open-source methodology to deliver security augmentation of the 5G infrastructure.

The paper begins with an introduction to the background topics and technologies
and their role in healthcare. Subsequently, we proceed with elucidating details about the
5G infrastructure as well as the concept of network slicing and its isolation. To finalize,
the methodology of implementation is described followed by an evaluation that is com-
prised of performance assessment and demonstrates the network slices isolation. As a
conclusion, we cover the lessons learned and provide details about future possibilities
for researching topics related to this question.

2 Background and Related Work

2.1 5G in Healthcare

To retain the confidentiality of information between a healthcare provider and patients,
there must be an end-to-end secure communication. Various healthcare management
systems rely on the assumption that the healthcare providers should ensure the safety
and reliability of patient information. However, it has been shown that in majority of
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incidents involving threats to healthcare systems like the THIS (Total Hospital Informa-
tion System), are vastly attributed to human error [6]. Despite efforts of governments to
establish protection standards and regulation about EHRs (Electronic Health Records)
information, nonetheless they are greatly targeted by cyber-criminals because of flaws
in personal and organizational management [7]. One of the key areas of our society
that benefits significantly from 5G is exactly the healthcare. Amalgamating together the
Internet of Things (IoT), big data andMachine Learning/Artificial Intelligence (AI/ML),
5G brings the smart infrastructure aspect to the healthcare verticals. This indicates that
there will be a high requirement for automation of handling patient data, as well as real-
time monitoring practices of patients that are outside of the hospital premises (i.e., in
their own homes). Consequently, the probability of human errors will increase, allowing
for additional cyber threats to emerge and put at risk the private information of patients
[8].

2.2 5G Reference Architecture

The general architecture of the 4G and 5G networks established at the OsloMetropolitan
University are following the 3GPP, European Telecommunication Standards Institute
(ETSI) and the International Telecommunications Union (ITU) specifications, desig-
nated in the corresponding technical specification TS 23.501 (v15.8.0) [9]. As described
in Fig. 1, the virtualized functions of the 4G and 5G Core Networks are deployed in the
OpenStack cloud [10], provisioned within containerized environment using the Docker
containerization technology [11]. Containers enable a lightweight immutable infrastruc-
ture and when paired with orchestrators such as Kubernetes, resilience, self-healing, and
certain level of autonomy [12]. The 4G and 5G infrastructure is achieved by instantiating
the vNFs of the Core Networks in containers forming a virtual 4G EPC core (vEPC) and
a 5G Core (5GC), tightly integrated within a default Docker runtime environment as a
base for controlled experimental conditions.

Containers communicate in a mesh network structure, which is a simple and efficient
approach but also a security liability as they share the same kernel of the operating sys-
tem and thus the networking stack. Therein the requirement for more rigorous isolation
and securing the communication between the containerized Core Networks and the vir-
tualized Radio Access Network (vRAN) [13]. As indicated in Fig. 1, the mobile network
is deployed according to the Radio Access Network model, where the User-Plane (UP)
is separated from the Control-Plane (CP) into different functions, i.e., UPF (User Plane
Function) and a C-function group that contains theAMF (Access andMobility Function)
and the other 5GC virtual functions, forming a container cluster. The Next-Generation
5G Radio Access Network communicates with the Control Plane via the UPF and this is
referred to as “functional split” to achieve more refined control over the radio frontend,
for the sake of optimal resource utilization planning [14].

The split of functionalities for the vRAN is regulated according to 3GPP speci-
fication TR 38.801 [15] and relates to the decisions of the operator that deploys the
infrastructure including the hardware requirements, topology of the transport network,
logical organization etc. (see Fig. 2).

To realize a 4GLTEvEPC,we utilize theOpenAirInterface core network andRemote
Radio Unit (RRU) [16], while maintaining a Centralized Unit/Distributed Unit (CU/DU)
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Fig. 1. 4G and 5GCoreNetworks architecture. 5G decouples the user and control-plane functions
unlike the 4G core [14]

split on option 7 according to 3GPP [17]. The 5Gnext generationRANand core functions
are deployed using the Open5GS core network [18].

Fig. 2. 4G and 5G functional splits for the transport network. One of many ways 5G moves com-
putationally intensive tasks away from the radio frontend into the cloud and splits the functionality
into Centralized and Distributed units.

2.3 Container Virtualization

Containers can deploy various software in a lightweight and immutable manner. There-
fore, the Software-Defined Networking (SDN) and slicing controllers, software modems
for the evolved Node-B/next-generation Node-B (eNB/gNB) radio frontend for 4G/5G
correspondingly, as well as network functions of the 5GC/EPC are provisioned within
container environments; that is particularly suitable forMulti-Access Edge and Fog com-
puting scenarios (MEC). The cloud requires support for NFV and a possibility to deliver
virtual network functions on-demand or automatically. For that purpose, we utilize the
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Tacker module from OpenStack that follows the TOSCA model for NFV. The funda-
mental advantage of this approach is the possibility to perform service function chaining
(SFC), which enables integration of service functions with the SDN controller (O-RAN
and OpenDaylight). The traffic is then managed through a VNFFG (VNF Forwarding
Graph). The SFC consists of an ordered list of VNFs for traffic to traverse, while the
classifier decides which traffic should go through them [19].

The Container Networking Functions are managed and automated with Kubernetes
and by using the Tacker module in OpenStack and is not the focus of this current
work [20]. Another important module that allows segregation of network resources into
virtual and subsequent physical network functions, is the SR-IOV (Single-Input/Output
Virtualization) developedby Intel.A rather older approach, theSR-IOVmaps and assigns
virtual network functions to physical functions [21]. In OpenStack, the SR-IOV runs as
an agent on the compute/controller nodes as an element of the Neutron OvS (Open
vSwitch) networking component. The agent provides connectivity of instances to the
corresponding network infrastructure for VMs via the Intel’s VT-d virtualization (that
also needs to be supported at a hardware level) [22].

There are various security concerns from running containers in an open infrastruc-
ture. Containers suffer of inherent lack of visibility. Most of the underlying infrastruc-
ture vulnerabilities that translate into containers are overlooked and this renders many
deployments substantially insecure. By using insecure images that do not undergo strict
vulnerability analysis practices, an accepting policy can have detrimental consequences
to the security of the infrastructure. Containers share the kernel of the host’s operat-
ing system and cross-talk between namespaces of processes and threads can become a
problem.

2.4 Enhanced VPN (VPN+) as Part of the SDN Controller

The 4G/5G infrastructure follows a flat network model, which transports traffic of dif-
ferent types such as the communication between eNBs/gNBs, MME/AMF (Mobility
Management Entity/Access and Mobility Function) and cross-handover traffic on the
X2-U and X2-C interfaces between the base stations, etc. Furthermore, in 4G the flat IP
architecture distributed Radio Network Controller (RNC) functions with eNBs, MME,
S-GW and were directly connected to the core network [23]. This led to challenges to
provide a secure traffic in the mobile backhaul networks [24].

The enhanced VPN+ facilitates a hard isolation, or specifically an overall separation
of underlying network between different network slices with different traffic flows [25].
To resolve this, we refer to the ACTN (Abstraction and Control of Traffic Engineered
Networks) framework [25] provided in the realization of a transport network slice, where
a vertical industry customers assign the input of their requirements (see Fig. 3). Presum-
ably, the UHD slice is given with MTNC ID = 1, the slice for phone access as MTNC
ID= 2, Massive IoT slice with MTNC ID= 3 and URLLC slice MTNC ID= 4. These
ID numbers will be appended in TPM (CNC controller) and communicated with the
MDSC.

Since the SDN-C has an abstraction of traffic-engineered network topology, it will
assign the path to these slices. This same SDN-C has the logical abstraction of the
topology in case the vertical industry does not want hard isolation and can build a
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Fig. 3. ACTN architecture components. The network operator controls the infrastructure based
on the CNC requests the customers initiate [25]

tunnel based on MPLS or VxLAN VPN. Nevertheless, since we focus on hard isolation,
the vertical industry can choose their private tunnel between the two endpoints, which
enables for a complete protection of their data without concerns about the interference
of other slices’ traffic and whether it shall consume the available network resources.
In case of a vertical industry requiring an instance of a slice, they can distinguish the
slice with a concept of “differentiator”, that is an insertion of an additional parameter of
MTNC sub-differentiator i.e.,MTNC ID 1.1 (where this case represents another instance
of slice MTNC 1).

2.5 Network Slicing

Network slicing (or netslicing) is defined as a method for delivering customized virtual
networks, segmented into logical divisions and according to the requirements of the
end users or industry verticals in terms of performance and quality of service. That
subdivision is a product of multitude of conditions for connectivity to specific 5G Public
Land Mobile Networks (PLMN). 5G defines three major use-cases of connectivity:
Ultra Reliable Low-Latency Communication (URLLC), enhanced Mobile Broadband
(eMBB) and Machine-to-Machine communications (M2M), also referred to as MIoT
(Massive IoT) [26]. The5G InfrastructurePublic PrivatePartnershipProject (5GPPP) has
proposed network slicing architecture comprising of four layers, such as infrastructure
layer, orchestration layer, business function layer and network function layer (see Fig. 4)
[29].

A rather complex set of structures and methods, network slicing enriches service
continuity through advanced roaming across networks. A slicing controller adminis-
ters a virtual network segment that runs on physical infrastructure (cloud), with traffic
that traverses multiple local or national PLMN networks. Another way is to allow the
host network to create an optimized virtual network that reproduces the one presented
by a roaming device’s home network [30, 31]. While service function chaining is an
excellent paradigm and can deliver great Quality of Experience for the end users, there
are numerous security aspects to ponder, mainly when international traffic roaming
considered.
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Fig. 4. A4-layer network slicing architecture. Each slice represents an industry vertical or service
chain. Network slicing begins from radio resource scheduling and up to application layer control
(courtesy of 5GPPP) [29]

2.6 Isolation of Network Slices

Network slicing can be studied as a 4-phase process, or explicitly:

• Preparation,
• Commissioning,
• Operation and
• Decommissioning.

Considerable amount of focus on network slicing can be attributed to the manage-
ment and orchestration layer in 5G, which tightly integrates within SDN controllers
[26]. However, many security aspects are still deficient and there is no clear indica-
tion of isolation of network slices beyond the said policy enforcement and network
segregation on lower layers. The major efforts on securing a 5G network is done on
the core-network side, where each virtualized network function is secured with corre-
sponding cryptographic procedures and keys (i.e., gNB Access Stratum keys vs. 5GC
Non-Access Stratum keys). This continues with the introduction of similar practices to
4G for utilization of cryptographic algorithms in the user-plane and control-plane traffic,
as well as the NAS signaling and RRC signaling separately. These security principles are
exceptionally important during state transitions and mobility of User Equipment (UE)
[30].

Security Threats in 5G and IoT
Various applications of 5G have different requirements in terms of performance, qual-
ity of service and security. An example of related work is the healthcare and ensuring
a safe ecosystem for providers to reach the patients in a secure manner. Furthermore,
availability of this network slice is of paramount importance because a smart health-
care infrastructure shall provide emergency services uninterruptedly [2]. Meanwhile,
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the patients need protection of their information, as well as the doctor-patient confiden-
tiality ensured at high levels [14]. The immense amounts of data that shall flow through
the adjacent 5G slices is expected to increase by orders of magnitude compared to the
4G networks [13]. 3GPP defines a model for lawful interception of traffic, provided that
an adversary is detected, and the details delivered to the LEMF (Law Enforcement Mon-
itoring Facility). However, this is a proactive approach and cannot prevent the adversary
from finalizing the attack [32].

Network Slicing as a Service (NSaaS)
Network slicing can be delivered as a service. This way, the Communication Service
Customers (CSCs) can manage the slice themselves and decide on parameters via a
management interface exposed by the Communication Service Providers (CSPs). In
turn, a CSC can play the role of CSP and offer their own services (e.g., communication
services) on top of the network slice obtained from the CSP (Fig. 5). For example, a
network slice customer can also play the role of Network Operator (NOP) and could
build their own network containing the slice(s) obtained from the CSP as a “building
block”. In this model, both CSP offering NSaaS and CSC consuming NSaaS have the
knowledge of the existence of network slices [26].

Network Slicing as NOP Internals
In the “network slices as NOP internals” model, network slices are not part of the NOP
service offered and hence are not visible to customers. However, the NOP, to provide
support to communication services,maydecide to deploy network slices, e.g., for internal
network optimization purposes. This model allows CSC to use the network as the end
user or optionally allows CSC to monitor the service status (as an assurance of the SLA
associated with the internally offered network slice) [26].

Fig. 5. A variety of communication services provided by multiple network slices. Each slice
can be separated at the transport layer and its subnets restricted communication, unless required
otherwise [26]



Advanced 5G Network Slicing Isolation 129

3 Methodology and Implementation

To experiment with enhanced VPN isolation of network slices beyond the hard isolation
and using the hardware-level segmentation and virtual network functions, we designed
a testbed that is comprised of a communication between the 4G/5G radio frontend and
the core network. The core functions are provisioned in the OpenStack cloud and Edge
hosting a portion of the vRAN (see Fig. 6).

An enhanced VPN+ framework is utilized to establish an encrypted communica-
tion between the Centralized Units in the vRAN and the vEPC/5GC core networks in
the transport backhaul network. This communication is based on fiber networking on
Layer-1, offering a 10 Gbps end-to-end communication bandwidth. For provisioning
and maintaining persistent deployment, as well as minimize experimental error, we rely
on the immutable infrastructure concept that is delivered by container virtualization and
automation tools such as Ansible andKubernetes. These tools offer seamless automation
of the SDN controllers (O-RAN), which serve as network slicing function controllers
for orchestrating the three slices represented in Fig. 6 [27].

Within the OpenStack cloud, service layers are defined for provisioning the corre-
sponding vNFs of each slice, allowing traffic to be routed through the Neutron Open
vSwitch DPDK networking module [28]. Kubernetes orchestrates the core network
infrastructure and ensures immutability and stability in cases when the entire infras-
tructure needs to be automatically re-deployed due to escalating problems. As described
previously, we establish a tunnel between the two endpoints in the cloud, which are the
Core Network (5GC) and the Centralized Unit (Baseband Unit). For securing the tunnel,
AES-256 encryption is used and its impact on the performance measured. The tunnel
should be able to accommodate the virtual functions instantiated by the SDN controller.
The Docker containers can communicate with the Neutron service in OpenStack using
the Kuryr plugin. To allow this, we set the proper ID of the user and VM instance running
the 4G and 5GCore Networks. The container performs authentication through the Kuryr
plugin via the OpenStack’s Keystone service for handling the authentication procedures
of users accessing the core networks in the cloud (CSPs).

3.1 Implementation Stage

Core Network
Conclusively, an enhanced VPN+ deployment is manufactured between the two SR-IOV
endpoints in the Docker containers, allowing for encrypted communication without a
MPLS-BGP encapsulation. This will provide a clear understanding on the impact of
CPU-accelerated encryption using the AES-256 algorithm, and its influence on the per-
formance of the backhaul 4G/5G transport network. As SR-IOV can achieve a hardware-
level isolation between endpoints using VLAN segmentation and mapping virtual func-
tions (see Fig. 7), this may prove to be insufficient in a multitenant environment, because
additional containers and services can then access the 5G core, which should be isolated.
One method for maintaining isolation is by policy enforcement, guiding traffic to the
5GC core from only sources that should access it (i.e., a Centralized Unit or multiple
Centralized Units). For operators who desire an additional layer of isolation, despite the
underlying policy, a VPN instances are established between the SR-IOV endpoints.
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Fig. 6. 4G and 5G hybrid infrastructure at the Secure 5G4IoT Lab within the Oslo Metropolitan
University. Each network slice in this case is controlled by a single CU and distinct DUs. In this
case, one slice per generation of network (4G and 5G are regarded as different slices)

Fig. 7. VLAN segmentation using SR-IOV and VPN instance in the transport network between
the Centralized Unit containers and the 5G Core Network in the cloud
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3.2 Evaluation

The evaluation stage is comprised of two phases and an initial assumption that an adver-
sary is attempting to demultiplex the transport network stream between the 5G core
network containers and the Centralized Unit containers. The attacker hijacks an inse-
cure Docker container running in the same namespace and attempts a Man in the Middle
attack, capturing the entire communication and decoupling the control planeNon-Access
Stratum (NAS) signaling as well as Packet Data Convergence Protocol (PDCP) packets
to obtain information from the UE.

The second stage of the evaluation is the establishment of a VPN+ transport network
between the 5GCand theCentralizedUnit. In this situation, the adversary shall not be able
to decapsulate the traffic due to the inability to decipher an AES-256 encrypted tunnel.
This will indicate that in case of virtualization vulnerability exploitation, an adversary
will encounter a rather challenging obstacle that will prevent personal information of
healthcare patients to be exposed.

4 Results

The total number of captured packets in both scenarios is 1000. By utilizing logistic
regression, we measure the classifiers of the attack vectors for attempting a reconnais-
sance activity on the 5G transport network and capture PDCP information from devices.
One such example is the 802.15.4 LR-WPAN IoT device (see Fig. 8), where the traffic
can be obtained and the frames from the packet read successfully. Based on the success of
the decapsulation outcome, we can predict the difference between the attempts in cases
of plain communication, compared to the one that is transmitted through the VPN+ and
where the TLS handshake is detected but the content of the communication cannot be
viewed without decrypting the traffic with TLS certificates and the private key (sample
Wireshark capture in Fig. 9).

Fig. 8. In case without any encryption, the attacker can target vulnerable devices such as IoT that
work on less secure protocols such as 802.15.4 LR-WPAN

The classifiers are defined via a sigmoid function that maps between actions, which
allow the attacker to read the communication, compared to actions in which the attacker
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Fig. 9. With the VPN instantiated at the transport network, the attacker can only view the TLS
handshake between the cloud core network and the CU

cannot read the communication considering the sample size of 1000 packets. The out-
come variable is binary (true or false) and the predictive values are the number of
protocols that are encapsulated within PDCP that can be compromised during an attack.
The sigmoid function will serve as activation function for the logistic regression and is
defined as:

f (x) = 1

1+ e−x
(1)

We define a cross-entropy cost function due to the lack of positive second derivative
for square error and avoid local optima:

J (θ) = − 1

m

∑m

i=1
[y(i) · log(hθ

(
x(i)

)
+ (1− y(i)) · log(1− hθ (x

(i)))] (2)

Where: m is the number of examples, x(i) is the feature vector for the ith example,
y(i) is the value for the ith example and θ is the parameters vector.

The results are evident according to the tests that the attacker has a probability
of 0.98452 to read the communication from the 1000 packet sample size, including
decapsulating the PDCP headers (which is 98% of the entire communication) when
there is no VPN tunneling, compared to−0.99442 probability in the other case (Fig. 10
and Fig. 11). The relative error deviation in the logistic regression model is ~0.02 and
this can be improved by optimizing the θ gradient descent in the cross-entropy cost
function.
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Fig. 10. Logistic regression analysis on the likelihood an attacker will obtain information from
the end devices connected in to the 5G core without VPN+ tunneling
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Fig. 11. Logistic regression analysis on the probability an attacker will obtain information from
the transport network that is tunneled, and AES-256 encryption enabled

5 Discussion

The logistic regression analysis in this research demonstrates feasibility of an attacker
to achieve Man in the Middle attack on a transport network in 5G, compared to when
an enhanced VPN+ tunneling is initialized. This use-case however does not consider
additional factors that can prove beneficial for the attacker, or supplementary security
mechanisms that can influence end-to-end security.

The utilization of enhanced VPN approach for strengthening the isolation of network
slices is not sufficient to protect against DDoS/Flooding attacks. This is because the
latter requires more stringent mechanism for traffic steering incorporated within the
SDN controller, which needs to react based on an input from a threat intelligence system
for prevention of flooding attacks. One method to allow for more granular control is the
introduction of SR-MPLS (Segment Routing) for IPv6 to enforce dynamic policy shifts
in case of flooding and DDoS cyber-attacks.

6 Conclusion

Conclusively to the experimentation, we have demonstrated the successful implemen-
tation of an enhanced VPN+ transport network between the Centralized Unit of a 5G
C-RAN and the Core Network in the TN. Despite the lack of performance evaluation
of the approach, the combination of hardware offloading, isolation using distinct PFs
(Physical Functions) andVFs (Virtual Functions) aswell as policy enforcement, provides
substantial security level that most enterprises deploying 5Gwill consider. Nevertheless,
in some instances where the expense of network performance is not an issue, VPNs may
prove a viable possibility to harden the isolation between 5G network slices (i.e., critical
infrastructure). For IoT slices that do not require high bandwidth and low latency, the
enhanced VPN can introduce great security benefits.
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Abstract. Today, most of the metropolitan areas lack necessary infras-
tructure to guide visually impaired people. Even with an existing infras-
tructure, it is nearly impossible to ensure the safety of visually impaired
people in dense/crowded urban areas. In this paper, we propose aerial
swarm framework, namely GuideSwarm, cooperatively utilizing multi-
ple drones to provide assistance to visually impaired people in crowded
urban environments. In this manner, GuideSwarm first formally struc-
tures allocation and scheduling problems by defining different sets of
assistance missions. Then, we form an optimization problem with the
objective of minimizing average waiting time for the users and propose
a heuristic method solving the defined optimization in O(n2) time com-
plexity. Compared to the greedy approaches, our solution provides 19%
less waiting time for users demanding assistance.

Keywords: UAV · Task scheduling · Visually impaired

1 Introduction

In World Report on Vision by World Health Organization [1], it is stated that
there are 2.2 billion visually impaired people in the world and a significant
number of these people suffer from either complete or nearly complete vision
loss.

Visually impaired people have lots of troubles in their daily lives due to
the lack of awareness of their surroundings. Streets in urban areas, crowded
public transportation, shopping malls are only few of the examples, in where it
is extremely inconvenient and stressful for people with such impairments to be.
Such places/locations require solid infrastructure and dynamic control systems to
guide these people through. Even today, most of the major cities still lack tactile
pavements to help visually impaired people to follow sidewalks using white canes.
In such places (where there is limited to none infrastructure), using guide dogs
looks like a promising solution. Unfortunately, this is not a cost-effective solution
due to high cost and effort in breeding, training and maintain these animals. In
addition, they are prone to other people’s reactions/interactions, where some
people may naively try to pet them without realizing they are working animals
and easily distract/disorient the people these animals are guiding.
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In this paper, we propose to use Unmanned Aerial Vehicles (UAVs) to guide
visually impaired people in large cities. In the system model we devised, multiple
UAVs are located at different locations within the city, where they can be con-
veniently deployed for real-time assistance of visually impaired people. Inside a
coverage area, our main purpose is providing assistance to user as soon as possi-
ble, where multiple users may request assistance simultaneously, which requires
effective scheduling of multiple Unmanned Aerial Devices at different locations.

Fig. 1. System model

Figure 1 visualises the use cases we addressed in this paper. It shows the
different types of assignments and the main principles of the system. All different
assignment types are represented with dashed lines in different colors. The charge
stations and representative current battery level are shown in the figure. Also the
interchange between different assignment types are simulated. In order to solve
the problem introduced above, we basically proposed a new scheduling algorithm
in order to complete maximum number of tasks with minimum average waiting
time for users. To this end, we formulate an optimization problem, with the
constraints such as to satisfy power consumption and batter capacity limitation
of UAVs as well as to assign suitable drone for awaiting tasks.

After we formulate the optimization problem, we employed several well-
known scheduling algorithms, such as which are “First in First Out” and “Short-
est Time First”, in order to address the formulated allocation problem. Then, we
devised a new heuristic algorithm in order to achieve a higher efficiency of obtain-
ing smaller average waiting time than the other algorithms. The new heuristic
gives better results for the optimization. The total of the time for going to task,
doing the task and returning to the charging station for UAVs, either working or
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waiting, is used as a parameter. Also, while choosing the best UAV for the user,
distance between UAVs’ charging station, users’ position and the target point
are considered. Lastly, the UAV which have the minimum total time, is assigned
to the user and this match enables us to have minimum average waiting time.

The main working principle is that, according to the optimization problem,
the UAVs are being assigned to jobs. After this assignment, the assigned UAVs
wait until the users are ready to work with UAV. After that the UAVs go to the
users in coordination. When the user and the UAV is at the same location, they
start to move together. While they are moving together, UAV will give some
directives to the user in order to assist him/her. After they reach the target
coordinates, the UAV returns to its own charging station. On the other hand, a
UAV can be assigned to multiple jobs at different times. However, before starting
to a new job, the drone must be charged to have enough charge level to meet
the battery consumption of the next job. Also, UAVs have a safety threshold for
being able to reach their charging stations before their charge finishes. When all
of the waiting jobs are finished, all UAVs go to their stations and the program
terminates.

This paper offers three main contributions as follows:

– We designed a system that provides assistance to visually impaired people.
While providing this assistance, we have more than one UAV and multiple
users in our scope.

– We formulate an optimization problem for scheduling the system according
to the case that includes multiple task and multiple device.

– We implemented an algorithm that applies the optimization problem to the
assistance system. We decreased the average waiting time of the user in the
system by using this algorithm.

In Sect. 2, we examined some researches on both visually impaired assistance
with different devices and applications of different types of task scheduling algo-
rithms and in Sect. 3, we defined our optimization problem and explained the
main structure of our project. In Sect. 4, we mentioned about our results and
lastly in Sect. 5, we conclude our project briefly.

2 Related Work

There are various studies and products targeting visually impaired people, which
recently include UAVs as well as other flourishing robotic technologies and equip-
ment. These studies vary from, utilizing indoor robotic assistance for blind peo-
ple [2], offering mobile robots to assist visually impaired people [11], and build-
ing drone-based navigation system for visually impaired person [5], to flying
guide drones for runners [6]. Some of these studies rely on multiple agents to
work in collaboration, where efficient task scheduling and allocation methods are
required. There are various researches on Task Scheduling and one of them is,
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collaborative task allocation for multiple UAVs [8] and also some researchers
work on control of multiple UAVs some of them are, algorithms and tests of
controlling multiple UAVs [15], managing disaster with the help of UAVs [14].
Lastly, some researches with UAVs and/or task allocation which construct the
base of our project are machine learning methods to communicate with UAVs
[9] and task allocation for multiple robots by applying clustering [12]. The
researches that work with reinforcement learning are using reinforcement learn-
ing for designing a project that schedule the UAV clusters [10] and applying
multi-agent reinforcement learning techniques for dynamic task allocation [13].

Researchers have been working on different technological developments, and
using some different devices for visually impaired people. Some of the researchers
are using robots for assisting visually impaired people. Kulkarni et al. [2] devel-
oped an indoor robotic assistance for visually impaired people to follow the robot
for avoiding obstacles and finding their ways. Also, in their research [3], Kulkarni
et al. developed a mobile robot to assist visually impaired people more interac-
tively using small robots. In an older research, Mori and Kotani [11] developed a
mobile robot that assists visually impaired people by image processing and used
some range sensors. As a different solution for visually impaired people, Simoes
et al. [4] propose a wearable low-cost device for guiding visually impaired people
in an indoor environment. They implemented an assistance system using a pair
of glasses that contains cameras and sensors. Our Project also aims to apply dif-
ferent techniques and use UAVs for assisting visually impaired people and while
doing this, we try to find more convenient ways to give them the opportunity to
use this technology without need to hold something on hand or on them.

Similar to our project, there are some researches that are using Unmanned
Aerial Devices to guide virtually impaired people. As one of these, Avila et al. [5]
found a stable and reliable solution for the guidance system for visually impaired
people. They developed a system by using a small drone to navigate virtually
impaired people within an indoor area. Another UAV solution for blind people,
Zayer et al. [6] proposed a UAV based assistance system for blind navigation.
It provided a feasible system for UAV assistance by which visually impaired
people could run by following the UAV. Unlike the other projects that project
provided an outdoor solution. The main difference between our project and these
researches is that we work on multiple UAV and multiple user domain. By apply-
ing the assistance in this way, we needed to deal with task allocation and coor-
dination. In the paper by Trotta et al. [7] researchers have an approach to use
multiple UAVs in coordination. They proposed a network architecture for being
able to manage UAVs around a city. In this project we are also inspired from
that approach to use multiple UAVs for visually impaired people’s assistance
within a city.

In addition to UAV assistance, our research focuses on the task allocation
method for the UAVs. The projects that make task allocation vary according to
their constraints and features. Some of these researches have been examined for
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having a background for our project. Fu et al. [8] studied an allocation prob-
lem to find the best allocation algorithm for their multi-UAV system and they
presented a method. Like this research, there are lots of researches on multiple
UAV collaboration and one of them is Nigam et al. [15] that tries to organize
multiple UAVs and control them simultaneously. Erdelj et al. [14] also developed
a system that works with multiple UAVs to help and coordinate on disasters.
We also control and organize the UAVs on our simulation. While doing this, we
implement some algorithms and also, we propose a new algorithm that increases
the efficiency of the system.

Another research area is the application of some machine learning techniques
on UAV control or task allocation. Bithas et al. [9] made a survey on different
machine learning techniques to communicate with UAVs and while doing that
they try different types of task allocation. Janati et al. [12] also stated that their
proposed task allocation method increases the efficiency of task allocation on a
large number of tasks and robots by applying the clustering method. Another
technique to have a better task allocation is to use some reinforcement learning
methods, as stated by Yang et al. [10]. They designed a Deep Q Learning method
on UAV clusters to optimize the task schedule. Like this research, Noureddine
et al. [13] proposed a method for dynamic task scheduling that is based on
reinforcement learning and they improved the Deep Q learning method by adding
some features for their purpose, and their method makes the cooperative task
allocation. We planned to develop an agent based on reinforcement learning as
a future work.

Briefly, our project combines some different methods from researches that
work on the use of UAVs for the assistance of visually impaired and to achieve
the necessary task allocation for this purpose. As a combination of all of these, we
propose an optimization problem that is designed for multiple UAVs and multiple
users and a new customized task allocation method to increase efficiency of the
project.

3 System Model and Proposed Approach

Our project consists of two main phases to accomplish UAV assistance system for
visually impaired people by implementing a task allocation. First, we construct
an optimization problem to specify the main way to reach the purpose and to
realize all of the limitations and constraints for this project. Following this, we
propose a task allocation algorithm by using these constraints then, compared
several different algorithms. As a result of these comparisons, we proposed an
adapted task scheduling algorithm (Table 1).
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Table 1. Symbol list

Symbol Refers

α Unit discharge rate for street assistance

β Unit discharge rate for direct assistance

γ Unit discharge rate for junction assistance

θ Charging rate

δ Discharge rate when moving

ζ Discharge rate when moving

m Total number of Jobs

ai Assign Time of job i

ti Arrival time of user i

di Duration of Job i

Ei Whether there is street assistance for job i

Di Whether there is direct assistance for job i

Ji Whether there is junction assistance for job i

Rij Whether drone j returning from job i

Gij Whether drone j going to job i

IDLEi Whether drone i is idle

Cj(t) Charge level of jth drone at time t

Chj(t) Whether drone j is charging at time t

Qi Whether job i is in the queue

Wij Whether drone j is assigned to job i

MB Maximum Battery Size

3.1 Optimization Problem

The main objective is to minimize average waiting time which is the difference
between the assign time and arrival time of user. The minimization function in
order to achieve this objective is shown in below expression.

min
∑m

i=0(ai − ti)
m

(1)

subject to: Ei + Di + Ji + Qi ≤ 1 ∀i ∈ Job (2)

Wij = 1 =⇒
ai = min{t|Cj(t − gij) > (gij × δ + CNPi + rij × δ+ζ) ∧ (t − gij ≥ ti)} ∀t (3)

Wkj = 1 ∧ Wlj = 1 =⇒
(ak < al ∧ ak + dk + rkj + cti < al − glj) ∨

(al < ak ∧ al + dl + rlj + cti < ak − gkj) (4)
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Chj(t) = 1 =⇒ ((ai − gij > t) ∧ (t > ai + di + rij)) ∨ (ai − gij < t) (5)

Function (1) minimizes the average waiting time by using 3 variables, where
ai defines the assign time of the job to drone, ti represents the arrival time
of the user to the system and m stores the number of jobs. The minimization
function meets the following constraints. The first constraint (2) implies that a
job could be assigned to one of these variables at a time. For example, when a
job is assigned to an street assistance it cannot be assigned to direct assistance.
Another constraint (3) indicates that when ith job assigned to jth drone, the
assign time of the ith job will be the minimum time that satisfies the condition
is that the capacity of the jth drone at the starting time of the ith job will have
higher capacity than the sum of going, processing and returning time and the
safety threshold.

Lastly, constraint (4) is created to imply that if two jobs assigned to same
drone, the time to work with the drone is not overlap. This expression creates
the time to the drone for going to the user’s location by subtracting this time
from the assign time. For example, if kth job assigned before, the first assign
time of lth cannot be earlier than the finish of the kth job. The last constraint 5
that we have created is for charging time of the drone. The charging time of the
jth drone must be before a job assignment or after the assignment.

Definitions. The first part of the project is preparing an optimization problem
and we developed our problem based on the features that we have decided. The
main purpose of our project is to develop a UAV assistance for visually impaired
people. Consequently, we defined Job and Resource variables. The Job stores
the values for the users request as an array. While a user could have several job
requests, one row of an array consists several values of a job which is a vector
that specifies the path from the initial coordinate to target. It also has a variable
which stores the assistance type and 3 variables that stores different times. These
are duration, assigning time and arrival time of job. The assign time is defined
with initial value -1 and when it is overwritten for assignment the assign time
is assigned after the drone arrives to job location. The information about jobs
stored in a two dimensional array that is called Jobs. The Jobs array consists all
jobs with their information in 5 branches, where vector stores start and finish
coordinates, type stores the type of job as Street, Direct or Junction assistance,
di stores the job duration, ai defines the assign time of the job to drone, ti
represents the arrival time of the user to the system.

Type of the Job depends on user requirements and it has 3 different types
which are Street, Junction and Direct assistance. The defined types correspond
to the assistance of the UAVs. When the UAV assists the user while it is following
a street in an environment, Junction assistance may contain multiple UAVs to
help user to be able to pass the junctions. Direct assistance is the assistance
method to users while they do not have a specific path like tactile paving. The
features for assistance type are not considered for this project, they are only
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defined as a structure. Job types are defined as a boolean value that represents
whether the user requests the corresponding type of Job.

On the other hand, the UAVs have some different features, definitions and
status values. UAVs have 4 different statuses during the operations. These are
Going to Job, Returning From the Job, Charging and IDLE. In the equation
given below, these variables are defined with boolean type. The Gij is defined
for the status that shows whether the drone is assigned to go to the user. If
the value equals to 1, that means the jth drone assigned to ith job and drone
started to go to the start position of the job from the base coordinate of itself.
Rij is defined to specify that whether the drone assigned to return to base. If
the value is equals to 1 the jth UAV completed ith job and returning from the
target location of the job to the base location of itself. Chj shows if it is equals
to 1 the jth drone is charging. The last status is IDLEjand which indicates that
the UAV is ready to assign to a job. The structure of the Drone Status is given
below.

UAV Statusij(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Rij = 1, jth drone returning from ithjob

Gij = 1, jth drone going to ithjob

IDLEj = 1, Drone′s Status is IDLE

Chj(t) = 1, Charging at time t

(6)

Also, there are some specifications for the UAVs which are Base Coordinates
of the drones and Capacity of drones. These variables are stored and used for
some constraints and functions. The Base coordinates stores a tuple that con-
sists X and Y coordinates of the base station of corresponding drone into an
array. Also, the capacity of drones stores the current battery level of the drone
for tracking the capacity for planning and creating safety threshold. The Cj(t)
function gives a result, that shows the capacity level between 0 and 100, at
time t.

Some of the definitions for the other variables are given below. The Qi is
defined for show the status of a job. If the value equals to 1, that means the ith
job is assigned to a UAV but it is waiting its starting time in a queue. Wij is
a multi-dimensional list that stores the assignment of the user and job. When
ith job assigned to jth job the corresponding value of Wij is assigned as 1. This
variable is storing for tracking the assignments whether all jobs are finished or
not.

Qi =

{
1, ith job is in queue

0, processing or not assigned
(7)
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Wij =

{
1, jth drone assigned to ith job

0, no relation
(8)

Functions. There are several functions to prepare the optimization function for
implementation. These functions use the variables which are described before and
store their values. The first function is calculating flying time from a location
to another. As stated below, by dividing the path length to velocity of the jth

drone the flying time is calculated. Going and returning times are calculated
with this formula and task allocation will be done according to these variables.

FT (vectori(start/end), BCj) =
Path

Vj
(9)

rij = FT (vectori(end), BCj) (10)

gij = FT (vectori(start), BCj) (11)

The consumption function below shows the total expended energy. As stated,
before α refers the unit energy expended for street assistance, β for direct assis-
tance and γ for junction assistance. And the consumption is calculated by mul-
tiplying these values with duration of job. At least one of the summing parts in
the consumption function is not zero, because of the corresponding constraint
that is given in the Eq. 7. The formula for consumption is given below.

CNPi =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(α × di), Ei = 1 → street assistance to ithjob

(β × di), Di = 1 → direct assistance to ithjob

(β × di), Ji = 1 → junction assistance to ithjob

(12)

Another function to our problem calculates the charging time after a job. The
result of consumption function for ith job, divided by θ that stores the constant
for charging amount within unit time.

cti =
CNPi

θ
(13)

The last function calculates the capacity of drone at a time. Also in the
function given below, the total consumption is calculated. This function have
several conditions which calculate consumption during different states of drones.
It calculates total consumption in 6 cases, first and last cases occur when a drone
has not an assigned job and it is ready to be assigned, there is no consumption.
Second and fourth cases are specified for the consumption while going to job and
returning from job. Third case also shows the consumption during the job and
lastly fifth case shows the charging.
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Jij(t) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 , job is not assigned t < ai − gij

UAV Statusij(t) × δ , going to user ai − gij ≤ t < ai

Wij × CNPi

di
, in job ai ≤ t < ai + di

UAV Statusij(t) × δ , returning ai + di ≤ t < ai + di + rij

−UAV Statusij(t) × θ , charging t < ai + di + rij + cti

0 , IDLE t ≥ ai + di + rij + cti

(14)

The last function calculates the capacity of drone at a time. In this function
the charge level is calculated by subtracting the sum of total consumption of all
jobs from the maximum battery level.

Cj(t) = MB −
n∑

i=0

t∑

s=0

Jij(s) (15)

3.2 Task Allocation Methods

Following the problem construction, we developed a task allocation algorithm to
apply the optimization problem. This task scheduling algorithm makes the match
between the job and drone, while doing this match it considers the main objec-
tives of our optimization function and fits with the constraints. Although not all
parts of the optimization problem are designed on the algorithm, it implements
the main structure. It tries to decrease the average waiting time for randomized
values. All of the values like, job number, job location, drone number and drone
locations are selected randomly and the results are compared.

We researched lots of algorithms which could give better results on our
project, and lastly, we decided to use Shortest Time and First Come First Serve
scheduling algorithms. These algorithms are adapted to our optimization prob-
lem and coded in Python.

We implemented the First Come First Serve(FCFS) algorithm for our opti-
mization problem and the main structure is built by selecting a drone for a
job in a sequence while the time is being iterated. The sequence is determined
according to the arrival time that is given at the 5th column of the array for
the corresponding job. Also, the shortest time algorithm is implemented and the
Job array is sorted according to their duration and after the sort, it is iterated
over time. The shortest time algorithm worked with a queue to take the sorted
order at a time.
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On the other hand, we proposed an algorithm that decreases the average
waiting time of the jobs. This algorithm is developed by aiming to decrease
average waiting time and for being able to do that it uses a priority queue.
The priority queue is designed to return the id of job which will be finished
earlier. The time includes both the drone’s coming and returning time and the
job duration. Because of that, the minimum time priority also avoided from
selecting smaller jobs. Time is iterated in the algorithm to find assign time and
it is checked with the arrival time of the job for avoiding to assign drones to
jobs which are not arrived. However, this algorithm enables system to wait the
jobs which could decrease average waiting time. Briefly, our method enables the
system to select best job for a drone. We designed and tested this algorithm with
different cases and the pseudo code of our algorithm is given below.

Algorithm 1: New Scheduling algorithm
1: for all Jobs : Joby do

2: for all Jobs : Jobx do

3: for Time : T do

4: if Jobx is not assigned then

5: if Drone(Y%NumDrone) available at (T, T + Work) then

6: assign max arrival time and T− > temp assign time

7: push temp assign time − > Priority Queue

8: assign Priority Queue(Min Finish Time) − > Assign Time

9: assign Jobx to Drone(Y%NumDrone)

4 Experimentation Environment and Experiment Design

We tested the implementation and examined the possible results in different
cases. First Come First Serve algorithm gives bad results for the average waiting
time because of the obscurity. Although, Shortest Time algorithm generally gives
better results than FCFS, it gives too much waiting time for longer jobs. Also, the
assignments could be inefficient because the distances between jobs and drones
are not taken into account in these two algorithms. On the other hand, in lots
of different cases our proposed heuristic gives better results than all of the other
algorithms. In these cases, 4 drones are assigned to different number of users and
according to the task scheduling method average waiting time is calculated and
compared with each other A chart for different cases is given below (Fig. 2).
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Fig. 2. Comparison of minimization functions.

For testing the program random values assigned to the variables of jobs and
drones. This chart is created by using 4 drones and different number of jobs. The
position of jobs and drones selected randomly. Also another graph that visualize
the change of the average waiting time according to map size. While the map
size increasing, the average waiting time of proposed heuristic increases less than
the others. This test case created by using Poisson Distribution to arrival times
and Gaussian Distribution to duration. While creating this chart 4 drones and
50 jobs are defined within the different maps (Fig. 3).
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Fig. 3. Comparison of minimization functions on different map sizes
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5 Conclusion and Future Work

Briefly, we designed a task allocation system for assisting the visually impaired
people by cooperatively working multiple Unmanned Aerial Vehicles. The main
purpose is making some sequence of operations to assist visually impaired people
and this sequence is matching the distributed UAVs around the environment
and the jobs which are created by the users. While doing this match, the task
scheduling algorithms are being used to get better results. The results and the
variables of task allocation algorithms depend on the optimization problem.
Our optimization problem is constructed for minimizing the average waiting
time of the jobs given the constraints. After comparing several task scheduling
algorithms, a new algorithm has been proposed for the optimization problem.
All of the experiments showed that using this algorithm decreases the average
waiting time.

We determined some future works for the project. One of them is working
on an agent that learns to schedule the jobs by using reinforcement learning and
minimize the average waiting time. The other planned future work is calculating
the energy consumption of the UAVs more accurate.
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Abstract. Most deaf people use Sign Language (SL) to communicate. This usu-
ally requires the presence of an SL interpreter to mediate and decode the com-
munication with a non-deaf person. However, the presence of an SL interpreter to
support a deaf person can be very difficult, expensive and not always possible, for
example during the COVID-19 pandemic which requires limiting contact between
people in presence. This work proposes a Progressive Web Application (PWA),
called LISA, as a solution to facilitate communication between a deaf citizen and
a non-deaf person, thanks to a remote Sign Language Interpreting Service (SLIS).
The LISA prototype is designed to promote the communication of deaf citizens
with the Public Administrations (PA). This real-time SLIS can be used flexibly
on different types of devices (i.e. mobile and desk). This allows PA operators
to easily respond to the needs of deaf citizens. Furthermore, to facilitate written
communication and to overcome the difficulties encountered by deaf people in
writing text messages, the LISA system integrates a text/SL gateway. The user
selects items from a gallery of GIF images that represent simple pre-set phrases
and words in SL, and the system can also convert them into text. This improves
accessibility by offering a more suitable messaging tool than a text chat for the
needs of the target population.

Keywords: Deaf people · Sign language · Communication tools

1 Introduction

According to World Health Organization (WHO), approximately 466 million people
worldwide suffer from disabling hearing loss and approximately 95% deaf/deaf chil-
dren are born to hearing impaired parents. WHO estimates that 900 million people
will suffer from hearing loss in 20501. According to the Italian Association for Deafness
Research (AIRS), in Italy about sevenmillion people suffer from hearing disorders, more

1 https://www.who.int/news-room/fact-sheets/detail/deafness-and-hearing-loss.
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or less severe. Most of them use the visual-gestural communication channel, through the
Italian Sign Language (LIS), to communicate. The LIS, like any other Sign Language
(SL) in general, is a visual language that uses hand shapes, facial expressions, gestures
and body language, consisting of a structured and organized set of signs, with grammar,
syntax, and its own morphology. It is important to note that deaf people who use SL to
communicate, rarely wear advanced cochlear implants. As a result, they often encounter
serious difficulties in interacting with the auditory world. Furthermore, a survey con-
ducted by the Gallaudet Research Institute (GRI) showed that most deaf people also
have an additional disability; among these the most common are intellectual or learning
disabilities, visual impairments and cerebral palsy [1]. As a result of the presence of
coexistent or comorbid disorders, the effects of a disability can be aggravated, creating
specific and unique needs for the individual who has a further disability in addition to
deafness. Communication is one of the most affected areas by the interaction of these
needs [2].

In this context, simple daily activities can be difficult for people with severe hearing
problems due to the considerable communication effort required. A deaf person or a
person with severe hearing loss can face hard challenges in daily communication. For
example, they may not be able to hear announcements in public spaces such as train
stations, bus stops, airports; attending an interview to get a job may be very difficult;
entertainment resources such as public theatres and movies may not be very valuable,
not all restaurants, banks, hospitals, shopping malls provide teletypewriters, interpreters
or visual warning systems [3]. Hence, simple daily life interactions, such as an admin-
istrative or medical interview, may become significantly difficult for a deaf person who
is constrained to rely on the use of SL to communicate. This is especially true for deaf
people who primarily use SL to communicate. In this case, an SL interpreter is usu-
ally needed to support communication between a hearing person and a deaf person. SL
interpreters are professionally qualified to translate between national language and SL.
Interpreters are booked for professional meetings, interviews, training and conferences.
The cost of an interpreter varies depending on the interpreter, the agency and the place
where the service is requested. A minimum number of hours and travel expenses must
be covered.

In recent years, the need for the Public Administration (PA) to be accessible and
inclusive has become more and more a priority. Therefore, having tools and services
that can be used to enable deaf citizens to communicate easily is becoming increasingly
crucial [4]. For deaf people who only use SL to communicate, an SL interpreter should
always be present to support communication with a hearing person. However, having an
SL interpreter available in presence at any time is a challenge for a deaf person, for both
logistical and cost-effective reasons [5].

For the PA, a live SL interpreting service available at any time would be very useful
and inclusive for deaf citizens. However, the presence of an SL interpreter in the PA
offices cannot always be guaranteed. As a result, they can only offer limited access to
their services since an SL interpreter ismissing, unless the deaf citizen is accompanied by
a personal interpreter. Furthermore, due to the restrictions on the Covid-19 pandemic, a
limited number of persons is allowed in presence in a room. This could lead to additional
difficulties for people with severe hearing problems. In this context, new technologies
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and network communication infrastructures can play an essential role in improving
communication between deaf and hearing people.

In thiswork,wepropose a communication tool to support deaf people andpeoplewith
severe hearing problems in daily activities and in communication services. In particular,
we present the LISA (Lingua Italiana dei Segni Accessibile - Accessible Italian Sign
Language) prototype, which has been specially designed to be used in a PA context. This
tool allows communication between a deaf citizen and a PA operator by establishing a
remote SLIS. Thanks to this tool, a remote communication is arranged between three
people: the deaf citizen, the PA operator and the SL interpreter. Indeed, the deaf citizen
and the operator can meet at the PA office while the SL interpreter can reach them via the
Internet, being connected remotely. Usually, a deaf person requires to be accompanied
by an SL interpreter to interact and communicate with a PA operator. LISA aims to
overcome this aspect, offering a remote SLIS to facilitate the deaf citizen’s interaction
with the PA office, guaranteeing real-time interpretation in compliance with Covid-19
restrictions.

2 Related Work

Interaction in a verbal world is a challenge the deaf person faces every day in a predom-
inantly hearing society that often limits their personal contacts and activities. Investiga-
tions into ICT solutions for communication between deaf and hearing people are on the
rise to explore possible assistive tools [6]. The video communication system E-LISIR
(Evolution of the Italian Language Signs with Interpreter on the Net2) offers a video
call connection service to a video center where SL interpreters can translate in real time
from the LIS to the spoken language and vice versa. E-LISIR is a free service that can
be activated via an application on a set of preconfigured tablets (located in Rome, at
the university and in the main hospital). The number and location of available tablets
represent the main limitations of this application. In fact, only deaf users who live in
Rome and visit predefined locations can access and benefit from this application.

CGS - Global Communication for the Deaf3 (Comunicazione Globale per Sordi)
is very similar to the E-LISIR app: it offers limited service to deaf people living in
Rome. Unlike the E-LISIR app, the user can install the CGS app on their mobile device.
However, the CGS app has some critical issues: the user is out of control since there is
no navigation menu and some usability problems have been detected by users.

Another video interpreter service with a remote interpreter is Veasyt Live!4. This tool
offers interpreting service in twenty-five vocal languages including LIS. The interpreter
can be contacted via (1) the “Immediate Service”, an interpreter is available in a few
minutes; (2) by booking for the next few days. This service can be used via web and
mobile apps.

To facilitate communication between hearing and deaf people, there is considerable
research in the development of wearable tools and automatic translation systems from

2 https://www.leggo.it/societa/sanita/app_e_lisir_sordita_ospedale_bambino_gesu_roma-172
3677.html.

3 https://cgs.veasyt.com/.
4 https://live.veasyt.com/.

https://www.leggo.it/societa/sanita/app_e_lisir_sordita_ospedale_bambino_gesu_roma-1723677.html
https://cgs.veasyt.com/
https://live.veasyt.com/
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verbal language to SL [6]. However, these systems often operate in a very narrow domain
(for example, systems designed to assist in the completion of a transaction between a
post office (PO) employee and a deaf customer) [7] or wearable technologies often mean
that the deaf person should wear numerous or very conspicuous devices (e.g., gloves
with sensors, helmet having a camera with infrared filters) [8, 9]. This could potentially
pose a stigma to the hearing impaired person.

Our prototype aims to be a tool that can be used freely in any place, accessible from
any platform regardless of the operating system of the different devices available to
the deaf user, without the need for advanced digital skills. Also, PAs usually don’t use
mobile devices to work. Therefore, a cross-platform application can bring benefits to
different contexts and users.

3 Use Scenarios

To show the possible use of the LISA application, some scenarios describing possible
real situations are reported in the following.

Scenario 1. Alan is a deaf user who goes to a municipal office to ask some questions.
Alan does not use any smartphone or tablet. In this scenario, the municipal employee
will have to start the video connection with a remote interpreter. The following steps
are required: (1) Log in to the LISA application on the PA staff’s device using their
credentials (defined in a previous account registration). (2) Request an SL interpreter
via the app. (3) As soon as the interpreter is available, the audiovisual connection will
take place.

Scenario 2. Betty is a deaf user who goes to a municipal office to ask a few questions.
She brings her smartphone with (possibly) the pre-installed LISA app. In this scenario,
the municipal employee will have to perform the following operations: (1) Provide (if
necessary) the user with an information leaflet with instructions to access the application
from their device. (2) Wait for the user to initiate the video connection with a remote SL
interpreter. Betty, on the other hand, must: (1) log into the app from their smartphone
using the credentials created during the account registration; (2) request the availability
of an SL interpreter through the application. As soon as an interpreter is available, the
audio-video call will take place. Alternatively, Betty could have booked an SL interpreter
for this appointment (i.e. for a specific day and time).

Scenario 3. Charly is a deaf person who goes to the PA offices bringing his tablet with
him. Some days before going to the appointment, Charly books an interpreting service
for the specific day at the specific time using the LISA tool. The day before going to
the office, he wants to ask the booked interpreter a few simple questions in advance. So,
the deaf user has already registered an account in the app and has already booked an
interpreter for his appointment. Now, Charly wants to contact the booked interpreter via
short messages, but, unfortunately, he is not familiar with the written text. So, Charly
would like to communicate via SL. Thanks to LISA, he can use the chat service based on
simple SLwords. Therefore, he can: (1) log into the application; (2) open the appointment
section showing the booking with the interpreter; (3) write a message to the interpreter
using GIFs that represent words or phrases in SL (see next section for more details).
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4 LISA Prototype

LISA is a multiplatform application designed to be used on both a mobile and desktop
operating system. The prototype was developed as a Progressive Web App (PWA) in
order to have a single application that can be installed on both mobile and desktop
platforms while maintaining a single version. This type of solution can be very useful
and relevant for PA offices that usually do not use mobile devices, while the citizen or
the SL interpreter use their mobile device. This feature makes LISA different from the
tools we previously analysed in our study.

The LISA PWA prototype can be used both from the user’s mobile device and from
the work device of PA operators. The main functions offered to the deaf user can be
summarized as: (1) booking an appointment with an SL interpreter; (2) writing short
SL messages to an interpreter; and (3) make a video call with a previously booked SL
interpreter or available upon request. A PA operator can (1) call an interpreter when a
deaf person arrives at the office without any assistance.

4.1 The Prototype Design

The progressive structure allows you to combine the experience and skills to which
users are accustomed to on native web apps, leveraging the strengths of both: the user
can install the LISA PWA on the home screen of the device and access the app without
using the browser, providing a full-screen interface. The LISA PWA is, therefore, able to
function independently of an operating system, browser or device type and automatically
adapts to the graphical user interface (GUI) of the device.

A basic style of flat web design was used in designing the GUI: aminimalist template
with simple elements, typography and flat colors.

Fig. 1. LISA material design components

The layout of LISA is well structured to encourage users to focus only on the content
and their goals, avoiding elements of distraction. As shown in Fig. 1, particular attention
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was paid to the choices of colors, fonts and navigation systems in order to inspire users
with confidence, promote readability and complete understanding of the information
while remaining visually appealing and accessible [10].

4.2 Booking an Appointment

The LISA PWA allows the deaf citizen to make a remote video connection with an SL
interpreter, who translates in real-time SL into verbal language and vice versa, i.e. the
conversation between the deaf user and the PA employee. To this end, different roles are
defined in the LISA tool.

The LISA prototype offers a multi-role environment: the user can select the
appropriate role when accessing the app: “user”, “interpreter” and “operator”.

After logging in, the user is redirected to theirDashboardwhich provides an overview
of the available sections/actions. As shown in Fig. 2, these sections (accessible via
shortcuts) allow the user to interact with the system and perform operations.

Fig. 2. Logical diagram of the architecture of the LISA prototype

For example, in the “Find an Interpreter” section, the user can get an overview of
the interpreters registered in the system. As a result, the user can select the desired SL
interpreter, for example an expert in a particular field or topic. For this reason, a filter by
areas has been provided which, based on the scope of the selected appointment, retrieves
interpreters with the corresponding area of expertise. Areas of expertise include legal,
medical, educational, cultural, economics, tourist, technological. Once an interpreter has
been selected, the user can read their profile, write a message or book an appointment
with that interpreter. In summary, the deaf citizen (user) can book an appointment with
the selected and available SL interpreter in order to receive an SL translation for a
particular topic (legal, economic, educational, health, cultural, tourism, technology), on
a certain day, at a given time via a videoconference meeting.
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4.3 Chat Functions

In addition to the booking function, LISA provides users with a chat tool (Fig. 3) to
communicate in real time with the interpreter. An innovative feature of this tool is that
it allows the deaf user to communicate, in addition to the written mode, using GIFs that
represent words and phrases in LIS [11]. This format was chosen because it has the
ability to reproduce the visual-gestural characteristics of SL in an infinite and silent loop
[12].

The development of this chat tool takes into account the difficulties related to the
production of writing by deaf users (with or without additional pathologies). In light
of the fact that further methods may be needed that seek to reduce, moderate and com-
pensate for temporary or permanent difficulties of people with severe communication
disorders, both on the expressive and receptive front, the use of the Augmentative Alter-
native Communication (AAC) methodology can overcome communication problems
and related barriers and help these users in their social needs in life [13].

In particular, for deaf people, a functional technique of AAC Representational Sys-
tems is the PictureExchangeCommunication System (PECS),which is a communication
strategy based on the exchange of PECS images to compose a sentence [14]. PECS is
used to remedy the discrepancy in communication methods of people with deafness and
one or more intellectual disabilities (mild or moderate) who communicate through SL
and those who do not use it [15]. In this way, the studies, proposing illustrated dictio-
naries to facilitate the writing of messages intended for their communication partners,
have shown that, with adequate preparation for the rules of use, the subjects have been
able to successfully use these tools and have had the role of facilitating writing [16].

In this perspective, we propose the use of a way of communicating with short and
silent moving images, the Graphics Interchange Format (GIF) [17] to facilitate written
communication via chat, according to the representational assisted AAC methodology.
The prototype (better described in [11]), as mentioned, has a set of GIFs representing
sentences and words expressed in SL that can be selected and sent to the recipient
by the user. This set, although limited, is a representative example of the proposed
methodology for chat communication of deaf and non-deaf people. Further studies are
needed to extend the basic idea to the various existing sign languages (and will take
into account the interface localization so that the gif gallery is shown in the selected
language) and to overcome the limitations described above as well.

4.4 Operator and Interpreter Functions

The operator and interpreter interfaces have been implemented in a user-like way:

• the operator can use the same functions available for the user role. During the reg-
istration phase, however, the user is asked to indicate the affiliation, in addition to
personal data. The PA operator can search for an “available interpreter” for an imme-
diate call. This is necessary when a deaf citizen comes to the office at any time without
assistance.

• The interpreter cannot search for and book other interpreters. An interpreter can set its
immediate or future availability (to be booked for an appointment). The “immediate
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Fig. 3. Main components of LISA chat tool

mode” allows to receive video calls without an appointment. An interpreter can also
manage their own appointments (accept, decline, and simply get information).

5 LISA Architecture

The structure of the LISA PWA has the same three tiers of a web application, with the
addition of two elements: The Manifest and the Service worker (Fig. 4).

Fig. 4. LISA Architecture showing the interconnections between the five tiers

1. Presentation tier: it is the user interface of the web application; the technologies
used are HTML5, CSS3, JavaScript and its jQuery library; and Bootstrap, which
contains design patterns based on HTML, CSS, and JavaScript, used for the various
components of the interface.

2. Logic tier: this is the application processing component. The main technology used
is the PHP programming language.

3. Data tier: it allows you to manage and shape the information content of the app;
the technologies used, contained in theWAMPmultiplatform, are MYSQL database
and Apache.

To make LISA tool a progressive web app (PWA), the Manifest and the Service
Worker components are required:
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• The Manifest is a JSON file that describes to the browser the application structure
and elements, and the tasks to carry out when the app will be installed on the home
screen of a mobile device. So, the manifest includes information such as the name of
the app, the icons to use to install it, and the main address to start it.

• The Service Worker is a JavaScript file performed by the browser in the background,
which performs background synchronization and network request management
operations via the cache.

6 First Evaluation

The design of the prototypewas based on requests and suggestions provided by a group of
people from the localDeafAssociation. The samegroup evaluated the first app prototype.
The evaluation tests focused on the functions developed (registration, interpreter booking
for an appointment, video call). In particular, the people involved have appreciated the
new AAC-based system proposed for short messaging (chat), as it takes into account the
needs of thosewho have difficultywithwritten texts and therefore prefer to communicate
with SL. So, even though the chat system offers simple words and phrases, the idea was
assessed positively. As for the functions of the prototype, users stated that a completely
remote connection for the three people would be very interesting.

7 Conclusions and Future Work

In this work, we present a possible application that supports communication between
the deaf citizen who uses SL to communicate and the hearing person who uses natural
language. The proposed solution aims to promote communication and inclusion of the
deaf person in everyday life scenarios, through: 1) a remote SLIS (videoconference) both
instant and on demand (booking), and 2) written communication through an assisted chat
system accessible and usable by the community of people who use SL.

Starting from previous research on possible ICT solutions for overcoming the
communication barriers existing between deaf and hearing people, this work aims at
providing a further step forward in the field by proposing the LISA tool.

The LISA tool was developed as a Progressive Web App (PWA), to offer a multi-
device service that facilitates communication between PA and deaf citizens. However,
although the context considered in this work is related to PAs, the proposed application
can be adapted to many other contexts where communication between deaf signers and
hearing people is needed. The PA has been selected as a potential scenario because the
local Association for the Deaf suggested this use of context. However, the application
can also be used to enhance private and personal contexts.

TheGIF-based chatmessaging servicewas really appreciated by the users involved in
the evaluation. We have proposed an AAC-based system for writing very short messages
accessible to deaf people who have problems with written texts and rely mainly on sign
language communication.

Future work will include further development of the gateway-based chat system for
automatic translation between chats from written text to GIF in LIS and vice versa,
to make written communication between a deaf person and an auditory interlocutor



162 C. Zhilla et al.

more effective and satisfying. This can be implemented for simple text but could be
interesting for more complex communications. Another possible improvement could
affect the booking functionality: the deaf user could book an appointment with both
the PA operator and the SL interpreter, and possibly carry out the videoconference
completely remotely, as suggested by some users during the evaluation.
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Abstract. There is an increasing interest in Social and Emotional learning (SEL)
of youth across the world as testified by many international organizations and
institutions. Research clearly shows that higher SEL is linked to successful partic-
ipation in school life, better health, positive youth development. The COVID-19
pandemic has brought the essential role of SEL into focus and has drawn attention
to the need to take a more holistic approach to contrast unexpected and chal-
lenging situations. To pursue these goals, it is mandatory that adults acquire and
apply knowledge, skills, and attitudes enhancing Social and Emotional compe-
tences. To enhance their contribution to social goods, ICTs applications should
align with this perspectives’ taking. After providing a picture of main currently
available tools, the paper presents the Erasmus+ PSsmile project, aimed at devel-
oping Social and Emotional competencies and contribute to building emotionally
stable, inclusive, and healthy communities. PSsmile is also the name of the mobile
application described in the paper with its five weeks program. It is based on the
most relevant outcome within SEL studies, and recent theoretical approaches. It
is aimed at raising parents and teachers’ awareness, promoting and strengthening
their personal Social-Emotional competences making them more effective agents
of positive growth for children and for their communities.

Keywords: Social and emotional learning · Adult education · PSsmile mobile
app

1 Introduction

Social and Emotional Learning (SEL) is the process through which we learn to rec-
ognize and manage emotions, care about others, avoid negative behaviors and make
good decisions, behave ethically and responsibly, develop positive relationships [1]. It
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is considered as the learning that unites all areas of human life since its beginning:
social, emotional, academic, cognitive, physical, etc. On the other hand, social emo-
tional competence refers to the ability to use social and emotional skills and knowledge
to be resourceful, adapt to, respect, and work well with others, and take personal and
collective responsibility.

Within themost well-knownmodel of SEL, these skills are organized as five interact-
ing components: self-awareness (the ability to understand one’s own emotions, personal
goals and values); self-management (the ability to regulate affect and calming oneself
down); social awareness (the ability to understand others and take the perspective of
those with different backgrounds and cultures, and to act with empathy and compas-
sion); relationship skills (the ability to communicate clearly, to negotiate and to seek
help, when needed) and the ability to take responsible decisions [2, 3].

Addressing Social and Emotional competences has important reference to and impli-
cations for educational policy and practice. The term ‘Social and Emotional Education’
(SEE) refers, in fact, to the educational process by which an individual develops social
and emotional competence for personal, social and academic growth and development
through curricular, embedded, relational and contextual approaches [4].When we pro-
mote social and emotional skills, we build skills that can offset the effects of differ-
ences, promote participation of all in several contexts. The numerous benefits of SEL
(e.g., increased chance of academic and workplace success, reduced emotional distress,
reduced risk of behavioral problems, improvement of scholastic environments, etc.) are
more and more recognized [5] and suggest that Social and Emotional Capacity Build-
ing contribute to Social Inclusion, to the process that develops along the domain of
participation, connection and citizenship.

1.1 Threats and Challenges to Social and Emotional Competences

Although Social and Emotional Competences change over time (Campbell et al., 2016),
their components do not evolve in insolation. The course of social-emotional develop-
ment—whether healthy or unhealthy—depends on the quality of relationships that a child
has the possibility to experience in different settings, including their families, schools,
and communities, with each context playing an important role throughout childhood and
adolescence [6].

The COVID-19 pandemic has brought the essential role of SEL into focus and has
drawn attention to the need to take a more holistic approach to students’ learning and
development. SEL may have relevance in the contexts where even greater challenges
have been faced in supporting students’ distance learning.

The pressing need to bring SEL,mental health, andwellbeing to the fore in children’s
learning and development, stems from some consequences of the global pandemic.
During school closures arising from the pandemic, support for learning through distance
education did not reach all students. It may have impacted different groups of students
in different ways, with those who are most marginalized experiencing the most adverse
effects. Emerging evidence suggests that the pandemic may have exacerbated existing
inequalities and created new inequalities. Students who are disadvantaged—including
children from poor families, girls, children with disabilities, and those living in rural
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and disadvantaged regions—may have faced the biggest challenges both in terms of
continuing their learning and of maintaining social and emotional contact [7].

1.2 Social and Emotional Learning in Action: Current Findings and Choices
Promoting Change

Social-Emotional Learning (SEL) curricula are now booming, as more and more coun-
tries are including Social and Emotional Skills (SEC) in their national educational
strategies [8] and international organizations, such as the Organization for Economic
Co-operation and Development (OECD) and the World Economic Forum WEF), are
promoting their dissemination [9, 10].

Social-emotional competence programs conducted in schools have shown to be
effective in several directions [11, 12]:

• promotes positive, behavioral, and academic results that are important for healthy
development

• predicts important results related to the future
• can be improved with feasible and cost-effective interventions
• plays a critical role in the behavior change process.

For instance, school-based programs effective in preventing school violence, includ-
ing bullying, are intrinsically linked to youth’s ability to manage emotions, regulate
emotions, and to communicate and problem-solve challenges and interpersonal conflicts
[13].

Schools can be seen as an ideal place to provide everyone learning activities designed
to help them achieve their best leadership chances, happy, healthy, and independent
lives, and reach their unique career potential [14]. Fostering SEL requires implementing
practices and policies that help not only students but also adults acquire and apply
knowledge, skills, and attitudes that enhance personal development, social relationships,
ethical behaviours, and effective, productive work [15–17].

Moreover, participation of significant caregivers (e.g., parents, grandparents, step-
parents, foster parents) in the educational process characterized quality of the learning
experience from the learner perspective [18]. For a full participation of all to the educa-
tional process, the involvement of both themeso (family, school, or classroom) andmicro
(individual learner) levels should be then considered [19]. SEL development for teachers
to support high-quality instruction is considered fundamental for the school of the future
[13]: higher SEL competences benefit class management and students’ school and per-
sonal development [20]. As concern parents, evidence exists that positive parenting roles
and SEL practices support children’s efforts in school and lead to academic achievement
and social skills improvement [21, 22]. Moreover, an effective school-family partner-
ship has been shown to be effective in supporting and improving children’s learning.
Additionally, benefits for children, teachers and families are achieved through positive
changes in social skills and adaptive children’s behaviors [23].
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1.3 The Proposal

The European project PSsmile (Social-Emotional Capacity Building in Primary Educa-
tion, http://smile.emundus.lt/) is the premise for the proposal presented in this work and
the app development. Beginning in 2019, it involves teams from Bulgaria, Greece, Italy,
Lithuania, and Portugal. This project has its pillars in the SE education as a capacity
building process that involve all children, especially those from low-income, underrep-
resented backgrounds, and high-risk populations. The pandemic caught partners in a
specific phase of the project development, that is when we were ready to start the devel-
opment of the training programs both for educators and students. The school closing and
the many challenges both students, teachers and families were experiencing required us
to focus on understanding how our project could address some of them and be timely.

Based on the Positive Youth Development approach [24] the project develops along
some key goals. A first aim is in developing a training program for primary school
teachers; the second one is to develop a training program for children to promote their
SE skills to make them more ready to think about their future and facilitate school
transitions. A third aim, specifically relevant for this work, is to provide teachers and
parents a tool aimed at fostering their SE skills, that is a specific app.

Following recent theoretical studies and challenges to everyone’s wellbeing, pro-
moting social-emotional competence in our view requires some methodological choices
and actions:

– Adopt a perspective where both emotional and social dimensions are considered. It
is mandatory to encourage and reinforce social skills such as greeting others, taking
turns, cooperation and resolving conflicts, devoting a specific space to emotions and
behaviors, knowledge and action level, awareness and management skills.

– Adopt a future oriented perspective. This choice is proposed because of the rele-
vance of looking at present and future objectives and undertaking a positive approach,
emphasizing the role of decision making in the domains and in all proposed activities.

– Care for the significant adults, both teachers and parents. Creating an environment
where adult take care of their Social and Emotional Wellbeing and in which children
feel safe to express their emotions with the contribution of teachers and family is
essential for healthy social-emotional outcomes in young children because attitudes
and beliefs of meaningful adults play a key role [25].

– Promote SECs outside schools Social-emotional exercises outside of school hours
could be of great help in strengthening these competences with repeated exposure in
real life contexts and with persons with whim they have a meaningful relationship.

– Apply new technologies. Information and Communication Technologies can support
Social-Emotional Competencies (SECs) development by providing innovative tools
(see, videogames and mobile apps) designed to teach self-management exercises
[26] and delivering fast and easily accessible courses and materials (webinars, video
training, synchronous/asynchronous lessons, online resources, and many other tools
[27].

http://smile.emundus.lt/
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2 Previous Research

Although at an early stage, research addressing the relationship between SEL and tech-
nologies shows a new trend in the use of educational technologies (ed-tech), aimed at
broadening their scope of action, providing greater support to teachers and innovating the
school experience. Because it involves such a broad field of action, SEL curricula need
new and specific tools, technology can be a useful ally in the design of these programs.

An image of the current state of the art was provided by Stern and colleagues who,
after presenting a historical account of the reflections that accompanied the technological
development and the emergence of the SEL studies, divided the technologies adopted
for SEL into three categories: Established (webinar, Online libraries, Software supports,
etc.) Emerging (Remote video coaching, podcast, digital teacher manuals, etc.) Future
(SEL focused videogames, mobile apps, avatar, etc.) [28].

Morganti and colleagues further developed this tripartite division by focusing on
the current field of application of these technologies [27]. They identified 4 possible
applications for the SEL domains: teacher training by delivering fast and easily accessi-
ble courses; Support to the didactic implementation of SEL activities at school through
didactic platforms that also allow to establish a connection between teachers; Involve-
ment of parents who can support their children and their social and emotional learning
and provide opportunities formeaningful family time [26]. Assessment of skills acquired
by students by transferring some examples of protocols and guidelines on how to assess
social-emotional skills from physical to digital format.

TheWorld Economic Forum (WEF) report, in 2016, included cutting-edge technolo-
gies such as wearable devices, cutting-edge apps, virtual reality, advanced analytics and
machine learning, affective processing as tools that could play an important role for SEL
in the next future. Certainly, EdTech is an excellent resource for helping teachers and
parents and students to meet social-emotional needs, as tools we can also use to support
other methods used daily in school such as hands-on activities, outdoor learning and cre-
ative play. CASEL and Elias (2016), emphasizing the need to promote SEL learning by
providing children with consistent and ongoing learning opportunities to practice their
skills, go beyond the simple presentation of information to focus on repeated practice.
The authors also report how essential it is to involve people inside and outside the school,
who “walk together” towards achieving the same goals [15].

We will go through some of the most well-known tools available to describe the cur-
rent state of the art, to highlight strengths and limits that motivate the choices underlying
the PSsmile app. We will describe first the apps for children and, then those for adults.

Table 1 describes the main aspects of these tools that can be summarized as follows:

Dimensions Addressed: Not all apps consider both awareness and management (5/8).

Users’ Characteristics: Often the age range is too broad or not classified in terms from
age-to (4/8). Only 2 apps foresee a progression in the difficulty of the activities (2/8).
None of the apps summarized identify or describe possible manipulations to make
activities suitable for younger or older children.

Ecological Validity: A key aspect is the type of task used and their ecologic validity.
An ecologically valid tool is one that has characteristics of “topographical similarity”
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Table 1. Dimensions and key aspects addressed by the main apps created for primary school

Awareness Management Domains Ecologic Parents
EMOTIONS -AVOKIDDO (Age: 4+) 
https://play.google.com/store/apps/details?id=andy.emotions&hl=it&gl=US

o Put names to emo-
tions and re-actions  

o Connecting the ani-
mals' emotions to 
their causes 

o Exploring cause and 
effect relationships 

o Empathy  
o Understanding & 

care for other crea-
tures 

emotion-
al 

and 
social 

Creative 
expression 
through 
pretend 
play 

POSITIVE PENGUINS (Age: 4+) 
https://apps.apple.com/us/app/positive-penguins/id570371342

o Help you understand 
that feelings arise 
from your thinking 

o Presents emotions to 
choose 

o Challenge negative 
thoughts successfully 
to see things in a 
more realistic and 
optimistic way  

o Relational problem-
solving situations. 

emotion-
al 

and 
social 

You can 
choose 
your pen-
guin 

Info for 
teachers 
and parents 

THE MIDDLE SCHOOL CONFIDENTIAL SERIES BUNDLE (Age 8-14) 
https://apps.apple.com/us/app-bundle/middle-school-confidential-series/id917713588

o Self-confidence 
o Communication 

problems 
o Conflict resolution 
o Out of control emo-

tions 
o Friendship issues  

social 

Interactive 
quizzes that 
let readers 
choose how 
they would 
handle thes 
situations 

THE SOCIAL EXPRESS PROGRAM (Age 5-14) 
https://www.educationalappstore.com/app/the-social-express
o Self managment 
o Non-Verbal Com-

munication 
o Relationship 

o Attentive Listening 
o Conflict Resolution 
o Conversations 
o Critical Thinking 

emotion-
al 

and 
social 

Real life 
situations 

Teachers 
tools 

TOUCH AND LEARN - EMOTIONS (Age 4+) 
https://apps.apple.com/us/app/touch-and-learn-emotions/id451685022

o Read body language 
and understand emo-
tions 

emotion-
al 

Customize: 
introduce 
new emo-
tion and 
hearing 
parent's 
voice 

OK PLAY (Age 3-8)
https://play.google.com/store/apps/details?id=com.okco.okplay&hl=it&gl=US 
o Explore new worlds, 

experiences, and un-
derstanding emotion 

o Build persistence 
o Build new plan 

o Regulating emotion 
o Turn taking 
o Supporting other 
o Build empathy and 

kindness 

emotion-
al 

and 
social 

Share the 
game with 
parents; 
Blog with 
articles 
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to the skills or behaviors required in the child’s natural environment and has value in
predicting daily function (Franzen &Wilhelm, 1996). Five out of 8 apps present real-life
situations or use a fantasy world to represent everyday situations (e.g., animals are used
to avoid gender definitions or language).

Parent’s Involvement: 4 out of 8 apps have a “tips” section for parents or teachers; 3 of
these 4 the involvement of parents is thought in terms of “playing with the children”.
None of the apps includes activities in which the parent works on their knowledge and
skills. None of the apps consider the involvement of both parents and teachers to build
shared knowledge.

Future Time Perspective: only one app includes activities about future, and in terms of
building new plans.

We then addressed tools developed for adults’ education and learning (Table 2). In
this case, again, some main aspects emerge:

Dimensions Addressed: Most apps consider both self-awareness and self-management
(7/9) and only 2 (out of 9 apps) consider social dimension, in terms of strategy tomanage
conflict or strengthen a relationship;

Users’ Characteristics: only Smiling mind provides the opportunity to share similar
activities with other adults;

Ecological Validity: 6 out of 9 apps present real-life situations or use a chatbot that
simulate a conversation;

Future Time Perspective: only 2 apps include activities about future, in terms of
planning actions.

In more general terms, apps that support SEL align with the skills outlined by
CASEL. However, most of these apps do not cover the full range of SEL categories (self-
awareness, social awareness, self-management, relationship skills, responsible decision
making) and leave parents out. Offering them the possibility to become more competent
in SEL skills with a tool that join them to teachers is a way to engage them and realize
the school to home collaboration. Since their value is recognized, their self-perceptions
and parenting skills are fostered.

3 The PSsmile App: Its Development and Use

PSsmile Mobile App has been developed as an intellectual output from the Erasmus+
project “Social-emotional Capacity Building in Primary Education”. It can be seen as an
opportunity to apply the most relevant outcome within SEL studies, portraying a viable
solution for those problems that have been often indicated in SEL curricula. Its main
aim is to raise adults’ awareness of SEL’s importance and develop the target social-
emotional skills, to contribute to building emotionally stable, inclusive, and healthy
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Table 2. Dimensions and key aspects addressed by the main apps created for adults

Awareness Management Domains Ecologic Parents
SMILING MIND
https://play.google.com/store/apps/details?id=com.smilingmind.app&hl=it&gl=US

o Meditation and mind-
fulness exercises 

o Dealing with the 
pressure, stress, and 
challenges of daily 
life 

emotion-
al 

Characters 
mirror 
humans 

MITRA track what matters most
https://play.google.com/store/apps/details?id=com.mitrapp.mitra&hl=es_GT

o Learn how emotions 
impact your ability to 
live 

o Build awareness of 
values and emotions 

o Stay true to your 
personal values 

o Reflect on and record 
what contributed to 
your day’s value 
alignment and emo-
tion rating, view the 
“Analytics” screen to 
see your improve-
ment over time 

emotion-
al Chatbot  

PARADYM: emotional wellbeing 
https://www.appannie.com/en/apps/ios/app/paradym-love-yourself/
o Identify emotional 

patterns  
o Mind-body connec-

tion  
o Confidence, value 

and identity 
o Stress 

o Guidance to help you 
break negative pat-
terns 

o Relationship  
o Team player or solo 

player 

emotion-
al 

and 
social 

Chatbot 

WYSA: anxiety, depression & sleep therapy chatbot
https://apps.apple.com/us/app/wysa-sleep-depression-support/id1166585565
o Build confidence, 

reduce self-doubt and 
improve your self-
esteem 

o Keep track of mood  
o Mindfulness exercis-

es for effective anx-
iety relief, depression 
and stress manage-
ment 

o Manage anger, worry 
and tiredness 

o Manage conflict at 
work, school, in rela-
tionships 

emotion-
al 

and 
social 

Diary  

DAYLIO: Diary, Journal, Mood Tracker
https://play.google.com/store/apps/details?id=net.daylio&hl=en_US&gl=US

o Private journal with 
your mood and activ-
ity of the day 

o Monitoring data 
o Track and improve 

your mood 

emotion-
al 

Empathetic 
Artificial 
Intelligence 
(chat)

(continued)
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Table 2. (continued)

o Understand yourself o Track and improve 
your mood 

emotion-
al 

SUPERBETTER
https://play.google.com/store/apps/details?id=com.superbetter.paid&hl=it&gl=US

o Build resilience, 
achieve goals, tackle 
challenges (anxiety, 
depression, stress, 
chronic pain...) 

o Adopt a new habit, 
learn or improve a 
skill, strengthen a 
relationship, make a 
physical or athletic 
breakthrough, com-
plete a project, or 
pursue a lifelong 
dream 

o Overcome a life 
challenge 

social 

Bringing 
the same 
mindset 
and psy-
chological 
strengths 
naturally 
displayed 
when play-
ing games 

Project and 
lifelong 
dream 

MOOD METER
 https://play.google.com/store/apps/details?id=com.reliablecoders.moodmeter
o Identify emotions 

throughout the day, 
supports when shift-
ing to a different 
emotion 

o Expand emotional 
vocabulary, discover 
emotional nuances 

o Discover what causes 
you to feel the way 
you do and see pat-
terns over time 

o Learn effective strat-
egies to help you 
regulate your feelings 
and enhance the way 
you manage your life 
each day 

emotion-
al 

YOUPER AI therapy for anxiety & depression
https://play.google.com/store/apps/details?id=br.com.youper&hl=it&gl=US
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communities where significant adults, namely parents and teachers, take care of their
own social-emotional functioning and support its development in children.

We will describe and provide details on the app including the general idea, the
explanation of the programme, some screenshots and a first activity. Thenwewill address
how this programme was implemented from IT side, how to use the app for the user and
what information will be collected.

3.1 Basic Choices

The app includes a great deal of daily exercises, a thorough and accurate explanation of
the theoretical background on which SEL is based, infographics showing the progress
made by the users, and a questionnaire for feedbacks, providing relevant data for research
and the opportunity to improve the app, making it more suitable for the users. This
division has been adopted to escort the learners through the entire course, building their
social-emotional skills in an incremental way, one that adapts itself to the needs of the
trainee.

The apphas beendesigned to deliver adult training, both for parents and teachers,who
have their own dedicated sections and activities, since they play different and specific
roles in children’s social-emotional development. Additionally, PSsmile app is unique
because it can also be used by parents and teachers simultaneously. The app was in fact
realized specifically for having these two groups no longer neglected as active agents of
change and supporting for a positive development [29].

3.2 The Five-Week Program and Its Content

In essence, PSsmile Mobile App is an innovative social and emotional learning guide
structured to be a five-week-long programme (Fig. 1).

Fig. 1. PSsmile programme structure

The first four weeks are dedicated to getting acquainted with all the SEL domains,
Self-awareness, Self-management, Social-awareness, Social-management, respectively.
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The fifth week is dedicated to learning to take responsible decisions and thinking about
the future.

3.3 Structure of the PSsmile App

The first thing a new user sees after logging in is a page containing the rules of the
five-week PSsmile Mobile App and here user can get acquainted with the SEL domains
by reading more about them (Fig. 2).

Fig. 2. Individual components of the program

After agreeing to the programme rules, the users finally see the Main activity. Main
Activity has a bottom navigation bar connecting it to Theory and Reflection Questions
sections, as well as a Profile page button at the top right corner (Fig. 3).

Fig. 3. App navigation drawer and
registration page

If they did not download the app on a Monday, a
notification on this screen will invite the users to
come back on Monday or start learning about SEL
in theTheory section. The best practice for the users
is always to read more about the week’s domain in
the Theory section on Monday, before doing the
first task of the week.

Each day of the week, form Monday to Friday,
this page displays a unique SEL activity, related
to the week’s domain. The daily activity section is
divided into three tabs – the first one contains the
name, instructions, and goals of the daily task, usu-
ally paired with a visual; the second one contains a
detailed description of the task that the adult must

do alone; and the third one contains a detailed description of the task the adult must
complete with a child or children.
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To score points, the user must click completion confirming buttons in second and
third tabs and answer all the three reflection questions.

For the users’ convenience, theMain Activity also contains a navigation drawer in the
top left corner. Here the user finds the rules of the five-week programme, a glossary with
more complex definitions presented in the content, a section to review already completed
tasks, a section to read more about the PSsmile project, as well as a form to report a
technical problem.

The application was implemented using Android Studio.
When users open the application, they are always greeted with a Splash screen – a

colorful loading screen containing the project logo. If it is their first time using PSsmile
application, they will be directed to a Welcome page, which invites them to use this
innovative social-emotional learning tool.

The first thing the users must do is register or log in if they already have an account
from earlier (Fig. 4). For this aim they must provide some basic information, such as
their name or nickname, if they are a teacher or a parent, email, and chosen password.

After registration the users receive an email confirmation letter. The users must open
it and validate their email before logging in. After this process is completed, the users
can log in using their email and password. Although, it is important to note, that the
registration using email and password feature will only be active during the research
data collecting period.

3.4 Using the Program

Preferably, the user should start using the PSsmile Mobile App at the beginning of the
week. Every Monday morning the user should read the theory to learn more about the
week’s domain. In addition, each working day the user should read the first part of the
daily task in the morning. After that, during the day, at any convenient time the adult
should mindfully do the personal task, and only after that experience the task with a
child or children. It is evident that adult should first learn more about SEL skills and test
them on themselves before practice with children.

Weekends aremeant for resting or if onewishes – readingmore about SEL, repeating
some of the activities.

3.5 A Closer Look to the Activities: The First Activity in PSsmile App

When the users start to use thePSsmileMobile App, theywill first encounter a description
of the first domain – Self-management – and then the first activity, titled the Tree of
emotions (Fig. 4). With this task the users start their social and emotional learning
journey with improving how to better express emotions verbally.

3.6 Data Collection and Participant Profile

For each user the following basic information (name or nickname, gender and age group),
were collected:

• Status (parent or teacher)
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Fig. 4. Screenshots from day 1

• Activities completed
• Domain and Final score
• Answers to Reflection Questions the participant answers after each activity
• Answers to the App Evaluation Questionnaire.

The reflection questions represent an important section for users to self-monitoring
their learning across the five domains. They could increase their awareness on domains
where they experienced more difficulties or reached higher goals, where they gained
more benefits in everyday life. This section also provides useful information on the
activities that have an impact on the users, which ones were disregarded. For the same
reason, the tool includes the App Evaluation Questionnaire with the following questions:

1. The programme I participated in was unique, positively different from other
experiences I have had.

2. Information was presented in a clear way.
3. Interacting with the app was simple.
4. The navigation structure was easy to use.
5. Application interface was visually appealing.
6. Do you have any suggestions to the creators?

Respondents are required to provide an answer using a Likert scale ranging from 1
(Strongly disagree) to 5 (Strongly agree). This questionnaire will be used only during
the piloting with the aim of knowing details on the performance and improving the
application.

4 Conclusions

Thanks to the basic choices underlying the application, the attention in choosing signifi-
cant activities as well as feedback from preliminary data collected, we expect the use of
PSsmile Mobile App will help moving “towards building emotionally resilient individu-
als who are able to navigate the complex landscape of conflicting goals and dissonance,



176 M. Bortoluzzi et al.

to one of prosocial behavior that promotes human flourishing and the attainment of the
Sustainable Development Goals” (UN Sustainable Development Goals). More specif-
ically, since the COVID-19 pandemic has highlighted the important role that schools,
and contexts will play in supporting a whole children’s development, it will be useful in
ensuring that all members of the community- and children in the first line- receive the
support that they require, first from the closer significant adults in their life, that is from
teachers and parents.

As Iyengar recently argued, “education is the path to a sustainable recovery from
COVID-19” [30]. We hope that a systemic approach can go further to not only support
children currently and during future school disruptions, but also all individuals as edu-
cators, parents and responsible adults that take care of their personal and community
members wellbeing.
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Abstract. Regarding the current social state and the benefits of social distancing,
this paper intends to use technology, namely mobile and web applications, to
control the flow of people in institutional spaces, namely the management of
students at Polytechnic Institute of Viseu. The idea is to use QR codes distributed
in spaces (classrooms, libraries) so that it is possible to carry out monitoring
in real-time. When a professor or student attends a specific room, information
about the number of people in that location will be updated in the app. Thus,
it will be possible to count the number of students present in each space and
carry out the automatic registration of students’ attendance per class, removing
the professor’s concern about registering them. The application will also be able
to effectively control the sanitation of each space since alerts will be issued at the
end of each class to the administrator of the web application. As for the web part,
the responsible institution will be able to make the schedules of the different shifts
available to students via the website to enroll in these shifts and access information
regarding the number of people who intend to attend a specific class. In this way,
it will possibly be better to manage academic sites in terms of social distance.

Keywords: Management · Academic environment · Social distancing

1 Introduction

A technological project is being held at the Polytechnic Institute of Viseu [35] to
contribute to the current social situation in Portugal [8], with the help of professors,
aimed at the development of a mobile and web application that results in an optimized
administration of classes and internal spaces inside an academic institution [14].

In this way, the system works to facilitate access to the acquisition of information
by the student regarding the number of people present in a specific room during a class
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and giving the professor the possibility of getting feedback from the students about their
courses as well, where they will be able to evaluate 1 to 5 stars [22]. A QR code is a
two-dimensional symbol invented in 1994 by Denso [12]. One of the primary group
companies, i.e., Toyota counts the number of people [27]. QR codes can support higher
data density and can be used free of charge, making them a perfect choice for the project
[20].

The study’s primary purpose is to allow a student to perform the scan available
physically at the university classroom door. In this way, their entry will be counted in
the database, making this information available to the administrator, professor, and other
students, all related to the class.

Likewise, at the end of the class, the student will scan the QR code from inside the
room. The professor will have the option to end the lesson, receiving a list of atten-
dance with the names and numbers of each student present. The university manager will
administer the web, where he will have options to insert students and professors, remove
them, manage disinfection alerts for places after classes and keep track of general data.

The development of this management tool arose, intending to return to the univer-
sities’ classroom classes, it is possible to manage the number of students in specific
classrooms during certain courses [6]. Thus, it facilitates the teacher’s registration of
presences and gives information on the number of students present in a room.

2 Background

As we know it today, the Internet was started as a military project between the 1960s and
1970s to share information between the bases in a safe way [1]. In this sense, Velloso [32]
brings the definition of the Internet that nowadays is employed as the most prominent
electronic communication network, operating in all parts of the world in millions of
computers.

Over time, the Internet underwent significant changes until it reached its commercial
use in the mid-1990s [33]. The same, which was previously private to the United States
of America citizens, was disseminated in other countries, similarly entering society to
electricity at the end of the 19th century [28].

We live in the so-called “information age”, where we are updated concerning the
latest events worldwide and almost instantaneously, thanks to the Internet, which enables
socialization and communication between people from different places of the world [10,
30].

Then, it is perceived that the Internet is increasingly present in a globalized context
[18]. Its presence is even more on the agenda in the current social and economic scenario
that we find during the period of isolation, the result of the pandemic caused by the virus
SARS-CoV-2 discovered in 2019 in China, Wuhan, causing instant lockdown by the
authorities and thousands of deaths [7, 31].

The discovery of this new type of virus has brought a turnaround in the way we
organize ourselves. Different areas, such as education and business institutions, have
had to, more than ever, resort to the Internet, migrating all their activities to online
platforms [21].



Management Technology for Institutional Environment 181

Regarding the transition of schools and universities, they had to abruptly organize
themselves to find a way to migrate their entire teaching and learning system to be
condensed into classes held using electronic devices [23]. Online learning is nothing but
the use of the Internet applied to educational purposes [29].

In this way, students at all levels of education were also affected by the rapid change
in teaching standards known as “remote learning” [16].As a result, theywill not complete
their school curriculum and assessment in the usual way, and, in many cases, they have
been torn away from their social group almost overnight [9].

Indeed, the transition from conventional teaching methods to online methods has
pros and cons [11]. On the one hand, it causes the lack of contact between instructor and
student that, for some students, can be crucial due to lack of attention and concentration
in classes [11]. Because it depends entirely on electronic devices and the Internet, online
learning can jeopardize both teachers and students who have a bad Internet connection
or out-of-date devices [34]. On the other hand, online classes promote studies in envi-
ronments more conducive to student comfort, which can be seen as a disadvantage or
advantage [15]. In addition, it is providing a safer environment because we do not have
to physically move to attend classes, reducing the risk of contamination of the virus [17].

Also, as expected, not all universities and schools could, both financially and techno-
logically, migrate their education and learning systems to online platforms [24]. In this
way, many students worldwide, more specifically in underdeveloped countries, while
was directly impacted by lockdown and rapid lifestyle change, have been jeopardized
for months without access to classes, whether face-to-face or online [13]. Consequently,
they will graduate after an extended period, in addition to future challenges in the labor
market, as Sahu states that the graduates are going to face the severe recession of the
global recession caused by the COVID-19 crisis [4].

It is, in fact, an overwhelming situation, because on the one hand, online learning
is currently saving us during this pandemic period [5]. On the other hand, however,
there are still universities and educational institutions that need face-to-face access to
education due to the financial conditions of the institution and students [3].

3 Materials and Methods

3.1 Requirement Analysis

Requirement analysis is an essential aspect of project management, as it aims to docu-
ment the steps that the softwarewill perform. It consists of recognizing and evaluating the
problem, deconstructing it into smaller parts, modeling data, and consolidating functions
and interfaces.

When applied to software development, this step can predict the behavior of the
system, including any unexpected problems, as it alsomakes it easier to add new features
to a project already under development, meaning less investment and human resources.

It is noteworthy that the requirements are fundamental for modeling, design, imple-
mentation, testing, and maintainability, as they are separated into two main aspects:
functional and non-functional requirements.
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3.2 Functional Requirements

According toRuthMalan, functional requirements describewhat the systemdoes or does
not do by defining services and tasks. That is, all the needs, features, and functionalities
are expected in a process that the software can meet. Functional requirements, in short,
refers to what the system must do, and as they cannot be measured, they are specific
actions or behaviors of the system [19].

Regarding the mobile app, it will be developed so that professors and students can
access it. This way, it will be divided into two parts: the students and the professors. For
the functional requirements of the mobile app, Table 1 describes the most relevant ones.

Table 1. Functional requirements (student perspective app)

# Description for the app - student Priority

1 It should be possible for the user to request a reset of their password,
informing the e-mail address

HIGH

2 The system must provide a list of upcoming classes for the user HIGH

3 The system only accepts users belonging to the email list registered by the
administrator

HIGH

4 The user should see information about the class such as professor, date, time,
place, other students’ class rate, subject, and description

HIGH

5 The user should have access to exercises related to a specific class HIGH

6 The system should allow the student to rate a professor’s class from 1 to 5 stars HIGH

7 The system must allow edit user data, such as name, email, and photo MEDIUM

8 The system should display information about the number of classes taken,
graphics about performance, etc

MEDIUM

9 The system must allow the user to access other user profiles LOW

Regarding the user from the perspective of the professor, Table 2 demonstrates the
most important of them.

The web application will be aimed at the university administrator to add files regard-
ing the classes, students, professors, and classrooms. When it comes to its functional
requirements, those can be found in Table 3.

3.3 Mobile App

The mobile application development is being carried out in the modern Dart program-
ming language, developed by Google. According to [18], Dart is a general-purpose
programming language designed with ease of use, familiarity to most programmers,
and scalability in mind. Along with this powerful language, the Flutter framework is
also being used, which allows the rapid and scalable development of mobile and web
applications. Minetto explains a framework as a ‘basis’ from which one can develop
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Table 2. Functional requirements (professor app perspective)

# Description for the app - professor Priority

1 It should be possible for the user to request a reset of their password, informing
the e-mail address

HIGH

2 The system only accepts users belonging to the email list registered by the
administrator

HIGH

3 The system must provide a list of upcoming classes for the user HIGH

4 The user should be able to add and edit the description of the class HIGH

5 The system must allow the user to attach exercise files to classes HIGH

6 The system must allow the user to initiate and end classes HIGH

7 The system must allow the user to export files containing information about the
class attendance list

HIGH

8 The user should be able to publish announcements in the community area MEDIUM

Table 3. Functional requirements of web application

# Description for the web – university administrator Priority

1 The system should allow registering of new users, performing the validation
via a confirmation email

HIGH

2 It should be possible for the user to request a reset of their password,
informing the e-mail address

HIGH

3 The user must be able to add new places that belong to the university HIGH

4 The user must be able to add new users and classes HIGH

5 The system must alert the administrator if a classroom is highly busy with an
urgent disinfection alert

MEDIUM

6 The system must show statistics about the university (number of app users,
number of internal places, etc.)

MEDIUM

7 The system must allow edit user data, such as name, email, and photo LOW

something more significant or more specific. It collects source codes, classes, functions,
techniques, and methodologies that facilitate the new software development [17].

One of the advantages of using a framework is automating tasks through internal
operations that prevent unnecessary code repetition. Therefore, the Flutter framework
was chosen because it is a robust, time-saving framework with multiple features that can
build and maintain quality mobile applications. Figures 1, 2, 3 and 4 show the prototype
developed so far regarding the student part of the application.
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Fig. 1. The initial screen of the app with login buttons for the professor and student

Fig. 2. Student login screen
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Fig. 3. Home page with upcoming classes and notifications

Fig. 4. Information about a class
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3.4 Web Application

Regarding web pages that are available to the administrator, the front-end is being imple-
mented using the HTML markup language, created in 1991, and the CSS style sheets,
the latter being optimized using the Bootstrap framework. The language is limited and
has only the function of pointing out what information should appear in the browser [4].
When talking about HTML, it is also necessary to quote a language for styles and defini-
tions of the layout of HTML documents. In this context, there are cascading style sheets
(CSS). Cascading style sheets change the way pages are organized. The user can set in
a single location the formatting used by each tag [22]. CSS is a formatting mechanism,
such as color insertion, fonts, spacings, among other needs, all for better interaction with
the user.

Since there is a need for data storage, it is necessary to use a Database Manager
System that is defined as a general-purpose software system that facilitates defining,
building, manipulating, and sharing databases between multiple users and applications
[28]. In other words, they are software that provides the user with the ability to guarantee
and manage the integrity of the data and create and store them. For the creation of the
application design, the Adobe XD the program, designated for prototyping and design,
was used. Figures 5, 6 and 7 present the prototypes developed in Adobe XD for the web
application.

Fig. 5. Login screen for the administrator

3.5 Survey Questionnaire

A survey was applied as a questionnaire to validate the problems found in the hypotheses
raised during the project. Thus, two surveys were developed to conduct the research,
which, as explained in [26], collects data from a series of pre-elaborated questions.
In total, 27 professors and 52 students from the Polytechnic Institute of Viseu were
interviewed. Some were having and teaching online and in-person classes when this
survey was developed and tested, while others were only having online courses, as the
results show.
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Fig. 6. Dashboard

Fig. 7. Add new spaces to a university page

These surveyswere developed for two future users of themobile application: students
and professors. The questions were designed to understand better how people are dealing
with online learning and teaching and if they would find it acceptable to return to in-
person classes if better management of the number of people took place. The results are
described in Figs. 8, 9, 10, 11, 12 and 13.

As shown in Fig. 8, most teachers are still taking classes online, with a percentage
of 88.9% in the “yes” answer. Next, as shown in Fig. 9, most teachers want to know
the opinion of the students about the classes. Thus, one of the features designed to be
implemented in the project’s mobile application is the possibility of rating a professor’s
class out of 5 stars. Finally, as shown in Fig. 10, the professor likes the idea of automation
in obtaining the attendance list.

Next, the questionnaires applied to the different students were analyzed, verifying
that 69.2% of respondents develop more excellent content retention when participating
physically and personally in the teaching process. In comparison, only 17.3% of students
prefer the online methodology, as shown in Fig. 11. Furthermore, as presented in Fig. 12,
65.4% of students would like the possibility to evaluate a teacher’s class. Finally, Fig. 13
shows that 61.2%of the students interviewed responded positively towhether theywould
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Fig. 8. Answers to the question “Are you currently teaching online?”

Fig. 9. Answers to the question “Would you like to know what your students have to say about
your classes?”

Fig. 10. Answers to the question “Would you like to have automation in the process of obtaining
the attendance list?”
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feel safer andmore comfortable if there were better management of the number of people
within a classroom.

Fig. 11. Answers to the question “Which teaching methodology do you have the easiest learning,
attention, and knowledge retention when participating in?”

Fig. 12. Answers to the question “Would you like to be able to rate a professor’s class?”

Through this short survey, it was found that the data presented in the charts both
students and teachers are willing to test new technologies regarding the best student-
professor relationship in the educational field, and mainly some relevant points were
noted for the construction of the solution.

Initially, the survey of the functional and non-functional requirements of the system
was distributed. According to [25], non-functional requirements, unlike functional ones,
do not express any function performed by the software but rather behaviors and restric-
tions that this software must satisfy. Thus, it is a software engineering step in which
development paradigms are constructed from the functionalities that the system must
perform.
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Fig. 13. Answers to the question “Would you feel safer if you had a better management of the
number of people in a classroom?”

Among the functional requirements, the following stand out: evaluation of teach-
ers, feedback of classes by students, registration of places in the institution by the
administrator, among others.

3.6 Use Case Diagram

In system analysis, a use case diagram helps the team understand how a user might
interact with the system that is being engineered. Ivar Jacobson designed this diagram
in 1986. It consists of a methodology that can also be used outside software engineering
with a few adjustments and helps identify all system requirements [2].

There are four main components in a Use Case Diagram: actors (1): the users who
interact with the system. The actor can be an external person, organization, or system
that interacts with your application or system. However, they must be external objects
that produce or consume data. (2) System: a specific sequence of actions and interactions
between the actors and the system. The system can also be called a scenario. (3) Goals:
the result of most use cases. A correctly created diagram should describe the activities
and variants used to achieve the goal. (4)Use case: horizontal oval shape and representing
the different uses that a user can have. (5) Associations: a line between actors and use
cases. In complex diagrams, it is essential to know which actors are associated with
which use cases.

In Fig. 14, there is a simple use case diagram to illustrate the system overview.
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Fig. 14. Use case diagram for overall system

4 Discussion and Conclusions

It is undeniable how fast every aspect of living changed after the world breakout in 2020,
including teaching methods. Yet, until this day, every time a school or university tries to
open doors, it immediately shuts down after a few days, commonly because of the virus
outbreak.

Given this issue, there is a need to manage university institutions and the use of
technological applications to do so, thus ensuring the security conditions to minimize
the contagious caused by SARS-CoV-2 in these environments. Therefore, we aim to
make it possible, enabling the use of digital presences and functionalities that allow
the student to give feedback on the classes attended, increasing the proximity between
professors and students.

After the data, we could gather it by carrying out the survey. We could state that both
professors and students are open-minded about the application we intend to develop. For
example, informing the users of the number of people present in a roomwill be beneficial
to the administrators to create a greater sense of space and disposition of students in a
classroom. In addition to giving the professor automation in obtaining the attendance
list of a particular student in their class to improve his didactics based on the feedback
that his students will provide on the platform, to improve their teaching techniques.
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Abstract. In this work, the Augmented Reality (AR), Virtual Reality (VR) and
Mixed Reality (MR) technologies are presented as candidate tools for promot-
ing cognitive and physical activity and for avoiding social isolation in ageing
population. The work includes a desk-research, focused on the software/hardware
solutions, innovations and challenges. An experimental study in ageing population
has been conducted to get preliminary results about the benefits and drawbacks
of these technologies for elderly. The positive feedback received open the door to
extend the study with specific key performance indicators (KPIs) that can help to
better measure the improvements of cognitive and physical activity through con-
tinuous training, and e.g. to study the benefits on ageing population with specific
impairments or degenerative diseases like dementia, Parkinson or Alzheimer.

Keywords: Augmented reality · Virtual reality ·Mixed reality · Ageing
population

1 Introduction

The increasingly exponential growth of ageing population and the lack of resources to
manage their needs has stimulated the creation of new frameworks and solutions, where
the Information and Communication Technologies (ICT) have an important role in them.
The pandemic of covid-19 has also served to reinforce the fact that the ICT can help to
avoid isolation, permitting social interaction when the mobility of population is reduced
or restrictions by lockdown are applied. But ICT are also promoted in ageing population
for helping them in healthcare needs, e.g. to combat cognitive ageing. In this regard,
immersive technologies like Augmented Reality (AR), Virtual Reality (VR) or Mixed
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Reality (MR) offer older people the opportunity to be stimulated, and to live, in a virtual
reality environment, simulating activities or physical exercises that they used to do or
cannot do now due to illness or physical/mental impairments.

VR, MR and AR are immersive media technologies that provide new scenarios
and applications to education, healthcare, business and society, enabling new ways of
learning, interacting, communicating, enjoying and working. Although numerous appli-
cations have been or are being developed for the immersive media AR, MR and VR,
uniform technical and legal standards and the methods for workflows to develop content
and products are still missing for mass market maturity. Distribution channels through
which larger user groups can use these media are just emerging as well. In short, AR,
MR and VR are innovative technologies that are still in an early stage of development
[1] (Fig. 1).

Fig. 1. Differentiation of VR, AR and MR [2]

One of the biggest differences between AR/MR and VR (at the current time) is
that AR or MR is more of an individual experience, whereas in VR enables an easier
communication and collaboration with other avatars, like in multiplayer video games.
However, according to recent reports [3–5], AR will also soon move towards collabora-
tion. Nevertheless, AR/MR and VR should not be seen as competing products, as both
have individual potential uses with advantages and disadvantages.

In this work, the AR, VR and MR technologies are introduced in depth, identifying
the state of art, research, innovations and challenges of these for ageing population. The
research is focused on the software/hardware solutions existing that can be applied in an
extended Ambient Assisted Living (AAL) where intelligent furniture and living habitat
of the ageing population is expected. The research also includes an experimental study
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carried out with AR and VR, to show the benefits of using these technologies in ageing
population.

This contribution is organized as follows: Sect. 1 introduces the work. Section 2
definesVR,AR andMR technologies, reviews themost popular devices and applications
that are found in the state of art and market. Section 3 explores the development and
application tools of AR,VR andMR that could be useful for ageing population. Section 4
explains the experimental study carried out tomake a first assessment of the suitability of
using AR andVR technologies for stimulation in elderly people. Finally, Sect. 5 presents
the conclusions and future work.

2 AR, VR and MR: Definition, Devices and Development Tools

2.1 Virtual Reality

VR, from a technology-centered perspective, is a set of computer systems that create
immersive and interactive environments through appropriate hardware such as stereo
displays. VR is also defined as a methodology for giving users the experience of inclu-
sion in an illusory reality. The goal is not necessarily to achieve a perfect VR in which
virtuality and reality can no longer be distinguished. Peculiarities of human perception
such as the “Suspension of Disbelief” can be used to create effective virtual environ-
ments for people and to give them the feeling of being present in VR. This can serve
different purposes: research (e.g. human perception), education, entertainment, support-
ing communication, visualising simulation results or economic goals (e.g. prototyping
to increase efficiency or save costs). The goal of VR is mainly focused on creating
innovative interfaces between humans and computers [6].

VR experiences can have different levels of immersion, understood as the capacity
of a system to generate an environment that emulates experience of presence in the real
world. Depending on the degree of immersion, VR are classified as:

• Non-immersive: They show the virtual world through a combination of three-
dimensional images on screen, sounds and a high degree of interaction with the
simulated virtual world. The hardware used is low cost and easy to install. A clear
example is the desktop personal computer and 3D video games. Although they are not
immersive systems per se, they are capable of generating a high degree of attraction
of the user’s attention, producing strong emotional responses.

• Semi-immersive: These generally comprise a projection system that displays the
virtual environment on the walls and floor of a room. They also have a system that
tracks the user’s head movements in order to adjust the simulation accordingly, and in
most cases, they incorporate a handheld device to interact with the virtual world. This
type of system has a multi-user capability, where several people can enjoy the virtual
experience, which makes them very interesting in collaborative work environments.
These systems require a large space for their installation and their cost is high.

• Immersive:They offer the highest degree of immersion, making the user’s perception
of the virtual world as close as possible to the human relationship with the real world,
blurring the line between the physical world and the digital or simulated world. These
systems are generally comprised of a helmet with a stereoscopic vision system that
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allows the user to visually perceive the three-dimensional virtual world in a way that is
identical to how the real world is perceived. The helmet also incorporates position and
movement sensors that synchronise the user’s position and perspective with the virtual
world in real time, aswell as headphones that reproduce a surround sound environment
and various input devices, such as joysticks or gloves, that allow interaction with the
virtual world. The cost of these systems varies from medium to high, depending on
the system chosen and its peripherals.

The most popular devices that enable a VR experience are the VR goggles with
headphones. They enable virtual or visual experiences. In virtual experiences, the user
does not interact with the real world, and is immersed in a virtual environment with an
avatar. The user can manage it with gestures, controllers or a special suit via motion
tracking. In visual experiences, the user is immersed in the virtual environment only
with visual role, e.g. when playing Minecraft or visiting a virtual world such as Second
Life by means of a computer screen [7] (Figs. 2, 3, 4 and 5).

Fig. 2. VR traking [8]

Fig. 3. HTC vive tracker [9] Fig. 4. Cybershoes [10] Fig. 5. VR glasses [38]

2.2 Augmented Reality

AR is defined as a set of tools that offer a user experience in which the real world that the
user perceives is enriched by additional information, usually generated by a computer.
Then, AR can be understood as an integration of the virtual world into the real world. The
real world can be augmented by one or several senses, which means that visual, sound,
tactile and even olfactory AR experiences can be achieved, separately or a combination
of them.

AR experiences with a visual component can be classified according to their levels
of immersion, with the following degrees or levels:
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• Non-immersive: These monitor the user’s orientation by means of sensors and cap-
ture the real world through a camera, which in turn is shown to the user through a
screen. It is in this interface where the integration of the real world with the virtual
elements takes place, which are oriented according to the data received by the sensor
system. Currently, most of mobile devices in the market (smartphones and tablets) are
compatible with these developments, and are used as tools for capturing, processing
and projecting the augmented experience. This is a low cost solution for enjoying the
AR experience.

• Immersive: These are the same as in VR experiences, but with the use of a set of
cameras that capture the real world and transfers it to the helmet’s vision system. The
experience reproduced has a strong immersion, by combining its stereoscopic vision
system, together with the advanced sensor system and controls for interaction with
the virtual elements.

The most popular devices for VR are the smart glasses such as Google Glass or
slightly futuristic-looking glasses likeMicrosoft’sHoloLens,which alsomake it possible
to superimpose virtual elements in the real world [7].

AR can be enjoyed also through smartphones with camera and apps such as Aurasma
[11], which superimposes content on the smartphone screen over the images that come
from the camera; e.g. info about historical monuments placed in the street, or translating
text captured by the camera in real time.OnepopularARexample is the smartphonegame
Pokémon GO, in which Pokémons are superimposed on the user’s current surroundings
[1] (Fig. 6).

Fig. 6. Aurasma [8]

2.3 Mixed Reality

MRbelongs to the continuous spectrumof virtuality, integrating thevirtualworldwith the
real world but one step further, allowing the physical elements of the user’s environment
to be components of interaction with the virtual elements. This allows the creation and
modification of virtual objects through data obtained from the real world and a better
integration of the virtual elements in the real world, by being able to calculate how they
are affected by the real physical environment in which they are incorporated, e.g. to
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adapt the shadows and reflections to the physical environment, to modify the lighting of
the object depending on the luminosity of the scene, to limit their movements to the real
environment, etc.

MR systems can be classified analogously to AR systems: non-immersive systems
and immersive systems, as AR systems were taken as the basis for further research and
development in MR technologies.

The term MR is often used synonymously with AR and associated with data glasses
such as the HoloLens. Since both cases involve the expansion of the real-physical envi-
ronment through the integration and overlapping of virtual objects, the terms MR and
AR are used synonymously in this work.

MR is currently in a development phase and requires a boost in research at both
software and hardware level, making it necessary to explore improvements in the algo-
rithms for interpreting the real world and perfecting the capabilities of components and
systems for immersive technologies.

3 AR and VR Tools for Stimulating and Motivating Ageing People

AR and VR can be used as a driver technology for avoiding isolation, stimulating and
motivating ageing population, tools to support active ageing [12].

With AR, it is possible to superimpose a lot of information in text, graphics, video
and audio into a real time environment. Elderly people can participate interactively with
the environment, exploring and learning details of each significant area of the event site
[13].WithAR is also easy to design interactive paperworksheets to be used inworkshops
for adults and ageing population. The work is done by uploading the triggers (objects
such as pictures that are recognized by an AR app when users look at it through the
camera). The AR app (e.g. Aurasma) enables to add overlays. When a user scans the
worksheet with the AR app, tips, learning videos or additional tasks are plotted [14].

The AR interface can reduce cognitive load and provide correct spatial informa-
tion, promoting the spatial visualisation ability of older adults [15]. Some AR gaming
applications have also proven to be useful for early detection of dementia and cognitive
training [16].

At present, we can find some interesting applications and services for creating inter-
active AR contents for different purposes. Thinking on elderly people, a set of tools are
identified as suitable candidates for cognitive and physical stimulation. They are listed
in Table 1.

On the other hand,VR allows users to interact with allmanner of objects and systems,
including those that are too small, too large, or perhaps too dangerous to experience in
real life. With VR, elderly people can work in stimulating tasks, such as assemble,
disassemble, manipulate and modify objects and environments in ways that have not
been possible previously. VR can also help ageing population to expand their knowledge
about complex concepts that cannot be explained otherwise.

VR enables to engage the senses, emotions and cognitive functions of the brain,
harnessing themost powerful aspects of retention. Now, frommanufacturing to customer
service, organizations are jumping on the bandwagon, realizing that virtual visits in
training can really affect their bottom line. VR, delivered through immersive headsets,
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offers the opportunity for interventions to improve physical, mental and psychosocial
health outcomes in older adults [17].

Nowadays we can find applications that allow health professionals and caregivers to
create their own content for VR glasses, focused on ageing population. One of the most
popular is the tool provided by Google, which enables virtual field trips with its Google
Cardboard and Google Expeditions apps. Others are also coming onto the market with
higher-priced glasses such as the Oculus Rift or the HTC Vive [18].

A set of interesting applications have been identified that could be beneficial for
stimulating elderly people, even although some of them were primarily designed for
educational purposes. They are summarized in Table 1.

Table 1. List of suitable AR/VR tools and apps for being used for stimulating elderly people

AR tools/apps VR tools/apps

Quivervision Education [19] Boulevard [20]

Mirage [21] Tilt Brush [22]

Sky Map [23] Nature Treks VR [24]

Google Expedition AR [25] Google Expedition [26], Google Earth VR [27], Google Arts &
Culture [28]

FaceRig [29] YouTube VR 2021 [30]

Aurasma [11] Oculus Room [31]

Star Walk 2 [32] Renderver [33]

4 Experimental Study of Immersive Experience of Ageing
Population with AR/VR

There are numerous works that present different applications of AR and VR to improve
the quality of life of older people, e.g., on how to improve spatial vision [15], medication
management [34], early detection of dementia and cognitive training [16], fall prevention
[35], etc. But only a few show results of using these technologies already implemented,
freely available and easily accessible tools.

In this context, in this work an experimental studywas carried out with elderly people
to measure if immersive experiences using AR and VR could be beneficial to them.
The candidates were 10 people over range of 73–80 years old, without mental/physical
impairments or diseases, living alone or with a partner. Six of them are women and four
are men.

This study was conducted during the month of April 2021 in Spain, so the global
covid-19 pandemic situation prevented a larger number of participants, as the study
candidates belong to the at-risk population. In addition, the restrictions and security
measures resulting from the pandemic also influenced both the development and the
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number of participants. It should be noted that all necessary distancing and hygiene
measures were complied with and the activities ran smoothly.

The candidates were invited to enjoy two different experiences: to use AR app using
smartphones and to use VR glasses in which they watched 360 videos on topics of
interest to them and to try out. The VR experience consisted of watching or visiting one
of the following list of possibilities: (1)Machu Picchu, (2) TheMaldives, (3)Manhattan,
(4) Seeing a pride of lions and (5) Wild dolphins. Six of them decided to enjoy an
experience of virtual travel and four of them to watch animals. For the VR experience,
REDSTORMVRglasses [36]with built-in headphones for amore immersive experience,
and adjustable grip were used. The ARLOOPA [37] application was used for AR, giving
them the opportunity to overlap some virtual elements on their real environment.

After enjoying both experiences, the users filled a questionnaire to gather key infor-
mation that could help us to primarily evaluate the suitability in the use of immersive
technologies in the elderly population. The questionnaire was designed to capture also
two KPIs:

– Positive or negative feelings with the experience.
– Weaknesses in the use of the devices, technologies and environment (Figs. 7, 8, 9, 10,
11, 12, 13 and 14).

Fig. 7. Virtual experience Machu Picchu. Fig. 8. Virtual experience Pride of lions.

Fig. 9. Virtual experience Manhattan. Fig. 10. Virtual experience Maldives.
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Fig. 11. Virtual experience wild dolphins.

Fig. 12. Virtual visit to Machu Picchu. Fig. 13. Virtual visit to the bottom of the sea
with wild dolphins.

Fig. 14. ARLOOPA app – screenshots.

For reasons of data protection, only the gender and age of the respondents were
collected as personal data. The age of the respondents is between 73 and 80 years old,
40% man, 60% woman.

They were asked about overall rating of the AR experience. The results were very
positive, 60% 9 points over 10, 40% 10 points over 10 (Fig. 15). The users were also
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Fig. 15. Rating of AR experience.

asked about their emotions during the AR experience. The answers (Fig. 16) reflected
that they felt closer to the young population, being enthusiastic and excited to be able to
use these technologies.

Fig. 16. Feeling during the AR experience.

Theywere asked about theAR experience lived.Most of themdeclared it was fun and
moving. They also stated that to see the information superimposed on their environment
was impressive and exciting. They were entertained and showed interest in continuing to
play with the application and its different functions. A summary of the answers gathered
is shown in Fig. 17.
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Regarding augmented reality, what did you think about what you were able to see through 

the mobile phone at home? 

I found it very amusing to see how an elephant appeared in the room. And I really enjoyed seeing 

the Mona Lisa painting in my living room.  

I was very impressed to see the eagle, it looked very real.  

I enjoyed playing with placing furniture in different places in the living room.  

I found it a very moving experience. I liked on the mobile screen how the animals moved in my 

house.  

I found the experience very fun and entertaining. 

I loved to see the eagle flying on my balcony, it was very beautiful. 

I found it very interesting, I liked it, now I understand my grandchildren better and why you 

spend so much time playing with the mobile phone, but I still think that the mobile phone is only 

for a short time a day.  

I really enjoyed seeing the animals in my house and choosing new furniture and placing it in my 

living room. 

I liked it, but I prefer to go to the countryside and see the real animals and breathe fresh air.  

I liked it and I was entertained for a while. 

Fig. 17. Synthesis of the AR experience.

On the other hand, the overall evaluation of theVR experiencewas also very positive,
with 50% giving the experience the highest score and the other 50% giving it a 9 out of
10 (Fig. 18).

Fig. 18. Rating of VR experience.

In order to synthesize the emotions experienced with VR, we provided them with
a list of 6 statements (Fig. 19). Most of them stated that they felt disconnected from
their everyday life, felt that for a short period of time they were away from home and
had interest in the places they were visiting virtually. The experience was fun both for



208 M. V. Gómez-Gómez et al.

learning and getting to know something new and for feeling integrated by being able to
use this technology.

Fig. 19. Feelings during the immersive experience.

They were also asked for the positive things of using VR. All of them answered
to have had an enriching and immersive experience. The feeling of doing something
different for the first time and feeling integrated, both for the experience and for the use
of the devices and technology. The list of the answers gathered is shown in Fig. 20.

What is the best thing you can say about this experience?
It seemed like I was really in Machu Picchu. The scenery was beautiful, and all this sitting on the 

sofa in my house. 

I liked everything. And I had a very fun time. 

Have the feeling of being in the jungle with the lions. To be able to turn around and see everything 

around me. 

Some of the images were a bit blurry, but I really enjoyed seeing the dolphins in the sea.  

Feeling like I was away from home in a different country, and seeing beautiful places. 

I really enjoyed the scenery I saw even though the glasses were a bit heavy and uncomfortable.  

Seeing and listening at the same time made me feel that I was really in this place.  

The feeling of freedom and disconnection, watching TV is very boring at times, I really enjoyed 

the experience and the feeling of being somewhere else. 

Being able to turn around and see everything was a new and very exciting experience, everywhere 

I looked I had things to see. It felt like I was present at the site of the video.

Seeing the family of lions, one of them looked like it wanted to greet me and I reached out to try 

to touch it. 

Fig. 20. Synthesis of the experience with VR.

Some problems were also detected during the experiment. Eight of the ten partici-
pants encountered some problems with the use of the glasses due to the weight of the
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glasses and the lack of sharpness in the images. With more modern and higher quality
devices these sensations can be reduced considerably. Figure 21 summarizes the list of
drawbacks.

Have you had any discomfort while using the goggles?
No

The glasses bothered my nose a bit. 

The image was not very sharp and the glasses were a little annoying.  

I got a little dizzy.  

I had to take off my glasses to be more comfortable with the device and I couldn't see very clearly. 

The glasses are a bit heavy and they bothered me a bit.  

A little dizzy when I took the device off.  

No, everything has been fine.  

I've had a weird feeling about having those big glasses on my face, they're not very comfortable. 

Fig. 21. Discomfort while using VR glasses.

Figure 22 shows participants’ ratings of their experiences with VR andAR according
to gender. As can be seen in the graph in Fig. 23, there is hardly any difference, despite
the fact that women rated them higher, both sexes rated the experiences above 9.

Age Gender

Between 1 and 10 (one being the 
lowest and 10 the highest) How would 

you rate the experience with the 
virtual reality glasses?

Between 1 and 10 (one being the 
lowest and 10 the highest) How would 

you rate the experience with 
augmented reality?

99namoW37
0101namoW87

901namoW47
019namoW57
0101namoW87

901namoW57
0101naM97

99naM08
99naM97
99naM37

Fig. 22. Data collected on VR and AR experience ratings.

Moreover, the trainers of the study also detected that most of candidates presented
other problems during the experiment. Most of them were related to the difficulty can-
didates had in handling the devices, visualizing buttons or commands, need of training
and help in its use. Finally, the high cost of some of the devices and applications for
AR and VR, not mentioned during the experimental study, could be a handicap for their
massive adoption for ageing population.
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Fig. 23. Average rating of VR and AR experiences by gender.

5 Conclusions

In this work, the AR, VR and MR technologies have been introduced as suitable tools
for promoting cognitive and physical activity and for avoiding social isolation in ageing
population. The work has included a review of the most popular hardware and software
solutions found in the state of art and market and the use of them for specific activities
focused on elderly people. An experimental study has been also carried out to get a
preliminary feedback about the benefits and drawbacks of these technologies for elderly.
Although the technologies used in the study were very welcome by the candidates,
reflecting positive feelings and experiences, some drawbacks were exposed, most of
them related to the convenience of the devices. Trainers in the study also detected that
elderly population need specific training for the use of these technologies. The positive
balance in the experimental study opens the door to extend the study with specific KPIs
that can better measure the improvements of cognitive and physical activity through
continuous training, and e.g. to study the benefits for ageing population with specific
impairments or degenerative diseases like dementia, Parkinson or Alzheimer.
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Abstract. The world population is ageing at a fast pace and to enable elderly
to age at home can become a viable solution both economically and socially
speaking, leading also to the overall improvement of the elderly’s well-being and
comfort. There are currently a fewAAL (Ambient Assisted Living) systemswhich
although operational are not yet optimal in terms of efficiency and security. This
paper proposes a welfare technology solution called Ageing@home which aims
at enabling newly hospitalized elderlies to come home earlier by making use of
a dedicated 5G network slice for health care system. Such an isolated logical
network will provide adequate security, privacy and reliability for the selected
welfare technologies and services deployed at the elderly home. The proposed
solution allows the selection and customization of needed welfare technologies
and services and promotes the re-allocation and re-use of equipment. Validation
methods and a business plan have been presented as well as a thorough description
of a proof-of-concept implementation.

Keywords: 5G mobile networks · Network slicing · Assisted living · Home
based elderly care ·Welfare technology

1 Introduction

Ageing population is taking place across all countries of the world, raising major issues
for the direction of social policy [1]. The proportion of those aged 60 years and older
in the Global North is expected to reach 32% in 2050. In the Global South, the share of
older persons increased slowly between 1950 and 2013, from 6% to 9%, but is expected
to accelerate in the coming decades, reaching 19% in 2050 (UnitedNations, 2014a). This
can lead to significant challenges such as increased dependency rates, overload of the
healthcare systems, lack of elderly homes to provide support, etc. Enabling elderly people
to stay and live in the comfort of their own homes as much as possible is a good solution
to address those problems, as it puts less pressure on the current healthcare systems
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and is by far more cost efficient than elderly homes. It is important nonetheless to be
able to monitor the senior citizen’s well-being and to provide appropriate guidance and
assistance in this process. In Europe, the Ambient Assisted Living (AAL) Programme
[2] has as an objective the development and use of new technologies to allow elderly
and disabled people to live comfortably at home, improving their autonomy, facilitating
daily activities, ensuring better security, monitoring and treating sick people. Similarly,
in the Nordic countries including Norway, welfare technologies [3] have been proposed
to provide better services for the elderly living at home and in nursing homes.

Unfortunately, the state-of-the art welfare technologies are still suffering from many
major limitations [4], such as: operation instability, deployment difficulties, poor usabil-
ity and high costs which hinder their adoption and use [5]. One of the root causes lies
on the use of WLAN (Wireless LAN) as connectivity technology, which suffers of dis-
advantages like poor security, complex configuration, limited portability, dependency
on electricity, etc. Indeed, it could be quite challenging at deployment to configure and
obtain optimal connectivity with WLAN. To remedy the mentioned shortcomings, we
proposeAgeing@home, a 5G-based solution,whichmakes use of the concept of network
slicing to provide simple and quick deployment, simple recollection and re-use of allo-
cation of equipment and service adaptability and extensibility. This solution is a further
refinement of Home-based Elderly Care solution realized at the Secure 5G4IoT lab in
Oslo [6] which enables the elderly who just had an operation at hospitals to come home
by tailoring and deploying technology equipment e.g., sensors, actuators, monitoring
devices, etc. necessary for a remote follow-up and assistance by healthcare personnel.
Network slices (dedicated logical networks) will be allocated to the Ageing@home solu-
tion to connect in a secure way all the health sensors, devices and all caregivers to the
Health Care application running on the cloud. The proposed solution will ensure higher
level of security and privacy while facilitating the caregiver’s assistance to the elderly
in need.

The paper starts with a brief summary of state of the art of digital solutions to smart
living environments for ageing people. A brief introduction of the 5G mobile network
slicing is included before the main part of the paper, which is the detailed description of
the proposed Ageing@home solution. To validate the implementation of the proof-of-
concept, validation methods are elaborated and described in the following section. Next
is the business plan which aims to ensure the successful adoption of Ageing@home as
well as the description of the proof-of-concept implementation at the Oslo Metropolitan
University’s Secure 5G4IoT lab. To conclude, the paper presents some final remarks
with some suggestions for future works.

2 State of the Art of Digital Solutions to Smart Living Environments
for Ageing People

There are currently many research activities both in EU and the Nordic countries. As
umbrella programmes there areActive&AssistedLiving (AAL) programme, aEuropean
Innovation Partnership with 19 countries and Nordic Ambient Assisted Living coordi-
nated by the Nordic Council of Ministers. In addition to numerous national projects in
European countries there are also multiple COST and H2020 projects such as Sheld-on,
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Activage, Phara-on, Ghost-IoT, etc. Unfortunately, so far, the AAL Digital solutions has
still quite low uptake due to the following limitations:

– Low technology maturity [7]

• Instability:Most solutions using Wireless LAN 802.11 experience occasional loss
of connection due to interference, channel collision, coverage variation, etc.

• Configuration problems:The usage ofWireless LANalso requires the configuration
of several parameters for each installation, which is error prone. Further, security
protection requires considerable knowledge and efforts.

• Installation difficulties: The installation of sensors and devices at the elderly home
could be difficult due to the furniture, time consuming and hence annoying to the
users.

– Fragmentation: The current digital solutions are “silos” applications that operating
in isolation without interworking and interoperability with each other. Consequently,
the introduction of additional services will require a full installation of hardware and
software which incurs high cost and disturbance to the elderly.

– Technology oriented: The current digital solutions are too much technology oriented
[8] consisting of a bunch of technologies that are put together and offered to the
elderly without sufficient considerations of the elderly user preferences or the health
personnel’s opinions [9].

– Security and Privacy issues: Although it is necessary to collect data to provide
effective services to the elderly these data are personal which illegal access constitutes
a privacy violation [10]. Unfortunately, the protection of personal data is currently
not adequate. Further the use of video camera has been considered as obtrusive by
elderly who feels watched.

3 Brief Introduction to 5G Network Slicing

The 5th generation mobile network (5G) [12] is well known for its significant advan-
tages compared to 4G in terms of performance, coverage and quality of service and
the promise of an enhanced mobile broadband (eMBB) with higher data speed and the
support of a wide range of applications and services ranging frommassive machine-type
communications (mMTC) to ultra-reliable and low-latency communications (URLLC).
Less known but not less important is the fact that 5G is a softwareized and virtualized
network [13] (Fig. 1).
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Fig. 1. The 5G reference architecture (courtesy of 3GPP)

The software nature of the 5G network brings with it both weaknesses and strengths
since it shows the same vulnerabilities as any other software at the same time as higher
flexibility and dynamicity can be achieved through the logical network segments also
known as Network slices.

Currently, there is no consensus on what a network slice is and how it can be real-
ized [14]. In fact, while the 3rd Generation Partnership Project (3GPP) [15] provides a
more network-focused definition stating that “network slices may differ for supported
features and network functions optimizations”, the 5G Infrastructure Public Private Part-
nership (5G PPP) adopts a business oriented view mandating that “a network slice is
a composition of adequately configured network functions, network applications, and
the underlying cloud infrastructure (physical, virtual or even emulated resources, RAN
resources etc.), that are bundled together to meet the requirements of a specific use case,
e.g., bandwidth, latency, processing, and resiliency, coupled with a business purpose
[12].
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In this paper we use the 5G PPP’s definition that allows the support of a variety of
devices. To obtain a wireless Home Networking capable of supporting a broad range of
devices, the 5G network slicing concept is adopted to establish a secure 5G network for
Elderly Care.

4 The Ageing@home Solution

4.1 Objectives

The main objective of Ageing@home is to enable newly hospitalized elderlies to return
home earlier by providing a set of welfare technologies and services deployed at their
home which provides efficient support and assistance from the healthcare personnel.
Ageing@home solution can also be used permanently or temporarily for the time needed
towards full recovery. The deployed equipment could be easily removed and recollected
for re-use by other elderlies. As such, Ageing@home can be used in a dynamic and
customized way for any elderly who needs assistance from healthcare personnel while
living at their home.

4.2 Ageing@home Welfare Technologies and Services

The Ageing@home solution is adaptable and can be tailored to fit the demands of each
individual elderly by enabling the selection and customization of the following welfare
technologies and services:

• Vital Signs Monitoring System: allows the monitoring of vital signs such as heart
rate (HR) [16], body temperature (BT), respiration rate (RR) and blood pressure (BP),
etc. that are used by the medical professionals to get a good overview about the health
of the elderly person.

• Reminding System: helps elderly citizens remembering to take their medicines as
well as meals at correct time and dosage [17].

• Automated Activity and Fall Detection System: can distinguish between normal
and abnormal activities and to detect a fall to trigger an alert, which can again result
to an emergency with intervention of caregivers [18].

• Automated Emergency Call System: locates, contacts and directs the nearby appro-
priate caregiver who gives assistance to the elderly person in emergency cases
[19].

• Multimodal Communication: provides secured remote medical check-up call with
doctor/medical staff, secured interactions with health care system including notifica-
tions and alarms at the same time as it helps to combat isolation and loneliness by
allowing elderly to communicate to friends and relative.
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4.3 Typical Use Case

To illustrate the flexibility, adaptability and scalability of Ageing@home let us consider
the case of Kari who had a successful heart surgery and is allowed to come home
after 4 days instead of one week on the condition that her vital signs, glucose and
breathing status are monitored and also assistance can be given on time at occurrence of
incidents such as loss of consciousness, fall, heart attack, etc. In addition, Kari suffers
of sleep disorder which needs to be diagnosed. Last but not least, Kari needs a secure
communication facility which allows secure interactions both with the hospital and also
with her family and friends.

To be safe at home, Kari will need to have the following technologies in place at her
home:

• Sensors for monitoring of vital signs, glucose and breathing
• Sensors for detection of incidents such as loss of consciousness, fall, heart attack, etc.
• A tablet PC acting as a secure communication with the hospital and for contact with
family and friends

• A secure and reliable connection to link the sensors and equipment to the hospital
system

As the majority of elderlies, Kari does not have the necessary sensors and equipment
nor the secure and reliable connection needed. But, thanks to Ageing@home all the nec-
essary equipment and infrastructure can be identified, allocated, configured and installed
at Kari’s home short time before her return. The roll out consists of the following steps:

• Visit and assessment of the technology infrastructure at Kari’s home by technology
specialists

• Design and configuration of the necessary equipment such that theywill be functioning
immediately after power on without any on-site configuration:

– 5G Sensors and devices will get installed SIM cards. The device/sensors IDs, the
corresponding IMSIs (InternationalMobile Subscriber Identity), the corresponding
ISDNs (Mobile Station International Subscriber Directory Number) will be regis-
tered and their access rights to the healthcare 5G network slice (will be described
in later section) and to the healthcare system will also be set up and enabled.

– For sensor and devices using other wireless technologies such as Bluetooth, Zigbee,
WLAN, etc. 5G gateway will be used and necessary pairing to ensure security will
be performed.

• Design and establishment of the connection to the Health care network slice: Depend-
ing on the availability of broadband connection at Kari’s home, one connectivity
alternative will be chosen among 5G Fixed-wireless Access (FWA), indoor radio unit
or 5G enhance Mobile Broadband.
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Fig. 2. The Ageing@Home conceptual model

4.4 Conceptual Architecture

To be able to accommodate all the improved welfare technologies described above in a
customized, adaptable and scalable way the Ageing@Home end-to-end solution has an
architecture represented by a conceptual model shown in Fig. 2.

Multiple heterogeneous sensors, both wearable aka on-body and ambient aka off-
body with dedicated mission are connected to an open unifying IoT platform (OUIP)
directly via 5G or indirectly, first via certain Local Area technologies such as Wireless
LAN IEEE 802.11x, Zigbee, Z-wave, etc., to a Sensor Gateway and then via 5G to the
OUIP. The sensors collect data and upload to the OUIP, which can then forward the col-
lected data depending on the need to the Ageing@Home applications (Ageing@Home
Apps), the Artificial Intelligence/Machine Learning (AI/ML) Platform or the Health
Care System (HCS), where they are consumed in various ways. At the AI/ML Platform,
the data are in multiple analytic tasks, especially the elaboration of the elderly’s profile,
which allows for better understanding and to respond appropriately to their needs and
moods.When necessary, the data can be anonymized before being forwarded and stored.

The AI/ML Platform has interfaces with the Ageing@Home Apps and the HCS,
which are then enabled to invoke various analytic tasks. The interface between the Age-
ing@Home Apps and the HCS enables the Ageing@Home Apps to access the HCS
user and caregiver database and also other functionality, while the HCS can control the
Ageing@Home Apps. The Ageing@Home Apps are essential to the implementation
and provision of the targeted welfare technologies such as Digital night vision, Enter-
tainment, Event and vital sign monitoring and detection, etc. Two Ageing@Home Apps,
Broadcasting of Physical exercises and Multimodal communication, as communication
apps have direct connection with their devices, i.e. TV, PC, tablets, etc.

4.5 The 5G Healthcare Network Slicing

In order to provide a connection which provides adequate protection of security and
privacy at an acceptable level of reliability, a dedicated and isolated end-to-end network
slice will be established. This healthcare network slice is a logical network realised by
own vNFs (Virtual Network Functions) for both access network and core network as
shown by Fig. 3. Only devices equipped with SIM cards own by the hospital can be



220 B. Feng et al.

Fig. 3. Network slicing for Ageing@home

authorised to connect to this healthcare network slice. While IoT devices are in general
not allowed to, some smartphones may be permitted to have simultaneous connection
to the public network slice depending on the security policy of the hospital.

As shown in Fig. 3, the Ageing@Home solution consisting of OUIP (open unifying
IoT platform), AI/ML (Artificial Intelligence/Machine Learning) platform and a variety
of Ageing@Home applications are hosted on a MEC (Multi-access Edge Computing)
host, which is located on Edge Cloud. Since the Edge Cloud is in the same area as
the elderly home, very low latency can be achieved making this deployment option
quite suitable for Welfare technologies, such as Broadcasting of physical exercises and
mobility sessions technology. Further, both the security and privacy are considerably
enhanced because communications between sensors and the Ageing@Home do not
have to traverse the entire mobile network, but only a short path between the gNBs and
the Edge Cloud.

5 Validation Methods

To be accepted and used it is crucial that theAgeing@Home solution not only technically
functions properly but also meets all the needs and demands of the elderlies as primary
users and the health care personnel as secondary users. For the technical functioning,
thorough functional and performance testing will ensure the proper operation of the
Ageing@Home solution.

Regarding the user acceptance it is far more challenging and not quite successful for
existing welfare technologies. For example, while giving positive answers when being
asked about the use of cameras in monitoring and assistance service some elderlies
sabotaged the cameras by disconnecting them or taping over the lens.

Ageing@Home will make use of a combination of most efficient existing validation
methods while researching and experimenting new ones as follows:
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• Outcome measures: to measure some aspects and benefits
• Use monitoring: to have an overview of the use of the digital solution, which proves
their usefulness

• Questionnaires: to gather information from a wiser group of users
• Interviews: to collect information from selected users. By using a structure of ques-
tions and open-ended questions it is possible to capture issues that escaped the other
measurements.

5.1 Outcome Measures

• Independence
The Lawton Instrumental Activities of Daily Living Scale (IADL) is an appro-

priate instrument to assess independent living skills (Lawton & Brody, 1969) [20]
and is useful for identifying how a person is functioning at the present time and for
identifying improvement or deterioration over time.

There are 8 domains of function measured with the Lawton IADL scale: ability
to use the phone, shopping, food preparation, housekeeping, laundry, mode of trans-
portation, responsibility for own medications and ability to handle finances. Persons
are scored according to their highest level of functioning in that category, scores rang-
ing from 0 to 1. A summary score ranges from 0 (low function, dependent) to 8 (high
function, independent).

• Quality of Life /Health Related Quality of Life
Health related quality of life (HRQoL) refers to how health impacts on an individ-

ual´s ability to function as a multi-dimensional concept that includes domains related
to physical, mental, emotional, and social functioning. A related concept of HRQoL
is well-being, which assesses the positive aspects of a person’s life, such as positive
emotions and life satisfaction.

The RAND-367 [21] is a 36-item questionnaire intended for use as a genericmeasure
of HRQoL. It is developed by a non-profit organization RAND Corporation and the 36
items are identical to SF-36, described by Wade and Sherbourne (1992).

5.2 Use Monitoring

The usefulness and usability are best proven by the use of the proposed solution. For that,
the Ageing@Home solution will have embedded log function which allows to record
how often it is used. Thismethodmay not be usable in cases inwhich sensors and devices
or services are constantly used.

5.3 Questionnaires and Interviews

The success of the questionnaires and interviews relies totally on the asked questions and
on the views and perspectives they are focused on. So far, the sociological perspective
is still neglected, and Ageing@Home project will remedy the situation by carrying out
innovative research on relational perspectives on gerontechnology, i.e. technology for
old age which encompasses three central dimensions:
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1. The relationship between care and control
2. The relationship between autonomy and social isolation
3. The question of agency’s relation to rationality, emotion and habits.

6 Business Plan

To ensure the success and adoption of Ageing@home, it is essential to have a sound
commercial exploitation. A business planmust be elaborated at early stage and populated
gradually with more details. The latest version of the Ageing@home business plan is
shown in Table 1.

Table 1. Ageing@home business plan

Ageing@Home Business Plan
Vision: to secure smart living environments for ageing and disabled people enabling them to 
live a secure and comfortable life at home as long as possible. 
Mission: to develop and launch a customizable and scalable end-to-end digital solution using 
multiple welfare technologies that offers different services to elderly people living at home. 
The Ageing@Home solution shall mitigate the limitations with current welfare solutions for 
elderly, improve the operation instability and deployment difficulties for caretakers and rep-
resent a more efficient use of resources/cost decrease for the nurseries and the municipalities.
Products/ Service Solution: Ageing@Home is an extensible and customised solution which 
enable the selection and customisation of the following welfare technologies as described ear-
lier:
• Event and vital sign monitoring and detection

o Basic system for abnormality detection and appropriate response
o Action recognition and prediction system
o Improved digital remote passive attention
o Long term sleep status monitoring
o Behaviour analysis system by sound, voice and communication

• Reminding System
• Multimodal communication
• Automated Emergency Call System
Customers/Market: 

• Primary users of Ageing@Home solutions are elderly living at home
• Secondary users are healthcare personnel supporting and interacting with the el-

derly in their home location. Retirement homes/nursing homes may also make use 
of the Ageing@Home solutions. The primary and secondary users are invited to 
participate in workshop and demonstrations and giving feedbacks on the different 
solutions versions.

(continued)
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Table 1. (continued)

 Other Ageing@Home stakeholders: Municipalities in charge of eldercare in Nor-
dic countries and healthcare organizations in other countries are both decision mak-
ers in relation to deciding which eldercare solutions to purchase and implement In 
addition elderly organizations, relatives of elderly, national health authorities are 
also relevant stakeholders with interests in the outcome from the project. Providers 
of elderly solutions such as telecom operators, Internet service providers, device/ter-
minals providers also have interest in the project outcome.  

 Market: Population ageing is taking place across all countries of the world, raising 
major issues for the direction of social policy. The proportion of those aged 60 years 
and older in the Global North is expected to reach 32% in 2050. In the Global South, 
the share of older persons increased slowly between 1950 and 2013, from 6% to 
9%, but is expected to accelerate in the coming decades, reaching 19% in 2050 
(United Nations, 2014a). According to EU, they estimate a doubling of elderly over 
80 years from 5% in 2015 to 12% in 2060. Moreover, the ratio of workers to pen-
sioners will decrease with 50% from four workers per pensioner in 2015 to 2 work-
ers pensioner in 2060 [22]

Organization and Management:
The following work after validation of the Ageing@Home solution during the pilot tests is 
the launch and go to market activities. Telenor as main partner of Ageing@home plans to be 
the actor that offers an integrated end-to-end Ageing@Home solution to the municipalities. 
In Norway and the Nordic market (Norway, Sweden, Denmark and Finland), this offering will 
be aligned with existing portfolio on welfare technology solutions. 
Ageing@Home solution features based on inventions, design or other intellectual work de-
veloped by sub providers related to the integrated offering from Telenor will follow an appli-
cation process for IP protection managed by the responsible party in parallel with piloting and 
go to market process.
Go to market plan/Action plan:
The major industry partners in the consortium will head their go to market plans for their 
respective geographical market segments. For these market segments the following actions 
will be executed:  
 Demonstrations and promotions: There will be presentations of the pilots and results 

in Norway and internationally. National demonstrations of the pilots will be carried out
at Norwegian National health conferences arranged by KS and the yearly e-Health con-
ference by Norsk Helse IT together with Nordic e-health conference [23]. 

 Dissemination materials will be brochures, posters and flyers elaborated and distributed 
at the demonstrations. Results from the pilots in Norway and Portugal will be planned to 
be demonstrated in selected EU e-Health related events, conferences, workshops and ex-
hibitions throughout year 3 such as European conference an exhibition namely Mobile 
World Congress and Nordic Conference on ICT.

 Sales targets: The market objective after launching the commercial Ageing@Home so-
lution is to secure adoption by 25% of the roughly 250 municipalities in Norway that 
remains implementing Telenor’s welfare technology. Whether the target is met will be 
measured three years after the Ageing@Home is deployed. The Ageing@Home solution 
will be launched in the other Telenor Nordic subsidiaries Denmark. Sweden and Finland 

(continued)
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Table 1. (continued)

with the same 25% target market share of the solution in municipalities. Altice and Cisco 
plans for similar sales strategies in their respective market segments.

 Pricing strategy: A fixed price for the different unified Ageing@Home solution features 
as well as a fixed price for the unified Ageing@Home solution including all the features. 
Complementary services such as training, customization, implementation, maintenance, 
certification and support services will be priced extra based on a combination of pene-
tration pricing, value-based pricing and variable pricing strategies. Prices will be evalu-
ated and determined through the project execution.

Financing and funding:
The detailed business plan from the will be developed during the project execution including 
estimated costs and revenues over a two to three-year period for all activities necessary to 
perform the further development, produce and deliver the Ageing@Home product/service for 
the specific Nordic, EU target markets. Required amount of funding (money and compe-
tence/persons wise) to finance (Capex/Opex) these activities will be described together with 
funding sources.
The industry partner Telenor will together with their subproviders finance the commerciali-
zation and go to market activities. There are however options for SME/Sub providers to ac-
quire funding of further development and testing activities in relation to pilot customers [24]
as well as for commercialization activities [25] with help from public agencies such as Inno-
vation Norway in Norway. 

7 Proof-of-Concept Implementation

The network slicing for Ageing@home is achieved in a way that the users connecting
to different slices will be isolated from each other and the WAN using policies and
routing on-demand. In other words, separate users from slices that are not related to
the healthcare system will not be able to connect to it without appropriate policies and
authentication. In other case, this would open a security vulnerability that would enable
adversaries to perform attacks within the slice or across network slices of the healthcare
system.

Consequently, to avoid illegal actions andmitigate initial security threats, the Health-
care slice must be entirely separated from other slices, or more specifically the public
enhanced Mobile Broadband slice for regular mobile communication. This implies that
mobile network subscribers shall be denied access to the Healthcare slice and the assets
and facilities related to it.

To complete the prerequisite, a detailed limiting network policy must be initiated
at Core Networks and the C-RAN, aiming at constraining access to certain network
endpoints and permitting only approved traffic.

As represented in Fig. 4, a 5G network infrastructure provisioned at the Secure
5G4IoT Lab, comprised of a Cloud Radio Access Network (C-RAN), is communicating
to a cloudOpenAirInterface [26] vEPC (virtual EvolvedCoreNetwork). The deployment
represents a functional split of a Baseband Unit (BBU) and the Remote Radio Heads
(RRH), with the NGFI (Next Generation Fronthaul Interface). For network slicing, the
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Fig. 4. 5G4IoT lab cloud radio access network slicing concept

User Equipment with SIM1 is coupled to the Mobility Management Entity MME_1
instance, and the IoT apparatus using SIM2 is associated with the MME_2. Both MMEs
are running into Docker containers as means of virtualization and define the virtual EPC
core. The other core network functions follow the same virtualization principle, with
two HSS (Home Subscriber Server) databases, or more precisely HSS_1 and HSS_2
that communicate with MME_1 and MME_2 instances, respectively. The container
network interface policy restricts the communication between the two HSS instances
and allow only their equivalently associated MME instances to execute DIAMETER
authentication in adjacent PLMN (Public Land Mobile Network) domains. Through a
VPN tunneled communication, the IoT devices with SIM2 can have a secure access to
the analogous network slice via its assigned SGW (Serving Gateway) and PGW (Packet
data network Gateway), establishing a route to the adjoining MME_2 and a PLMNwith
identifier that classifies that MME. The Service and Packet Gateways enable virtual
GTP-U (GPRS Tunneling Protocol User data tunneling) tunnels between the interface
of the instance to a virtual interface at the MME_1 and MME_2 successively, allowing
the UE (User Equipment) to have a unique IP address and connectivity to the WAN and
Internet.

The association of specific users to a specific network slice is achieved at the RAN
layer, namely using the FlexRAN controller to match a particular IMSI (International
Mobile Subscriber Identity) value of the UE to entries within the HSS_2. When the
UE authenticates with the network, the UEs will not be able to reach other devices that
are authenticated in the HSS_2, as these values are explicated in the HSS_1 and the
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routes are thus different for the traffic to reach the WAN via distinct Service and Packet
Gateways.

Fig. 5. Implementation of the identity management system

Allied to the described network, an identity provisioning and management system
(IDMS) [27] has been implemented as shown in Fig. 5, to strengthen as well as simplify
the authentication process for users (e.g. caregivers) and devices using the network by
offering a single sign-onmechanism across the network and the application layers. More
precisely, we inherit existing components from the network that can provide a secure
way to identify a device and used it a unified way between layers.

To achieve a consensus on which parameters can be used as identifiers (identity
federation), an API was also developed [28] to bridge between the IDMS and the
network. After issuing the identities for the desired caregivers/devices, a module is
created and given to the healthcare center, so that when a verification request has to
occur, the healthcare center will confirm with the system as if one is eligible to provide
support to an elderly person.

This identity management system is created by using an instance of the Gluu Server
[29] that provides a combination of the provisioning and management tools, as well the
option of deploying OpenID clients for integrations with third-party applications.

8 Conclusion

In this paper we have presented Ageing@home a welfare solution which enables newly
hospitalized elderlies to come home earlier by providing a secure, privacy preserving
and reliable 5G network slice and an extensible and adaptable framework allowing
the selection and customization of the needed welfare technologies and services. The
solution also enables the re-allocation and re-use of equipment when they are no longer
needed. Validation methods and business plan are elaborated in the preparation for a
future trial.
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The next step of this initiative is to carry out a field trialwith real elderly users living in
some municipalities in Norway. Although the current proof-of-concept is working only
functional and limited performance tests have been done, further tests and validations
done with real users must be performed to identify weaknesses that can be improved
ensuring the adoption ofAgeing@home for the benefits of the elderlies. Themost optimal
validation would be a field trial with a limited set of elderly at one or two municipalities
for a period of 6–12 months on a real 5G mobile network which is made available by
the H2020 5G VINNI’s facility pilot [30] in Norway. For the realization of such trial
funding is required and efforts have been put to elaborate both national applications and
EU project proposals. In addition, contacts and dissemination activities towards elderly
organizations and municipalities should also be pursued.
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Defining the Instruments for Zero-Measurement
of Psychological Well-Being at Older Adults

Dumitru Micusa(B)
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Abstract. Our team is working on discovering and implementing measurement
instruments and practical solutions for enhancing the Psychological Well-Being
of older adults. The aim is to investigate the need to ensure the continuity of
social and economic activities; also, we aim to learn how to maintain, but better-
improve older people’s intellectual, emotional and psychological well-being. The
procedural objectives of the research consist of accumulating, structuring, and
retaining statistical data obtained from interviewing the groups of older peo-
ple from different countries with the use of quantitative and further qualitative
investigation instruments (questionnaires, tests, interviews, etc.). They are inves-
tigated, selected, and proposed recipes for better psychological well-being and
social behavior towards the continuity of spiritual, intellectual, and emotional
activities in the society of older people. In conclusion, if we achieve to obtain the
awareness of both older adults and the employers of the fact that the continuity of
activities after the retirement age, and also the understanding that practicing the
proposed recipes will abundantly raise their well being, they will not leave this
world unfulfilled in terms of complete knowledge of the supply of the well-being
for older people.

Keywords: Older adults ·Well-being ·Measurement instruments

1 Introduction

By 2050 [1], the number of people in the EU aged 65 and above is expected to grow by
70%, and the number of people aged over 80 by 170% will increase demand and costs
for healthcare. Integrating ICT solutions into habitats and improved building design will
allow us to live at home and stay active and productive for longer despite cognitive
or physical impediments. Improving accessibility, functionality, and safety at home,
at work, and in society, in general, requires combining many disciplines to develop
solutions that integrate ICT, ergonomics, healthcare (psychological and physical), and
community design.

2 Independence in Own Homes

In the assignment of AFEdemy, within the Project “Independent Living in the rural
areas of The Netherlands,” 7 students from the Hanze University for Applied Sciences
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and the University of Groningen performed research in the municipality Oldambt [2] to
investigate the problem: “what do older people from 80 years and older need in their
daily life, mobility, social network, and well-being to remain independent in their own
homes in the villages”. As a result, it was underlined [3] that “… there are several
solutions to keep the elderly living longer at home, such as doorstep aids, wall brackets
in the bathroom and the toilet, a second handrail a stairlift. Furthermore, the national
government says that older people can live longer by adapting their current homes using
new technologies. The last option is domotics (or home automation): this can make a
home safer, easier to use, and can help older people stay at home for longer…”.

3 What Do the Older People Need to Continue Living in Their
Own House?

Two SocialWork students from the Hanzehogeschool have researched the needs of older
people in the township Oldambt for the organization AFEdemy [4]. The main goal of
the research was to get to know what the more senior people need to continue living in
their own house. The resource question is: What do older people of 80 years and older
need in daily functioning, social participation, and mental well-being to keep living in
their own house.

The needs of the respondents are very different. Most of them, 18 respondents, said
that they have no requirements for support in any way. Most of them have an excellent
social network who helps them where they need or are, despite their age, still vital and
independent from others. The respondents that do need support most of the time want
more contact and involvement with others. These are often people with a smaller social
network and fewer skills to look for and find support in any way. Seven respondents said
they feel lonely, and they said they want to go out more or have more contacts. Also,
Wijnja’s (2018) research outcomes said that many older people in Oldambt feel lonely.
However, overall seems the respondents were satisfied with their living situation. They
gave themselves a seven or eight average.

The first recommendation involves better information giving from the township
Oldambt to older people, so that they know where to find the facilities in the area,
especially the social facilities. The other recommendations to SociaalWerkOldambt are
to recruit more volunteers and make the organization better known and accessible for
older people.

4 Mobility of the Older People

The everyday outdoor mobility of older people has received increasing attention in the
academic world and policy-making [5]. There are two reasons for this. The first reason
is the recent and projected growth of senior citizens in (and the impacts of this on)
most Western societies. Secondly, research has shown that mobility outside of the home
is strongly related to well-being in later life. Therefore, older adults’ experiences with
outdoor mobility have been investigated by Bart Roelofs& Liselotte Vreelingsupervised
by Prof. Dr. Louise Meijering and commissioned by: AFEdemy [2].
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This report explores the outdoor mobility experiences of community-dwelling older
people in Winschoten, the Netherlands. Specifically, it was investigated why outdoor
mobility is important, what influences outdoor mobility and how they adapt to changes
inmobility. In addition, it is connected to theories on age-friendly environments, outdoor
mobility, independence, and well-being. The research consists of six in-depth interviews
with older inhabitants of Winschoten.

The main findings indicate that outdoor mobility of older adults is diverse and sub-
jective and is perceived to be important because it is closely related to independence.
Furthermore, three interrelated dimensions are experienced to influence their outdoor
mobility: personal, social, and environmental. Finally, older people seem to adapt to a
decline in mobility by self-regulation. Therefore, we advise policymakers to adjust the
living environment to meet the needs and capacities of older people, thus creating an
age-friendly Winschoten.

5 The Age-Friendly Cities and Communities Questionnaire

The AFEdemy is co-developer of The Age-Friendly Cities and Communities Ques-
tionnaire (AFCCQ) Project [6]. In early 2020, the municipality of The Hague awarded
the consortium consisting of The Hague University of Applied Sciences, Hulsebosch
Advies, and AFEdemy to develop a questionnaire and run a representative survey on
the perceived age-friendliness of the city among its older citizens. Part of this survey
was the development of a validated questionnaire, which allows for an assessment of
the perceived age-friendliness. The municipality also wanted a representative number
of older Western and non-Western immigrants to be included in the sample to do jus-
tice to the super-diversity of the population of The Hague. Therefore, the consortium
started to review scientific and public sources to check whether a default question-
naire was already available. The search delivered several examples of questionnaires
that either lacked transparency on the development and validation or did not measure
the construct of age-friendliness as a whole. Therefore, the consortium developed and
validated a validated questionnaire, coined the Age-Friendly Cities and Communities
Questionnaire.

The consortium used the Consensus-based Standards to select health Measurement
Instruments (COSMIN) To develop the questionnaire. The development consisted of
the following four phases: Development, Initial validation, Psychometric validation,
and Instrument translation. The theoretical basis of the questionnaire was the Global
Age-friendly Cities Guide, published by the World Health Organization in 2007, and
its accompanying Checklist. This guide published a model of age-friendly cities and
communities, consisting of eight domains: outdoor spaces and buildings; transporta-
tion; housing; social participation; respect and social inclusion; civic participation and
employment; communication and information; and community support and health ser-
vices. The features of the Checklist formed the foundation of the items for the ques-
tionnaire. Additionally, questions on technology and the financial situation were added
based on the literature review.

The Age-Friendly Cities and Communities Questionnaire measures the views of
older adults on the eight domains already defined by the WHO and on a relevant ninth
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domain, namely their financial situation. The questionnaire is open for use on every
geographical level and by every public authority, civil society organization, or any other
who is interested. It might be necessary to validate the questionnaire culturally.

6 The Smart Healthy Age-Friendly Environments Network

In the middle of 2020, Carina Dantas and Willeke van Staalduinen have announced [7]
that “The SHAFE Stakeholders Network is happy to release its Position Paper, devel-
oped in collaboration between SHAFE partners and the participants on the COSTAction
Net4AgeFriendly, to present recommendations that aim to promote healthier environ-
ments for all citizens and make environments accessible, sustainable and reachable for
all, with the support of ICT”. The Smart Healthy Age-Friendly Environments Network
will thus focus on the narrative, debate, disclosure, and knowledge translation of smart
digital solutions and solutions to optimize individuals’ physical and social environments
in a concerted manner, bringing together the domains of health and social care.

7 Psychological Well-Being of Retired Seniors

In October–November 2020, the COST CA16226 accepted a short term scientific mis-
sion (STSM) “Measurement, maintenance and improvement of psychological well-
being of retired seniors” with the scope to research the psychology of older people
in the conditions of continuous activity with the emphasis of their psychological well-
being supported by intellectual and emotional activities. The host institution was The
AFEdemy. The researcher was PhD student Dumitru MICUS, A and mission coordinator
Mrs. Willeke van STAALDUINEN.

7.1 Collaboration Between Netherlands and Republic of Moldova

The overarching aimof the STSMwas to strengthen the collaboration betweenAFEdemy
(Netherlands) and ULIM (Republic of Moldova) to improve mutual capacity to raise
awareness and exchange information on the state of the art of smart, healthy age-
friendly environments on national and regional levels, particularly within the topics
of Responsible Research and Innovation and addressing societal challenges.

This STSM aimed to exchange information accumulated in an international envi-
ronment (MoldovaNetherlands) by observing and questioning older adults, processing
the data obtained to define, maintain, and improve seniors’ psychological, intellectual,
and emotional well-being.

To bring an instrument for measuring psychological well-being was the main object
of this STSM, also monitoring the evolution of the defined psychological leaks in a
multifunctional indoor environment. The scope is to meet the requirements of Europe’s
aging population while promoting healthy and safe aging, to identify core challenges
that older adults face when aging in the workplace.

This aim is allied to the objectives of the fourthWorking Group of the COSTAction,
which works to improve smart support furniture and habitat environments according to
user’s needs and further validated by these users (elderly and caretakers) for active aging.
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After the mission, when the efficiency of our methodology is proved, to deliver
to the host institution the new statistical method of research. In our turn, we also
expect to obtain a new research method regarding the measurement of seniors’ emo-
tional/psychological/intellectual well-being, creating a portfolio of various methods to
be applied to other samples during our empirical research.

7.2 Psychological Well-Being Questionnaire (PWBQ)

7.2.1 Research Methods

To test the conceptual framework, according to which the well-being of the older adults
is positive, we have developed a scale method. It contains a Likert-type response scale
in 7 steps – from –3 to 3. To measure the psychological well-being state at the moment
of questioning, we built a Psychological Well-Being Questionnaire (PWBQ) with 30
items, five items for each of the six dimensions that we considered appropriate for the
definition of psychological well-being:

i. the feeling of being happy,
ii. self-acceptance,
iii. control over the environment,
iv. autonomy,
v. positive relationships with others,
vi. purpose and meaning of life.

Moldovan and Dutch discussed and other investigative questionnaires about elders’
psychological, intellectual, and emotional well-being.

Based on the questionnaires fromMoldova, the questionnaires fromAFEdemy in the
Netherlands, using other surveys, among other things the 36-Item Short Form Survey
Instrument (SF-36) from the USA, was finished with the Psychological Well-Being
Zero-Measurement instrument [9], which is ready to be applied where needed. You can
find an example in Table 1 where you can notice that each of the six dimensions contains
5 questions related to the topic of the dimension.

7.2.2 Scoring

1st dimension. For scoring, we calculate the average for all 5 items. The maximum
score is 3. The average score of the subjective feeling of happiness is about –0.5 to 1.0.
Lower scores of –0.5 denote shared feelings of unhappiness, more significant than 1.0
- of happiness. The higher the scores are, the higher is the subjective appreciation of
happiness.

2nd dimension. The scores are calculated the same as previously reported. Lower
scores of –0.5 denote low self-acceptance: lack of recognition of merits, lack of positive
qualities, lack of skills and aptitudes, dissatisfaction and self-disdain, more significant
than 1.0 – high self-acceptance.

3rd dimension. The lower scores of –0.5 denote an inability to monitor affective
states, behavior in various circumstances, themood of others, the communication course,
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Table 1. Items for measuring the subjective feeling of happiness (PWBQ).

-3 -2 -1 0 1 2 3

1. Generally, I consider myself

A person not too 
happy

Very happy

2. Compared to my colleagues / other people, I am

Less happy Happier

3. Some people are generally pleased. They enjoy life. No matter what happens to 
them, they take maximum advantage of everything. To what extent does this char-

acterization describe you?
Not at all To the greatest extent

4. Some people are generally very unhappy. Although I am not depressed, I am 
never quite happy as I would be. To what extent does this characterization describe 

you?
To the greatest extent Not at all

5. Every morning, I wake up with a feeling of living a happy day?

Never Always

more significant than 1.0 – social monitoring capacity and events according to their
intentions and the expectations of others.

4th dimension. Just as before, small scores denote the lack of autonomy, self-
confidence, and assertiveness, features that limit the person into actions, the high ones –
the ability to manifest themselves genuinely, to show initiative, actively involved in
various projects and activities.

5th dimension. Small scores characterize a person with poor communication and
social networking; the high ones denote potential enough adaptation to new and com-
municable environments and people, capable of establishing and maintaining positive
relationships with others.

6th dimension. High scores are accumulated by people who recognize and accept the
experience, control their present and look with optimism for the future, see the meaning
of life and personal existence. On the other hand, people who accumulate small scores
do not have the meaning of life, they have few or even no objectives or goals, do not see
the meaning of past experiences, present, and perspectives.



236 D. Micusa

8 Questioning with the Use of PWBQ

8.1 In the Netherlands

The questionnaire PWBQ [9] was adapted to the Dutch language. With the help of the
PWBQquestionnaire, a groupof older adults fromdifferent collectives in theNetherlands
was interviewed, and information was collected about psychological well-being.

The results on each of the 6 dimensions from 12 respondents from the Dutch space
are listed below in Table 2 and graphically represented in Fig. 1.

Table 2. The results of Dutch respondents (PWBQ).

Psychological well-being dimensions Interviewed person Total

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th

Feeling of happiness 9 12 – 2 – 3 9 13 4 – 1 9 12 9 2 73

Self-acceptance 15 8 2 1 11 12 10 1 4 14 15 7 100

Control over environment 3 5 1 – 4 6 10 3 – 1 – 4 – 3 10 – 7 19

Autonomy 2 9 1 4 10 13 9 1 6 6 11 5 77

Positive relations with others 7 15 1 2 13 14 12 0 10 10 13 7 104

Purpose and meaning of life 14 12 5 1 6 5 11 3 5 9 9 5 85

Fig. 1. Graphic representation of the results of Netherlands respondents (PWBQ).

8.2 In Moldova

The questionnaire PWBQ[9]was adapted to theRomanian language.With the help of the
PWBQ questionnaire, a group of older adults from the Association “AESM Seniors” at
the Academy of Economic Studies ofMoldova (AESM) and associates was interviewed,
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and the information was collected about psychological well-being. In Table 3, you can
find listed the results of Moldovan respondents and a graphical representation of the
given results in Fig. 2.

Table 3. The results of Moldovan respondents (PWBQ).

Psychological well-being dimensions Interviewed Person Total

1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th 11th 12th

Feeling of happiness 15 2 10 8 8 10 15 6 8 7 5 10 104

Self-acceptance 13 8 14 10 2 10 15 15 2 10 5 8 112

Control over environment 11 – 8 11 8 2 5 15 13 2 7 – 1 5 70

Autonomy 12 – 1 10 8 – 2 10 15 12 – 2 12 7 10 91

Positive relations with others 14 7 8 10 0 9 15 13 0 12 3 12 103

Purpose and meaning of life 15 11 11 9 2 12 15 15 2 7 7 13 119

Fig. 2. Graphic representation of the results of Moldovan respondents (PWBQ).

Data from the Netherlands and Moldova were structured separately and jointly for
analysis in terms of comparative evolution (Table 4, Fig. 3, Fig. 4).

Based on collected data on psychological well-being using the PWBQquestionnaire,
the statistical methods of maintaining and improving the psychological excitement of
the seniors were analyzed from different groups of seniors.

Collected data and analyzedmethodswill support themethodology and the decisions
to be proposed to create a more productive, healthier, and more comfortable society for
the elderly.

Also, the questionnaires, which have been implemented within the STSM, were
based on the characteristics of the psychological well-being of the older adults in the
sectors of psychological energy loss.

Access to local libraries and databases from the Hague, Amsterdam, Rotterdam,
and AFEdemy allowed selecting and studying several work methods with investigative
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Table 4. The results of Netherlands Moldovan respondents.

Dimensions Country

Netherlands Moldova

Feeling of happiness 73 104

Self-acceptance 100 112

Control over environment 19 70

Autonomy 77 91

Positive relations with others 104 103

Purpose and meaning of life 85 119

Fig. 3. Comparative data regarding psychologicalwell-beingNetherlands –Republic ofMoldova.

Fig. 4. Comparative data regarding the evolution of psychological well-being Netherlands –
Republic of Moldova.
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questionnaires. The host institutionAFEdemy helped organize the groups of respondents
and administer the questionnaire to the sample of respondents in Dutch space.

The information obtained from surveys resulting from the questioning seniors from
selected Dutch collectives was processed, analyzed, and distributed on three age com-
partments to be subjected to processing using statistical methods of processing surveys.
The respondents had a positive reaction to the survey, but with a remark that there are
too many questionnaires to fill up everywhere nowadays (i.e., hospital, city hall, etc.).
They would have much more pleasure from discussing personally with specialists shar-
ing their stories with them. The specialists, instead, can observe from these discussions
the needs of the seniors and bring them the appropriate IoT and ICT solutions.

Under the guidance of the host institution, AFEdemy was allowed to work with
scientists from other Dutch institutions such as Prof. Joost van Hoof, professor of Urban
Ageing from The University of Hague, and Elisabeth de Vries, and others, who helped
a lot and gave suggestions on the structure of age-friendly societies and steps to take to
its construction.

8.3 Portfolio of Methods for Measuring Different Aspects of Well-Being
for Seniors

The STSM has been finished successfully with very good results, maybe even more than
we’ve expected. The primary purpose of applying our instrument of zero-measurement
of the psychological well being, by bringing it to the host institution for validation
and appreciation, was fulfilled, so now the instrument is ready to be introduced in the
portfolio of measurement instruments of the researchers from the field of Social Psy-
chology and Sociology. Also, the host institution AFEdemy shared with us their latest
Age-Friendly Cities and Communities Questionnaire, a representative survey on the
perceived age-friendliness of the city among its older citizens. Part of this survey was
the development of a validated questionnaire, which allows for an assessment of the
perceived age-friendliness. This new instrument can be applied successfully in other
countries and can also be included in our Portfolio of methods for measuring different
aspects of well-being for seniors.

Interviews were held with some older adults from the Netherlands, who shared the
experience of living in an age-friendly environment and somepractical recommendations
(for example, creating computer learning classes) for countries such as the Republic of
Moldova, where age-friendly settings are not that developed. These recommendations
are to be implemented.

Based on discussions with interviewees and their past experiences with different
questionnaire-based surveys, the conclusion was that older respondents prefer more to
participate in the interview-based surveys than filling up questionnaires. Again, it is
because it gives a more personalized and qualitative response. But, even with observing
these respondents’ preferences, there is still no better way of questioning big groups of
respondents than questionnaire-based surveys.
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8.4 From Quantitative Results to Qualitative Results of Psychological Well-Being

Regarding the interviewees and representatives from the nursing homes, there is a very
high level of healthcare and a suitable environment for the elderly living in the commu-
nity. But, at the same time, there is still a lack of psychological services in these habitats,
which is why there is a lack in measuring and maintaining psychological well-being.

A recommended solution would be to attract more psychologists to work in age-
friendly habitats. This way, there would be the possibility to obtain more qualita-
tive results through frequent interviews and conversations, rather than through the
questionnaire method, which gives more quantitative results.

A better understanding of the personalized psychological needs of each individual
would bring propulsion in the development of IoT Related Technology and its Impact
on New ICT.

8.5 First Impressions from the International Collaboration

It has been a pleasure and an excellent collaboration with AFEdemy, as we brought to
the Republic of Moldova new solutions in building age-friendly environments.

The questionnaires of the elderly, assigned and implemented for different groups of
older adults in the problems of the well-being of the elderly, serve to investigate and
propose other methods of maintaining and improving the psychological health of the
elderly.

As part of theMedical Outcomes Study (MOS), RANDdeveloped the 36-ItemShort-
Form Health Survey (SF-36). The SF-36 is a set of generic, consistent, and manageable
quality of life measures. These measures are based on patient self-reporting and are now
widely used by managed care organizations for routine monitoring and evaluation of
care outcomes in adult patients.

It was compiled a questionnaire with 30 items to measure the degree of psycho-
logical well-being, where five things for each of the six dimensions that we considered
appropriate for defining psychological well-being, where the feeling of happiness, self-
acceptance, environmental control, autonomy, positive relationshipswith others, purpose
and meaning of life - The Psychological Well Being Questionnaire (PWBQ).

After examining the questionnaire results through the short-term scientificmission at
theAFEdemyAcademy inGuada, theNetherlands, inOctober–November 2020, requires
analysis of the individual’s psychological situation to propose methods to maintain and
ascend his well-being.

The activities of the individual to raise his psychological well-being are based, to a
large extent, on the hormonal reflections of the individual. Therefore, it requires us to
be aware of the hormonal reflections on which the individual’s spiritual, emotional, and
cognitive psychological state is based. They are component elements of the actions of
the psychological survival of the elderly.

The repositories of the spiritual, intellectual, and physical procedures of intergenera-
tional social activities represent the nucleus for elaborating the methods of the evolution
of the individual’s psychological well-being.
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9 The Sustainability and Collaboration with Perspective

We consider this STSM was just a jumpstart of the collaboration between the Nether-
lands and theRepublic ofMoldova. For future collaborations, we express ourwillingness
to involve Moldovan specialists in international research to develop better-personalized
methods of questioning and afterward to bring solutions for the psychological assess-
ment of older adults in the EU age-friendly habitats for SHELD-ON and AFEdemy, for
improving the general level of well-being for elderly and bringing new ideas to IoT and
ICT developers.

These questionnaires are also to be used on older adult samples from the Republic
of Moldova with the development of different recipes for maintaining and improv-
ing the psychological well-being of the elderly. Finally, a joint estimate of the mixed
survey results will be made using questionnaires of the two types. The respective
conclusions will be made on the use of “Personnel Psychology” recipe warehouses,
“Positive-Negative” recipe repository, together with the PWBQ recipe warehouses.
These deposits will form the basis of future research into methods of maintaining and
positive development of the psychological, intellectual, and emotional well-being of the
elderly.

There will be investigated measures to improve the well-being of the elderly, which
are primarily supported by such means as continuity of the life of the elderly through
production and consumption activities, hormonal reflections, and psychological survival.

This continuing activity of the seniors has to be investigated with the thoroughgoing
study of their creational and emotional, psychological performance. Therefore, most of
the research is oriented to maintain and develop the seniors’ progress in their activities
inside their habitat and the transition process from one seniority group to another.

The results of our investigations, partly coming from the mission work carried out
through this STSM project, will be implemented in the network of all the educational
institutions of the Republic of Moldova and in the network of the European universities
to exchange the accumulated experience.

10 Conclusion

International organizations and collectives of older adults were selected to investigate
the psychological well-being characteristics of the respondents.

A set of questionnaires were researched and selected, which were included in the
portfolio of questionnaires measuring the different characteristics of human ecology.
These questionnaires are also to be used on older adult samples from the Netherlands
and the Republic of Moldova to develop other recipes for maintaining and improving
the psychological well-being of the elderly.

The PWBQ questionnaire, used in the investigation of older individuals in inter-
national collectives, was accredited as a basic questionnaire in the measurements of
the psychological well-being characteristics of the respondents. The primary purpose
of applying our instrument of zero-measurement of the psychological well-being, by
bringing it to the host institution for validation and appreciation, was fulfilled, so now
the instrument is ready to be introduced in the portfolio of measurement instruments of
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the researchers from the field of Social Psychology and Sociology. The databases col-
lected in the measurement process were used for statistical analyses with sharing, com-
parison, and evolution methods. Based on collected data on psychological well-being
using the PWBQquestionnaire, the statistical methods of maintaining and improving the
psychological excitement of the seniors were analyzed from different groups of seniors.

Collected data and analyzedmethodswill support themethodology and the decisions
to be proposed to create a more productive, healthier, and more comfortable society for
the elderly.

These deposits will form the basis of future research into methods of maintaining
and positive development of the psychological, intellectual, and emotional well-being
of the elderly.

The statistical methods used allowed the quantitative-qualitative extrapolation of
the characteristics of maintaining and developing the psychological well-being of older
adults.

They are investigated, selected, and proposed recipes for better psychological well-
being and social behavior towards the continuity of spiritual, creative, and emo-
tional activities in the society of older people. Finally, a joint estimate of the mixed
survey results will be made using questionnaires of the two types. The respective
conclusions will be made on the use of “Personnel Psychology” recipe warehouses,
“Positive-Negative” recipe repository, together with the PWBQ recipe warehouses.

Acknowledgments. This article is based uponwork fromCOSTAction CA16226–SHELD-ON–
Indoor living space improvement: Smart Habitat for the Elderly, supported by COST (European
Cooperation in Science and Technology). More information in www.cost.eu.
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Abstract. The use of information technologies by the elderly remains a problem
in today’s society, which the pandemic problem by COVID-19 has highlighted,
notably in the use of fixed and mobile media such as laptops, smartphones and
tablets. The fight against info-exclusion and the promotion of digital literacy is
not new. Still, we increasingly realize that the elderly population cannot handle
the required skill. This electronic computer equipment has now become part of
the daily life of the entire population, particularly the adult population, which has
found itself confined and isolated, but which needs to keep in touch with family
and friends. The present work began during the pandemic, constituting a set of
tests that allow assessing how the continued use of information and communi-
cation technologies, namely through computers, mobile phones, and tablets with
video conferencing support, the use of camera for photo manipulation, memory
games, among other applications, increase the dexterity and cognitive ability of
the elderly. The presented model establishes the methodology supported in the
software development, a tool that makes it possible to test and evaluate the dex-
terity and the cognitive development and that is available for free use on various
platforms. This tool is called DERCA Tool – that is a set of Analytical tests for
Dexterity and Reasoning Capacity Analysis in Elderly.

Keywords: ICT · Computer systems ·Mobile devices · Elderly training ·
Analytical tests

1 Introduction

The use of electronic equipment, such as desktops, laptops, smartphones and tablets,
by people of advanced age is a problem that has greatly affected society, focused on
combating info-exclusion. Several entities, such as senior universities, try at all costs to
offer training to seniors, who, with greater or lesser success, are able to access content
on the Internet, with particular emphasis on social networks [1, 2].

Physical training and rehabilitation, maintaining sensory stimuli in the elderly, pre-
venting the ageing process from proceeding in an accelerated manner, in which many
of the elderly would eventually lose their motor skills, in particular their mobility [3].
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On the other hand, the role of private social solidarity institutions is unequivocally
a pillar in supporting active aging, promoting playful activities, physical training, and
rehabilitation, maintaining sensory stimuli in the elderly, preventing the ageing process
fromproceeding in an acceleratedmanner, inwhichmany of the elderlywould eventually
lose their motor skills, namely their mobility [3].

Over the past years, corresponding to the evolution of information systems and
telecommunications equipment, such as mobile phones, more or less powerful, sev-
eral authors have been analyzing and evaluating people’s behavior in the use of such
equipment, showing that natural evolution in children and young people quickly sur-
passes all expectations, being naturallymore able to use information and communication
technologies [4, 5].

However, the assessment of dexterity and learning ability in the use of these technolo-
gies in the elderly (age > 64) has not been extensively worked, except in some studies
that tested the use of tactile input devices such as touch screens, mouse computer, among
others, in the execution of games and other computer programs, as referred to in [6].

Some authors have addressed other issues related to the use of technology by the
elderly population,mainly in the area of domestic use of protective and safety equipment,
remote monitoring, and equipment to help improve the quality of life. Particularly in
[7], authors conducted a study in Australia, where they test and evaluate elderly care
residents, who can no longer live independently at home due to physical or cognitive
disabilities associated with aging. For this, the authors used virtual reality systems to
support their playful activities and social interaction.

In another study presented in [8], the authors evaluated the impact that the use of
video conferencing by Zoom had on the personal and social lives of the elderly, given
the confinement dictated by the restrictions imposed by the pandemic by COVID-19,
having tested and evaluated their behavior.

Other studies have focused on the evaluation of the ability of hand movements in
people with various pathologies, such as dementia and Alzheimer’s [9, 10], not focusing
on the technology itself, but rather on how the loss of dexterity in people with these
pathologies can be mitigated.

By analyzing several studies and works presented, we found that the assessment of
dexterity and cognitive evolution of the elderly through the continued use of information
and communication technologies has not been highlighted in the studies carried out. That
is why we have focused on this aspect, with one main question: how can we evaluate the
dexterity and cognitive evolution of the elderly through the continued use of information
and communication technologies? To answer this question, we developed a computer
tool, called DERCA Tool, an acronym for Dexterity and Reasoning Capacity Analysis
for Elderly people.

2 System Concept

The proposed system in response to the question presented is based on a set of objects and
concepts that are naturally associated with the use of information and communication
technologies, both by children and young people, and by adults and the elderly, with
particular emphasis on the latter group of individuals, aged 65 years and over. Several
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studies show that adults lose some faculties in terms of mobility and dexterity from this
age onwards, requiring some additional therapy, in order to preserve their quality of life
[11–13].

The COVID-19-derived pandemic has been causing movement restrictions in the
world population, forcing the elderly population to stay at home, being the most vulner-
able group to the Sars Cov-2 virus. Consequently, family distancing, leading to many
institutionalized older adults who could only see their relatives through the media, by
videoconference, most often with the help of support staff and geriatric technicians.
This phenomenon is also present in other situations, well before the pandemic, when-
ever social isolation is required [8, 14]. Thus, to answer the question posed, the system
we propose must respond to a set of functional and non-functional requirements, serving
the population that we intend to analyze and evaluate.

2.1 Functional Requirements

The system must respond to the following set of requirements:

– Color test: considering that age, vision, and color distinction tend to decrease, a test
should be created that aims to use colors, with some degree of randomness, as a
differentiating element in the process of carrying out the test.

– Number test: considering that one of the most frequent current activities of the popu-
lation, namely the elderly, is related to the use of numbers in accounts, dates, hours,
and other matters, a test with numbers should be created with some randomness in
the presentation.

– Symbol test: considering that geometric figures are present on people’s days, circles,
rectangles, triangles, and the combination between them, a test with symbols should
be created that should appear randomly.

– Timer: the system should allow counting of the time it takes to resolve a test.
– Demo mode: the system must have the training mode, allowing users to test the
application without counting time, allowing the user to familiarize themselves with
the system.

– Recording of results: the values obtained for each user must be stored in memory for
later viewing and archiving.

Figure 1 shows the diagram of use cases with the specific roles assigned to the actor
“researcher” who can view the recorded data. The “user” actor refers to the user who
will be performing the test, and the system includes the start-time mechanism whenever
the user starts the test. When starting the test, the objects must be randomly arranged so
that positional tampering cannot occur, avoiding bias.

2.2 Non-functional Requirements

Alongside functional requirements, we must pay special attention to non-functional
requirements, such as:
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Fig.1. Use case diagram.

– Accessibility: the system must be accessible to people with different levels of
movement capacity and manual dexterity.

– Usability: the system must be easy to use, bearing in mind that the system’s users are
elderly who will have little or no digital literacy, and therefore it must be intuitive.

– Multiplatform: The systemmust be multiplatform, working in different environments
and operating systems, to avoid restrictions on its use.

Considering the target audience, smallmobile devices are naturally not recommended
for carrying out the test since they will be challenging to use in terms of pressure on
graphic objects. Therefore, it is recommended to use it on tablets or computers with
screens of at least 10”.

3 System Prototype

In order to comply with the goals defined concerning functional and non-functional
requirements, the prototype of the system was developed, to answer the question posed
at the outset. Thus, with this prototype, we hope to obtain information that allows us to
assess the dexterity and reasoning ability of the elderly who perform the tests.

The system will be made available free of charge in online and Windows versions.
It can be used freely in studies that the scientific community intends to perform, with
due reference to the authors. The full application can be freely accessed and run in
http://filesjpl.000webhostapp.com/app. Additionally, the full HTML5 application can
be downloaded from: http://filesjpl.000webhostapp.com/app/psico_tests_v1_en.zip.

http://filesjpl.000webhostapp.com/app
http://filesjpl.000webhostapp.com/app/psico_tests_v1_en.zip
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3.1 Interface

The interface of the DERCA Tool system is quite simple, as defined in the requirements,
so that elderly users do not have to read a user guide, options, parameterization, among
other more complex processes. The anonymity of the electronically collected data is
guaranteed, and a code can be added for each user, which will remain active throughout
the session. Figure 2 shows the main screen, where three types of tests are presented:
colors, numbers and figures, and it is possible to see the results obtained and stored in
memory in the session.

Fig. 2. Main program interface.

In Fig. 3, we show the interface of the tests related to primary and considerably
different colors.

This test aims to count the time it takes one person, in seconds, to complete the task
of removing the color rectangles at the top. The user must press the button with the
respective color and in the correct order. If the user chooses a color other than the right
order, the test does not advance.
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Fig. 3. Random color test interface.

Figure 4 shows the test interface with numbers, where the numerical layout is gen-
erated randomly. The order at the top is not the natural order, so there is some difficulty
in memorizing. Otherwise, the test was too obvious.

Like present in the previous screen, this test aims to measure the time it takes one
person, in seconds, to complete the task of removing the numbers at the top.

Fig. 4. Random number test interface.

Figure 5 shows the test interface with figures, where the figure layout is randomly
generated. This is the test with the most significant margin to be changed and may use
image bank in the future.

Like present in the previous screen, this test aims to measure the time it takes one
person, in seconds, to complete the task to remove figures at the top.
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Fig. 5. Random figures test interface.

In Fig. 6, we have the interface where we can visualize the obtained data. These data
can later be selected, copied, and pasted into a spreadsheet for statistical treatment, as
shown in Fig. 7.

Fig. 6. Results screen, where data can be copied to the memory.
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3.2 Data Analysis

After data export, the user conducting the study will have the possibility to analyze the
evolution evidenced by the elderly in the use of computer tools, comparing the data
obtained in two or more evaluation moments, also comparing the results with the test
group and the control group.

It should be noted that the system can be easily adapted to perform dexterity and
cognitive development tests using mathematical calculus and other forms of data pre-
sentation. However, in this version, we only intend to show the system’s potential for
the dexterity tests in the elderly population.

It should be noted that the target audience of these studies will be conditioned to a
set of variables that extrapolate the objectives and goals of the proposed system, since
factors such as age, the capacity of movements, or the psycho-motor capacity, among
others, may condition the results, therefore the studies should be directed to the person,
preferably.

This tool should be used in conjunction with other qualitative analysis tools and
preferably accompanied by researchers from multidisciplinary fields, such as sociolo-
gists and psychologists, and is not a tool for obtaining isolated results from simple tests
without a control group nor iterations within a time space.

Fig. 7. Results copied to Excel spreadsheet.

4 System Validation

In order to validate the system presented we propose an application scenario, showing
how a study can be conducted in the future using this tool.
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4.1 Flowchart

In Fig. 8, we show the conduction flowchart of a study using the DERCA Tool.

Fig. 8. Conduction Flowchart of a dexterity study with DERCA Tool.
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4.2 Application Scenario

Let us consider an A entity that intends to assess the dexterity in terms of the use of
computer means of the elderly who are assisted by a social solidarity institution B, to
whom it plans to provide computer equipment to communicate with the family.

For this purpose, entity A selects a group of N users to whom, after having shown
and explained the study’s objective and collected informed consent, starts to perform
the tests present in the DERCA Tool system.

Each test, of colors, numbers, and figures were performed three times to obtain the
average time to complete the test tasks. Of these N users, the test group was selected
with 50% at random. For two months, they began to use computer devices daily, similar
to those used in the test, to perform tasks related to word processing, memory games,
among others, in addition to regular maintenance and other activities.

The other 50% maintained their daily maintenance activity, physiotherapy, and
recreational activities, thus constituting the control group.

At the end of these two months, entity A’s team passed the tests using the same
methodology for measuring the average times for carrying out the difficulties with the
DERCA Tool system.

After obtaining the results, each test group member should be compared in terms
of average testing times, allowing it to validate whether the skill in terms of using the
computer equipment has benefited or not from the fact that, for two months, the user’s
test group have used computer equipment.

This application scenario will allow entity A to propose to institution B a solution
in terms of the use of IT equipment, that improves users’ performance in the use of this
type of equipment. Information and communication technologies are currently quite
useful because COVID-19 has led to a physical estrangement of institutionalized elderly
persons from their other family, often being the only way to communicate.

5 Conclusion and Future Work

In conclusion, we can state that the system presented here has great potential in con-
ducting studies based on dexterity tests in the elderly population. The natural aging pro-
cess continually degrades its motor and psychic faculties, diminishing their dexterity’s
abilities.

On the other hand, computer illiteracy on the part of the target audience, combined
with advanced age, makes this type of system and studies a real challenge for their
authors, always aiming to improve people’s quality of life.

The concern with making the tool available for free on various platforms is espe-
cially aimed at the management teams of social solidarity institutions, who may see
this tool as an ally for decision-making in terms of adopting a specific information and
communication technology.

As future work, we intend to make the application dynamic, with a test database,
differentiated and stratified by sectors of activity, adapted to different target audiences,
and allowing direct export of data to standard formats, namely CSV.

Also, in future terms, it is intended to implement a set of parameters that will allow
a behavior adjusted to different users and various behaviors in terms of randomness.
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Last but not least, to support other languages, making the application open source and
with customization in this parameter can count on the collaboration of members of the
community that support the opensource software.
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Abstract. The paper provides an introduction to the public discourse around the
notion of smart healthy inclusive environments. First, the basic ideas are explained
and related to citizen participation in the context of implementation of a “society
for all ages” concept disseminated by the United Nations. Next, the text discusses
selected initiatives of the European Commission in the field of intergenerational
programming and policies as well as features of the COST Action NET4Age-
Friendly: Smart Healthy Age-Friendly Environments (SHAFE). The following
sections are focused on studying and discussing examples of projects and method-
ologies that have been aimed at: empowering facilitators of smart healthy inclusive
environments, empowering citizens to deal with health emergencies, and support-
ing older people’s voices. The conclusion covers selected recommendations for
entities of public policy on ageing (ageing policy) as well as potential directions
for further research.

Keywords: Age-friendly cities and communities · Citizen participation ·
Inclusive environments · Intergenerational Programmes and Policies · Smart
Healthy Age-Friendly Environments (SHAFE) · Society for all ages

1 Introduction

Smart, healthy, and inclusive environments can help improve and support independent
living throughout the course of life, regardless of age, gender, health status, disabilities,
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cultural differences, and personal choices. In order to develop and design these environ-
ments, it is of the utmost importance to include thepeoplewhoare to live in these designed
surroundings and should ideally accept the use of the proposed solutions. In this con-
tribution, we explore several approaches to citizen participation in order to create smart
healthy inclusive solutions and environments, including solutions, programs, schemes,
products, and services for all ages. The methodologies of involvement and engagement
are acknowledged, and—if appropriate—success factors and lessons learned are identi-
fied. At first, a short overview of the smart healthy age-friendly environments (SHAFE)
notion is given. This is followed by a paragraph on citizens’ participation in the context
of implementation of a “society for all ages” concept promoted by the United Nations.
Thereafter, several projects are presented, methodologies of participation highlighted,
results described, and conclusions drawn.

2 Defining the Smart Healthy Inclusive Environments

The challenges of various sectors, such as the information and communications tech-
nologies (ICTs) sector, the building and urban planning industry, health and social care,
as well as those of citizens and their communities, are interlinked. Responding to these
challenges will foster awareness and support the creation and implementation of smart,
healthy, and inclusive environments for present and future generations that enable them
to learn, grow, work, participate in society and enjoy a healthy life, benefiting from the
use of digital innovations, accessibility solutions and adaptable support models in the
European context.

The local community is the physical, social, and cultural ecosystem closest to people,
which is built on relationships of trust, sharing, solidarity and intimacy, where people
find social, cultural and identity references, socialise and live their daily lives. The
objective conditions of the environment (maintenance, accessibility, mobility, safety,
and comfort) affect the quality of life and well-being of citizens, particularly in the
context of environmental challenges such as climate change and thus affect the whole
community.

Thus, smart healthy inclusive environments, also described as smart healthy age-
friendly environments (SHAFE), require a comprehensive approach that optimises the
design of social and physical environments, which is supported by digital tools and
services, which allows providing better health and social care as well as promotes not
only independent living but also equity and active participation in society. This approach
follows the United Nations’ line-up, with the Sustainable Development Goals (SDGs)
intended to be achieved by the year 2030 [1], stating that sustainable environments for all
ages represent the basis for ensuring a better future for the entire world population and
addressing most of the growing issues of the ageing population. They are in particular
related to Goal 3 (“Ensure healthy lives and promote well-being for all at all ages”) and
Goal 11 (“Make cities inclusive, safe, resilient and sustainable”) and can be understood
as an approach broader than other ideas used in the literature such as ambient assisted
living (AAL), smart and age-friendly cities and communities (SAFCC), and “ageing in
place 2.0” (AIP2.0) [2].
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3 Citizen Participation in the Context of Implementation a “Society
for All Ages” Concept

In order to develop the abovementioned inclusive, smart, and healthy environments, citi-
zen involvement and cooperation is particularly important. Having people’s voices heard
during the conceptualisation and design phases of the development of the living envi-
ronment fit the objectives of the intergenerational policies related to the United Nations
concept of “society for all ages” and its implementation by the World Health Organiza-
tion’s (WHO) Global Network on Age-Friendly Cities and Communities (GNAFCC).
Citizen participation clearly pertains to the distinguished domains of age-friendliness
described as buildings and housing, social participation, and social inclusion [3, 4].

Van Hoof et al. [4] took the widely used concept of the “ladder of citizen participa-
tion” by Arnstein [5] as a starting point in shaping various roles that citizens can play.
Arnstein described eight roles for citizens, varying from nonparticipation (in forms such
as manipulation and therapy) through tokenism to citizen power. Tokenism is divided
into informing (about citizen’ rights, but often the one-way flow of information), con-
sultation (e.g., ask for opinions in surveys, neighbourhood meetings or hearings), and
placation (citizens are granted a limited degree of influence in boards or commissions).
Higher levels of participation grouped under the notion of citizen power are divided
into partnership (shared planning and decision-making responsibilities through struc-
tures such as policy boards), delegated power (some degree of control is transferred to
citizens), and citizen control (participants or residents can govern a programme or an
institution and be in full charge of policy and managerial aspects).

Additional research on citizen participation by Van Hoof et al. [4] showed that
involvement is not automatically a guarantee for success. For example, due to a limited
number of active participants, lack of required skills to participate or not representing the
target group, success can be rather limited. Van Hoof et al. further identified the factors
that impact the participation of citizens in a positive manner, such as the provision of
regular feedback, the full commitment of the involved organisations, and the usage of
understandable and inclusive language. Having these observations in mind, the follow-
ing sections are providing discussions and examples of various approaches to citizen
participation related to SHAFE.

3.1 Selected Initiatives of the European Commission in the Field
of Intergenerational Programming and Policies

In 2012, the European Commission announced the EuropeanYear for Active Ageing and
Solidarity between Generations and took the initiative to launch a bottom-up approach
to involve citizens and organisations’ actions and opinions in the field of public policy on
ageing (ageing policy) [6]. It led to the creation of the European Innovation Partnership
on Active and Healthy Ageing (EIPonAHA) [7]. At first, it was well-received, and
many parties joined the network. Over the years, the broad interest slowly faded but
the main challenges recognised remained unsolved, for example, the need for scaling
up and transferring across the countries, regions, and communities the best practices
and solutions such as social innovations and technological innovations in ageing [8,
9]. Nevertheless, several networks that had their origin in the EIPonAHA, such as the
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Stakeholders Network on Smart Healthy Age-Friendly Environments (SHAFE) [10] and
the Reference Sites Collaborative Network [11], still continue to operate.

To bring the European Union (EU) citizens’ involvement alive again, the European
Commission, at the beginning of the year 2021, launched a new cooperation network
titled the Active and Healthy Living in the Digital World. This network is a part of the
Futurium platform that started already in the year 2011 as a foresight project aimed at
participatory policymaking, crowdsourcing of ideas, and discussing EU policies [12].
One of the dedicated areas within this emerging network is dedicated to age-friendly
environments.

On a different note, the President of the European Commission, Ms Ursula von der
Leyen, also at the beginning of the year 2021, took the initiative to launch a bottom-up
approach initiative: co-designing the New European Bauhaus [13]. The New European
Bauhaus proposes to focus the conversations on the places that EU citizens inhabit and
on the relationship with natural environments beyond the built space. It is a practical
approach to discover beautiful, sustainable, and inclusive ways of living and to use them
to inspire our way forward. EU citizens are invited to join the conversation and are asked
to share their thoughts on future environments and places to be like. Moreover, if it was
their neighbourhood, how should that look like, feel like, and work like.

3.2 COST Action NET4Age-Friendly: Smart Healthy Age-Friendly
Environments

The concept behind SHAFE has inspired several projects and initiatives, including one
of the most recent initiatives supported by the European Cooperation in Science and
Technology: NET4Age-Friendly (2020–2024; COST Action 19136), which is an inter-
national interdisciplinary network on health and well-being in an age-friendly digital
world focused on the promotion of social inclusion, independent living, and active and
healthy ageing in society.

Participating scholars, practitioners, and stakeholders from the business and third
sector work in four thematic groups on user-centred inclusive design, integrated health
and well-being pathways, digital solutions, and large-scale sustainable implementation,
and on impact and sustainability (including policy development, funding forecast, and
cost-benefit evaluations). In order to synthesise and critically examine the results of
these four themes and existing practices of SHAFE, a fifth working group will develop
a reference framework with guidelines, standards, and practices (success factors and
lessons learned) [14].

The main purpose of described COST Action is to build and nurture local, regional,
or national ecosystems in each participating country. Ecosystems consist of citizens,
public authorities, businesses, non-governmental organisations (NGOs), and research
and development entities. These ecosystems aim to foster the implementation of SHAFE
with the support of the above-mentioned working groups.

3.3 Empowering Facilitators of Smart Healthy Inclusive Environments

Erasmus+ is the EU’s programme to support education, training, youth, and sport in
Europe in multinational consortia [15]. These areas are key to support citizens’ personal



Building Smart Healthy Inclusive Environments for All Ages with Citizens 259

and professional development. High quality, inclusive education and training, as well
as informal and non-formal learning, ultimately equip participants of all ages with the
qualifications and skills needed for their meaningful participation in a democratic soci-
ety, intercultural understanding, and successful transition in the labour market. Within
the frame of Erasmus+, training and education is developed to empower facilitators to
implement smart healthy inclusive environments in their community.

Projects such as “Hands-on SHAFE” [16], “Educational game BIG” [17], “Bridge
the Gap!” [18], and “DESIgn for all methods to cREate age-friendly housing” (DESIRE)
[19] supported by theErasmus+programme include adult learners in the field of inclusive
environments. “Hands-on SHAFE” aims to deliver online training packages for informal
learning experiences and hands-on tools to improve the skills of people of all ages and
especially seeks to enable persons with lower skills or qualifications to choose and
implement SHAFE in their own homes or neighbourhoods. In thisway, the project fosters
and promotes social inclusion for people of all ages and genders, including people with
cognitive or physical impairments or disabilities. It also aims to enable citizens to become
innovators and trailblazers in their own neighbourhoods or to become entrepreneurs in
the field of SHAFE services and products.

The educational game “Building Inclusive environments for all Generations” (BIG)
elaborates further on the training about SHAFEbydeveloping anonline game.The player
can meet and solve the challenges of characters during the play, such as inaccessible
housing for a wheelchair, loading goods in a car while taking care of a child, or visiting
a restaurant with impaired sight. The project will also develop a workshop methodology
to use the game in joint training settings.

The “Bridge the Gap!” project focuses on the training of older people to create and
improve their own living environments to support independent living and participation in
society. On the one hand, the training offers traditional means to advocate their interests.
On the other hand, it will mainly focus on the capacity building of older adults to
use digital skills. Such digital actions include accessing social media, building online
advocacy accounts, or sharing photos to express to stakeholders and decision-makers
specific local needs to improve the local living environment.

The DESIRE project is developed by an international partnership involving four
countries working on a design for all (D4ALL) concept applied to age-friendly housing.
DESIRE aims to provide professionals in the building industry as well as furniture and
home furnishings sector with the tools and skills to apply D4ALLmethods as an integral
part of the design process, with the aim to create or adapt age-friendly housing as a
solution for thewell-being, comfort and autonomyof older adults or people in situation of
dependency at home. The project will develop an innovative training course on D4ALL
to meet the emotional, cognitive, and social needs of older adults while driving new
opportunities in the habitat sector, fostering interactions and knowledge exchange in the
design process between cross-cutting fields such as science, social sciences, and arts.

3.4 Empowering Citizens to Deal with Health Emergencies

Erasmus+ project “STEP_UP” [20] intends to develop a training tool for social care
and community stakeholders, where they are introduced to the impact of behaviours in
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the spread of a pandemic or emergency situation and trained, through gaming strate-
gies, to prevent and cope, being empowered to protect and promote well-being in their
communities.

The core of this project will be an educational game, which can also be used as a
recreational game for the common public. In “STEP_UP,” the players will play with the
aim to stop a pandemic from spreading. A list of measures will be displayed, and the
player needs to learn about them in order to be able to choose those that would help to
impede the virus spread without damaging the economy or causing societal anger. This
game will also help people better understand and follow governmental measures and set
aside evidence-based information and facts from myths, fake news, and other forms of
misinformation or disinformation.

3.5 Case Study of Supporting Older People’s Voice: Senior-Friendly the Hague

Since 2015, themunicipality ofTheHague is amember of theWHO’sGlobalNetwork on
Age-Friendly Cities and Communities [21]. Member cities of GNAFCC follow a 5-year
cycle of planning, implementation, and evaluation in order to make their respective city
or community age-friendly. TheHague recently finalised their first cycle by performing a
broad survey among older people (65+) to express their opinions on the age-friendliness
of the city. Overall, the older citizens of The Hague value the age-friendliness of their
city as well as perceives it as sufficient. They give high scores to their own homes. On
the contrary, outdoor spaces and buildings were scored significantly lower. People in the
situation of having a lower income, health and mobility issues are less satisfied.

In order to better involve older adults in local policymaking, the municipality facil-
itates three ways of citizens’ involvement. At first, it subsidises the overarching Older
People’s Council of The Hague (in Dutch: Stedelijke Ouderencommissie; SOC) [22–24].
Secondly, it facilitates and supports the building and maintenance of a local ecosystem
titled the Knowledge Platform Age-Friendly The Hague. In this platform, older citizens,
scholars, public health administration, municipal policymakers, and social enterprises
(social small and medium-sized enterprises; SMEs) meet on a regular basis to exchange
ongoing research and to look for cooperation opportunities in the field of the municipal
Action Plan Age-Friendly The Hague (2020–2022). The final support to hear the voice
of older people in The Hague is the fostering of the active involvement of an older peo-
ple’s panel: a broad panel of at least 1,500 older adults (out of 77,000 people aged 65
and over) who can be consulted on a large variety of municipal topics.

4 Conclusion: Citizens’ Participation in Smart Healthy Inclusive
Environments Explored

From this broad overview of fieldwork, it has been possible to explore various perspec-
tives of inclusive environments, their challenges, and the needs to be addressed. Some
of the lessons learned in the various projects include that citizen participation is fully
recognised as essential (Table 1). However, a long way is still necessary to make it
structured, constant, and comprehensive.
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Table 1. The Comparison of Selected Initiatives of Citizen Participation Related to the Imple-
mentation of a “Society for All Ages” Concept

Initiatives Strengths Weaknesses Challenges

European
Commission’s
Initiatives

- Combining
bottom-up and
top-down approaches
to ageing policy
- Focus on combining
population ageing
with digitalisation
processes and the
development of
diverse environments

- Unclear monitoring
and evaluation of
results
- Dependent on
funding programmes
with priorities on
specific sectoral
policies (e.g., ICT and
AI-focused economic
entities)

- Scaling up of the
best practices and
policy transfer across
the countries, regions,
and communities

COST Action
NET4Age-Friendly

- Bottom-up
international and
interdisciplinary
network
- Providing support in
the form of guidelines,
standards, and
practices

- Establishing
sustainability for the
network after the
project period

- Building multilevel
ecosystems with a
quadruple helix of
citizens, public
authorities,
companies, and
researchers

Projects: “Hands-on
SHAFE,” “BIG,”
“Bridge the Gap!,”
and “DESIRE”

- Delivering training
packages and tools
related to age-friendly
homes or
neighbourhoods
- Entrepreneurship
promotion

- Limited scale of
innovative solutions

- Further
dissemination and
development of
schemes

Project “STEP_UP” - Empowering citizens
to deal with health
emergencies

- Monitoring and
evaluation of results
after the COVID-19
pandemic

- Extending focus on
the fight with
misinformation or
disinformation

Senior-Friendly The
Hague

- Broad set of
initiatives to involve
older people in
implementation and
governance of
age-friendly city’s idea

- Establishing
sustainability of the
older people’s council,
the knowledge
platform, and an older
people’s panel

- Citizens’
involvement is
dependent on their
socioeconomic status
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The call for active citizenship and ownership of the transformation of society is, on
the one hand, a gift to the citizens. Nevertheless, at the same time, this call is also a burden
in terms of commitment and involvement, which currently, not all are prepared to deliver.
To overcome these barriers, learning experiences focusing on older adults in Erasmus+
training activities and games as well as knowledge platforms and ecosystems do support
the awareness of older adults to uptake and realise their own lives in their environments.
The initiatives that foster more active citizenship and those who call for the participation
of several age and societal groups are at the core of this citizen empowerment need,
essential to create a better and fairer society for all. This development just started.
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Abstract. The advance of technology allows daily monitoring of people with car-
diovascular diseases. It enables patient empowerment, making them increasingly
autonomous and responsible for their health by using digital tools and solutions.
The purpose of this study is to idealize a system individualized to the patient
with cardiovascular diseases, including monitoring, follow-up, treatments, and
communication with healthcare professionals. A review of the existing literature
was carried out, identifying the need to understand patients’ needs and prefer-
ences to adapt the digital solutions. Therefore, a questionnaire was developed to
characterize patients’ preferences, showing that patients prefer to use their per-
sonal devices, such as mobile phones, due to their ease of use and commodity.
Most patients would like to receive information through a mobile application.
They also agreed that teleconsultation and telemonitoring helped to improve their
health status.

Keywords: Patient-empowerment · Cardiovascular diseases ·Mobile devices ·
Telemonitoring

1 Introduction

According to World Health Organization (WHO), cardiovascular diseases have a high
prevalence worldwide, particularly in the middle- and low-income countries [24]. These
diseases are mainly related to unhealthy behaviors that lead to the emergence of chronic
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diseases, such as hypertension, diabetes, obesity, and cardiac failure [10]. Several reports
describe the positive impact of technological equipment to promote the control of these
diseases showing positive health results [4, 13], and this use is increasingly recommended
for clinical practice.

Technology is currently entering daily lives, taking part in daily routines and behavior
habits [5, 6]. The advancement of technology enables the possibility to monitor patients
daily and promote the creation of medical assessment tools that are continuous, reliable,
and accurate [1]. Thus, the medical assessment is not limited to a punctual evaluation in
the clinic but translates the real values of [22]. The use of technology and telemonitoring
also allows patients to have greater autonomy to manage their own health, with greater
empowerment and a patient-centered approach [11, 23].

There is extensive research around this topic, but no combined technologies are used
for a specific group of diseases. However, the number of studies related to remote patient
monitoring, patient care using telemedicine, and the development of patient literacy is
increasing [9].

Mainly, small research studies created systems for specific diseases, but they are not
available in the market. For example, the authors of [16–18] argued about developing a
system for blood pressure telemonitoring. They verified that it promotes the compliance
to treatment, intensification, and optimization of medication use, improvement of life
quality, reduction of risk of developing cardiovascular complications, and cost-saving
with the help of mobile devices (i.e., Smartphones and smartwatches).

Regarding heart failure, some studies promoted the use of e-Health technologies for
the telecare, remote monitoring of hemodynamic implantable devices, home monitoring
of cardiovascular implantable electronic devices, and telerehabilitation, revealing robust
capabilities for life-threatening deterioration, helping heart failure patients to avoid seek-
ing medical assistance in hospitals, and revealing that home-based telerehabilitation is
effective with high adherence and reduced mortality [7, 21].

Due to the high cost of the medical solutions and the rare validation of the developed
solutions, the current solutions for monitoring blood pressure have limited value and
benefits in hypertensive patients related to the less acceptance of these solutions [3].

This study aims to understand users’ preferences in a system to monitor and control
cardiovascular diseases. Furthermore, it intends to create a system as adapted as possible
to patients with cardiovascular diseases, where eachmodule can be adapted to individual
patient preferences and healthcare needs. Thus, the focus is on the empowerment of
patients and promote health literacy through individualized technological approaches.

2 Related Work

A literature reviewwas performed to verify the different options for using telemonitoring
technologies to promote e-Health solutions.

The study [8] proposed an electronic system for monitoring cardiac patients using
the development board LinkIt ONE. It measures and analyses the cardiac pulse for
the detection of arrhythmias. The system has an intelligent module that identifies the
arrhythmias and activates an alarm to report the health conditions for the healthcare
provider closer to the patient. The system also includes an Arduino and a GPS module
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connected to the virtual platform UBIDOTS by Wi-Fi. The platform provides visual
information about the patient’s state.

In [15], the authors recruited 80 Heart Failure patients with New York Heart Associ-
ation (NYHA) functional classes II or III. The latter was hospitalized in Intensive Care
patients for a study for eight weeks to compare telemonitoring intervention with usual
care. The patients are separated into a control group and an intervention group. The study
consisted of an educational trial to measure the application of the Iranian version of the
European Heart Failure self-care questionnaire and the heart failure-related readmis-
sion rates. The mean scores showed differences between the two groups demonstrated
significant differences at the baseline for self-care behaviors. Related to the covariance
analysis, the differences between the groups are also significant. However, related to the
readmission rates, it is low for the intervention group. Thus, it proved that telemonitoring
improved self-care behaviors, but the results are not significant.

The authors of [19] implemented a telemedicine platform for pulse-wave analysis
and ambulatory blood pressure monitoring. The data was recorded with a computer
for the investigation, uploading it to their Web-based telemedicine platform to process
the sensors’ signals with proprietary mathematical algorithms. Unfortunately, a detailed
analysis of the algorithms was impossible because the source code was not available.

In another work [14], the Smartphone and cardiography devices were used to identify
some health rate conditions, including normal sinus rhythm, atrial fibrillation, coronary
artery disease, and possibly ST-segment elevated myocardial infarction with artificial
intelligence techniques. In addition, it proved that it could be used in self-monitoring
systems with a mobile device.

The authors of other work [2] analyzed 340 patients with heart failure in NYHA
functional class III with a remote system named CardioMEMS HF that includes a Car-
dioMEMS PA sensor to measure Pulmonary Artery pressure. The system consists of an
implantable wireless sensor with a delivery catheter, a patient and hospital electronics
system, and a patient database. With this system, the medical doctors were remotely
informed about the Pulmonary Artery pressure of the patients via Merlin.net. The sys-
tem also evaluated the efficacy and cost-effectiveness of hemodynamic monitoring in
patients with chronic heart failure. However, the authors do not report the results, and
more experiments are needed to report reliable conclusions.

In other research [12], the patients with atrial fibrillation used the short continuous
heart rhythmmonitoring (i.e., Holter device), and the long-term intermittent heart rhythm
monitoring (i.e., AliveCor Kardia device), revealing a high accuracy in the detection of
the different symptoms. The authors also used the SystemUsability Scale and a four-item
questionnaire to evaluate the system through the other patients. As a result, it was verified
that long-term intermittent monitoring effectively detects atrial fibrillation recurrences
after atrial fibrillation ablation. In addition, long-term periodic monitoring has more
reported usability than short continuous heart rhythmmonitoring. Finally, the long-term
intermittent monitoring reported a high accuracy to detect atrial fibrillation.

Table 1 presents the analysis of the different studies, verifying that few studies related
to telemonitoring for cardiovascular patients. However, portable devices are starting to
be used with other sensors to monitor these patients constantly.
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Table 1. Analysis of the related work.

Study Data Acquisition
Method

Acquired Data Devices Tool used for Data
Analysis

[8] Virtual platform
UBIDOTS

Cardiac pulse Arduino and a GPS
module

Virtual platform
UBIDOTS

[15] Telemonitoring
through phone

The Iranian version
of the European
Heart Failure
self-care
questionnaire

Mobile device Statistical software

[19] Web-based
telemedicine
platform

Pulse, blood
pressure, ambulatory
arterial stiffness, and
central
hemodynamics

Computer, BPLab
device, and
oscillometric BPLab
device

Web-based analysis
software
(THOLOMEUS,
Biotechmed Ltd.,
Somma Lombardo,
Varese Italy)

[14] Mobile application Health rate Smartphone and
cardiography
devices

Artificial
intelligence
techniques

[2] CardioMEMS HF Pulmonary Artery
pressure

Implantable wireless
sensor with delivery
catheter and
CardioMEMS PA
sensor

Hospital electronics
system - Merlin.net

[12] Holter device, and
AliveCor Kardia
device

Heart rhythm Holter device, and
AliveCor Kardia
device

System Usability
Scale (SUS) and
statistical methods

3 Methods

3.1 Study Design

This research started with the research about the related work using a scientific database
(i.e., PubMed Central) related to using technology for cardiac patients. Then, the anal-
ysis was performed with the following keywords: “cardiovascular”, “e-Health”, and
“telemonitoring”. The research was limited between 2016 and 2021, where 17 research
articleswere retrieved. However, only the original research articleswere analyzed, which
included only six studies.

A questionnaire was designed, including nine multiple-choice questions related to
the patient’s preferences for disease management and interaction with the healthcare
provider. The questions analyzed the different studies available in the literature and pre-
viouswork [20]. Patients from anArterial Hypertension outpatient clinic voluntarily par-
ticipated. Thus, 12 patients anonymously answered the questionnaire after the acceptance
of the informed consent. The Ethics Committee of the Universidade da Beira Interior
previously approved the study protocol with the reference CE-UBI-Pj-2021-041:ID969.
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3.2 Structure of the Study

As presented in Fig. 1, this study was born from recognizing the necessity for a system
to allow patient empowerment in monitoring and controlling cardiovascular diseases.

After that, the questionnaire was created and distributed to the participants. Finally,
the questionnaire was designed, distributed, and analyzed to evaluate the expectations
of the patients.

Fig. 1. Structure of the study

3.3 Statistical Analysis

Based on the data acquired, the responses were filtered and grouped by categories. Thus,
the frequencies were analyzed, and different conclusions have been achieved to develop
further and analyze a patient-centered innovative system for cardiovascular diseases.

4 Results

Based on the analysis of the distributed questionnaires, it was possible to verify different
conclusions. The answers in the question “Which of the following instrumentswould you
prefer to use to collect your health data?” presented in Fig. 2 show that the participants
in the study do not have a consensual preference for collecting the data. We grouped

58%
42% 50%

0%

20%

40%

60%

80%

100%

wearables sensors medical devices

Which of the following instruments would you prefer to use to 
collect your health data?

Fig. 2. Answers to the question “Which of the following instruments would you prefer to use to
collect your health data?”
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83%

25%
0%

20%

40%

60%

80%

100%

mobile device computer

Which device would you prefer to use to transmit your health 
information and data to your doctor?

Fig. 3. Answers to the question “Which device would you prefer to use to transmit your health
information and data to your doctor?”

the answers in three groups, including wearables (i.e., Smartphones and smartwatches),
sensors (i.e., Clothingwith built-in sensors, Sensors glued to the skin, and Sensors placed
under the skin), andmedical devices (i.e., blood pressuremeasuring device, scale, among
others). A slight preference is revealed for the wearables.

Regarding the answers in the question “Which device would you prefer to use to
transmit your health information and data to your doctor?”, presented in Fig. 3, the
answers showed a clear preference for the use of mobile devices, and only 2 of the
participants do not want to use the mobile devices for this function.

Considering the answers to the question “What tools would you use to ana-
lyze/visualize your health data?” presented in Fig. 4, patients prefer mobile applications.
Furthermore, only 2 participants would not like the use of mobile devices.

Regarding the question “How would you like to receive feedback from your doctor
about your health status?” presented in Fig. 5, it shows a clear preference for mobile
applications.

0%

20%

40%

60%

80%

100%

mobile application website other software

What tools would you use to analyze/visualize your health data?

Fig. 4. Answers to the question “What toolswould you use to analyze/visualize your health data?”
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83%
58%

17%
0%

20%

40%

60%

80%

100%

mobile application Internet and social telephone

How would you like to receive feedback from your doctor about 
your health status? 

Fig. 5. Answers to the question “How would you like to receive feedback from your doctor about
your health status?”

Sequentially, the question “What biological parameters do you think are important to
evaluate?” presented in Fig. 6 shows that blood pressure measurement is essential for the
patients. In addition, the other features critical in the patients’ viewpoint for the different
measures are the electrocardiographic monitoring, the peripheral oxygen saturation, and
the heart rate.

Analyzing the answers in the questions “What do you valuemostwhen usingmedical
measuring devices?” and “What do you value most in the use of computer systems in

17%

29%

8%

17%

22%

7%

What biological parameters do you think are important to 
evaluate?

Peripheral Oxygen
Saturation

Arterial Pressure

Temperature

Heart Rate

ECG

others

Fig. 6. Answers to the question “What biological parameters do you think are important to
evaluate?”
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50%

92%

25% 25%
0%

20%

40%

60%

80%

100%

privacy and security ease of use integration number of
functionalities

What do you value most when using medical measuring devices?

Fig. 7. Answers to the question “What do you value most when using medical measuring
devices?”
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25%
42%

0%
10%
20%
30%
40%
50%
60%
70%
80%
90%

100%

ease of use privacy and security number of
functionalities

integration

What do you value most in the use of computer systems in 
medical treatments?

Fig. 8. Answers to the question “What do you value most in the use of computer systems in
medical treatments?”

medical treatments?” presented in Figs. 7 and 8, respectively, revealed that most patients
considered that the most important feature would be the ease of use and the security and
privacy important for the medical treatments.

Related to the question “Would you like to contact your doctor in times of need
using technology?” presented in Fig. 9, the answers showed that the patients would like
to contact their doctor using technological equipment.
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Finally, the question “Would you use teleconsultation/remote consultation?” pre-
sented in Fig. 10 showed that most patients would use teleconsultation/remote consul-
tation.

92%

8%

Would you like to have contact with your doctor in times of need 
using technology?

Yes No

Fig. 9. Answers to the question “Would you like to have contact with your doctor in times of
need using technology?”

75%

25%

Would you use teleconsultation/remote consultation?

Yes No

Fig. 10. Answers to the question “Would you use teleconsultation/remote consultation?”

5 Discussion and Conclusions

This study intends to analyze the use of remote technologies for improving the care
of cardiovascular patients. It started with the analysis of previously developed studies
regarding this subject.
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Thedifferent studies analyzedwere related to data acquisition andpatientmonitoring.
However, the various authors did not present the data, appliedmethods, and data analysis
methods. Furthermore, the different studies did not provide details about the contacts
with the patients. Therefore, as part of this paper, the literature analysis was performed
to plan a system for patient empowerment and monitoring, provide patient feedback,
and educate the patients. However, as the significant intention of our study is related to
the development of a system to promote patient autonomy, there are no studies related
to this point. However, other authors already did a questionnaire to infer the patients’
preferences presented in [20].

Based on the questionnaires, and similarly to the literature review, it is possible to ver-
ify that the preferred devices for the data acquisition arewearables/medical devices. Only
mobile devices are chosen for data transmission, visualization, analysis, and the recep-
tion of feedback from healthcare professionals. Thus, the essential parameter selected
by the patients is arterial pressure. However, two persons choose the use of computers
as the preferred method of data transmission, and these persons also prefer alternative
methods for visualization. However, for data visualization, one of them would like the
use of mobile applications. Still, they would prefer the help of a website. Regarding the
reception of feedback, one choosesmobile applications andwebsites to receive feedback,
and the other prefers e-mails.

The previously analyzed work closely related to our work is presented by the authors
of [14], which uses a standard mobile device to monitor the heart rate. In addition, other
vital parameters should be monitored for the correct patient empowerment.

This study has some limitations since the questionnaire was self-administered. It
may be an answer bias because some of the concepts of ignorance of some technologies’
potential may not be understandable by the participants in the study. It may be one of the
reasons that they are not selected. The questionnaire lacked the request for more patient
data. Thus, we have a general idea of opinions with the data provided. Also, we cannot
individualize the system as the knowledge about age would impact preferences.

Based on the opinions collected with the questionnaire, a system will be created to
exploit technological equipment to help cardiovascular patients, promoting the patients’
empowerment. The questionnaire results revealed that an informed patient would act in a
specific moment of life and their treatments. Also, collecting a more significant number
of subjects’ variables should be considered, including technological habits.
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Abstract. This contribution summarizes the co-design and user requirements
engineering work carried out in the framework of the Pharaon Large Scale Pilot
project, in Pilot to be deployed in the Region of Murcia (Spain). During the
co-design phase, authors defined the methodology for the co-design and represen-
tation of user requirements as goal models, use case scenarios, and user stories.
The methodology entailed several up-to-date co-design methods for user require-
ments’ elicitation. ISO 9241-210 standards were followed. The original plan for
eliciting and representing user requirements was modified due to the Covid-19
outbreak. The methodology designed and used is explained to serve as inspiration
for similar approaches for smart healthcare, Ambient Assisted Living, or smart
environments.
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1 Introduction

The Pharaon1 Large Scale Pilot project aims to design and implement a European health-
care – ecosystem – in which people, software and hardware interact with each other in a
smart, non-intrusive and dynamic way, that is, a novel Information and Communication
Technology (ICT)-based healthcare solution. The Pharaon ecosystem is composed of a
great variety of Ambient Assisted Living (AAL) technological solutions organized in
clusters – Large Scale Pilots – to be deployed in 6 different sites: Murcia and Andalusia

1 Pilots for Healthy and Active Ageing. Project ID: 857188, funded under the H2020 topic
DT-TDS-01–2019 - Smart and healthy living at home. https://www.pharaon.eu.
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(Spain), Portugal, The Netherlands, Slovenia and Italy (see Fig. 1). Each Pilot will be
designed to perform a set of scenarios and use cases, while a Large-scale Pilot, under
the Pharaon ecosystem umbrella, will orchestrate a subset of technologies deployed on
each Pilot and data gathered, to perform novel and collaborative crossed-Pilot scenarios
and services.

Pharaon project can be categorized as a human-service project, since its final goal
consists of promoting and improving the healthy life of ageing people. In fact, Pharaon
project follows a human-centric design (HCD) approach. In this context, co-design is
seen as a critical phase to success [1]. Co-design helps people involved in the project
development to articulate more precisely and realistically the needs of the service’s
customers or users and for the organizations involved. The benefits of co-design are
related to improving the creative process, the service, project management, or longer-
term effects. The phases of co-design are mainly twofold: (1) to identify the goals of
the service design project and (2) to align their co-design activities and the associated
benefits with these goals. The co-design output feeds the engineering user requirements,
mandatory step for finding the technical requirements, and consequently, for the design,
development, implementation and testing of the technical solution.

This contribution summarizes the co-design and user requirements engineering work
carried out in the framework of the Pharaon project, in the Murcia Pilot (Spain), serving
as inspiration for similar approaches in the field of ICT for healthcare, AAL or smart
environments, among others.

The authors defined a methodology for the co-design and representation of user
requirements as goal models, use case scenarios, and user stories. The methodology
entailed several up-to-date co-design methods for user requirements’ elicitation, such as
theDO-BE-FEELmethod, theHOW-NOW-WOWmethod and empathymaps, gathering
the data from interviews and surveys, and also other trending goal-based approaches for
representing user requirements. ISO 9241-210 standard [2] is followed for co-design and
requirements elicitation, which provides a framework for human centred-design (HCD)
activities. The original plan for eliciting and representing user requirementswasmodified
due to the Covid-19 outbreak in March 20. This is explained in depth in Subsect. 3.1.

Fig. 1. Pharaon Large Scale Pilot. (a) Deployment sites. (b) Collaborative vision
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The rest of the paper is organized as follows: Sect. 2 introduces the general method-
ology for engineering user requirements. Section 3 explains in depth the co-design engi-
neering and user requirements performed in theMurcia Pilot. Finally, Sect. 4 summarizes
the conclusions.

2 General Methodology for Engineering User Requirements

The methodology for co-design and user requirements elicitation to be applied in the
Pharaon project should enable iterative co-design with the stakeholders - in particular
with older adults. Iterative co-design means that the requirements are iteratively val-
idated and elaborated through user experience design and prototyping until the stage
is reached. Then, more detailed requirements for the actual implementation of the
prototyped solutions can be specified. (see Fig. 2).

Fig. 2. Iterative co-design of the Pharaon ecosystem.

In the Pharaon project, user requirements were elicited by co-design workshops,
managed by each pilot, with format of motivational goal modelling [3]. After that, the
results of each co-design workshops must be represented in a uniform way, so that it
would be possible to identify the commonalities of the co-design results by different
pilots and integrate country-wide pilots into a European Large-Scale Pilot, which is a
clear expectation by the European Commission (EC).

Co-design workshops involved older adults and other stakeholders in the elicitation
process, such as healthcare professionals, formal and informal caregivers, and service
providers. The requirements elicitation methods used by the pilot sites were interviews
by phone and electronic means, in-person interviews conducted by formal caregivers
trained for this purpose, web surveys, and, in some cases, virtual co-design workshops.

The useful data gathered from these workshops were basically an understanding of
what activities by older adults and other stakeholders should be supported by the overall
sociotechnical system to be designed, and what are the quality and emotional aspects of
the activities to be supported [4]. In other words, an understanding of who should be able
to perform what activities, which quality aspects should be considered in performing
these activities and how should the actors feel when performing these activities. In short,
workshops and other means produced the following four lists:
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• Do (functional goals): e.g. communicate (be in touch); sustain wellbeing; call for help.
• Be (quality goals): e.g. easy-to-use; secure; scalable; quick response; helpful;
proactive; accessible; reliable; mobile.

• Feel (emotional goals): e.g. helpful; purposeful; fun; engaging; positive; empowering;
secure; feeling cared about; feeling independent; feeling assured; feeling in control.

• Who (stakeholder roles): e.g. older adults; caregivers including formal caregivers and
informal caregivers; healthcare professionals including nurses and physicians.

To obtain a holistic overview of the solution to be designed, the four lists should
be represented in a structured way as a single page diagram – goal model. Goal model
can be considered as a container of four components (Fig. 3): functional goals, quality
goals, emotional goals and stakeholder roles [5–7]. The skeleton of a goal model is a
hierarchy of functional goals drawn as a tree. The hierarchical structure is to show that
the subcomponent is an aspect of the top-level component. The root of the tree sits at the
top of the page and represents the overall goal of the system. An example of goal model
for the wellbeing support system designed for older adults is shown in Fig. 4. It reflects,
the overall goal of the system is to support wellbeing, divided into “Being in touch” and
“Calling for help”. “Being in touch” has, in turn, been elaborated into “Communicating”,
“Confirming” and “Acknowledging”. The roles, quality goals and emotional goals are
placed at an appropriate level in the hierarchy, whereby each of them applies to the
functional goal they are attached to and all the functional goals below that goal in the
goal hierarchy.

Fig. 3. Notation for goal models

3 Co-design and Engineering of User Requirements in Murcia
Pilot

The Region ofMurcia is one of the 17 autonomous communities of Spain. It is located in
the southeast of the state, on theMediterranean coast. It has more than 1.5M inhabitants,
being the 7th most populated province in Spain. One third of the population lives in the
capital and its surroundings with the 16% of it is 65 years old and above. The Murcia
pilot aims to deploy a new line of virtual assistance that will transform the current model
of health and care service based on the patients to notice when they need help. The pilot
is focused on older patients with chronic heart failure (CHF). The new telecare model
would allow patients to stay in their preferred environment and provide a more intense,
effective, proactive and less intrusive care and observation service. Such novel model is
based on:
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Fig. 4. The goal model of supporting wellbeing of an older adult [6].

• Tele-assistance: Integrating technologies like sensors, wearables, Internet of Things
(IoT) or robotics.

• Proactivity and Prevention: Since the demographic change and the increased
longevity are changing the profile of the user of the health and care services, moving
from passive patient receiving treatments to active consumers of health and care that
must participate in the process from the data perspective, not only in critical situations
but also paying a lot of attention in prevention.

• Users and their environment: Because one of the main problems now is that care
and health facilities are being used as care homes, being more expensive than keeping
them at home as much as possible and only using institutional health facilities when
intensive care is needed.

Murcia pilot defines two target scenarios for addressing two Pharaon challenges:
PCH2 (Health status definition and its progress over time, focused on hearth failure) and
PCH3 (Non-intrusive monitoring and alarm triggering, focused on energy consumption
patterns). These scenarios are called Angel of Health and Care@Home. The definition
of these scenarios includes goals, roles involved, Key Performance Indicators (KPI),
quality goals, emotional goals, technologies involved and ethical concerns. Table 1 and
2 summarizes some of these features.

3.1 Planned Methodology and Contingency Plan

The methodology for engineering user and pilot requirements in the Murcia pilot was
planned is depicted in Fig. 5. Three workshops were planned to be carried out dur-
ing one month. The attendees of the workshops were 1–2 representatives of the tar-
get collectives: primary care doctor, cardiologist, internist, primary care/hospital nurse,
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Emergency (hospital & PC), pharmacy, rehabilitation, psychologist, social workers,
patient, relative/caregiver, technology provider and/or representatives of health and care
authorities.

Table 1. Target scenario in Murcia Pilot: Angel of Health

Angel of health: user’s information gathering, response, alarm setting and management

Goals: improve health and care services and follow up to patients with CHF; decrease older
adult´s dependency; involve patients in the health and care process from the data perspective;
help relieve health-care centres and their workers of workload pressure; improve health care
prevention/reaction in emergency/alarm status

Roles involved: patients, caretakers, health professionals (primary care doctors, cardiologists,
primary care nurses), call emergency centre staff, platform and solution providers

Quality goals and KPI: reduced number of visits of patients to health centres; reduced
number of visits of health professionals to patients’ homes; reduced health complications and
the related number of hospitalizations; increased satisfaction of patients, caregivers and health
professionals; reduced time response in emergency status (alarms); increased years of
independent living; increased of the Social Return of Investment (SROI) ratio

Emotional goals: independent; empowered; safe; healthy; proactive; reactive; satisfied

Technologies: Onesait Healthcare Data Homecare (OHC)a platform as a communication tool,
for tracking vital signs, for registering clinical information and setting alarms; other
technologies, such as wearables, accelerometers, presence sensors, pill reminders, etc
a https://onesaitplatform.atlassian.net/

Table 2. Target scenario in Murcia Pilot: Care@Home

Care@Home

Goals: reduce the older adult’s dependency; early detection of emergency situations

Roles involved: older adults; relatives/informal caregivers; neighbors; emergency services
staff (nurses and medical doctors)

Quality goals and KPI: reduction of response time in an emergency situation; reduction of
severity of emergency situations. reduction of complications due to emergency situations and
related hospitalizations

Emotional goals: safety level perceived by older adults and relatives

Technologies: MIW+ Platforma as a comprehensive platform that connects individuals with
their total energy consumption data at their homes; uGRIDb, energy management software;
OHC platform; other technologies, such as wearables, accelerometers, and presence sensors
a https://www.miwenergia.com/plataforma-miw/
b https://ugrid.miwenergia.com

Due to the constraints imposed by Covid-19, a contingency methodology was
designed (see Fig. 6), based on three main phases:

https://onesaitplatform.atlassian.net/
https://www.miwenergia.com/plataforma-miw/
https://ugrid.miwenergia.com
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Fig. 5. The methodology planned for engineering user and pilot requirements in theMurcia pilot.

Fig. 6. The contingency methodology for engineering user and pilot requirements in the Murcia
pilot.

• Desk work phase. Desk research on co-design workshops, data and results obtained
in previous initiatives carried out by the public healthcare in Murcia framed in
similar contexts than Pharaon, like ProEmpower2, ReadiForHealth3, INC3CA4 and
CARPRIMUR5. The functional, quality and emotional goals identified during this
desk research phase are presented in Fig. 7. This initial phase provided a global
overview of potential requirements of the stakeholders.

• Requirement analysis phase. The design, dissemination of a questionnaire for all the
involved groups and analysis of results. The feedback received was used to further
identify potential participants from the different target collectives and to complete the
initial goals framework. It also helped to build a map of barriers and opportunities for
the assistance ofCHF in thewhole region and appoint themost suitable representatives
from each collective. 50 responses were gathered (56% were patients, relatives or
caretakers and 44% health and care professionals). Two thirds of the respondents

2 Procuring innovative ICT for patient empowerment and self-management for type 2 dia-
betes mellitus. Grant Agreement nº 727409. H2020 topic SC1-PM-12–2016 - PCP - eHealth
innovation in empowering the patient. https://proempower-pcp.eu/.

3 Regional Digital Agendas for Healthcare. Grant Agreement nº 320021. Funded under the FP7
topic REGIONS-2012–2013-1 - Transnational cooperation between regional research-driven
clusters.

4 INclusive INtroduction of INtegrated CAre. Grant Agreement nº 621006. Funded under the
topic CIP-ICT-PSP.2013.3.1b. www.in3ca.eu.

5 Institutional Project from the SMS aiming at transferring knowledge between cardiologists and
primary health doctors for improving the attendance of patients with Chronic Heart Failure.
https://carprimur.com/proyecto/.

https://proempower-pcp.eu/
http://www.in3ca.eu
https://carprimur.com/proyecto/
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showed interest in participating in the working groups planned for the next phase.
The main conclusions of the questionnaire were:

– All focus groups agreed on the need of providing access to a personalized online and
user-friendly care plan that enhances patient self-management of the heart failure
disease.

– A lack of heart failure knowledge on the part of patients and caregivers has been
identified that can be compensated for by mixed training (face-to-face + online).

– The disparity in heart failure-related metrics and measurements opens the door
to the development of a unified monitoring plan for the disease. Need to create
face-to-face communities as a link among focus groups to empower and motivate
patients and families.

– It is advisable to find new flexible communication channels that adapt to the needs
of the focus groups, such as WhatsApp messages, emails, Skype or notifications
from mobile apps.

Fig. 7. Quality (blue), Functional (pink) and Emotional (green) goals and goal models (purple)
identified in the desk research stage.

• Virtual co-design phase. To arrange a virtual co-design workshop with the selected
representatives of each collective, selected in the previous step, and pilot partners for
the introduction of the work framework, and create different focus groups with repre-
sentatives of each collective that, through several teleconference meetings, in order to
define and discuss the goals and their models. The selected participants were grouped
in 6 different collectives: patients, family and caregivers, hospital physicians (cardi-
ologists and internists), primary care physicians, nurses, and mixed practitioners (one
psychologist, two social workers, one pharmacist, one rehabilitation specialist physi-
cian, one physical therapist and a nurse). Approximately fifty people involved in the
six focus groups attended a webinar, organized as a workshop where partners involved
in the Murcia Pilot explained the objectives and methodology of the Pharaon project,
provided details about the pilot to be carried out in the region and the framework for
the focus groups.
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3.2 Identification and Design of Goal Models

The analysis of the results obtained from the abovementioned activities performed dur-
ing the contingency methodology resulted in the identification of quality, functional
and emotional goals. The main three goal models identified to be designed were: “Get
involved in the health and care process”, “Improve patient care” and “Detect emer-
gency situations”. The design of these goal models is represented in Fig. 8, 9 and 10,
respectively.

Fig. 8. Representation of the goal model “Get involved in the health and care process”

3.3 Use Case Scenarios

From the goals models and main scenarios described above, the methodology of use
cases was used to identify, clarify and organize the system requirements in the Murcia
Pilot. Seven use cases were defined:

• Get involved in the health & care process
• Asses personal situations and risks
• Strengthen Knowledge of Healthy Lifestyles & Behaviors
• Improve patient care
• Boost disease follow-up
• Upgrade interventions
• Detect emergency situations

The fields of the use cases descriptions have been designed to describe all require-
ments needed as input in the next Pilot deployment phase: to decide the technologies to
be used in the use case scenarios, and how to use them as building blocks of the Pharaon
ecosystem. Some of these technologies are already designed as building blocks, to be
accessed by Application Programming Interfaces (API). Others need and extra software



288 R. Martínez et al.

Fig. 9. Representation of the goal model “Improve patient care”

Fig. 10. Representation of the goal model “Detect emergency situations”

development for its integration as new building blocks. Then, the user requirements
should be represented in even a more detailed manner as user stories.
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Tables from 3, 4, 5 show a set of the use cases defined, as example of the work
performed. Note that the field Potential technology enumerates those offered by the
Technical and platform providers in the Pharaon consortium.

Table 3. Description/requirements of use case “Scenario for Strengthen Knowledge of Healthy
Lifestyles & Behaviors”

Goal Strengthen Knowledge of Healthy Lifestyles & Behaviors

Initiator Health Professionals and Platform/Solution Providers

Trigger Action by the Health Professional

Description/Outline Learning/ training process for older adults to increase their knowledge
of his/her illness and have it under control

Expected Innovation This scenario allows the patient to participate in the health and care
process from the data perspective not only when intensive care is
needed with the aim of paying attention in prevention

Condition Interleaved

Step 1 2

Activity Training sessions and tools are
made available to older adults and
relatives

Generate specific communities for
patients and caregivers with
similar profiles and geographic
proximity

Roles involved Health professionals,
platform/solution providers

Caregivers, older adults, health
professionals, platform/solution
providers

Quality goals Personalised, preventive,
automated, accredited, mixed,
brief

Personalised, preventive,
automated, accredited, mixed,
brief, expert

Emotional goals Motivated, capable Motivated, capable, sense of
belonging, informed

Potential technology OHC platform OHC platform, Sentab TV
platforma; IoToolb and IoChatc;
eHealth Platformd

awww.sentab.com
bwww.iotool.io
cwww.iochat.io
dhttp://www.rrd.nl/en/

http://www.sentab.com
http://www.iotool.io
http://www.iochat.io
http://www.rrd.nl/en/
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Table 4. Description/requirements of use case “Scenario for upgrade interventions”

Goal Upgrade Interventions

Initiator Health professionals

Trigger Action by the Health professional

Description/ Outline Upgrade interventions, unify clinical information, provide clinical
practice guide

Expected Innovation It will allow to unify clinical information of the same patient to
ensure their safety, continuity of care and portability in other
Spanish Autonomous Communities. This will also facilitate
communication among professionals (alert to Primary Care after
discharge, fast communication among professionals, shared
spaces among professionals), as well as the systematic use of a
single Clinical Practical Regional Guide for decisions on care of
patients with CHF, applied in all areas of health and care level

Condition Sequence

Step 1 2

Activity Unify Clinical Intervention Provide a Clinical Practice Guide

Roles Involved Health professionals, Older adults

Quality Goals Personalised, Preventive,
Continuous, Portable,
Interprofessional, Private

Personalised, Preventive,
Continuous, Portable,
Interprofessional, Private,
Standardized, Unified, Online,
Accessible, Easy-to-use

Emotional Goals Motivated, In Control, Cared

Potential Technology OHC platform

Table 5. Description/requirements of use case: “Scenario for detect emergency situations”

Goal Detect Emergency Situations

Initiator Older Adult/Caregiver

Trigger Action by the Older Adult/Caregiver

Description/Outline To prevent emergency situations in older adults and improve their
attendance in case they happen

Expected innovation It will demonstrate the feasibility of the energy domain to detect and
predict emergency situations with the support of sensors and AAL
devices and the definition of energy consumption patterns according to
the user routines

Condition Sequence Interleaved

(continued)
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Table 5. (continued)

Step 1 2 3 4

Activity A customized
plan on the
most relevant
risks of the
older adult is
conducted

The scenario
of each older
adult is
evaluated,
considering
those social,
public and
private
resources
available

The living
environment is
checked and
triggers alarms in
case of possible
emergencies
(requires
caregivers/older
adults to have
specific skills)

The older adult´s
health is monitored
according to
his/her vital signs
and emergency
alarms are
triggered if needed

Roles involved Older adult,
formal
caregiver

Older adult,
formal and
informal
caregivers,
neighbors

Older adult,
formal and
informal
caregivers,
relatives,
technology/
platform provider

Older adult, formal
and informal
caregivers,
neighbors, health
professionals

Quality goals Accessible, remote, permanent, personalized Accessible,
remote, permanent,
personalized,
alarm-triggered,
user-friendly,
immediate

Emotional goals In control,
cared

In control, cared, empowered In control, cared

Potential technology OHC platform; Asistaea;
Amicareb [8]; MIW+;
Aladinc; IoTool, IoChat;
Sentab TV platform; eHealth
Platform, eWall Platformd

IoTool; MIW+;
Amicare; Asistae;
RB-Base2e;
Aladin;
eWall Platform;
SmartHabits [9]

Discoveryf;
Sentab TV
platform;
MOXg;
eHealth Platform;
eWall Platform

a http://asistae.fama.es/
b http://www.cetem.es/en/projects/i/934/321/amicare-project-completed
c https://www.domalys.com/en/pro
d https://cordis.europa.eu/project/rcn/110560_it.html
e https://www.robotnik.eu/mobile-robots/rb-1-base/
f https://alfred.eu
g www.accelerometry.eu

http://asistae.fama.es/
http://www.cetem.es/en/projects/i/934/321/amicare-project-completed
https://www.domalys.com/en/pro
https://cordis.europa.eu/project/rcn/110560_it.html
https://www.robotnik.eu/mobile-robots/rb-1-base/
https://alfred.eu
http://www.accelerometry.eu
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4 Conclusions

This work has introduced the co-design and user requirements engineering work carried
out in the Pharaon Large Scale Pilot project, focused on the Pilot in the Murcia Region
(Spain). The work has been conducted by a co-design phase, where the authors had to
define the methodology for the co-design and representation of user requirements as
goal models, use case scenarios, and user stories. The methodology entailed several up-
to-date co-design methods for user requirements’ elicitation. The result of this work will
feed the next step in the Pilot deployment, deciding the technologies to be used in the use
case scenarios, and how to use them as building blocks of the Pharaon ecosystem. Inmost
cases, such building blocks already exist and can be accessed by the appropriate APIs.
However, whenever needed, new building blocks or wrappers to the legacy building
blocks will be developed. For such cases demanding development of new software,
user requirements should be represented in even a more detailed manner as user stories.
This contribution can serve as inspiration for similar approaches in the field of ICT for
healthcare, AAL or smart environments, among others.
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Abstract. Cognitive disorders (CD) are challenges in healthcare and present a
looming threat to the financial and social systems of most countries. There are
nearly 10 million new dementia cases every year and this has a physical and psy-
chological impact on their nurses and carers. To soften this burden, the DIANA
Project (AAL Programme and FCT) is developing a solution composed of smart
3D sensors, an open management platform, and a mobile application to fulfil sev-
eral functionalities such as:monitoringpatient safety 24/7 (e.g., unusual behaviour,
falls), support activities of daily living (e.g., toileting) and observe health trends
of patients (e.g., fluid intake, changed behavioural patterns). To better understand
the secondary end-users’ needs and preferences regarding a solution of this kind,
we applied a user-centred approach, to gather information from a questionnaire
to retrieve the initial requirements of this solution. This outcome was combined
with a literature review on the state-of-the-art projects in this field and the care
for patients living with CD. As a result, the responses from 54 Portuguese nurses
and carers were analysed regarding the establishment of a first set of functional
requirements to the DIANA project, as well as the definition of use cases and
personas to study. The results show that the three most important advantages of
DIANA in Portugal would be assistance in nursing care, social interaction, and
falls/mobility detection.

Keywords: Artificial intelligence · Cognitive disorders · Nurses · Carers

1 Introduction

In 2020, over 50 million people globally were living with cognitive disorders (CD).
This number is expected to double every 20 years, reaching 75 million in 2030 and 152
million in 2050 [1]. In 2018, the combined EU28+ non-EU countries had 9,780,678
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people living with CD with an estimated rise to 18,846,286 in 2050 [2]. The main
cause for this increase is demographic change. As people live longer, chronic diseases
become more prevalent, along with a trend of lifestyles and behaviours that favour them,
since ageing is not a sine qua non condition to CD. The frequency of dementia rises
exponentially with advancing age. It duplicates with every 6.3 year increment in age,
from 3.9 per 1000 person-years at age 60–64 to 104.8 per 1000 person-years at age 90
and over. In Europe the peak frequency is among people aged 80–89 years [3].

In 2015, the estimated worldwide cost of CD was US$ 818 billion [4], being one
of the toughest financial challenges in healthcare. A high proportion of patients with
CD eventually requires placement in a long-term care facility such as a nursing home,
assisted living facility or group home. At the same time, their care is very demanding
for nurses and formal carers, leading to an increase in these professionals’ burnout. For
this reason, it is of utmost importance to develop solutions that can support nurses and
related carers in their daily working routines.

Considering this background, the digital intelligent assistant for nursing applications
(DIANA), a project co-funded by the Active & Assisted Living Programme (AAL),
thought of an innovative solution to assist nurses and carers in their daily lives and
helping the care of personswithCD.The solution aims to alleviatemedical staff of routine
tasks which could be managed by an AI-powered digital assistant, e.g., monitoring the
safety of patients 24/7, control walks during the night, react to alarms from existing
sensors, support in activities of daily living (ADL) or observe health trends of patients
and recording of such data for later assessment by clinical experts.

However, to better adapt to the medical staff routine, the integration, effectivity, and
usability of these functionalities need to meet the real needs and expectations of the
end-users. For this reason, nurses and formal carers were involved since the beginning
of the project in the requirements collection.

Thismanuscript describes themethodology and the results of the users’ requirements
compilation.

2 Methods

DIANA builds on a user-centred approach, focussing on users and their needs in each
phase of the design process [5]. This approach goes beyond consultation by building and
deepening equal collaboration between citizens affected by, or attempting to, resolve a
particular challenge.

Three essential phases of this study were a) a literature review, that provided a theo-
retical background and benchmarked some of the best practices and results of previous
AAL and H2020 projects; b) a literature review about the care and special treatment of
patients with cognitive disorders and c) an online questionnaire, which collected infor-
mation from both nurses and carers (secondary end-users)1 [6], including samples from
Portugal and Switzerland, the other end-user organization country in the project. In this
manuscript, the main objective is to present the view from the Portuguese consultation.

It is important to emphasize that, although the focus of the project is the improvement
of the quality of life of patients with CD, their involvement in this phase of requirements

1 Link to online questionnaire: https://redcap.link/51uki44z.

https://redcap.link/51uki44z
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collection was not necessary. Nurses and carers have the main role in this project, there-
fore they were the first to be consulted. By collecting their opinions about the care of
people with CD and the use of technology, the project collects an overview of what can
be implemented through the solution.

The literature review was composed by the benchmarking of the best practices and
results of previous AAL and H2020 projects in the same field of the DIANA project
(intelligent digital systems in care; ambient assistance living; systems to people with
mind impairment) and a review about the care and special treatment of patients with
cognitive impairment, as well as statistical information about the use of technology in
the daily work of nursing homes and hospitals in Portugal.

To complement these findings, an online questionnaire was used to learn more about
the carers’ and nurses’ perception and needs to use new technologies in their work
environment. The information was collected through 54 questionnaires completed by
both carers and nurses.

We used a set of different approaches to achieve the targeted number of respondents.
Firstly, a meeting with the Centro Region delegation of the Order of Nurses [7] was
held, that engaged the organisation in the dissemination of the questionnaire, supporting
Cáritas Diocesana de Coimbra (CDC) to reach potential respondents. Also, several invi-
tations were sent to the regional delegations of the Order of Nurses all over the country.
Besides this, the questionnaire was disseminated by sending it to a mailing list of stake-
holders, and a broader engagement was reached through social media, local newspapers,
and specific home care centres. In this last area, the direct engagement of the profession-
als in the units of CDC was also relevant to reach the established goal. Finally, although
this consultation took place during the pandemic period, it was possible to overcome the
initial goal for Portugal (n = 54).

The questionnaire was developed in REDCAP [8] and thus the answers were auto-
matically saved and grouped, which allowed to avoid manual errors in data handling and
to analyse the results in a simple and agile manner. Besides the research team, also the
respondents benefited from this questionnaire, as it ensured the absolute anonymization
of the answers, which was also an objective at this phase of the study.

With the results achieved, the medical, technical, and social requirements were laid
down in the description of 4 personas (a fictional character in the user-centred design
created to represent a user type that might use a site, brand, or product similarly).

The outcomes of these three different phases will be explored and detailed in the
following sections.

3 Results

3.1 Literature Review: Benchmarking of State-of-the-Art Projects in DIANA
Field

The benchmarking was designed to present true state-of-the-art of projects in the same
field as DIANA. It is practically impossible to survey all the solutions that are currently
on the market, given the immense number of programs and investment. Nevertheless,
an overview in the AAL and H2020 programs lead the consortium to perceive some
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good practices that should be integrated into DIANA.With this research, it was possible
to understand what should be avoided and what needs to be implemented, in terms of
system design and approach.

The Roadmap project [9] observed that people are increasingly having access to
technology that allows the use of app-based activitymonitors. However, concerns around
data security limit the use of the technology available on smartphones and tablets, as
does a lack of confidence or willingness to use this technology. The project described
an important factor, that people affected by CD are vulnerable and have difficulties to
communicate effectively, making it increasingly difficult to know what their priorities
and preferences are. Thus, nurses and carers’ opinions are prioritized at this stage of
development in the DIANA project.

Guidelines retrieved from ICT4Life [10] report that primary end-users are very con-
cerned about sensors and the camera, but after testing it, generally, accept them well.
During the pilot tests, the project verified that the voice commands were very well
accepted by patients and that the evolution and recommendations of the system for
patients were very well accepted by physicians and physiotherapists. Finally, they con-
cluded that the communication tools between health professionals, carers, and other
professionals and between patients and health professionals are the key point for inte-
grated care platforms: this aspect has been underlined by all end-users; it has an economic
impact because, according to users’ opinions, it reduces personal visits to the doctors
and emergency interaction.

The Toilet4me [11] started reflections both technologically and ethically for the
development of smart toilets. Some guidelines have already been developed regarding
data protection: Restricting access to data based on a “need to know” basis; providing
userswith unique login datawith individual access levels; using encryptionwhen sharing
the data, developing a “clean policy,” meaning not to leave personal data to unauthorized
people and ensuring that all archived data is encrypted.

These conclusionswill be considered during the development of theDIANAsolution.

3.2 Literature Review About the Care and Special Treatment of Patients
with Cognitive Disorders

Care for patients with cognitive disorders includes support in basic Activities of daily
living (ADL). The health workers must do these routine tasks while encouraging the
function and independence of patients for as long as possible [12], thus, promoting
patient’s safety, reducing their anxiety and restlessness, upgrading communication and in
parallel educating the family carers. Bathing/hygiene, dressing and grooming, impaired
physical mobility, wandering and risk for injury are some of the areas to which assistance
from nurses and carers is needed and addressed in nursing care plans.

Risk of Falls
Inpatient fall prevention has been an individual area of concern for nursing for almost
50 years. At the international level, studies show that 30% of people over the age of 65
suffer at least one fall per year. According to the World Health Organisation (WHO),
falls are the second leading cause of accidental or unintentional injury deaths worldwide
and older adults suffer the greatest number of fatal falls [13].
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Toileting Behaviour Analysis
Competent toileting is a critical life skill necessary for independent living, and not being
able to use it adequately is a significant barrier for the quality of life of individuals with
CD. Independent toileting can improve an individual’s quality of life through improved
hygiene and improved self-confidence, as well as reduced stigma and reduced physical
discomforts. The use of technology could facilitate some tasks. For someone who reg-
ularly wets themselves, it may be helpful to develop a timetable that offers a reminder
to go to the toilet. For example, real-time notifications on user’s smartphone can also
be useful for the person to remember to use the toilet or to check if their pad needs
changing.

This information will also be considered during the development of DIANA.

3.3 Questionnaires – Requirements Collection

Demographics and Working Conditions
From the 54 respondents, most had working experience of ≤5 years or 6–10 years.
The majority worked in a hospital or long-term care setting. The respondents were
aged between 31 and 40 years and 78% were women. The questionnaires were broadly
disseminated, so we can argue that the gender imbalance among respondents reflects
the scenery in social and health care in Portugal for carers and nurses. The number of
persons with CD they care for was mentioned as<25 per workspace in most of the cases
and the respondents spend between less than one hour and more than 6 h together with
these persons. Needs for assistive/non-acute medical devices were discovered in most
cases during regular care and either the physician or family-members were informed
about it. Such products arrive within less than one week.

The respondents described their residents/patients as persons who have difficulties
to go to the toilet in more than 90% of the time, that also have difficulties finding the
room or their way in a room. More than 83% estimate that their patients have gaps in
several aspects of the correct toileting sequence [14].

The most challenging tasks when providing care for persons with dementia in
Portugal was to help with mobility, eating and toilet visits.

Use of Technology - Experience and Requirements
As for new technologies, 82% of the respondents agreed or strongly agreed that they
would find them simple to learn. In contrast, half of the professionals did not think their
cared persons would accept DIANA or were neutral. Nevertheless, the vast majority
(80%) believed that digital assistance is an important asset for the care of old persons
in the future. In addition, 72% felt that their company/institution would support such
technologies. The most important areas mentioned were cognitive training and security,
while only 26%mentioned autonomy (e.g., using the toilet) as a goal forAAL-technology
and 23% did not feel well due to data safety issues. Positive thoughts on any device were
mentioned if it reminded the person to wash the hands, to detect falls and had additional
intelligent features, such as light control, monitoring of unwanted movement and call
for help. 65% of the participants thought that an avatar or an acoustic clue is helpful to
demonstrate correct use of a toilet. Also, the use of optical guidance was deemed helpful
in 76% of the health care professionals.
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Use of Technology – Available Devices
As for currently available devices, the respondents had some experiences with falls
sensors, intelligent toilets, and highest experience with light sensors (24%). Roughly,
30% use tablets for nursing documentation. The nurses/carers spend about 10 min per
day in the management of residents/patient personal data, between 10 min and one hour
per day to implement information and tasks induced by physicians, including delivery for
medication, while the time spent for individual nurse care planning is largely fluctuating.

New Systems and DIANA Solution Perception
As for potential new systems, the respondents ranked patient/resident privacy protec-
tion the highest, while there were heterogeneous responses related to cables, wires,
installation, mobility, and cleaning.

The threemost important advantages of DIANA in Portugal would thus be assistance
in nursing care, social interaction, and falls/mobility detection. Nurses and carers see the
potential of DIANA in the areas of wellbeing, medication management and the moni-
toring of mobility. Most of the nurses/carers would also be willing to share experiences
with such systems and the most frequently used resources to collect information about
DIANA would be articles, conferences, and social media.

4 Discussion and Conclusion

For fall risks, the literature review revealed that it is necessary to address extrinsic and
intrinsic fall risk factors to optimize patient safety. This is done mainly by the medical
or nursing staff. However, the DIANA solution can support this task, by providing
additional security monitoring safety of patients 24/7, e.g., bed-exits, falls, wandering,
etc. If nurses and carers receive this critical information, they can be able to prevent falls
in time and act accordingly. Furthermore, they can adjust the system to their patient’s
needs, while maintaining privacy.

Regarding toilet issues, the DIANA project has thought of an innovative solution
that can foster primary end-users’ autonomy all the while helping the carers and nurses’
work and saving time by not having to provide toilet assistance. The use of 3D sensors
in a toilet allows for private sphere protecting action by using behaviour recognition
algorithms already available but trained for other application areas. The algorithms are
specifically trained to recognize movement sequences during toilet visits. After training
the algorithms to detect relevant actions, they are combined into a complex activity
model. The solution is to have an avatar to inform the patient if he/she missed some of
the steps. Through this non-intrusive way, the user can autonomously use the toilet and
the carer/nurse does not need to intrude privacy.

Regarding what has been gathered from the replies to the questionnaire, the respon-
dents believe that they can use and work with AAL solutions such as DIANA. They
already know several digital technologies in their field and most of them have at least
some experiences using them. The care of patients is challenging - eating and toileting
- the latter being the most challenging one. Secondary end-users think DIANA should
be reliable, easy to install, wireless and easy to transport. Data on patients and or nurses
should be safe since this is of concern.
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Based on these findings and outcomes, the first set of functional requirements that
the DIANA system must provide for was developed. The DIANA solution requirements
extracted from this study reinforces that the prospects and needs of secondary end-users
(nurses and carers) must be considered since the beginning of the project, especially in
solutions that will have a direct impact in their work routine. Further information and
requirements will be developed along with the project’s timeframe, especially during
pilot tests.
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Abstract. The purpose of this study is to explore the characteristics of the choices
of the elderly, regarding the features of furniture that people use in their daily lives.
The study is limited to the age group 55–90 years old in Greece and presents chairs
in their homes, which they have been used from 5 to 50 years. An early research
question to be answered in this study is How the individuals behave consumeris-
tically based on their experiences. The results at an early stage show that their
choices are based on traditional-classic furniture with specific characteristics, con-
cerning parameters such as aesthetics and functionality. Also, secondary elements
in the design such as construction details (crosspieces, dimensions, spindles) play
a pivotal role in their choices. Particularly important is the fact that a large per-
centage of the participants responded positively to the technological development
of this furniture.

Keywords: Aesthetics in furniture · Chairs for elderly · Furniture for seniors in
Greece

1 Introduction

The demographic group of the elderly is growing every year. In Greece (Statistics 2021),
at the ages 55–85 + per gender, about 30% were men and 43.5% women in the total
population. The elderly present various living problems with chronic diseases such as:
dementia, visual and hearing impairment, disabilities, memory disorders, etc. (Hrovatin
et al. 2012).

Until recently, the majority of products designed and produced concern other age
groups, with the emphasis placed on the most productive of them and they have to cover
the needs of the average user, ergonomically speaking. The elderly are a heterogenous age
group (Jonsson and Sperling 2010), which according to various studies is accustomed
to using products designed for healthier and younger people. In addition, in a study
conducted in Slovenia, 60% of the elderly have not renovated their house for more than
20 years, while 74% seem satisfied with the existing situation, although they are not
covered ergonomically (Hrovatin et al. 2012).

The literature review demonstrates that there is a big increase in studies for this age
group, which focuses mainly on the following areas:
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a) health,
b) safety,
c) creativity and technological development,
d) emotional care.

The registration of furniture, equipment and measurement systems shows a constant
interest in this direction. The proposal for the development of a methodology and con-
struction of furniture for the specific age group based on particular specifications and
taking into account quantitative and qualitative parameters, is a necessity for the Greek
society, as nothing similar has been developed up to now.

2 Literature Review

The main purpose of designing and manufacturing products, since the end of the 19th
century (i.e. since the beginning of the industrial revolution) until today has been themass
production of objects or furniture that improve people’s daily lives who constantly use
them. Industrial design has contributed significantly to this. Recently, however, concepts
such as Participatory Design (often called co-design) are beginning to emerge as a result
of differentiation and specialization in furniture production. According to many authors
(Aarhus et al. 2010; Gronvall and Kyng 2013), older people exhibit differentiated behav-
iors and large disparities in the access to new technologies. The above also emphasize
the importance of creating an environment in relation to “participatory” design and the
impact exerted through areas such as: space organization, participation and assimilation
of activities, especially when applied to particularly vulnerable groups.

In the developed countries there is a demographic shift with a significant increase
of the elderly. This age group also seems to suffer from chronic diseases (Population
Reference Bureau 2011).

By 2060, Europe and Japan are expected to have a population of 151 million over the
age of 65. This is due to the increase in life expectancy, for a better quality of life. This
age group wants to spend most of their time at home, developing activities that improve
health and enhance activity (State of the Art Report for Smart Habitat for Older Persons,
April 2019).

The population of the European Union on January 1, 2018 was estimated at 512.4
million. Of these, 64.7% were in the age group of 15 to 67 years old, while the elderly
over 65 years old were 19.7%, with an increase of 2.9% compared to the earlier decade
(State of the Art Report for Smart Habitat for Older Persons, April 2019).

By 2019, the old-age dependency ratio had been 34.1%. Population projections
suggest that the EU-27 old-age dependency ratio will continue to soar and will reach
56.7% by 2050, when there will be fewer than two persons of working age for each
older person. In 2019, older people accounted for more than one third (36.7%) of the
total population in the central Greek region of Eyrytania (Eurostat, July 2020). For these
reasons, greater security is needed in homes and the creation of a more “friendly” living
environment. The same is also valid for the items and furniture that make up a home.
The main causes of accidents in this age group are added to this need: 31% of falls in
the elderly are due to accidents in the surroundings and 17% of accidents are due to
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disturbances and loss of balance (State of the Art Report for Smart Habitat for Older
Persons, April 2019).

As Europe’s population is growing older, more patents have been filed over the last
decade for “smart” and safe furniture (Wordwide.Espacenet, March 2020). A range of
protection devices or health measurements are being developed, in order to meet the
care needs of the elderly.

From 2009 to 2017, the number of published articles on elderly care multiplied and
there is a clear growing trend for scientific research in this area (State of the Art Report
for Smart Habitat for Older Persons, April 2019). Various studies refer to the lack of
familiarity that older people feel with the use of computers and smart devices, in order
to optimize their quality of life. There is a general finding that they are accustomed to
using their existing furniture and have a reduced desire for change (Hrovatin et al. 2012).

Bumgardner and Bowe (2002) point out that wood species play a key role in furniture
development and are taken into account in the preferences of designers, across the product
development spectrum along with other critical choices, such as style and finish. For
example, in the USA cedar wood gives the house a feeling of warmth. Pine and cedar
wood used in furniture appear from previous studies to receive higher marks in aesthetics
and status as opposed to plywood, fiberboard, aluminum and vinyl. Also, in relation to
the better quality of furniture, light-colored wood (coniferous) seems to be considered
more suitable formore everyday furniture,while darkerwood (e.g.mahogany and cherry)
seems more suitable for better quality furniture. Respectively, the furniture made of dark
colors are considered more expensive and with a higher value. According to Nicholls
and Bumgardner (2007), there is a correlation between the types of wood preferred by
older and younger people, in relation to income. Younger people seem to choose lighter
wood such as spruce wood andmaple, while older people with lower incomes opt for oak
wood. Also, beech and oak seem to be preferred more by low-income older men. Also,
women with higher incomes seem to avoid wood types such as red alder, considering
them to be options that give lower status. At higher incomes there is a tendency to prefer
cherry wood.

In general, there is a strong scientific, technological and constructional approach and
interest, mainly in relation to the specific age group, due to the demographics that are
observed, but also in terms of gaining a competitive advantage from companies that will
specialize in this field.

Also, various studies regarding the ergonomics of furniture (Simek 2013; Fabisiak
andKlos 2012) show that the improvement and redesign of “conventional” furniture, add
value to the safety and functional living of the elderly. From the above research, solutions
are presented to improve the ergonomics of the furniture, to have a better quality of the
upholstery (in order to have a better cleaning of the material) and to improve the access
with emphasis on the safety of use.

However, it seems (as in Greece) that more information and awareness are needed
in order to adopt their necessity. Also, for furniture companies, innovation and ecology
in furniture is an essential competitive outlet (Papadopoulos et al. 2015).

Also, Halilovic (2017) emphasizes that consumers are interested in environmental
protection and the first things they consider are comfort, material and quality of furniture.
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On a second level they are interested in design and functionality, while the issue of cost
is the crucial final factor for the choice.

In the above study there appears to be 9 factors that influence consumer behavior in
relation to furniture, which are: gender, age, income, nationality, knowledge ofmaterials,
lifestyle, cost, behavior and needs. In relation to the constructionmaterial, in the research
of Fabisiak et al. (2014), individuals are asked to compare older furniture with more
modern ones and it is observed that it is desirable to have more solid wood elements.
Also, the material of the upholster should be easily cleaned and should not be dominated
by bright colors, but pastel shades.

Additional parameters, such as the habit of use, the emotional bondwith the furniture
and the nostalgia (Goulding 2002) are factors of great heterogeneity that require further
approach and are an extension of the study presented here. Bumgardner andBowe (2002)
note also that furniture in a home creates associations with emotions, since it contains
psychosocial meanings that must be taken into account in the construction and design
of the entire product process (distribution, price, brand, etc.).

The emotional demands that furniture could provide for seniors include the emer-
gence of intimacy, satisfaction, inspiration, dignity, reinforcement and connection to the
past. The same study shows that in relation to the hierarchy of importance and time of
use of the rooms of a house, the kitchen and the living room play an essential role in the
time that the elderly spend with next being the bedroom (Jonsson and Sperling 2010).
In addition, in the research of Fabisiak et al. (2014), it is observed that the emotions for
some furniture played an essential role in the evaluation that people made of it.

A recent survey to investigate the needs of the elderly (Kamperidou 2017) conducted
in Northern Greece (Thessaloniki) shows various characteristics and a necessity for
furniture design at this age. Dimensions seem to play a decisive role, as it appears that
there is a disproportion between the body type of the users and the furniture. In relation
to the seats, taller people want deeper seats and vice versa. Hygiene and durability of
materials also play a key role, especially in areas of the house such as the kitchen.
Furniture should be stable, prevent injuries and be easily accessible to use. Another
essential finding from this study is the fact that the 60–69 age group tends to spend more
money on furniture. Finally, the lack of communication between manufacturers and this
age group is pronounced.

3 Research Methodology

The research is based on the observation with an unstructured interview using photos
of furniture from the homes of the respondents. A percentage of the interviews were
conducted remotely, via telephone (17) and some live (8). Individuals were asked to
choose a piece of furniture that they use daily (in this particular research a dining chair)
and to explain the reasons why they made this choice. The sample in the first phase of
the research consists of 25 people aged 56 to 87 years, with heterogeneity in educational
level and income.

The tools of observation are the image of the furniture and the interview.
The main axes of the interview approach are:
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• Construction material
• Construction color
• Furniture design
• Functionality-ergonomics
• Other reasons for which they are related to the specific furniture (e.g. best value for
money, weight, harmony in relation to the space, etc.)

• Interest in technological or constructive development in furniture.

4 Discussion – Results

4.1 Individuals Profile

The survey was limited to Athens with a study of two more cases in the cities of
Thessaloniki and Karditsa and 1 case in the area of Magnesia (Fig. 1).
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PLACE (FIGURE 1)

Fig. 1. The permanent residence of the individuals.

The participants in this survey consisted of 11 women and 14 men. It is worth
mentioning, that in 6 cases the interviews were realized in pairs. In relation to the age
groups (Fig. 2), 6 people were between 55–60 years old, 12 people between 61–70 years
old, 6 people between 71–80 years old and 1 person in the age group 81–90 years old.

Based on the educational level, we have a heterogeneity with the majority of people
(8) being high school graduates, 6 people primary school graduates and 10 people with
higher education (Fig. 3).

As far as family income is concerned (Fig. 4), most of the people (14) are in the scale
<20000e per year and 8 people in the scale <30000e per year.

4.2 Construction Material

The majority of the respondents (84%) prefer furniture with wooden frame. The wooden
chairs chosen and presented in Chart 1 are mainly made of beech wood. The material
of the seat is also interesting, as it consists of either upholstery (with modern foam
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materials) at a percentage of 56%, or cane (36%) and the addition of a cushion, usually
made by them in a big number of cases. Furthermore, it is noteworthy that in a potential
new purchase (in a percentage of 80%), wood would still be chosen as construction
material. Emphasis is placed on the construction material (robustness is needed) but
also in some cases lighter materials. In half of the cases, chairs with wooden frame and
upholstery were selected.

4.3 Construction Color

The shades of wood play an essential role in the choice made by the people, with the
shades of beech with the colorless varnish finish dominating, followed by the darker
shades of paints (walnut and cherry), at 70% of the cases. The rest of the options consist
of beige and in one case a combination of black-white and dark brown-beige. From
the above, we can deduce that the classical style prevails and the selection of more
modern seats, as far as their material is concerned, is limited to two cases, in which
black and white are chosen (combined with metal) and ecru (combined with wood). It
is particularly interesting that in case of a new purchase and in conjunction with color,
people would choose the same furniture as the one they selected and similar furniture
with a darker shade of wood. In a case of a total renovation of the house, white paint
would be chosen. In one case also, brighter colors are selected.

4.4 Design, Furniture Form and Constructive Elements

By means of design, simple lines prevail, without many edge profiling and carvings
(although in many cases there existed more elaborate chair designs in the house, the
chairs with simpler forms were chosen by the respondents). In some cases, chairs with
curved elements are presented (with cross sections made in lathe either steam bent). An
important element is that some chairs presented differentiations in the crossrails between
legs (stretchers), whichwere reported as a deterrent factor in the functionality of the chair
by individuals. It is also noteworthy that the chairs are used by people with an average
about 22 years, withminimal structural connection problems, which are observedmainly
in the detachment of tenon-mortise joints. Furthermore, it is worth pointing out that there
is also damage to the material of the seats and the back. The solid beech wood was used
more in the construction of the chairs and on a second level the plywood or fiberboard
in the elements of the back and the seat. Also, the metal in 2 cases.

4.5 Functionality – Ergonomic Parameters

It turns out from the interviews that people are familiar with the specific characteristics
of furniture and they mention them as predominant parameters in order to justify their
preference. It is noteworthy that the chairs were measured during the interviews and
no deviations in constructive level were found. Most people seem satisfied in terms of
ergonomics in relation to their choice, and only in pair interviews there were disagree-
ments in terms of ergonomics in relation to the difference in body type between men
and women. Another important element is that the lack of some constructive elements
from the furniture creates problems in their use (stretchers, rails etc.).
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Chart 1. The furniture chosen by the participants in the sample is presented and an analysis of
their preferences is following.
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Chart 1. continued
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5 Conclusions

The results illuminate that theGreeks by and large choose furniturewith a good construc-
tion quality and which are expected to last for several years (in some cases the names of
the manufacturers by whom they have bought them are mentioned). Furthermore, there
is a tendency for minimal changes in case of buying new furniture, which suggests a
sense of habit in their choices.

There is a tendency for traditional furniture, which is not designed for this age
group. However, since they were informed, they deem the technological development of
furniture positively, but without pronounced difference in aesthetics and style (in most
cases the traditional one). We can observe a preference in wood as a material and the
chairs must be perfectly constructed without lacking elements. From a color perspective,
there is a tendency for a colorless finish and dark brown color. In some cases there is a
disagreement in ergonomics, primarily in interviews between couples.

Finally, we should not underestimate the fact that the survey should include more
geographical and social data in the future, in order to be a “tool” of social policy and
business action.
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