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Abstract. We describe the main ideas behind the framework of regular
model checking in a tutorial-like manner. First, we recall the original
framework, and then describe an over-approximation scheme that we
have designed to make the method more scalable. Finally, we point to
some directions for future work.

1 Introduction

During the last two decades, a vast research effort has been devoted to extend-
ing the applicability of algorithmic verification to infinite-state systems, using
approaches based on abstraction, deductive techniques, decision procedures, etc.
One primary approach has been to extend the paradigm of symbolic model check-
ing [21] to new classes of models such as timed automata, push-down systems,
systems with unbounded communication channels, Petri nets, and systems that
operate on integers and reals (e.g., [13,18,22,23]).

Regular Model Checking (Rmc) is one such an extension. In Rmc, regular
sets represent sets of states and regular transducers represent transition rela-
tions. Such sets and relations are typically defined over finite or infinite words
or tree structures. Most initial works considered models whose configurations
can be represented as finite words of arbitrary length over a finite alphabet.
Such models include parameterized systems consisting of an arbitrary number
of homogeneous finite-state processes connected in a linear or ring-formed topol-
ogy, as well as systems that operate on queues, stacks, integers, and other linear
data structures. Regular model checking was first advocated by Kesten et al. [33]
and by Boigelot and Wolper [35], as a uniform framework for analyzing several
classes of parameterized and infinite-state systems. The idea was that regular
sets would provide an efficient representation of infinite-state spaces, and play a
role similar to the role that Binary Decision Diagrams (BDDs) used to play for
symbolic model checking of finite-state systems. We can then exploit automata-
theoretic algorithms for manipulating regular sets. Such algorithms have been
successfully implemented, e.g., in the Mona [31] system.

A generic task in symbolic model checking is to verify safety or liveness
properties by computing properties of the set of reachable states. For finite-state
systems, this is typically done by state-space exploration (which is guaranteed to
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terminate). For infinite-state systems, the procedure terminates only if there is a
bound on the distance (in number of transitions) from the initial configurations
to any reachable configuration. An analogous observation holds if we perform
reachability analysis backwards, by iteration-based methods [25,34] from a set
of target configurations. A parameterized or infinite-state system does not have
such a bound, and the model checking problem for such systems can even be
undecidable. In contrast to the deductive application of systems like Mona [14],
the goal in regular model checking is to verify system properties algorithmically
(automatically). One way to accomplish that is devising so-called acceleration
techniques that calculate the effect of an arbitrarily long sequence of transitions.
This problem has been addressed in regular model checking [11,20,32]. In gen-
eral, the effect of acceleration is not computable. However, computability have
been obtained for certain classes [32]. Analogous techniques for computing accel-
erations have successfully been developed for several classes of parameterized and
infinite-state systems, e.g., systems with unbounded FIFO channels [2,15,16,19],
systems with stacks [18,24,28,30], and systems with counters [17,26].

While Rmc, in its pure form, is an elegant and theoretically interesting frame-
work, it became eventually clear that the applicability of the method was lim-
ited. The main bottleneck was the automata representation which would not
scale beyond small examples. A main research direction has been to find over-
approximations that allow more light-weight symbolic representations than the
full class of regular languages, while still being sufficiently precise to successfully
carry out the verification of non-trivial examples.

In this tutorial, I will use two running examples to explain the main ideas
behind the two approaches.

2 Framework

We describe the framework of Rmc, using a running example, namely a simple
token passing protocol.

2.1 Regular Model Checking

In its simplest form, the Rmc framework represents a transition system in the
following manner.

– A configuration (state) of the system is a word over a finite alphabet Σ.
– Sets of configurations are represented by regular sets over Σ. In particular,

this applies to the set of initial configurations.
– The transition relation is a regular and length-preserving relation on Σ∗.

We represent the relation by a finite-state transducer T over (Σ × Σ). The
transducer T accepts all words (a1, a

′
1) · · · (an, a′

n) (of pairs of elements) such
that (a1 · · · an a′

1 · · · a′
n) is in the transition relation. Sometimes, the transition

relation is given as a union of a finite number of relations, each of which is
called an action.
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In this paper, we often abuse notation and identify the transducer T with the
relation defined by T . We will apply the transducer relation on (regular) sets of
configurations. For a set C of configurations and a binary relation R on configu-
rations, let C ◦ R denote the set of configurations w such that w′ R w for some
w′ ∈ C. Let R+ denote the transitive closure of R and R∗ denote the reflexive
transitive closure of R.

The simple instance of Rmc, introduced in the previous paragraphs, is
already powerful and can model several interesting classes of systems. On exam-
ple is parameterized systems which consist of arbitrary numbers of linear or
ring-shaped collections of processes. We can do this by letting each position in
the word represent one process in the system. It is also possible to model pro-
grams that operate on linear unbounded data structures such as queues, stacks,
integers, etc. For instance, a stack can be modeled by letting each position in
the word represent the corresponding position in the stack.

For reachability properties, the requirement of the transducer to be length-
preserving is not a restriction. For instance, in the case of parameterized systems,
the length-preserving condition implies that we cannot dynamically create new
processes. However, the system can initially contain an arbitrary but bounded
number of processes which are “statically allocated”. We can then faithfully
model all finite computations of the system, by initially allocating sufficiently
many processes in their configurations. Thus, the restriction to length-preserving
transducers introduces no limitations for analyzing safety properties, but may
incur restrictions on the ability to specify and verify liveness properties of sys-
tems with dynamically allocated data structures. The latter follows from the fact
that liveness properties quantify over the set of infinite computations. Therefore,
restricting the lengths of the configurations makes it impossible to faithfully
model all infinite computations of the system.

2.2 Examples

In Fig. 1 we consider a token passing protocol: a simple parameterized system
consisting of an arbitrary (but finite) number of processes organized in a linear
fashion. Initially, the left-most process has the token. In each step, the process
currently having the token passes it to the right. A configuration of the sys-
tem is a word over the alphabet {t, n}, where t represents that the process has
the token, and n represents not having it. For instance, the word nntnn rep-
resents a configuration of a system with five processes where the third process
has the token. The set of initial configurations is given by the regular expres-
sion tn∗ (Fig. 1(a)), i.e., in an initial configuration, the left-most process, and
only the left-most process, has the token. The transition relation is represented
by the transducer in (Fig. 1(b)). For instance, the transducer accepts the word
(n, n)(n, n)(t, n)(n, t)(n, n), representing the pair (nntnn, nnntn) of configura-
tions where the token is passed from the third to the fourth process.

As a second example, we consider a system consisting of a finite-state process
operating on one unbounded FIFO channel. Let Q be the set of control states of
the process, and let M be the (finite) set of messages which can reside inside the
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Fig. 1. The token passing protocol: (a) the set of initial configurations, (b) the trans-
ducer describing the transition relation.

channel. A configuration of the system is a word over the alphabet Q∪M ∪{⊥},
where the padding symbol ⊥ represents an empty position in the channel. For
instance the word q1⊥m3m1⊥⊥ corresponds to a configuration where the process
is in state q1 and the channel (of length four) contains the messages m3 and m1

in this order. The set of configurations of the system can thus be described by
the regular expression Q⊥∗M∗⊥∗.

By allowing arbitrarily many padding symbols ⊥, one can model channels of
arbitrary but bounded length. As an example, assume that the stack alphabet
is the set {a, b}. Then, the action where the process sends the message m to the
channel and changes state from q to q′ is modeled by the transducer in Fig. 2.

2.3 Verification Problems

We will consider two types of verification problems in this paper.
The first problem is verification of safety properties. A safety property is

typically of form “bad things do not happen during system execution”. A safety
property can be verified by solving a reachability problem. Formulated in the
regular model checking framework, the corresponding problem is the following:
given a set of initial configurations I, a regular set of bad configurations B, and
a transition relation specified by a transducer T , does there exist a path from
I to B through the transition relation T? This amounts to checking whether
(I ◦ T ∗) ∩ B = ∅. The problem can be solved by computing the set Inv = I ◦ T ∗

and checking whether it intersects B.
The second problem is verification of liveness properties. A liveness property

is of form “a good thing happens during system execution”. Often, liveness prop-
erties are verified using fairness requirements on the model, which can state that
certain actions must infinitely often be either disabled or executed. Since, by the
restriction to length-preserving transducers, any infinite system execution can
only visit a finite set of configurations, the verification of a liveness property can
be reduced to a repeated reachability problem. The repeated reachability problem
asks, given a set of initial configurations I, a set of accepting configurations F ,
and a transition relation T , whether there exists an infinite computation from
I through T that visits F infinitely often. By letting F be the configurations
where the fairness requirement is satisfied, and by excluding states where the
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Fig. 2. The push operation in a stack.

“good thing” happens from T , the liveness property is satisfied if and only if the
repeated reachability problem is answered negatively.

Since the transition relation is length-preserving, and hence each execution
can visit only a finite set of configurations, the repeated reachability problem
can be solved by checking whether there exists a reachable loop containing some
configuration from F . This can be checked by computing (Inv ∩ F )2 ∩ Id and
checking whether this relation intersects T+. Here Id is the identity relation on
the set of configurations, and Inv = I ◦ T ∗ as before.

Sets like I ◦ T ∗ and relations like T+ are in general not regular or even com-
putable (note that T could model the computation steps of a Turing machine).
Even if they are regular, they are sometimes not effectively computable. In
these cases, the above verification problems cannot be solved by the proposed
techniques. Therefore, a main challenge in regular model checking is to design
semi-algorithms which successfully compute such sets and relations for as many
examples as possible. We will look at this aspect in the next section.

3 Transducers

In Sect. 2, we mentioned that we can carry out verification by computing a
representation of I ◦ T ∗ (or T+) for some transition relation T and some set of
configurations I. Given a set of bad configurations B, we want to check whether
I ◦ T ∗ ∩ B �= ∅. Algorithms for regular model checking are usually based on
starting from I and repeatedly applying T . As a running illustration, we will
consider the problem of computing the transitive closure T+ for the transducer
in Fig. 1. A first attempt is to compute Tn, i.e., to compute the composition of T
with itself n times for n = 1, 2, 3, · · · . For example, T 3 is the transition relation
where the token gets passed three positions to the right. Its transducer is given
in Fig. 4.

A transducer for T+ is one whose relation represents that the token gets
passed an arbitrary number of times. There (infinitely) many transducers char-
acterizing this relation. One such a transducer is depicted in Fig. 3.
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Fig. 3. Applying the token passing transducer relation three times.

0 1 2
(t, n) (n, n)

(n, n) (n, n) (n, n)

Fig. 4. A transducer characterizing the transitive closure of the token passing trans-
ducer.

The challenge is to derive (one of) these transducers algorithmically. Obvi-
ously, we cannot do this naively by simply computing the approximations Tn

for n = 1, 2, 3, · · · , since such a procedure would not converge. We can solve
the problem by applying acceleration or widening techniques that can compute
a representation of T+. Below, we present a technique based on acceleration to
illustrate the idea.

Acceleration techniques are usually based on quotienting of transducers that
represent approximations of Tn for some value(s) of n. This involves finding an
equivalence relation 	 on the states of approximations, and to merge equivalent
states, obtaining a quotient transducer. For instance, in the transducer that
represents T 3 above, we can define the states 1, 2, and 3 to be equivalent. By
merging them, we obtain the transducer T 3/ 	 which in this example happens
to be equivalent to T+.

One problem is that quotienting in general increases the language accepted
by a transducer: L (Tn) ⊆ L (Tn/ 	), usually with strict inclusion. This problem
was resolved in [10,11,20,27] by characterizing equivalence relations 	 such that
T+ is equivalent to (T/ 	)+ for any transducer T , i.e., the quotienting does
not increase the transitive closure of the transducer. To explain the idea, let us
first build explicitly a transducer for T+ as the union of transducers Tn for n =
1, 2, 3, · · · . Each state of Tn is labeled with a sequence of states from T , resulting
from the product construction using n copies of T . The result is called the
history transducer. The history transducer corresponding to the token passing
protocol is shown in Fig. 5. Recall minimization algorithms for automata. They
are based on building a forward bisimulation 	F on the states, and then carry out
minimization by quotienting. For instance, in the history transducer of Fig. 5, all
states with names of form 2i1 for any i ≥ 0 are forward bisimilar. Analogously,
we can find a backward bisimulation 	B . For instance, all states with names of
form 10i, i ≥ 0, are backward bisimilar. Dams et al. [27] showed how to combine
a forward 	F and a backward bisimulation 	B into an equivalence relation 	
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Fig. 5. The history transducer for the token passing protocol.

which preserves the transitive closure of the transducer. In [12], this result was
generalized to consider simulations instead of bisimulations. The simulations can
be obtained by computing properties of the original automaton T (as in [11,12]),
or on successive approximations of Tn (as in [27]).

From the results in [12] it follows for the history transducer that the states
with names in 2i1 can be merged for i ≥ 1, and the same holds for 10i. The
equivalence classes for that transducer would be 2+, 0+, 10+, 2+1 and 2+10+.
Hence, it can be quotiented to the transducer depicted in Fig. 6, which, in turn,
can be minimized to the three-state representation shown in Fig. 4.

4 Monotonic Abstraction

In this section, we present an approach that avoids using the full power of regular
languages and transducers. Instead, we compute an over-approximation of the
set of reachable configurations through a particular technique which we call
monotonic abstraction. We will instantiate the framework to a special class of
parameterized systems. In this section, a parameterized system consists of an
arbitrary number of identical processes each of which is a finite-state process.
The processes are organized as a linear array. In each step in the execution of
the system, one process, called the active process, changes state. The rest of
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Fig. 6. The history transducer for the token passing protocol.

the processes, called the passive processes, do not change states. We call the
passive processes to the left of the active process the left context of the active
process. The right context is defined analogously. The active process may perform
a local transition in which it changes its state independently of the states of the
passive processes. The active process may also perform a global transition in
which it checks the states of the passive processes. A global transition is either
universally or existentially quantified. An example of a universal condition is that
all processes in the left context of the active process should be in certain states. In
an existential transition we require that some (rather than all) processes should
be in certain states.

We use a running example of a mutual exclusion protocol, among an array
of processes, where each process is of the form depicted in Fig. 7. The process
has four local states, namely the green, black, blue, and red states. We represent
these states by colored balls , , , and . Sometimes, when no confusion
arises, we refer to a process in a configuration by its state, so we say e.g. “the
red process” rather than “the process in its red state”.

Initially, all the processes are green (they are idle). When a process becomes
interested in accessing the critical section (which corresponds to the red state), it
declares its interest by moving to the black state. This is described by the global
universal transition rule t1 in which the move is allowed only if all the other
processes are in their green or black states. The universal quantifier labeling t1
encodes the condition that all other processes (whether in the left or the right
context – hence the index LR of the quantifier) of the active process should
be green or black. In the black state, the process may move to the blue state
through the local transition t2 (in which the process does not need to check the
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Fig. 7. One process in the mutual exclusion protocol (Color figure online)

states of the other processes). Notice that any number of processes my cross
from the initial (green) state to the black state. However, once the first process
has crossed to the blue state, it “closes the door” on the processes which are
still in their green states. These processes will no longer be able to leave their
green states until the door is opened again (when no process is blue or red).
From the set of processes which have declared interest in accessing the critical
section (those which have left their green states and are now black or blue) the
leftmost process has the highest priority. This is encoded by the global universal
transition t4 where a process may move from its blue state to its red state only
subject to the universal condition that all processes in its left context are green
(the index L of the quantifier stands for “Left”). If the process finds out, through
the existential global condition, that there are other processes that are black,
blue, or red, then it loops back to the blue state through the existential transition
t3. Once the process leaves the critical section, it will return back to the black
state through the local transition t5. In the black state, the process chooses either
to try to reach the critical section again, or to become idle (through the local
transition t6).

Formally, we represent a parameterized systems P by a pair 〈Q,T 〉, where
Q is the set of the local states of the processes, and T is the set of transition
rules which define the behaviour of each process. In the above example, the set
Q consists of four states (green, black, blue, and red), while the set T consists
of six rules, namely three local rules (t2, t5, and t6), two universal rules (t1 and
t4), and one existential rule (t3).

4.1 Transition System

A parameterized system P = 〈Q,T 〉 induces a transition systems T = 〈C,−→〉,
where C is the set of configurations and −→ is a transition relation on C. A
configuration is a word in Q∗, where each element of the word represents the
local state of one process.
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Let us consider the example of Fig. 7. The word represents a
configuration in an instance of the system with five processes that are in their
green, blue, red, blue, and black states, in that order. Since there is no bound
on the configuration sizes, the set of configurations is infinite. We define the
transition relation −→:= ∪t∈T

t−→, where t−→ is a relation on configurations
that captures the effect of the transition rule t. The definition of −→ depends
on the type of t (whether it is local, existential, or universal). We will consider
three transition rules from Fig. 7 to illustrate the idea.

The local rule t2 induces transitions of the form

t2−→

Here, the active process changes its local state from black to blue.
The existential rule t3 induces transitions of the form

t3−→

The blue process can perform the transition since there is a black process in
its left context. However, the transition is not enabled from the configuration

, since there are no red, blue, or black processes in the left context
of the process trying to perform the transition.

The universal rule t4 induces transitions of the form t4

t4−→

The active process can perform the transition since all the processes in its left
con- text are green. On the other hand, neither of the blue processes can perform
the transition form the configuration since, for each one of them,
there is at least one process in its left context which is not green. As usual, we
use ∗−→ to denote the reflexive transitive closure of −→. For sets C1 and C2 of
configurations, we use C1

∗−→ C2 to denote that there are configurations c1 ∈ C1

and c2 ∈ C2 such that c1
∗−→ c2.

An initial configuration is one in which all processes are in their initial (green)
states. In this section, we use Init to denote the set of initial configurations.
Examples of initial configurations are and corresponding to
instances of the system with two and four processes respectively. Notice that
there is an infinite set of initial configurations, namely one for each size of the
system.

As mentioned above, the protocol is intended to observe mutual exclusion.
In other words, we are interested in verifying a safety property. To do this we
characterize the set Bad of configurations: all configurations which contain at
least two red processes. Examples of configurations in Bad are , and

. Showing the safety property amounts to proving that the protocol,
starting from an initial configuration, will never reach a bad configuration. In
other words, we want to answer the question whether Init ∗−→ Bad .
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4.2 Ordering

We define an ordering on configurations, which we use to define bad sets of
configurations, and hence also to formulate the class of safety properties which
we consider. For configurations c1 and c2, we use c1 � c2 to denote that c1
is a (not necessarily contiguous) subword of c2. For instance, we have �

. A set U of configurations is said to be upward-closed, if whenever
c ∈ U and c � c′ then c′ ∈ U . For a configuration c, we use ĉ denote the upward-
closed set U := {c′ | c � c′}, i.e., ĉ contains all configurations which are larger
than c w.r.t. the ordering �. In such a case, we call c the generator of U .

We are interested in upward-closed sets for two reasons. First, all sets of bad
configurations which we work with are upward-closed. For instance, in the above
example, the set Bad of configurations violating mutual exclusion are those which
contain at least two red processes. The set is upward-closed since whenever a
configuration contains two red processes then any larger configuration will also
contain (at least) two red processes. The second reason why we are interested in
upward-closed sets is that they have an efficient symbolic representation. In fact,
it can be shown that each upward-closed set can be characterized by a finite set of
generators. More precisely, for an upward-closed set U , there are configurations
c1, . . . , cn with U = ĉ1 ∪ · · · ∪ ĉn. For instance, the set Bad above has a single
generator, namely . Thus, operations which manipulate upward-closed sets
can be translated into operations which manipulate words. In this manner we
avoid using the full power of regular languages, when performing reachability
analysis. This makes monotonic abstraction more efficient in practice compared
to the automata-based methods such as the one we described in Sect. 3.

We will check safety properties using backward reachability analysis. For a
set C of configurations, we define Pre (C) := {c | ∃c′ ∈ C. c −→ c′}. In other
words, the set contains exactly all configurations from which a configuration in
C can be reached through a single application of the transition relation.

To solve the safety problem, we present a scheme for backward reach-
ability analysis. The scheme is an instantiation of the framework of well-
structured systems [3,29]. We start with the set Bad of bad configurations
which is upward-closed. Then, we apply the function Pre repeatedly generat-
ing a sequence U0, U1, U2, . . . of sets of configurations, where U0 = Bad , and
Ui+1 = Ui ∪ Pre (Ui), for i ≥ 0. We observe that the set Ui characterizes the
set of configurations from which the set Bad is reachable within i steps. We
would like the sets Ui to be upward-closed (so that we can represent them by
their finite sets of generators). In order to achieve that, we introduce a sufficient
condition, namely that of monotonicity. Monotonicity implies that Pre (U) is
upward-closed whenever U itself is upward-closed. Since U0 is upward-closed by
definition, monotonicity would imply that all the sets Ui are upward-closed.

A transition system is said to be monotone if � forms a simulation on the
set C of configurations. In other words, for all configurations c1, c2, c3, whenever
c1 −→ c2 and c1 � c3 then c2 −→ c4 for some c4 with c3 � c4.

Monotonicity implies that upward-closedness is preserved through the appli-
cation of Pre. The reasoning goes as follows. Consider an upward-closed set
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U . Let c1 ∈ Pre (U) and let c2 � c1. We will show that c2 ∈ Pre (U). Since
c1 ∈ Pre (U), we know by definition that there is a c3 ∈ U such that c1 −→ c3.
By monotonicity it follows that there is a c4 such that c3 � c4 and c2 −→ c4.
From c3 ∈ U and c3 � c4 it follows that c4 ∈ U . This means that we have found
a configuration c4 ∈ U such that c2 � c4, which implies that c2 ∈ Pre (U).

4.3 Abstraction

We define an abstraction that generates an over-approximation of the transi-
tion system. The abstract transition system is monotone, thus allowing to work
with upward-closed sets. We first show that local and existential transitions are
monotone, and hence need not be approximated. Therefore, we only provide an
over-approximation for universal transitions. Consider the transition

c1 = t2−→ = c3

in which a process changes state from black to blue. Consider the configuration
c2 = that is larger than c1. Clearly, c2 can perform the local
transition

c2 = t2−→A = c4 � c3

In general, local transitions are monotone, since the active process in the small
configuration (the black process in c1) also exists in the larger configuration (i.e.,
c2). A local transition does not check or change the states of the passive processes;
and hence the larger configuration c2 is also able to perform the transition, while
maintaining the ordering c3 � c4.

Consider the existential transition

c1 = t3−→A = c3

We can divide the configuration c1 to three parts: the active process , the
left context , and the right context . Furthermore, the left context
contains a witness which enables the transition. Consider the configuration
c2 = that is larger than c1. Also, the configuration c2 com-
prises three parts: the active process , the left context , and the right
context . The left context of c2 is larger than the left context of c1, and
hence the former will also contain the witness , which means c2 can perform
the same transition

c2 = t3−→A = c4 � c2

While local and existential transitions are monotone, universal transitions are
not. To see the reason, we consider the transition

c1 = t4−→ = c3

The transition is enabled since all processes in the left context of the active
process satisfy the condition of the transition (they are green). Consider the
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configuration c2 = . Although c1 � c2, the transition t4 is not
enabled from c2 since the left context of the active process contains processes
that violate the condition of the transition. This means that universal transitions
are not monotone.

In order to deal with non-monotonicity of universal transitions, we will work
with an abstract transition relation −→A that is an over-approximation of the
concrete transition relation −→. We call −→A the monotonic abstraction of
−→. We let t−→A coincide t−→ when t is a local or an existential transition. The
reason is that, in these two cases, the relation is monotone and hence no over-
approximation is needed. For the case when t is universal, we let c1

t−→A c2 if
there is a c′

1 � c1 with c′
1

t−→A c2. In other words, we allow c1 to first “transform”
to a smaller configuration from which it can perform the transition. For instance

t4−→

since
� t4−→

The abstract transition relation −→A is monotone also w.r.t. universal tran-
sitions, since for configurations c1, c2, c3, and a transition t, if c1 � c2 and
c1

t−→A c3 then, by definition c2
t−→A c3. Notice that the over-approximation

essentially deletes those processes in the configuration that violate the condition
of the universal transition. Since −→A is an over-approximation of the original
transition relation −→, it follows that if a safety property holds in the abstract
model, then it will also hold in the original model.

4.4 Backward Reachability

We present a backward algorithm for approximated reachability analysis. Here,
we compute the function Pre w.r.t. the abstract relation −→A rather than the
concrete relation −→. This means that we can work with upward-closed sets in
the scheme for backward reachability analysis that we presented earlier. Recall
that we generate a sequence U0, U1, U2, . . . of sets of configurations where U0 =
Bad , and Ui+1 = Ui∪Pre (Ui), for i ≥ 0. Since U0 is upward-closed by definition,
and −→A is monotone, all the sets Ui are upward-closed.

Recall that each set can be represented by its finite set of generators. Given a
configuration c, we show below how to compute the set of generators for the set
Pre (ĉ). This means that we only need to work with generators (configurations)
as a symbolic representation of the sets which arise in the algorithm.

Now, we show that the algorithm is guaranteed to terminate. Suppose that
the algorithm, during its execution, produces two generators c1, c2 such that
c1 � c2. Since ĉ2 ⊆ ĉ1, we can safely discard c2 from the analysis without the
loss of precision. In such a case, we say that c2 is subsumed by c1. Discarding
configurations in this manner makes it possible to apply the well-structured
framework [3,29]. According to the framework, termination of the algorithm is
guaranteed since � is a well quasi-ordering. That � is a well quasi-ordering
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means that for any infinite sequence c0, c1, c2, . . . of configurations, there are
i < j such that ci � cj .

It remains to show that we can compute the generators of Pre (ĉ) for any
configuration c. We define Pre (ĉ) := ∪t∈TPret (ĉ) where Pret (ĉ) gives the gen-
erators of the set of configurations from which we can reach ĉ through one
application of the transition rule t. The definition of Pret depends on the type
of t (whether it is local, existential, or universal). We will consider the different
transition rules in Fig. 7 to illustrate how to compute Pret. For the local rule t5,
we have

Pret5

(

̂

)

:=
{ }

In other words, the predecessor set is characterized by one generator, namely
. Strictly speaking, the set contains also a number of other configura-

tions such as . However such configurations are subsumed by the original
configuration, and therefore we will not include them in the set.

For existential transitions, there are two cases depending on whether a wit-
ness exists or not in the configuration. Consider the existential rule t3 in Fig. 7.
We have

Pret3

(

̂

)

=
{ }

In this case, there is a witness, namely, in the left context of the active process
. On the other hand, we have

Pret3

(

̂

)

:=

⎧

⎨

⎩

,

,

,

⎫

⎬

⎭

In this case there is no witness available in the left context of the active process.
Therefore, we add a witness explicitly in each possible state ( , , or ), and
each possible place in the left context of the active process. Notice that the
sizes of the new generators (four processes) is larger than the size of the original
configuration (three processes). This means that the sizes of the configurations
generated by the backward algorithm may increase, and hence there is a priori no
bound on the sizes of the configurations. However, termination is still guaranteed
due to the well quasi-ordering of �. For universal conditions, let us consider the
universal rule t4 in Fig. 7. We have

Pret4

(

̂

)

= ∅

since there is a black process in the left context of the potential active process
(which is in state ). On the other hand

Pret4

(

̂

)

=

since all processes in the left context of the active process are in their green
states.



92 P. A. Abdulla

4.5 Example

We show how the backward reachability algorithm runs on our example. We
start by the generator

g0 =

of the set of bad configuration. The only transition which can be enabled back-
wards from a red state, is the one induced by the rule t4. From the two red
processes in g0, only the left one can perform t4 backwards (the right process
cannot perform t4 backwards since its left context contains a process not satis-
fying the condition of the quantifier):

Pret4 (g0) =
{

g1 =
}

From g1, two rules are enabled backwards (both from the blue process): the
local rule t2

Pret2 (g1) =
{

g2 =
}

and the existential rule t3

Pret3 (g1) =
{

, ,
}

Since a witness is missing in the left context, we add it explicitly. All the three
generators in Pret3 (g1) are subsumed by g1. One rule is enabled backwards from
g2, namely the local rule t5 from the black process

Pret5 (g1) =
{

g0 =
}

Notice that the universal transition t1 is not enabled from the black process,
since there is another process (the red process) in the configuration that violates
the condition of the quantifier. At this point, the algorithm terminates, since it
is not possible to provide any new generators which are not subsumed by the
existing ones.

Since there is no initial configuration (with only green processes) in ĝ0 ∪
ĝ1 ∪ ĝ2, the set of bad configurations is not reachable from the set of initial
configurations in the abstract semantics. Therefore, we can conclude that the
set of bad configurations is not reachable from the set of initial configurations
in the concrete semantics, either.

5 Perspective and Future Work

Since its introduction [33,35], Rmc has played an important role in the develop-
ment of verification techniques for infinite-state systems.

In addition to the basic techniques we describe in this tutorial, the framework
has been developed in many directions [4]. We mention some of these extensions
in this paragraph. A broadcast transition is initiated by a process, called the
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initiator. Together with the initiator, an arbitrary number of processes change
state simultaneously. In binary communication two processes perform a rendez-
vous changing state simultaneously.

We have also considered parameterized systems where the individual pro-
cesses operate on numerical variables over the natural numbers [5]. The con-
ditions on the numerical variables are stated as gap-order constraints: a logical
formalism which can express simple relations such as lower and upper bounds on
the values of individual variables; and equality, and gaps (minimal differences)
between values of pairs of variables.

Furthermore, we have studied abstraction techniques that approximate the
set of forward-reachable configurations [7] (rather than the set of backward-
reachable configurations as was the case with monotonic abstraction). The frame-
work is based on establishing a cut-off theorem. More precisely, it needs to
inspect only a small number of processes in order to show correctness of the
whole system. It relies on an abstraction function that views the system from
the perspective of a fixed number of processes. The abstraction is used during
the verification procedure in order to dynamically detect cut-off points beyond
which the search of the state space need not continue.

Interesting directions for future work include:

– Parameterized timed systems [6].
– Applying symbolic partial order techniques [9] to increase efficiency.
– Applying Rmc to concurrent programs that operate on weak consistency

models such as the release-acquire semantics [1].
– Refining the granularity of quantified transitions [8]
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