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Preface

The 14th IFIP WG 8.1 Working Conference on the Practice of Enterprise Modeling
(PoEM 2021) was aimed at improving the understanding of the practice of enterprise
modeling and architecture. PoEM offers a forum for sharing experiences and knowledge
between the academic community and practitioners from industry and the public sector.

This year, the theme of the conference was the use of enterprise modeling and
enterprise architecture towards ensuring sustainability and resilience of enterprises and
societies. The theme is aligned to the increasing demand for businesses, services, and
products to be more environmentally friendly and efficient, as well as to last longer and
be more robust to unexpected changes. The field of enterprise modeling should seek to
support these challenges by providing methods and tools, as well as investigating and
reporting on the current state of the art in practice.

PoEM 2021 took place during November 24–26, 2021. It was organized by the
Riga Technical University (RTU), Latvia, as a hybrid conference - partially at the newly
enhanced K, ı̄psala campus of RTU and partially online.

Following its tradition, PoEM 2021 was open for submissions in three categories
that also form part of this proceedings: 1) research papers describing original research
contributions in enterprise modeling; 2) practitioner/experience papers presenting prob-
lems, challenges, or experience related to any aspect of enterprise modeling encountered
in practice; and 3) short papers presenting work in progress and emerging enterprise
modeling challenges.

In total, we received 47 submissions for the main conference, including research
papers, experience papers, and short papers. Based on three reviews by members of the
Program Committee, we selected 14 full papers (a 30% acceptance rate) and six short
papers (a 43% acceptance rate for full and short papers combined). Accepted papers are
grouped by the following topics: enterprise modeling and enterprise architecture; meth-
ods andmethod engineering; business process modeling andmanagement; requirements
for privacy, security and governance; and case studies and experiences.

In addition to the main conference, PoEM 2021 featured three workshops: The 2nd
Workshop on Blockchain and Enterprise Systems (BES 2021) organized by Andrea
Morichetta and Petra Maria Asprion; The 1st Workshop on AI Native Enterprises orga-
nized byVinayKulkarni, Henderik Proper, TonyClark, and Sreedhar Reddy; and The 1st
Workshop on Enterprise Modeling for the Digital Transformation (EM4DT) organized
by Samedi Heng and Saïd Assar. Also, a tutorial on “Hands-on Artefact-Centric Busi-
ness Process Modelling with MERODE” was given by Monique Snoeck, and a PoEM
Forum was organized by Balbir Bern and Kurt Sandkuhl.

PoEM 2021 also featured two keynotes, namely, “Software Sustainability: the Chal-
lenges and Opportunities for Enterprises and their Researchers” by Patricia Lago and
“Design Science for Constructive Enterprise Modelling” by Paul Johannesson and Erik
Perjons.

We thank the speakers for the keynotes and tutorial, as well as all the authors who
submitted their work, and the Program Committee members who ensured a high-quality
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selection of papers while providing insightful advice for improving the contributions.
Moreover, we thank the organizers of workshops and the Forum for making PoEM 2021
such a diverse and active event. We also thank IFIPWG 8.1 for allowing this conference
series to evolve under its auspices.

Last but not least, we would like to thank the organization team at RTU led by Zane
Solovjakova, Krišjānis Pinka, Kristaps P. Rubulis, and Evita Roponena for their hard
work in ensuring the success of this event.

October 2021 Estefanía Serral
Janis Stirna
Jolita Ralyté
Jānis Grabis
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Software Sustainability: The Challenges
and Opportunities for Enterprises and their Researchers

Patricia Lago

Department of Computer Science, Vrije Universiteit Amsterdam, The Netherlands
p.lago@vu.nl

Abstract. The need for sustainability is crucial for all aspects of society,
as framed by the Sustainable Development Goals (SDGs) of the United
Nations and increasingly prioritized by Governments and Global Organi-
zations. Thanks to digital transformation, most enterprises in all sectors
are facing incredible challenges to embrace sustainability as related to
their software portfolios. Similarly, they struggle in identifying the oppor-
tunities that software sustainability can bring. This talk introduces the role
of software for sustainability and related research. It also discusses some
challenges and opportunities for modern enterprises in both research and
practice, among which how to make sure the enterprise understands the
necessity for sustainability. Examples from collaboration with various
industries and sectors are used to illustrate the main takeaways.

Keywords: Sustainable development · Software sustainability ·
Enterprise sustainability



Design Science for Constructive Enterprise Modelling

Paul Johannesson and Erik Perjons

Department of Computer and Systems Sciences, Stockholm University, Sweden
{pajo, perjons}@dsv.su.se

Abstract.Within design science, models are considered one of the most
important kinds of contributions, if not the most important one. We will
compare the notion of a model in design science with the view of mod-
els as it has emerged in the enterprise modelling practice. One issue is
whether models in design science and enterprise modelling solely have
a prescriptive function or whether they also can have descriptive and
explanatory functions. This issue raises the question of the relationship
between models in design and science. Another issue is how enterprise
models today take a constructive role instead of a purely representative
one, as reality is not only described but also constructed through models
in digital systems. We will discuss how these issues can be addressed by
distinguishing between real and imagined systems, models, model types,
and model descriptions.

Keywords: Design Science · Enterprise modeling · Research methods
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Enterprise Coherence with GEA – A

15 year Co-evolution of Practice and Theory

Henderik A. Proper1,2(B), Roel Wagter3, and Joost Bekel4

1 Luxembourg Institute of Science and Technology, Luxembourg, Luxembourg
e.proper@acm.org

2 University of Luxembourg, Luxembourg, Luxembourg
3 Solventa B.V., Nieuwegein, The Netherlands

roel.wagter@solventa.nl
4 Radboud University, Nijmegen, The Netherlands

joost.bekel@ru.nl

Abstract. GEA (General Enterprise Architecting) is an enterprise
architecture method which has been developed and matured over the
past 15 years. The GEA method has emerged out of needs from prac-
tice, and differs from other enterprise architecture approaches in that it
has a strong focus on enterprise coherence and the explicit governance
thereof. This focus followed from the observed need to move beyond
the Business-IT alignment and ‘Business-to-IT’ stack thinking that is
embodied in most of the existing enterprise architecture approaches.

In this paper, we reflect on the development of the GEA method
(so-far), which involved a co-evolution between theory and practice. We
then present the core elements of (the current version of) GEA, and
illustrate these in terms of a real-world (social housing) case. Finally, we
also discuss some of the lessons learned in applying GEA across different
organizations.

1 Introduction

The environment in which modern day enterprises (including commercial com-
panies, government agencies, etc.) need to operate, changes constantly. As a
result, enterprises transform almost continuously to keep up with these changes.
One could even go as far as to say that enterprises need to stay ‘in motion’ [19].
The involved transformations may range from changes in value propositions and
business processes, via changes to the information systems used to support the
business processes, to changes of the underlying IT infrastructures. Furthermore,
the transformations may be the result of a ‘premeditated’ (strategy driven) desire
to change, but they can also be the outcome of numerous ‘spontaneous’ changes
as a result of locally needed/induced changes. Enterprise transformations are
also likely to touch upon a rich mix of aspects of the enterprise, such as human
resourcing, finance, organizational structures, reporting structures, etc.; i.e. not
just ‘Business’ and ‘IT’. As a consequence, enterprise transformations typically
c© IFIP International Federation for Information Processing 2021
Published by Springer Nature Switzerland AG 2021
E. Serral et al. (Eds.): PoEM 2021, LNBIP 432, pp. 3–18, 2021.
https://doi.org/10.1007/978-3-030-91279-6_1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-91279-6_1&domain=pdf
https://doi.org/10.1007/978-3-030-91279-6_1


4 H. A. Proper et al.

involve many stakeholders [35] with differing stakes and interests, who (should)
influence the direction and/or speed of the transformation.

To make (premeditated) enterprise transformations feasible and manageable,
they are typically managed as a portfolio of transformation programs, where
these programs are split further into projects. Such a portfolio of programs and
projects, together with the ‘spontaneous’ (bottom-up) changes, all need to be
mutually coordinated while, at the same time, also maintaining alignment to
the enterprise’s strategy. A lack of such a coordination will likely lead to ‘local
optimizations’ favoring short term and/or local interests over the overall interests
of the enterprise. The latter ultimately leads to a degradation of the enterprise’s
coherence [12,13,20,23], which GEA defines as the extent to which all relevant
aspects of an enterprise are interconnected, such that these connections facilitate
an enterprise in achieving its management’s desired results [20,23].

Traditionally, project management and program management are put for-
ward as being responsible for such coordination tasks. However, these approaches
focus primarily on the management of typical project parameters such as bud-
gets, resource use, deadlines, etc.; i.e. “on time and within budget”. When being
too focused on such project parameters, one runs the risk of conducting only local
and or partial improvements at the level of specific projects [20]. For example,
when making design decisions that have an impact which transcends a specific
project, projects are likely to aim for solutions that provide the best cost/benefits
trade-off within the scope of that specific project, while not looking at the over-
all picture [18,20]. Regretfully, however, in practice such local optimizations do
not just remain a potential risk. More often than not, this risk materializes, and
consequently results in reduced structural coherence of important aspects of the
enterprise (such as human resources, services, customers, processes, marketing,
finance, physical infrastructures, IT, etc.). As a result, enterprises often fail to
actually realize the desired transformation; even when the involved projects may
have finished on time and within budget.

As an answer to this, enterprise architecture has been positioned as a means
to enable such coordination and associated governance of enterprise coher-
ence [6,18,20,26]. At the same time, however, one has to observe how most
existing enterprise architecture approaches, such as Zachman [22], DYA [28],
TOGAF [24], IAF [45], and ArchiMate [8,11], follow a rather ‘engineering ori-
ented’ style towards enterprise transformation [14,27,35,42]. This engineering
oriented style is typically embodied in an underlying architecture/design frame-
work (typically involving of several columns and/or rows) in terms of which one
is expected to architect/design the enterprise. This is also where we find the
traditional Business-IT alignment and the Business-to-IT-stack thinking. These
engineering-style approaches correspond to what De Caluwé [5] refers to as the
Blue-print style of thinking regarding change.

To coordinate change, and ultimately ensure enterprise coherence [12,13],
stakeholder interests, formal and informal power structures within enterprises
and its context, as well as the associated processes of creating win-win situa-
tions and forming coalitions, should be taken as a starting point [14,27,35,42];
i.e. not just as an afterthought in terms of stakeholder specific ‘viewpoints’. In
terms of De Caluwé [5], a more Yellow-print style of thinking about change needs
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to be embraced (while also involving the other ‘colors’). Where the more tra-
ditional engineering-style approaches involve a set of pre-determined aspects of
an enterprise that should be aligned, the notion of enterprise coherence aims to
go beyond this by focusing on “the extent to which all relevant aspects of an
enterprise are interconnected” [20,23], where the set of relevant aspects is highly
organisation specific.

In 2006, these insights triggered the Dutch consultancy firm Ordina to initi-
ate a multi-client research program to develop an enterprise architecture method
that would indeed focus on enterprise coherence and the need to more explicitly
govern this coherence during enterprise transformations. By 2007 this resulted
in the formal establishment of a multi-party1 research and development pro-
gram2. This program has resulted in the development (and ongoing evolution)
of the GEA method [23,26,30]. Even though the group (See footnote 1) of
(Netherlands based) organizations participating in the development of the GEA
includes e.g. banks, pension funds, and logistic companies, there is a strong
presence of governmental agencies. This may be a natural consequence of three
factors. Firstly, the specific branch of Ordina that initiated the development of
GEA was Ordina Public, which specifically targets clients in the public sector.
Secondly, enterprise/digital transformation in the (e)governmental/public con-
text typically involve multiple stakeholder across different organizational enti-
ties. Thirdly, government-related organizations generally (certainly within the
Netherlands) are open to collaborative improvement and maturation of enter-
prise/digital transformation.

The goal of this paper is to (1) reflect on the development of GEA as a co-
evolution between theory and practice, while also (2) presenting the core of (the
current version of) GEA and illustrating this in terms of a real-world (social
housing) case, as well as (3) discuss several lessons learned in applying GEA
across different organizations. In line with this, the remainder of this paper is
structured as follows. We start, in Sect. 2, with a discussion of the core elements
of the (current version of) the GEA method, where we will use the real-world
case of a Social Housing Foundation (De Key3) to illustrate these elements. We
then continue in Sect. 3 with a brief report on the development of the GEA
method as a co-evolution of practice and theory, and some of the lessons learned
related to this. In doing so, we will also clarify why we prefer to speak about co-
evolution, and why we put practice before theory. In Sect. 4, we then reflect on
the use of GEA across multiple (large) cases. Finally, in concluding, we will also
discusses some further directions in which we plan/expect GEA to (co)evolve
further.

1 During different stages of the GEA research program, the following client organi-
zations participated: ABN-AMRO Bank; ANWB; Achmea; Belastingdienst – Cen-
trum voor ICT; ICTU; ING; Kappa Holding; Ministerie van Binnenlandse Zaken
en Koninkrijksrelaties; Ministerie van Defensie; Ministerie van Justitie – Dienst
Justitiële Inrichtingen; Ministerie van Landbouw, Natuur en Voedselkwaliteit –
Dienst Regelingen; Nederlandse Spoorwegen; PGGM; Politie Nederland; Prorail;
Provincie Flevoland; Rabobank; Rijkswaterstaat; UWV; Wehkamp.

2 https://www.groeiplatformgea.nl.
3 https://www.dekey.nl.

https://www.groeiplatformgea.nl
https://www.dekey.nl
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2 Main Elements of GEA

In this Section, we present the main elements of the GEA method [23], covering
the notion of enterprise issue, the overall perspectives of the enterprise’s level of
purpose and level of design, and the integral solution contour. In doing so, we
will also illustrate these elements in terms of a recent case in which GEA was
applied, involving a social housing foundation De Key (See footnote 3). This
case also features as an illustrative case in [23].

Enterprise Issue – The main driver for enterprises to apply GEA is to deal with
an enterprise issue, since such issues either trigger enterprise transformations,
or emerge during an ongoing transformation. In general, an enterprise issue is
a problem, bottleneck, challenge, or alleged solution, which is considered and
controlled from the context of different perspectives within an enterprise. An
enterprise issue can be a ‘positive’ issue, such as the desire to innovate, move
towards new markets, apply new technologies to become more efficient, etc. It
can also be a ‘negative’ issue, such as a need become more efficient, reduce costs,
manage/avoid a loss of market share, become GDPR compliant, etc.

Enterprise issues can have both external and internal ‘causes’. Examples
of external causes include the need to respond to changes in the environment,
such as legislation, technological developments, demographic trends or changing
competitive relationships. Examples of internal causes include a need to increase
efficiency, cost control, and compliance with (legal) norms and standards.

De Key: The enterprise issue

De Key is a large social housing corporation in Amsterdam with two offices. It had an issue
that, in short, could be best described as “a required strengthening of the financial func-
tion”. The underlying causes of this issue concerned changes in Dutch financial legislation,
which imposed new requirements with respect to financial accountability for enterprises, as
well as from the perspective of the supervisory bodies that controlled these aspects that
required De Key to produce more detailed financial reports.
De Key’s responsible financial director immediately realized that this issue could not be
solved within the financial discipline only, but that a strong dependency existed with other
disciplines within De Key and that solving these ‘financial’ issues would require the active
cooperation of all managers of the involved disciplines.

In solving enterprise issues, the GEA method suggests the roadmap as shown
in Fig. 1. This suggested roadmap may, of course, need situational adjustments
to a specific enterprise context. In the case of De Key, for now, only the first four
steps of the roadmap have been performed (the dark gray elements in Fig. 1). It
should be noted that this roadmap is part of a broader framework [27], provided
by GEA, for the governance of enterprise coherence. For instance, the (organi-
sation specific) GEA framework, as will be illustrated below in terms of Fig. 4,
can also be used to monitor the coherence of an enterprise while it is ‘in motion’
(due to bottom-up and/or top-down changes).

The roadmap as shown in Fig. 1 largely speaks for itself, so due to space
limitations, we take the liberty of not discussing it in detail and only highlight
some key considerations. A first aspect to note is (in step 1) the role of the
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Fig. 1. Generic GEA roadmap [23]; In dark gray the steps performed at De Key so-far

interlocutors, who represent (with mandate) the different stakes, interests, and
concerns, that need to be taken into consideration. As mentioned before, the key
difference between GEA and existing enterprise approaches lies in GEA’s focus
on enterprise coherence. Therefore, step 2 involves an analysis of the existing
enterprise coherence. It does so, both at the level of purpose and the level of
design, which we will discuss below. This analysis is then used in the further
steps to direct/guide the further analysis of the enterprise issue at hand (step
3), and then gradually develop and implement a ‘solution’ (steps 4 to 6).

Fig. 2. The elements of coherence at level of purpose [23]

Level of Purpose – The level of purpose is the consideration level where GEA
considers the meaning and purpose of an enterprise. At this level, GEA essen-
tially adopts the “Strategic Development Process Model” as proposed by Kaplan
& Norton [10], the “Strategy Formulation” approach by Thenmozhi [25] and the
notion of endless pursuit of a company’s mission from “Building Your Company’s
Vision” by Collins & Porras [4]. Based on these theories we distinguish five key
concepts: mission, vision, core values, goals and strategy, see Fig. 2.
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The mission involves a brief, typically one sentence, statement that defines
the fundamental purpose of the organization [10] that is “enduringly pursued
but never fulfilled” [4]. It should include what the organization provides to its
clients and inform executives and employees about the overall goal they have
come together to pursue [10]. The “enduringly pursued but never fulfilled” qual-
ification refers to the fact that the act of achieving a mission is never finished;
realising the fundamental purpose is an ongoing effort.

The vision is a concise statement that operationalizes the mission in terms
of the mid to long-term goals of the organization. The vision should be external
and market oriented and should express – preferably in aspirational terms – how
the organization wants to be perceived by the world [10]. Core value statements
prescribe a desired behaviors, character and culture [10] and are required for an
enterprise to be, or become, successful within its formulated vision. Goal state-
ments involve a formulation of a desired stage of development for an enterprise
working towards achieving the enterprise’s vision [10]. The strategy involves a
comprehensive master plan in which it is stated how an enterprise will achieve
its goals. It should also maximize the competitive advantages and minimize com-
petitive disadvantages [25].

Fig. 3. Excerpt of De Key’s Mission-Vision matrix [23]

De Key: Level of purpose

The mission of De Key is4 (translated from Dutch): “De Key contributes to the dynamics
of the city of Amsterdam by enabling people to take their first steps on the housing market,
inside, or just outside the A10 ring.” (The A10 is a highway around the core of the city.)
In capturing the level of purpose, in terms of Fig. 2, all elements were captured, and
confronted to each other using matrices ‘flowing’ down the triangle. In other words, core
elements from the mission were confronted to the statements of the vision, these were then
confronted with statements capturing the core values, etc.
At De Key, this involved: 1 mission statement, 14 vision statements, 4 core values, 8 goal
statements, and 15 strategy statements. Fig. 3 provides an excerpt of the matrix linking
vision statements to key elements in the mission.

4 https://www.dekey.nl/Media/9b0b72d9c89e08f9232917106b273dc0/original/
ruimte voor beweging.pdf/

https://www.dekey.nl/Media/9b0b72d9c89e08f9232917106b273dc0/original/ruimte_voor_beweging.pdf/
https://www.dekey.nl/Media/9b0b72d9c89e08f9232917106b273dc0/original/ruimte_voor_beweging.pdf/


Enterprise Coherence with GEA 9

Level of Design – The level of design, is concerned with a (high level perspec-
tive) on the design of the enterprise, by which the level of purpose is instantiated.
This level concerns perspectives, core concepts, guiding statements, core models,
and relevant relationships.

Perspectives concern the angles from which one wishes to contemplate and
to govern the enterprise. The set of perspectives used in a specific enterprise
depend very much on its formal and informal power structures. Both internally,
and externally. Typical examples are culture, customer, products/services, busi-
ness processes, information provision, finance, value chain, corporate governance,
etc. Core concepts concern the core concepts in terms of which one wishes to con-
template and to govern a perspective. Guiding statements are internally agreed
and published statements which give direction to desirable behavior. They may
involve overall policy statements, more specific objectives, as well as principles.
Core models are models of one or more perspectives, based on and in line with the
guiding statements of the corresponding perspective(s). Relevant relationships
are descriptions of the connections between guiding statements from different
perspectives.

Combined, this leads to the structure as exemplified in Fig. 4. The perspec-
tives as shown there are just illustrative. The actual set of relevant perspectives
in a specific situation is organization specific.

Fig. 4. Elements of the GEA framework, [23]
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De Key: Level of design

At De Key, ten perspectives were identified: Finance, Customer, Real estate, Services,
Suppliers, Governance, Employees, Stakeholders, Processes, and Information provision. As
an illustration, Fig. 5 shows for each of the identified perspectives the number, and kinds
of, guiding statements that were formulated.
What was interesting is that for the Real estate and Stakeholders perspectives no principles
were formulated, while for the Suppliers perspective no objectives were formulated. These
observations raised concerns for the respective perspective owners. For instance, for a
social housing foundation it is rather ‘odd’ to manage real estate without clear (business)
principles. Similarly, one would expect that for the management of suppliers there to be
clear objectives.

Fig. 5. Guiding statements per perspective, [23]

Integral Solution Contour – As shown in Fig. 1, based on the analysis from
step 2 and 3, step 4 involves the development of an integral solution at ‘contour’
level. The design of this ‘integral solution countour’ will need to answer the
insights from the two analysis steps.

The integral solution contour is more than the sum of change initiatives, it is
about meaningful coherence and the creation of mutually supportive and rein-
forcing changes within an enterprise to support and improve its performance.
Initially, there may be contradictions with other change initiatives, there may
be overlap, and change initiatives may clash with guiding statements from other
perspectives. All change initiatives, starting with the initiatives with the high-
est priority must be examined for these problems. Any disagreements must be
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brought to the attention of the relevant perspective owners who must decide
how these matters will be resolved. Once the disagreements have been solved,
an integral solution contour can be described and submitted to the board of the
enterprise for decision making.

De Key: Developing the integral solution contour

A one-day workshop was organized, which included the perspective owners from De Key,
issue owners, some De Key board members and two GEA supervisors.
Once the GEA supervisors had explained the workshop and making the aforementioned
items available, the issue owners explained the results of the issue analysis (Fig. 1, step 3)
in depth using their (earlier) prepared presentation.
Once all the issues of the participants had been addressed, the workshop moved to a level
where it became clear that all the participants really understood the issue, and its degree of
importance and urgency. Subsequently, the integral solution contour for the relevant issue
as described above was co-created.

3 The Development of GEA

In this Section, we discuss the experiences in the development of GEA. We
start with short discussion of the general background, and then structure the
remainder of this Section around some of the key lessons learned.

As discussed in the introduction, the initiative to develop the GEA method
was taken by the Dutch consultancy firm Ordina in 2006. As a prelude to the
actual start of the development, a survey was conducted among the partici-
pating organizations to identify the requirements on the desired outcomes. It
also validated the need to more explicitly govern enterprise coherence, beyond
mere Business-IT Alignment. More recent publications [12,13] provide further
(a posteri) support for this motivation.

Organize the Need – From the start out, the ambition of the GEA research
program was to follow a science-driven approach. From a research methodological
perspective [43], the development of GEA involved a design science [7] effort,
with an important role for cases studies [46] as a way to drive the iterations.
It was, therefore, also important to have a good understanding of the needs
for/requirements on GEA in practice, and it was necessary to have access to
real-world cases. Therefore, the next step was the creation of the multi-client
(See footnote 1) research program (See footnote 2) involving clients (i.e. future
‘users’ of the method) that saw a real need for the method.

Validation of Need by Financial Commitment – In the initial stages (i.e.
the first five years) of the research program, the participating members were
also required to provide a financial contribution to the program. This financial
contribution was not only meant to cover (some) of the costs of the program.
Requiring a substantial financial contribution also implied a (1) validation of the
shared understanding of the need to develop GEA, and (2) commitment to the
development of GEA (e.g. by way of real-world cases).



12 H. A. Proper et al.

Value for Practice Before Rigor for Science – Next to the industrial part-
ners, the research program also involved an advisory board involved five senior
researchers from different Universities, covering management sciences, organiza-
tional sciences, and business informatics. This is also where a first interaction
between practice and theory took place. The need for the development of GEA
was clearly born in practice. However, already at the start, the senior researchers
in the advisory board were then able to already provide input regarding relevant
existing theories/methods that could be integrated into the design of the GEA
method. This resulted in a series of white papers [30,31,33] (in Dutch) docu-
menting the need for GEA, its initial design, as well as positioning in relation to
existing related instruments (such as the balanced score card [9], and McKinsey’s
7s model [3]). Next to the advisory board with senior researchers, there was also
a clear intention (and commitment from Ordina) to sponsor a part-time PhD
candidate [27].

Nevertheless, soon it became clear that for the GEA program to succeed
from the perspective of the industrial partners, and thus for the continuity of
the program, it was necessary to first focus on establishing value for practice.
This also meant that, e.g. towards the research needed for the part-time PhD
project, the primary focus had to be on doing real-world cases (in real-world
circumstances) with the project partners, and then at a later stage leverage these
towards scientific reflection and publications. This also resulted in additional
white papers (e.g. [29,32]) documenting the cases (which were also beneficial in
attracting additional project partners). At a later stage, once the program was
well on its way, and the first version of GEA had been documented in terms of
a book [26], there was room for more scientific reflection and rigor [34–44]. This
also resulted in the finalization of the PhD project [27] sponsored by the GEA
program.

Loosely Coupled Co-evolution of Practice and Theory – Next to the
previous lesson learned on value for practice before rigor for science, the ongoing
work in the GEA program also resulted in a series of parallel research activities.
These research activities were formally separate from the GEA program, but
partly inspired by the findings within the GEA program, while some of the
findings of these parallel research activities flowed back to the GEA program.

For instance, an important concept in GEA is the notion of guiding statement,
which involves of policy statements, objectives, and principles. The need for a
better understanding of these concepts also triggered more explicit work on the
concept of architecture principles, which a.o. resulted in [6]. The latter then, in
its turn, also enabled the GEA program to further mature these concepts within
the GEA context.

The need for more coordination in enterprise transformation to ensure enter-
prise coherence, was also one of the triggers for the Architectural Coordination
of Enterprise Transformation project [20]. PhD candidates involved in the lat-
ter project also interacted with the project members of the GEA program, to
obtain case material for their work. Conversely, different results reported in [20]
provide(d) more theoretical underpinning(s) of the GEA method.
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The need to involve multiple stakeholders in a collaborative setting, also
inspired work towards an approach to use collaboration engineering concepts to
structure such interactions [16,17]. These results are expected to be integrated
into future versions of GEA, in particular when developing more explicit tool
support for the method (see the discussion on future research in Sect. 5).

Finally, now that the GEA method is well established (and also internation-
ally available [23]) there is a growing need (and ambition) to be able to more
explicitly quantify enterprise coherence and its impact on the performance of
enterprises. First steps in this direction have already been published [1,2].

In each of these examples, the needs from GEA-related practices inspired the
development of new concepts and theories, while some of the latter then flow(ed)
back towards the further development of GEA. As such, we also prefer to speak
about co-evolution from practice and theory, consciously putting practice first
(rather than the often used order of theory and practice), while using the word
‘co-evolution’ rather than the often used “from practice to theory and back”.

Controlled Initiation; Independent Growth – As mentioned the GEA pro-
gram was initiated by the consultancy firm Ordina. Having one organization in
clear control of the development proved valuable in order to organize the need,
financial commitments towards the joint development, etc.

However, after the establishment of a first stable version, and making this
widely accessible [26] (to a professional audience), enterprise architects working
at other consultancy firms also became interested in co-developing the GEA
method. This then triggered the transfer of the GEA method to an independent
foundation. This foundation5 now manages the further development of GEA
from a more neutral position.

4 Lessons Learned from Applying GEA in Practice

Over the past 10 to 15 years, GEA has been applied to several cases. This
includes several smaller cases, but also a number of larger cases. Table 1 shows
(partially anonimized) some of the key figures of the larger cases. Case 5 to 7,
were conducted at the early stages of the development of GEA. For those stages,
no detailed breakdown of the number of guiding statements is available.

On average these cases involved 2.5 person-month involvement of two exter-
nal consultants, and on average 0.25 person-month per perspective owners. Com-
bined, this is an average of 2.5× 2 + 0.25× 10 = 7.5 person-months in total, per
case.

Applying GEA in each of the (larger and smaller) cases has resulted in several
lessons learned. In the remainder of this Section, we discuss some of these lessons.

Good Inputs for Level of Purpose – The presence of a good documented
enterprise mission, vision, core values, goals and strategy are preconditions to
be able to determine the content of the cohesive elements on the design level of
the organization and they are the essential resources for this determination.
5 https://www.groeiplatformgea.nl/groeiplatform-gea/stichting/.

https://www.groeiplatformgea.nl/groeiplatform-gea/stichting/
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Table 1. Overall indicators per project

Case Perspectives Guiding statements # Guiding statements %

Policy Case Policy

statements Objectives Principle Total statements Objectives Principle Total

1 [38,40] 12 111 51 73 235 47 22 31 100

2 10 75 64 152 291 26 22 52 100

3 9 347 93 20 460 75 20 5 100

4 [23] 10 108 95 66 269 40 35 25 100

5 [44] 10

6 11

7 10

Benchmark in Numbers – Based on the experience across the different cases
the following average numbers seem to be relevant benchmarks for larger (1000+
employees) enterprises:

1. The number of perspectives will be between 9 and 11.
2. The average number of key concepts will be 4 to 8 per perspective.
3. The number of guiding statements for a large enterprise will be between 200

and 400.
4. The distribution of the guiding statements will be approximately 10 to 25%

principles, 30 to 45% policy statements and 30 to 45% objectives.

Without assuming these numbers to represent an absolute truth, they provide
important indicators of when a strong deviation from the patterns is visible in
an enterprise. When strong deviations do occurs, it is important to discuss these
deviations with those responsible, such as the perspective owners, and to see
whether it is necessary to change, to remove or to add elements at the level
of design. In the case of De Key, we already saw (in Sect. 2) that there were
less than expected principles for the real estate perspective, while there were
no objectives formulated for the suppliers perspective. In another case, a GEA
survey found that there to be 198 policy statements, 1 principle statement and
1 objective statement. This is a striking example of a not very result-oriented
enterprise, which is stuck in policy-making processes.

Of course, an interesting question is what the added value is of using GEA in
practice. Given the size, the complexity, and situatedness, of enterprise transfor-
mations in general, a comparative study between transformations that applied
GEA and transformations that did not, is difficult. However, across the projects
in which GEA was applied, several ‘feats of arms’ can be identified, such as:

– With the help of GEA, the EU-accreditation of a large agency, which had
gotten completely out of control, was safeguarded within one year.

– At a Dutch ministry, the unnecessary start up of a large (and costly) project,
initially triggered by a change of a law, was prevented.

– In the context of a large digitization program at a ministry, GEA was used
to break (within two months) a stalemate in a decision-making process that
had been stuck for a year.
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– With the help of GEA, the financial function of a large housing corporation
was brought up to the level required by regulators within 3 months.

5 Conclusion and Further Research

In this paper, we reported on the GEA method for enterprise architecture, and
its development as a co-evolution (so-far) between practice and theory, as well
as associated lessons learned. We presented the core elements of (the current
version of) GEA, and illustrate these in terms of a real-world (social housing)
case. Finally, we also discussed some of the lessons learned in applying GEA
across different organizations.

Towards the future, we see several challenges for further co-evolution between
practice and theory. Firstly, there is a need to better quantify the notion of
enterprise coherence. Initial work in this direction has already been reported
in [1,2], but much more work remains. Once the notion of enterprise coherence
has been quantified more explicitly, it also becomes possible to find causal rela-
tions between (the level of) enterprise coherence and the concept of EBIT(D)A;
i.e. an enterprise’s economical performance in terms of earnings before interest,
taxes, (depreciation), and amortization.

A second challenge involves the growing desire to develop more tool support
for GEA. Doing so, however, requires a more explicit meta-model. As one of the
next steps, we also foresee the development of more explicit meta-models.

A third challenge involves the integration with existing enterprise architec-
ture approaches. The fact that GEA differs from other enterprise architecture
approaches by its strong orientation towards the governance of enterprise coher-
ence, does not mean that existing enterprise modeling/architecting/engineering
approaches cannot be combined. Even more, we see potential benefit in doing so
in terms of e.g. the core models used at the level of design, as well as the elabo-
ration of such models towards actual solutions. These models may, for instance,
provide some (organization specific) standardization of the modeling constructs
used to express core models.

Finally, we also see opportunities to more explicitly support collaborative
processes involved in gathering guiding statements across the different perspec-
tives (and stakeholders), and the development of the integral solution contour.
There we plan to investigate the integration of existing work regarding collabo-
rative approaches to enterprise architecture (e.g. CAEDA [17]) and support by
collaborative tools for policy formulation [15].
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5. De Caluwé, L., Vermaak, H.: Learning to Change: A Guide for Organization

Change Agents. Sage Publications, London (2003)
6. Greefhorst, D., Proper, H.A.: Architecture Principles - The Cornerstones of Enter-

prise Architecture. Springer (2011). https://doi.org/10.1007/978-3-642-20279-7
7. Hevner, A.R.: A three cycle view of design science research. Scand. J. Inf. Syst.

19(2), 87–92 (2007)
8. Iacob, M.E., Jonkers, H., Lankhorst, M.M., Proper, H.A.: ArchiMate 1.0 Specifi-

cation. The Open Group (2009)
9. Kaplan, R.S., Norton, D.P.: The balanced scorecard - measures that drive perfor-

mance. Harvard Bus. Rev. 70, 71–79 (1992)
10. Kaplan, R.S., Norton, D.P., Barrows, E.A.: Developing the Strategy: Vision, Value

Gaps, and Analysis. Balanced Scorecard Review, January-February 2008
11. Lankhorst, M.: Enterprise Architecture at Work. TEES, Springer, Heidelberg

(2013). https://doi.org/10.1007/978-3-642-29651-2
12. Leinwand, P., Mainardi, C.: The Coherence Premium. Harvard Business Review

(2010)
13. Leinwand, P., Mainardi, C.R.: The Essential Advantage: How to Win with a

Capabilities-Driven Strategy. Harvard Business Review Press (2010)
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Abstract. Today, enterprise modeling is still a highly manual task that requires
substantial human effort. Humanmodelers are not only assigned the creative com-
ponent of the process, but they also need to perform routinework related to compar-
ing the being developed model with the existing ones. Although the huge amount
of information available today (big data) makes it possible to analyze more best
practices, it also introduces difficulties since a person is often not able to analyze
all of it. In this work, we analyze the potential of using machine learning methods
for assistance during enterprise modeling. An illustrative case study proves the
feasibility and potentials of the proposed approach, which can potentially signifi-
cantly affect the modern modeling methods, and also has long-term prospects for
the creation of new technologies, products, and services.

Keywords: Enterprise modeling · Assisted modeling ·Machine learning ·
Graph neural networks · Decision support

1 Introduction

Today, the high speed of scientific and technological progress as well as globalization
have led to the need to often develop and modify enterprise models (e.g., [1]), which
are usually described using graph-based structures. At the same time, even though the
human engineer is usually assigned the creative component of the process, he/she still
needs to perform routine work related to comparing the being developed model with
the existing ones (best practice). Although the huge amount of information available
today (big data) makes it possible to analyze more existing models, it also introduces
difficulties since a person is often not able to analyze all of it.

Usage of modeling patterns is currently one of the trends [2, 3]. However, patterns
sometimes can be an inefficient solution due to their diversity, specialization for specific
conditions, and the same need to analyze the available patterns “manually”.
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Efficient use of big data is a global challenge today, which is emphasized by the
popularity of research in this area. In the view of significant development of information
technologies, machine learning methods using, for example, deep neural networks, have
made a significant qualitative leap in the past few years.

As mentioned in [4] “…a human actor will more easily adapt decision making to
context specific factors, while an automated service will only address context if this
was explicitly included in its design”. The capability of such machine learning models
as deep neural networks to take into account and generalize the whole available infor-
mation (e.g., the entire enterprise model) might help to overcome this limitation. As
a result, the application of such machine learning techniques to support design deci-
sions might enable modelers to take into account the context and various aspects of
the being built model when comparing it with numerous (hundreds, thousands, or even
millions) available models (best practices). So, slightly rephrasing the question from [4],
the research question considered is “Can graph-based machine learning discover tacit
enterprise model patterns from existing solutions to support enterprise modelers?”.

The goal of the presented work is to analyze the potential of using machine learning
methods for assistance during enterprise modeling. This approach can potentially sig-
nificantly affect the modern modeling methods, and also has long-term prospects for the
creation of new technologies, products, and services.

The paper is structured as follows. The next section introduces the state of the art in
the areas of decision support and assistance for enterprisemodeling and similar domains,
as well as machine learning techniques capable of dealing with graph-based structures. It
is followed by the approach description. Section 4 presents the experimental evaluation
of the developed approach. The research results are discussed in sec. 5 followed by
conclusions.

2 State of the Art Review

2.1 Recommender System Techniques in Conceptual Modelling

Today, assistance for configuration and modeling processes is in great demand, since in
addition to the creative component, such processes include tasks related to the analysis
of existing solutions for possible reuse, which is a very laborious process. Existing
research efforts intending to aid the modeler when designing an enterprise model are
works in the intersection of Recommender Systems (RS) and conceptual modeling. In
the most general sense, RS “generate meaningful recommendations to a collection of
users” [15]. While RS are quite well-known in domains such as e-commerce, not much
research is available so far in the domain of enterprise modeling. Modeling is still a
highly manual task that requires substantial human effort e.g. in order to decide which
label is appropriate for a model element, to determine where to start and stop modeling
(scope of the model), and to model on a consistent abstraction level since guidance is
lacking in current tools [16].

Hence some initial techniques and prototypes have been developed that are capable
of generating suggestions on how to complete a model currently being edited. These
approaches mainly have been developed in the context of business process modeling.
They are geared towards different assistance features such as to ease the completion
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of a partially constructed model e.g. by presenting relevant fragments of already exist-
ing models [17], using pattern-based knowledge for completion [18], or other auto-
completion mechanisms [19], by adding required information for model execution [20]
or assist in applying the modeling syntax [21].

Another form of recommendation-based support is suggestions for concrete mod-
eling actions also denoted as auto-suggest features [22]. Regarding the latter, an initial
evaluation of a knowledge-based paradigm for suggestion generation led to promising
results [23]. Finally, some approaches also intend to improve the model quality [24] or
provide domain-specific knowledge-support in the case of modeling for software engi-
neering where constraints have to be satisfied [25] or where support regarding model
changes is sought e.g. to inform the user about untypical model changes that poten-
tially lead to errors based on a large data set about model evolutions [26]. In general,
the cited works develop task-specific recommendation approaches that often differ from
classical recommender system implementations and paradigms. Recently, also the incor-
poration of machine learning e.g. to learn parameters for the recommendation approach
is discussed as future work [25].

All the above approaches are mainly based on utilizing predefined patterns, what
on the one hand makes the modeling process more reliable and predictable, but on the
other hand less flexible and creative. This limitation is addressed by the proposed use of
machine learning.

2.2 Machine Learning in Modeling

Application of machine learning (which is basically about finding tacit modeling pat-
terns) to support configuration tasks resulted from usage of pattern libraries built man-
ually or semi-automatically. For example, in paper [5], the ability to use patterns is
considered an essential functionality of enterprise modeling tools in the modern era of
digitalization. The authors of [3] propose a complex system for organizing patterns with
an evaluation of their consistency, and the authors of [6] – a system of recommendations
for specific patterns or known models. The efficiency and promising outlook of using
patterns in enterprise modeling is also emphasized in work [2].

The patterns are also used in other modeling domains, for example, when config-
uring complex products [7]. In work [8], co-authored by one of the authors of this
work, a method was proposed for configuring complex systems (namely, a network of
information and computing resources to solve a specific problem) based on an analysis
of the functionality of resources and existing constraints. However, since a significant
part of the resources remained unchanged from task to task, and the tasks belonged to
one problem area, the use of machine learning models could potentially speed up the
configuration process, but this opportunity was not considered. A recommender system
proposed in [9] is focused on supporting the configuration process (configuring produc-
tion for the release of a software product) and uses collaborative filtering techniques to
select similar resources for the release of similar software products. Quite interesting is
the work [10], the authors of which represent robotic industrial systems in the form of
graphs and use the analysis of embeddings to select the most suitable components. This
approach is the closest to the idea proposed in this paper, however, it uses algorithmic
optimization and not machine learning methods.
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A review of methodologies for creating ontologies (which are semantic models of a
problem area described as graph-like structures) in an industrial context [11] showed that
only one of the considered methodologies used today in the field of enterprise modeling
considers methods of reusing ontologies, and only on the level of standards and fixed
fragments. The authors of [12] provide an overview of various existing systems for
supporting business process modeling, but machine learning methods are not mentioned
among them. The same is also true for the survey of research in enterprise modeling
[13].

The necessity of balancing between pattern flexibility/diversity and the number of
patterns to be analyzed manually is emphasized in paper [14], the authors of which
proposed to expand the patterns to the concept of “bag of fragments” (a set of fragments),
which are compared with the current configuration. It can be said that this work serves
as a kind of link between the use of patterns and machine learning methods. Machine
learningmethods that allow both to identify such patterns by analyzing and summarizing
the available big data, and to select and offer them to the user, depending on the situation,
can be useful for solving this problem.

Today there already exist machine learning models, including those based on deep
neural networks, which are focused on working with network-like structures and with
graphs as particular. Paper [27] proposes a method for representing a graph in a form
suitable for use inmachine learningmodels and supporting parallelization of the learning
process for efficient use of GPUs in order to increase the speed and performance of the
learning process. In [28], the authors use the random forest machine learning paradigm
to analyze the main flows within a transport network, representing the latter in the form
of a graph. Such models are often successfully used today in chemistry. In [29], the
authors use a graph to represent chemical compounds to use machine learning methods
to generalize and predict their properties. A similar problem is solved in [30], with the
use of machine learning methods. The authors of [31] apply machine learning to assist
modeling particle processes.

Graph Neural Networks (GNN). Analyzing graphs using machine learning has
received a lot of attention due to the great expressive power of the graphs. Graph neu-
ral networks can be defined as deep learning-based methods that operate on graphs.
According to [32], GNN can be categorized into four groups: convolutional graph neu-
ral networks, recurrent graph neural networks, graph autoencoders, and spatial-temporal
graph neural networks. The main tasks for graph learning are:

1. Node level: includes node classification, regression, and clustering tasks. While the
first task aims to classify the nodes into several classes, the regression task predicts
a continuous value of the node. The clustering task splits nodes into disjoint groups.

2. Edge-level: the main tasks are to predict whether there is an edge between two nodes
(edge prediction or link prediction) and to classify edges.

3. Graph-level: includes graph matching, graph classification, and graph regression.

To solve the edge prediction task for knowledge graph, there have been developed
several models with the main focus on transforming the graph into low dimensional
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space while preserving the semantic information or graph embedding based models.
These models can be categorized into three groups [33]:

1. Translational-distance-based models inspired by word2vec [34] based on represent-
ing each word by a vector of length n that represents the coordinates of this word in
the n-dimensional space (like TransE [35], TransH [36], TransM [37], and TransR
[38]), however, these models are reported to have a low capability of capturing the
semantic information.

2. Semantic-matching-basedmodels (likeDistMult [39] andComplex [40]) embedboth
the relations and the entities into a unified vector space and define a scoring function
to measure the validity. Although these models capture more semantic information,
they still have some drawbacks which make them inefficient when deep semantic
information is needed.

3. Neural-network-based models (like ConvE [41], HypER [42], CNN-BiLSTM [43]).

The neural-network-based models take into consideration the node type and the
path information, and use convolution layers and attention mechanisms for enhancing
the embeddings. ConvE was the first model to use a convolutional neural network for
graph completion. It uses 2D convolution for the entity and relation embedding after
reshaping and concatenating them. HypER introduces “hypernetworks” based on ConvE
to generate convolutional filter weights for each relation. HypER uses 1D filters for
entity embeddings to simplify the interaction between entities and relational embeddings.
CompGCN [44] is a novel GCN that performs a composition operator over each edge in
the neighborhood of the central node. The composed embeddings are convolved using
two filters representing the inverse and the original relations. The aggregated messages
of the neighbors represent the updated embedding of the central node. CNN-BiLSTM
combines bidirectional long short-term memory (BiLSTM) and convolutional neural
network (CNN) modules with an attention mechanism. The CNN followed by BILSTM
modules are used to embed relations into a low space dimension. The attention layer is
used to capture the semantic correlation between the candidate relation and each path
between the two entities, and extracts reasoning evidence from the representation of the
paths to predict whether two nodes should be connected by the candidate relation or not.

While multiple models aimed at operating on graphs exist, there is still a lack of
those aimed at work with enterprise models. With this research, we would like to bridge
the gap between the models themselves and the application area of EM, and in this paper
we are checking the fundamental possibility of this.

3 Proposed Approach

3.1 Machine Learning-Based Assistance of EM

In this section, we suggest main potential assistance scenarios during EM that can be
supported by machine learning technologies based on the application of GNN.

Generally, GNNs are aimed at solving the following four tasks taking the entire
available graph as the input:
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1. Edge prediction: the model calculates the probability of the given edge.
2. Edge class prediction: the model classifies the given edge.
3. Node class prediction: the model classifies the given node.
4. Graph classification: the model classifies the entire graph.

Based on these tasks, the following EM tasks that can be potentially assisted with
machine learning have been identified (Table 1):

Table 1. Association between tasks solved by GNN and EM processes

Task solved by GNN Associated EM assistance suggestions

Edge prediction 1. Suggestion of edges
2. Identification of likely wrong edges

Edge class prediction 3. Suggestion of edge class
4. Identification of edges of likely wrong types or with wrong labels

Node class prediction 5. Suggestion of node class
6. Identification of nodes of likely wrong types or with wrong labels
7. Suggestion of nodes

Graph classification 8. Model verification
9. Model validation

1. Suggestion of possibly existing connections: given a partially defined EM, a num-
ber of connections can be randomly generated (or all possible connections can be
generated) and those with high probability can be suggested to the modeler.

2. Identification of likely wrong edges: the probability of a newly added by the modeler
edge can be evaluated and if it is low enough, the corresponding warning can be
presented to the modeler.

3. Suggestion of the edge class: the model can suggest the class of the newly added
edge (edge type, label, etc.).

At this point, it is worth mentioning that the “class” from the machine learning point
of view is not necessarily only the class (or type) of an item in the modeling domain.
This term can equally apply to various other characteristics of the item such as functions
it performs, requirements it meets, or associated text labels. Besides, an item can be
related to several classes simultaneously.

1. Identification of edges of likely wrong types or with wrong labels: the probability of
the type or text label of a newly added by the modeler edge can be evaluated and if it
is low enough, the corresponding warning can be presented to the modeler together
with a suggestion of better fitting type or label.

2. Suggestion of the node class: the model can suggest the class of the newly added
node (node type, label, etc.).
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3. Identification of nodes of likely wrong types or with wrong labels: the probability of
the type or text label of a newly added by the modeler node can be evaluated and if it
is low enough, the corresponding warning can be presented to the modeler together
with a suggestion of better fitting type or label.

4. Suggestion of nodes: in this scenario, a node needs to be generated first (for example,
connected to a newly added by the modeler node), then classified, and then the prob-
ability of its edge(s) is evaluated; if the probability is high enough, the appropriate
suggestion is shown to the modeler.

5. Model verification (checking for consistency, correctness, and meeting given stan-
dards): classification of the model to consistent/inconsistent, correct/incorrect,
meeting the given standards or not.

6. Model validation (checking that the model fulfills the requirements and achieves the
goal): classification of the model against the requirements.

While the first seven scenarios are clear and potentially possible given the sufficient
training data (that does not seem to be impossible), the last two scenarios are subject of
more remote future, since they require trusted training data in rather narrow domains,
and the question “what data sources can be credibly used in this process” raised in [4]
becomes important.

Summarizing the above scenarios, Fig. 1 illustrates the approach as a whole. The
numbers in parenthesis correspond to the scenarios described above. The text labeling
of edges and nodes can additionally be extended with using Natural Language Process-
ing (NLP) machine learning models for text analysis, matching, and suggesting better
naming during the modeling (cf. [45]), however, this issue is currently out of the scope
of the current research.

3.2 GNN Models for Approach Feasibility Evaluation

In order to evaluate the validity of the above-described approach, two models have been
built: the node classification model and the edge prediction model.

Node Classification Model. The node classification model is used to determine the
node class (e.g., concept, resource, rule, etc.). The input of the model is the enterprise
model graph represented by the node names and the edges connecting them. The output
is the node class.

Before feeding the graph into the network, the label encoding has to be used to
encode both the node name and the node’s class name.

The model consists of two sage convolution layers [46] followed by three fully
connected layers. The rectified linear unit (relu) function is used as the activation function
for all the layers except the last layer where the sigmoid function is used. The sage
convolution layers (SAGEConv) get the information from the neighbors and aggregate
them using the mean function. The architecture used is shown in Fig. 2.

Edge Prediction Model. The edge prediction model is aimed at the prediction of miss-
ing edges in the enterprise model. The input of the model is a graph, where the nodes
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of the graph represent the main entities of the enterprise model (like concepts, organi-
zational units, resources, rules, etc.) and the edges represent the connections between
these entities. For each node, there are two attributes that describe the node (the class
name, and the node description).
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Fig. 1. Machine learning-based support of different EM stages.

Fig. 2. The architecture of the neural network used for node classification.

Before feeding the graph into the model, first, all its nodes have to be embedded.
In the current version of the model, all nodes’ names and the nodes’ attributes in the
graph are embedded using word2vec technique with Skip-gram architecture [47] using
the word window of size 2.

For node description, the text is preprocessed by dropping all the stop words and
mapping different forms of the word to the source using Snowball’s stemming algorithm.
Although this embedding is simple, which is essential for the proof of concept, it has a
number of drawbacks for use in production. The main one is the need to recompute the
embedding, every time a new node is added to the graph.

To keep things simple, in our approach, for now, we drop the description information
and only use the node name alongside with the node class. The label encoding method
is used to encode both the node class and the node name.
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The edge prediction model consists of three graph convolutional layers (GCNConv)
with rectified linear unit (relu) activation function. The similarity between the nodes is
calculated using the cosine measure (Fig. 3).

Fig. 3. The architecture of the neural network used for edge prediction task.

4 Experimental Evaluation

The overall experiment scheme is shown in Fig. 4.
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Node classifica�on 
model training

Edge predic�on 
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Genera�on of test 
enterprise models

Tes�ng models with 
the generated test 
enterprise models

Fig. 4. The scheme of experimentation for testing the feasibility of the approach.

The dataset based on models built during the EM university course consists of 55
enterprise models with 1728 edges and 35 node classes. Figure 5 shows a sample model
from the dataset. This set is not sufficient for productive use but can be still enough for
the proof of the concept. Based on this test, two models have been trained: the node
classification model and the edge prediction model.

The node classification model was trained for 200 epochs with the loss function
negative log likelihood loss, Adam optimizer, and learning rate 0.005. Figure 6 shows
the loss/accuracy graph during the training of node classification model.
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Fig. 5. Sample enterprise model example from the dataset used.

Fig. 6. The accuracy/loss graph during node classification model training.

The edge predictionmodel was trained for 1000 epochs with the loss function Binary
Cross Entropy, Adam optimizer, and learning rate 0.01. Figure 7 shows the loss/accuracy
graph during the edge prediction model training.

At this point, no hyperparameters tuning has been done. In future work, such
hyperparameters as the learning rate, the number of epochs, and the batch size ca be
adjusted.
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Fig. 7. The accuracy/loss graph during edge prediction model training.

For testing purposes, several enterprise models were built with definitely correct
and wrong elements. Out of 1000 tested elements, the models correctly classified 962
elements resulting in an accuracy of 96.2%, precision of 0.9354, and the F1 score of
0.956.

5 Discussion

In our work, we presented a machine learning-based enterprise modeling support app-
roach and analyzed its potentials. Our approach consists in application of machine learn-
ing models (GNN in particular) to support the modeler during the enterprise modelling
process. We have also outlined the potential assistance scenarios and carried out proof
of concept experiment.

All in all, we have demonstrated the feasibility and potentials of leveraging machine
learning for enterprisemodeling.On the positive side, such an approachwould be capable
of analyzing large amounts of available models up to a volume that could be considered
as “Big Data” (i.e. thousands of models). This could be used to extract common patterns
or to extract best practices, if any indication of the model’s quality or other performance
attribute is available. It would also prevent the modeler from untypical or rare solutions
thatmight be prone to errors or simply superseded by improved solutions that themodeler
is not aware of.

On the negative side however, such features always bear the risk of “nudging” the
modeler towards mainstream solutions. This could lead to novel, original and innovative
solutions being unnoticed or, even worse, considered as inferior or non-efficient. Hence
additional research is required how to improve this situation.

The model can also suffer from the problem of data imbalance. By that we mean,
that some enterprise models can have elements that occur only once like some resources
and processes, and others that appear much often like some organizational units. This
can lead to poor performance on the low frequent elements. To overcome this problem,
as a start, we included data from several enterprises’ models, so each training model
consists of several similar models. Also in some models, we duplicated these elements.
In that case, we increased the number of the low-frequent elements. In future work, more
experiments will be conducted to overcome this problem.
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Besides, the approach can be affected by the “cold start problem”. That is, a signifi-
cant amount of source data is required for the approach to become efficient. The evident
solution for this is to create larger, company-spanningmodel repositories which however
bears the risk of unintentionally exposing confidential information to competitors. This
in turn creates the need for fine-grained visibility concepts or mechanisms to anonymize
parts of the models on different levels of confidentiality, (e.g. blind model element labels
but still leverage the model structure for machine learning).

Finally, in order to improve the quality and relevance of the modelling support, it
seems to be important to know as much as possible about the context of the model under
construction. Context parameters could be its goal or purpose (e.g. ensuring compliance,
strategic decision making), requirements to the being developed model (e.g., ensuring
model’s flexibility), subject matter (e.g. procurement, production, marketing, finance,
HR), enterprise-specific enforced modeling conventions and constraints (e.g. preferred
terms, styles of expression, colors, formatting) or intended addressees (e.g. business
experts, developers, lawyers, customers). Even though such context can potentially be
identified based on already existingmodel elements, the problem is still critical when the
modeler begins to model and the model contains only a few elements. In this situation,
it is next to impossible to provide adequate modelling support without knowing this
context parameters. Having the context as one of the input parameters for machine
learning models is possible, however, this makes the problem of cold start more critical
and requires additional research.

6 Conclusions and Future Work

The paper proposes application ofmachine learning (graph neural networks in particular)
to assist a modeler during the enterprise modelling process and analyses its potentials.
Themain assistance scenarios associatedwith tasks solved byGNNhave been identified.
Some of them have been implemented to evaluate the feasibility of the approach.

It has been found that modelling support using machine learning techniques is fea-
sible and has a significant potential. However, it still suffers the problems of suggesting
mainstream solutions and identification of novel or unusual ones as incorrect. Besides,
there is a problem of finding enough credible training data that is essential for building
reliable and efficient models.

Planned future work is aimed at two main directions. First, deeper text analysis
techniques can be used for dealing with labels and descriptions of enterprise model ele-
ments. This can be addressedwith application of natural language processing techniques.
The other direction is developing a prototype and collecting feedback from modelers to
evaluate the effectiveness of the approach.
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Abstract. Knowledge acquisition is an important part of any requirements engi-
neering activity, as it builds the foundation for all decisions and actions performed.
In PMI activities knowledge acquisition is equally important and more compli-
cated as in requirements engineering in general. This leads us to the conclusion that
PMI initiative should have an additional focus on the knowledge acquisition. This
paper explores requirements elicitation for PMI as a knowledge acquisition pro-
cess and proposes models for its accomplishment. It covers the following research
steps - required characteristics of an effective PMI requirements elicitation are
identified, corresponding existing research is analyzed, possible adjustments to
the previously presented requirements elicitation model are identified, enhanced
knowledge acquisition model is proposed, and the proposed model is illustrated
with a real application example. As a result of this research the adjusted and
detailed PMI specific knowledge acquisition model for PMI specific requirements
engineering has been created that consists of two parts – the knowledge acquisition
process model and the knowledge acquisition data model.

Keywords: Mergers & acquisitions · Knowledge management · Requirements
Engineering · Elicitation

1 Introduction

Nowadays one of themain approaches for business growth ismerge of several companies
to create one bigger and stronger company, with more resources and higher potential.
Merge initiative is a complex and long process with the extensive planning phase. Plan-
ning includesmerge goal definition, search for potential merge partners, discussions, and
agreements. But once planning is finished and the deal is signed, a merge should be exe-
cuted. Practical execution of a merge initiative is called post-merger integration (PMI)
and during this process companies are combined to form one union [24]. PMI covers
all different aspects of the organizational architecture, including technical perspective,
social perspective, and cyber perspective. This makes PMI a process for integration of
several socio-cyber -physical systems (SCPSs) [25].

Knowledge acquisition is an important part of any requirements engineering (RE)
activity, as it builds the foundation for all decisions and actions performed. If someknowl-
edge is missing, under-evaluated or misinterpreted, there is a high risk that requirements
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will not represent the real need [4]. This becomes even more important in the scope of
PMI activity, as it has additional difficulties to the knowledge acquisition, such as cul-
tural barriers, strict time limitations, high complexity, and limited ability to learn from
previous projects [5]. In the recent research [23], the authors of this paper, by studying
existing REmodels from the perspective of their applicability for the requirements iden-
tification of PMI initiatives, detected required improvements, and proposed a generic RE
Model for PMI contexts [23]. The proposed model was verified through its application
for the PMI initiative example. This model covers both static and dynamic perspectives
of the PMI RE and includes three stages of PMI project, namely, Initial Assessment,
Decisions and Plan, and Plan Execution. In the model, the initial assessment phase of
PMI corresponds to the RE elicitation phase. The model was feasible in general, but
further improvements were required including more detailed description of each RE
activities. In this paper, the Initial Assessment phase of PMI Specific REModel, i.e., RE
elicitation phase is explored in detail from the point of view of knowledge acquisition.

Thus, the goal of this paper is defining a detailed knowledge acquisition process
and main concepts relevant in requirements elicitation in PMI context. To achieve this
goal, the following research method was used: PMI requirements elicitation related
literature was reviewed regarding PMI specific requirement elicitation quality criteria,
PMI elicitation related quality criteria, and exiting approaches how these criteria are
achieved; after that the most promising approaches were selected and adopted into the
previously proposed PMI specific RE model [23]; then, the adjusted model was applied
to the PMI project example to verify its applicability and identify possible improvements.

The rest of the paper is structured as follows: Sect. 2 is focused on the definition of
a quality criteria for PMI specific requirement elicitation and review of most suitable
existing requirements elicitation approaches; Sect. 3 proposesPMIREelicitation specific
model; Sect. 4 presents the demonstration of the proposed model applicability; brief
summary is provided in Sect. 5.

2 PMI Requirements Elicitation Quality Criteria and Literature
Review

In this section the most suitable requirements elicitation approaches are reviewed from
the perspective of an applicability for PMI RE.

From the elicitation process organizational perspective, PMI Specific RE Model
includes the following high-level requirement elicitation activities [23]:

• Identify related information resources
• Gather knowledge on goals
• Gather knowledge on the context
• Gather knowledge on architectures

Existing requirements engineering approaches covering one or several of the elic-
itation activities were reviewed in [23]. Additionally, SCPS specific and PMI specific
elicitation approaches were investigated.
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From elicitation process related risks and issues perspective, if we look on the PMI as
the SCPS initiative with a major part being social elements, there are the following open
questions that need to be addressed in the scope of PMI specific requirement elicitation
[6, 21]:

• How to elicit both tacit and explicit knowledge
• How to elicit SCPS specific requirements
• How to elicit merge & acquisition specific requirements

In total 53 research papers were reviewed for the publication period from 2000 or
later. The following research librarieswere used–ScienceDirect, Springer, IEEEXplore.
The following key words were searched – elicitation & SCPS, elicitation &mergers and
acquisitions, knowledge & mergers and acquisitions, tacit knowledge & mergers and
acquisitions. Research did not follow any specific methodology. First, all papers were
explored to filter out papers discussing M&A knowledge related challenges. Selected
papers were investigated in more details to define main issues that need to be solved
for the effective M&A knowledge elicitation. To get more deep understanding, authors
additionally explored research papers identified as a research foundation for papers
focusing on knowledge elicitation issues. After that, additional search was executed
to find papers focusing on the solutions for more efficient knowledge elicitation in
general, as well as on the solutions for previously identifiedM&A knowledge elicitation
issues. All found papers were evaluated from the point of solution applicability to M&A
context. Below are summarized the findings from the existing research, which is related
to required requirements elicitation adjustments for SCPS andPMI specifics, by focusing
on the above-mentioned questions. Additionally, research works exploring other risks
and issues for PMI related requirements elicitation were reviewed.

Goal information elicitation is one of the first steps in RE. In [16] the goal, ques-
tion, and answer approach is proposed. This approach focuses on the acquiring detailed
information about goals, as well as creating tree-like goals decomposition structure. The
approach uses required and anticipated functions perspective to define and formulate
project goals. In PMI it is important to state clear and detailed goals, as this defines
overall PMI initiative direction. In [9] authors describe the method how to organize goal
related knowledge acquisition using the perspectives challenge – goal- function. This
helps to focus on real problems and not create non required goals. In [14], overconfidence
of involved leaders is stated as one of the reasons for PMI failure, meaning that often
PMI related risks are underestimated. Research describes the way how PMI related risks
can be identified early in a project, and corresponding action plan created. It is advised
to start risk identification as soon as goals are defined.

After goals are defined, next step is to identify corresponding information sources.
As finding tacit knowledge is one of the biggest challenges for requirements elicitation,
stakeholders should be identified very carefully, as well as each of them should be
assessed from the perspective how tacit knowledge can be gathered. In [18] the approach
for stakeholder identification is described. In addition to common practices, the research
points out the necessity to gather additional information about stakeholders, as well
as to use information about relationships between stakeholders to find out additional
stakeholders for the PMI initiative.
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After all information sources are defined, it is time to plan for the elicitation. In [8]
the importance of the assessment of data availability and quality prior any elicitation
activities are highlighted, so that required adjustments in the elicitation can be planned.
In [2] authors propose the approach for identification of unknown by using adjusted elic-
itation techniques. Challenges for tacit knowledge identification, as well as appropriate
elicitation techniques are described in [19]. In PMI it is important to define all known
knowns and known unknowns prior the elicitation, as well as elaborate on the list after
each elicitation activity to find new known unknowns and plan the elicitation for them.
Knowing goals, risks, related information sources and issues with data accessibility and
quality helps to find the most effective elicitation techniques. Possible elicitation tech-
niques are described also in [17]. But [13] gives the method how to apply efficiency
criteria for elicitation technique selection procedures. As PMI initiatives usually have
time and resource availability constraints, it is important to choose the most effective
techniques to acquire the knowledge with minimum required effort.

In [1] authors discuss the importance of predefined standardized questionaries during
elicitation activities, as well as the process of lessons learned. As software integration
plays important role in the overall PMI success, in [12] specific questions for software
related knowledge identification are defined. As for tacit knowledge acquisition, as well
as for respecting cultural aspect, it is required to identify stakeholders’ perspectives
on the elicited knowledge. This topic is elaborated in [10] by incorporating opinions
and rationales as part of acquired knowledge on the previously identified information.
As for cultural perspective importance, [7] stresses out the value of cultural aspects in
scope of PMI, as well es defines the approach how to identify cultural aspects which can
become blockers for PMI success. Crucial element during the elicitation is also constant
evaluation of gathered information quality and planning adjustments in the elicitation.
Method for the elicitation results evaluation is explored in [15].

Elicited information should be structured so that it can be analyzed in the next
requirement engineering phases. Structuring approaches are defined in the following
articles:

• [11] – incorporation domain ontology
• [3] – statement of all three perspectives: economic, social and technical
• [20] – depiction of embedded systems specifics
• [22] – representation of enterprise architecture

None of the above reviewed research works covers all elicitation activities and takes
into account all PMI and SCPS specifics. However, each of them can contribute to the
PMI specific RE knowledge acquisition models for requirements elicitation.

3 PMI Specific Knowledge Acquisition Model

This section describes how previously defined PMI specific high abstractions level
elicitation [23] can be detailed and enhanced, based on the findings in the existing
research.
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As stated before, there is no one holistic approach for PMI requirements elicita-
tion, however, generic knowledge acquisition process can be enhanced by incorporating
activities focused on solving the identified PMI issues and risks (as illustrated in Fig. 1):

• During PMI goal identification – create more detailed goal-trees [9, 16], as well as
identify all known knowns and known unknowns [2]

• During identification of related information sources – focus more on the identification
of stakeholders and related information [18]

• During planning elicitation – incorporate data accessibility and quality evaluation [8],
state elicitation challenges and come up with corresponding elicitation techniques
[13, 17, 19]

• During conducting elicitation – use standardized elicitation questionaries [1, 12], pay
attention to stakeholder perspectives and rationales [10]

• During analysis of elicitation results – structure knowledge per economic, technical,
social, and cultural perspectives [7, 10], use gathered knowledge to identify new
known unknowns [2], evaluate gathered data quality and plan additional elicitation if
necessary [15], as well as define goals related risks [14]

Fig. 1. Possible enhancements in the knowledge acquisition process (6 steps, UML activity
diagram)

Based on the defined possible enhancements, Initial 6-step knowledge acquisition
process model was reworked and transformed into 5-step model (as illustrated in Fig. 2)
where:

• Initially, goals tree for PMI initiative should be created
• For each goal, related information sources (stakeholders, documents, and systems in
operations) are defined

• For each information source the elicitation is planned – known knowns and known
unknowns are defined, elicitation techniques are selected, potential elicitation chal-
lenges are defined, and corresponding solutions selected. All previously mentioned
issues are summarized in an elicitation plan

• For each planned elicitation activity elicitation is conducted – additional information
about known knowns and known unknowns is gathered, stakeholders’ perspectives
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Fig. 2. Enhanced knowledge acquisition process (5 steps, UML activity diagram)

together with their rationales are identified, respecting related risks, which can block
goal achievements

• For each acquired information item – gathered information is structured into eco-
nomic, technical, social and cultural perspectives. Information quality is evaluated
and required action items are planned. Finally, new known unknowns are defined, and
additional elicitation activities are planned

Together with process changes, adjustments in initial class (sub) model of PMI RE
model [23] also were required (see Fig. 3).

The initial model contained the information and knowledge artefacts related to PMI
initiative, current organizational structure perspectives, context perspectives, as well as
future merge decisions and related changes. PMI goal and PMI initiative are the only
elements reused from the previousmodel. The following additional elementswere added:

• To cover elicitation information source elements - Stakeholder, Document and Sys-
tem in operation elements were added, as well as related Known known and Known
unknown elements

• To include elicitation planning - Elicitation technique, Elicitation challenge, Elicita-
tion challenge solution and Elicitation plan elements were added

• Tokeepdata about knowledge evaluation -Quality evaluation andElicitation challenge
solution elements were added

• To accumulate knowledge gathered during the elicitation - Information item element
was added

• To structure gathered knowledge - Economic perspective, Technical perspective,
Social perspective, and Cultural perspective elements were added

• To highlight identified risks for goal achievement - Risk element was added
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Fig. 3. Knowledge acquisition related class model (UML class diagram)

4 Demonstration of the Applicability of the Proposed Model

In this section the proposed model was used for the real-life example to verify model’s
applicability, as well as find possible model improvements. The process of model appli-
cation, as well as the resulting artefacts in a form of object models are described
below.

During “Identify PMI goals” step, initial goal “Align practices and optimize
resources” was initially divided into two separate goals “Use same common processes”
and “Optimize resources”. After that “Optimize resources” was parted into two sides
of optimization “Merge resources” and “Improve resources efficiency”. Then “Merge
resources” was decomposed intomore tangible goals “Merge human resources”, “Merge
IS resources” and “Merge other resources”. The results are illustrated in Fig. 4.
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Fig. 4. Goal identification artefacts - goal tree (UML object diagram)

Fig. 5. Information sources artefacts – stakeholder, document, and systems in operation (UML
object diagram)

For the next step - “Identify information sources”, goal “Use same common pro-
cesses” was selected for illustrative purpose in scope of this article. For the simplicity,
this paper covers elicitation in scope of one company only – acquiring company. But in
real life the same activities should be performed also for the acquired company. For this
goal the following information sources were identified (illustrated in Fig. 5):
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• Stakeholders – customer, finance clerk and finance manager
• Systems in operation – invoicing system, that is currently being used
• Documents - process description, invoice example, process audit results

For the next step - “Prepare for an elicitation”, in this paper, one specific informa-
tion source “Invoicing system” was selected. For current invoicing system known and
unknown data is identified:

• Known known – system user manual and data available in the information system
• Known unknown – real usage of information system and possible improvements for
this system

Then for each of identified known and unknown data corresponding elicitation
technique was selected:

• System user manual – manual document inspection
• Data in the IS – existing data analysis
• Real usage of the IS – observation sessions of real users
• Possible improvements for IS – survey and interviews of stakeholders

For each elicitation technique, respecting also information that should be elicited,
challenges and solutions for solving these challenges were identified:

• Outdated version of user manual – verify version relevance
• Non structured data in the IS – create data model to structure IS data
• Too many approaches how data is entered in the IS – prioritize approaches to focus
on the most important

• No trust from user to share real usage of IS – build trust relationships
• Ambiguous survey results – walk through results with respondents to get additional
comments

• Too many and too different opinions about IS improvements – analyze and prioritize
stakeholders to prioritize their input

• Conflicting opinions about IS improvements – apply conflict resolution techniques to
find agreement

All artefacts are illustrated in Fig. 6.
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Fig. 6. Preparation for elicitation artefacts - known knowns, known unknowns, related elicitation
techniques, information evaluation and elicitation challenge solutions, as well as overall elicitation
plan (UML object diagram)

One specific known unknown “Real usage of the IS” was selected for the next
step “Elicit knowledge” illustration. After selected elicitation techniques were executed,
the following information items were created – “Observation video” and “Observation
protocols”.

Each of this information items were analyzed in order to identify risks related to the
ability to achieve stated goal “Use same common processes”. The following risks were
identified:

• System requires comprehensive learning for new users
• System contains only part of required data
• Additional licenses are required to use the system for both companies
• For each information item stakeholder perspectives were additionally elicited:
• Finance clerk - comments from user perspective about the observation video
• Finance manager – additional comments from user perspective about the observation
video and the opinion on required IS changes for observation protocol

• Customer – opinion on observation protocol about IS issues from a customer
perspective
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Results are illustrated in Fig. 7.

Fig. 7. Knowledge acquisition artefacts - information items, related risks and stakeholder
perspectives (UML object diagram)

“Observation protocols” information item was selected for the illustration of the
next step “Analyze elicitation results”. Firstly, information item data was divided into
different perspectives:

• Economic perspective - cost of required system changes and financial loses due to
system issues

• Technical perspective – system functionality
• Social perspective – user characteristics
• Cultural perspective – attitudes towards the system usage

Information item data quality was evaluated and “No statistical data” represented in
the protocols issue was identified. To solve this issue, solution “Observe mode users”
was selected. This solution requires additional elicitation sessions to be executed using
the process described previously.

Additionally, related new known unknowns were identified – “Priority of found
issues” and “User competence level”. For each of them elicitation activity should be
planned and executed as it was described earlier.
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The results are illustrated in Fig. 8.

Fig. 8. Elicitation results analysis artefacts - information item evaluation and elicitation challenge
solutions, as well as economic, technical, social, and cultural perspectives (UML object diagram)

5 Summary

This article explores the elicitation part of PMI specific requirements engineeringmodel.
Authors defined the required elicitation quality criteria, reviewed existing researchworks
and identified possible solutions for the adjustments and elaborations of the previously
defined high-level PMI specific elicitation process.

PMI specific elicitation requires enhanced goal analysis, proper planningwith poten-
tial issue resolution plan. All these aspects are included in the proposed PMI RE elicita-
tion model with a dedicated goal model, and elicitation plan model as crucial elements
of PMI RE. Additionally, PMI RE as SCPS RE requires structured information cover-
ing all economic, technical, social, and cultural perspectives. All SCPS perspectives are
incorporated into proposed model. With a high risk to miss PMI related tacit knowledge,
which simultaneously is one of core components for PMI success, model’s cultural per-
spective, includes also eliciting stakeholder opinions on the gathered information. The
proposed models also support iterative elicitation approach, through uncovering new
known unknowns during the elicitation process and repeating elicitation activities for
them.

For the future research the following improvements and additions to the model could
be made:

• Describe in more details process of information sources identification and sources
related information structure

• Detailed description of elicitation technique selection (including technique selection
criteria)

• List of standardized elicitation questions
• Checklist for possible PMI goals related risks
• Templates for artefacts contents
• Incorporate into data model relationships to enterprise architecture and context
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Abstract. Hitherto, the concept of Enterprise Architecture (EA) Smells
has been proposed to assess quality flaws in EAs and their models.
Together with this new concept, a catalog of different EA Smells has
been published and a first prototype was developed. However, this proto-
type is limited to ArchiMate and is not able to assess models adhering to
other EA modeling languages. Moreover, the prototype is not integrate-
able with other EA tools. Therefore, we propose to enhance the exten-
sible Graph-based Enterprise Architecture Analysis (eGEAA) platform
that relies on Knowledge Graphs with EA Smell detection capabilities.
To align these two approaches, we show in this paper, how ArchiMate
models can be transformed into Knowledge Graphs and provide a set of
queries on the Knowledge Graph representation that are able to detect
EA Smells. This enables enterprise architects to assess EA Smells on all
types of EA models as long as there is a Knowledge Graph representa-
tion of the model. Finally, we evaluate the Knowledge Graph based EA
Smell detection by analyzing a set of 347 EA models.

Keywords: Enterprise architecture · Model transformation ·
ArchiMate · Knowledge graph · Analysis

1 Introduction

With the increasing complexity of today’s enterprises and enterprise ecosystems,
creating, using, and maintaining a model representation thereof becomes increas-
ingly challenging. Enterprise Architecture Management (EAM) with the de-facto
industry standard modeling language ArchiMate [28] provides a high-level view
of different enterprise domains (e.g., business, application, and technology) as
well as their interrelationships. However, ArchiMate has also limitations, espe-
cially with respect to its semantic specificity [30] and the capabilities it offers to
process the modeled information [7].
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Naturally, with the increasing complexity of the modeled system under study,
also the complexity of the model itself increases. Although Enterprise Architec-
ture (EA) modeling is widely adopted in industry and much research is conducted
in the field, the analysis of EA models is surprisingly underrepresented [2,19].
Generally, two analysis approaches can be distinguished: manual and automated.
Given the discussed complexity of EA models, manual analysis “can be compli-
cated and omissions or miscalculations are very likely.” [10] Automated model
analysis can mitigate this problem by scaling well and by providing interactive
analysis means that extend static ones [22]. Aside from first attempts to equip EA
modeling by advanced visualization and analysis techniques [5,12,17,21,31,40],
automated analysis of EA models is still underdeveloped.

The value of EA models is of course threatened by the shortcomings stressed
at the outset. To mitigate parts of these problems, in the paper at hand, we
concentrate on the use and maintenance of EA models. In particular, we want
to automatically and efficiently analyze even large EA models with the aim
to detect EA Smells. EA Smells have been recently proposed as a novel and
promising research direction [33]. EA Smells are inspired by Code Smells, which
are a common means to indicate possible Technical Debts [8]. Generally, a smell
describes a qualitative issue that effects future efforts (e.g., maintenance) and
not the functionality. While Code Smells analyze source code, EA Smells analyze
an organization from a more holistic point of view and go beyond a technical
scope. Hitherto, first EA Smells and tool prototypes have been proposed aiming
to detect possible flaws in EA models [24,33,41].

To also allow the analysis of other EA models than ArchiMate and to realize
a scalable approach, we generalize the EA model to a Knowledge Graph (KG) [9]
and provide queries representing respective EA Smells. Hence, the detection of
EA Smells can be applied to all EA models, which can be represented as a KG –
which is not uncommon in EA research [2]. We propose a generic and extensible
platform that facilitates the transformation of EAs into KG representations. The
platform can be easily extended to support further modeling languages. Once
a transformation is realized, the existing EA Smells queries can be efficiently
executed even on very large models and model corpora.

Combining the discussed challenges with the sketched solution characteristics
mentioned at the outset, the research presented in the remainder of this paper
aims to contribute to the following research objectives:

i) Transforming Enterprise Architecture models into Knowledge Graphs
ii) Using Knowledge Graphs to automatically detect EA Smells

The rest of the paper is organized as follows. Background information on
graph-based analysis of EA models and EA Smells is presented in Sect. 2. The
transformation of EA models into KGs is then discussed in Sect. 3. Section 4
reports on how the KG can facilitate the automated detection of EA Smells.
A comprehensive evaluation of our approach is presented in Sect. 5 where we
report on the transformation and analysis of a huge corpora of openly available
ArchiMate models. We conclude this paper in Sect. 6 with a discussion and some
directions for future research.
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2 Background

In this section, we will first introduce the foundations and related works on
graph-based analysis of enterprise architecture models (Sect. 2.1) before intro-
ducing the backgrounds of EA Smells (Sect. 2.2).

2.1 Graph-Based Analysis of EA Models

Recently, the concept of Knowledge Graphs (KG) was proposed [9], which is con-
tinuously gaining more attention – also driven by the prominent use by Google
in presenting the search results to its users. KGs realize an integrated represen-
tation on heterogeneous data that is ready for automated and efficient reasoning
starting from (complex) graph queries toward the application of machine learn-
ing algorithms (e.g., Graph Neural Networks). At the core, a Knowledge Graph
is a labelled graph that connects nodes by edges. More generally, a Knowledge
Graph is “a large network of entities, and instances for those entities, describing
real world objects and their interrelations, with specific reference to a domain or
to an organization” [4, p. 27].

Interpreting EA models as graphs is a common approach in EA research [2].
For example, Garg et al. [13] propose a 3-tier architecture that allows defining
EAs and their transformation into a graph structure to enable stakeholders with
different visual analysis capabilities. Aier [1] propose the EA Builder tool that
supports the identification of clusters in graphs which can then be considered
as candidates for services in a service-oriented architecture. Similarly, Iacob et
al. [19] quantitatively analyze layered, service-oriented EA models.

Santana et al. [36] propose to combine manual inspection by enterprise archi-
tects with automated analysis of graphs. Johnson et al. [20] interpret modeling
of EAs as a probabilistic state estimation problem. They propose to facilitate
Dynamic Bayesian Networks and to observe a computer network in order to
predict the likeliest representation of the EA’s technology layer. This was later
implemented and refined in [3]. Similarly, Hacks and Lichter [16] use the graph
representation to plan for future evolutions of the EA by considering different
scenarios with underlying probabilities to become reality.

Taking a step further, several efforts have been taken to use graphs for
maintaining and optimizing EAs. Giakoumakis et al. [14] replace existing ser-
vices with new services while aiming not to disrupt the organization. Therefore,
they formalize the EA as a graph and solve the resulting problem by means of
multi-objective optimization. Similarly, Franke et al. [11] use a binary integer-
programming model to optimize the relation between IT systems and processes
based on needed functionalities. In contrast, MacCormack et al. [26] use Design
Structure Matrices to analyze the coupling between the EA components. More-
over, they consider future states of the EA and generate measures that can be
used to predict performance.

Further, there are also works using graph structures in the background with-
out naming it explicitly. Österlind et al. [29] extend selected ArchiMate concepts
with variables that are computed for structural analysis of the EA. Alike, Singh
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et al. [38] develop seven metrics to measure criticality and impact of any ele-
ment in an EA model. Holschke et al. [18] perform failure impact analysis with
Bayesian Belief Networks and Buschle et al. [7] adapt ArchiMate by fault trees
to analyze the availability of EA components.

2.2 EA Smells

Previously, Hacks et al. [15] proposed to combine the concept of Technical
Debt [8] with the concept of EA to so called EA Debts. EA Debts do not solely
cover technical aspects but provide a more holistic view on the entire organiza-
tion including for example flaws related to organizational structures. However,
their proposal lacks an effective means to measure EA Debts. Therefore, Salentin
and Hacks [33] facilitated the concept of Code Smells, which is popular to mea-
sure Technical Debt, and adapted it to EA models. They started with 56 Code
Smells and ended up with a catalogue of 45 EA Smells [34]. This catalog was
further extended by Lehmann et al. [24] and Tieu and Hacks [41], who took
inspiration from process anti-patterns and software architecture smells, respec-
tively.

In the aforementioned catalog [34], each EA Smell is documented in the
same manner [33]: First, each EA Smell has an associated name, possible syn-
onyms, and a description. The context provides further information such as the
underlying concept from other domain smells (e.g., Code Smells). An example is
provided to ease the understanding of the EA Smell. Second, the cause describes
the reasons for an EA Smell, while the consequences illustrate the negative influ-
ence on the organization. Additionally, a short description is provided how the
EA Smell could be detected. Third, a possible solution is proposed to solve the
EA Smell. Finally, for each EA Smell meta-information is provided, which eases
the searching for certain EA Smells, e.g., by filtering for EA layers.

An example for an EA Smell is Weakened Modularity [33]. It is adapted
from the Code Smell with the same name that desires each module for high
cohesion and low coupling. To detect this EA Smell, for each element and all
successive sub-elements the modularity ratio is calculated by dividing the number
of internal references (cohesion) by the number of external references (coupling).

Figure 1 illustrates three examples of EA Smells in an EA model. Firstly, a
Cyclic dependency in which three services build on each other. Secondly, a Dead
Component, which has no relations to the rest of the model. Lastly, a Strict
Layers Violation where elements of the business layer are directly linked to an
element of the technology layer. Figure 1 contains even more flaws such as other
EA Smells, underlying issues behind the smells themselves (i.e., EA Debts [15]
causing EA Smells to arise), or issues with ArchiMate. However, as the focus
of this work is to automate the identification of EA Smells using Knowledge
Graphs, we do not elaborate further on these aspects.

To achieve an automated detection of EA Smells, Salentin and Hacks [33]
developed a prototype [32] that is capable to detect 14 EA Smells listed in the
catalog. Therefore, it takes an ArchiMate Exchange File as input and prints
the found EA Smells. Accordingly, the prototype can only analyze ArchiMate
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Fig. 1. Three examples for EA Smells [33]

models and integration with other tools is not possible. Moreover, the detection
of EA Smells is implemented in Java and, thus, the tool needs to be compiled
every time an EA Smell is added or removed and the scalability of the detection
mechanism for large EA graphs is limited.

In this paper, we therefore aim to develop a generic, extensible, and scalable
approach that supports i) the transformation of EA models into KGs and ii)
the automated detection of EA Smells by means of KG queries. In the following,
we will first elaborate on the transformation in Sect. 3. Section 4 will then report
on the realization of EA Smells detection by means of KG queries. Eventually,
applicability and scalability of our approach will be evaluated in Sect. 5.

3 Transforming EA Models into Knowledge Graphs

In order to analyze the EA in a graph-based manner, we propose an enhance-
ment of the extensible Graph-based Enterprise Architecture Analysis (eGEAA)
platform (see Fig. 2). The core platform, initially proposed by Smajevic and
Bork [6,40], allows the transformation of ArchiMate models into graph struc-
tures. In this paper, we enhance this platform with the capability to transform
EA models conforming to the Open Group Exchange format to a KG. In con-
trast to the initial proposal, which only comprised basic graph analysis metrics
like Centrality and Betweenness, we furthermore enhance eGEAA by means of
semantic queries to automatically detect EA Smells (detailed in Sect. 4).



Using Knowledge Graphs to Detect Enterprise Architecture Smells 53

Fig. 2. eGEAA platform architecture – adapted from [40].

Compared to the related works (see Sect. 2), the eGEAA platform is generic
and extensible in two ways: First, it builds upon the conceptual models produced
by state-of-the-art metamodeling platforms like Ecore and ADOxx instead of
being realized on – and being thus constrained to – one modeling language or
tool. This enables the transformation of any conceptual model created with these
platforms into a KG. Second, we transform the conceptual model into GraphML,
a standardized graph representation format [27] that enables interchangeability
with many graph analysis (e.g., Gephi, yEd) and KG tools (e.g., neo4j, Star-
dog). Consequently, eGEAA builds a bridge between powerful modeling (and
metamodeling platforms) and graph analysis and reasoning tools.

Listing 1 presents the pseudo-code for the transformation of EA models into
KGs. The transformation combines two parts, the generic part responsible for
transforming any conceptual model derived from the Ecore metamodel into a
graph structure, and the second part, that takes care of the specifics of the Archi-
Mate modeling language and the specific implementation of the Ecore metamodel
in Archi.

The first rule transforms a Grouping, Folder, or View element into a nested
Graph thereby overriding the generic transformation that would have resulted
in a Node. All contents connected with that grouping through a nested element
relation in the ArchiMate (ArchiMate) model will be added as Nodes in the
nested graph. Secondly, since Archi stores the ArchiMate relationships as entities
(i.e., IArchimateRelationshipEntitys), the generic transformation rule needs to
be overridden to transform an IArchimateRelationshipEntity into an Edge with
an additional edge data to store the relationship endpoints.
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Algorithm 1: Archi ArchiMate model to GraphML transformation.
Input: Archi-based ArchiMate model instance in Open Group Exchange xml format.
Output: Knowledge Graph serialized in GraphML xml format.

1 for EObject package : input.eAllContents().getPackages() do
2 Graph g ← transformPackage(package)
3 for EObject eo : package.eAllContents() do
4 if eo instanceof Grouping, Folder, View then
5 Graph subg ← createSubgraph(eo)
6 for EObject eo : subg.getEAllNestedElements() do
7 Node n ← transformNode(eo)
8 for EAttribute a : eo.getEAllAttributes() do
9 n.addAttribute(transformAttribute(a))

10 end
11 subg.add(n)

12 end
13 g.add(subg)

14 else
15 Node n ← transformNode(eo)
16 for EAttribute a : eo.getEAllAttributes() do
17 n.addAttribute(transformAttribute(a))
18 end
19 g.add(n)

20 end

21 end
22 for EObject eo : package.eAllContents() do
23 if eo instanceof IArchimateRelationshipEntity then
24 Edge edge ← transformEdge(eo)
25 else
26 for EReference ref : eo.getEAllReferences() do
27 Edge edge ← transformEdge(ref)
28 end

29 end
30 edge.source ← findNode(eo)
31 edge.target ← findNode(eo.get(ref))
32 for EAttribute a : ed.getEAllAttributes() do
33 edge.addAttribute(transformAttribute(a))
34 end
35 g.add(edge)

36 end
37 output.add(g)

38 end
39 return output

Figure 3 visualizes the conceptual view on the model transformation app-
roach. It shows that the transformation itself is specified on the metamodel-level,
i.e., using elements of the Archi metamodel and elements of the GraphML meta-
model when specifying the transformation rules. This enables the execution of
the transformation on any source Archi-based EA model which will transform
the conceptual model into a KG representation. From a technical point of view,
the source and target model are stored as xml documents – the former in the
Open Group Exchange format, the latter in the GraphML format.



Using Knowledge Graphs to Detect Enterprise Architecture Smells 55

Fig. 3. Archi to Knowledge Graph transformation example.

4 Knowledge Graph Based EA Smells Detection

Once the transformation of ArchiMate models into GraphML is achieved, enter-
prise architects can visually explore the graph structure or apply basic graph
analysis techniques as e.g., reported in [40]. More advanced analysis by means of
reasoning is required for larger models and where the interests go beyond basic
structural questions. This latter case is followed upon in the remainder of this
paper, where we use KG queries to automatically detect EA Smells.

Table 1 lists already in Java implemented EA Smells [32,33] and maps them to
KG queries that are capable to automatically detect them. The presented smells
hereafter emphasize structural characteristics such as circular dependencies while
semantic aspects like the relation of data elements to service elements are also
considered. Of course, future extensions of the catalogue will most likely be
dominated by even more complex semantic smells (cf. [35]).
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Table 1. KG queries resolving EA Smells

(continued)
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Table 1. (continued)

5 Evaluation

For evaluating our approach, we refer to the openly available model corpora of
the MAR search engine [25]. In summary, we found 369 ArchiMate models which
were created with the Archi modeling tool. In average, a model in the corpus
comprised 51.41 ± 97.04 Nodes and 47.14 ± 70.23 Edges. We transformed these
models using the eGEAA platform and executed the EA Smells queries defined
in Table 1. The evaluation aimed to respond to the following research questions:
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Fig. 4. Detected EA Smells.

RQ.1 – Feasibility Is our approach feasible to automatically detect EA Smells
in ArchiMate models? If yes, how often do specific smells (co-) occur?

RQ.2 – Performance How efficient is our Knowledge Graph based approach
in detecting EA Smells?

RQ.1 – Feasibility. For evaluating the feasibility, we collected a set of openly
available ArchiMate models [25] and transformed them initially into the Open
Group Exchange format using Archi. From the resulting set of 369 models, the
eGEAA platform was able to automatically transform 347 of them (94%) into a
KG stored in GraphML. The few models that were not transformed had some
encoding issues or the source model was corrupt. As can be derived from Fig. 4
(left), we found all implemented EA Smells in the data set. In future research,
we plan to extend the data set and to also involve real models form practitioners.
In an action design research setting, we could then investigate, how practitioners
value our EA Smell detection approach.

The results of applying the EA Smells queries of Table 1 are summarized in
Fig. 4. The detailed analysis showed that 78.38% of the EA models had at least
one smell. Figure 4 (right) shows, how many EA Smells have been found in how
many of the analyzed EA models. It can be derived, that 45.82% of the models
had at most two smells, whereas the majority of the EA models had three or
more smells. Noteworthy, this is only an indicator of the smell’s existence in a
model, not the number of incarnations of the smell in a model.

We then were also interested to see, which smells occur most often and
which smells co-occur most often. The data showed, that DUPLICATION (249
hits), DENSE STRUCTURE (173 hits), DEAD COMPONENT (166 hits), and
WEAKEND MODULARITY (160 hits) together make up for almost 75% of all
detected EA Smells. When analyzing the relationships between the detected EA
Smells, the following three co-occurrences were most frequent in the data set: 162
co-occurrences (46.68%) of DENSE STRUCTURE and DUPLICATION, 155 co-
occurrences (44.66%) of DUPLICATION and WEAKEND MODULARITY, and
153 co-occurrences (44.09%) of DEAD COMPONENT and DUPLICATION.
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Fig. 5. Performance of the EA Smells detection. (Color figure online)

RQ.2 – Performance. Past research has indicated that Knowledge Graph
queries can be executed highly efficiently also on huge graphs with many thou-
sands or even millions of nodes [4]. With our experiments, we can confirm this
observation also for our Knowledge Graph based EA Smell detection. Figure 5
plots the relationship between the size of the Knowledge Graph (x-axis) and the
model transformation time (blue) and the KG query time (orange) on the y-axis,
both measured in milliseconds.

It can be derived, that the performance is stable even when analyzing KGs
with more than 1000 elements (nodes and edges). In reality, it is unlikely to see
larger EA models (cf. [23,37]), we can therefore conclude, that the performance
of our solution is promising to tackle the complexity of the task at hand. While
the model transformation time remains stable even for large KGs with an average
time of 7.46 ms ± 23.85 ms, the query execution time naturally increases with
the size of the KG with an average of 786.31 ms ± 1044.09 ms.

To show also the relative performance of our solution compared to the pro-
totype presented in [32], we used the same set of experimental models and com-
pared the query execution times. These early investigations yielded interesting
insights and confirmed, that our approach is stable with respect to time in exe-
cuting smell detection while it is a bit slower in detecting EA Smells than the
previous solution. However, the results vary depending on the smell (i.e., the
complexity of the query itself). Moreover, these first results may not tell the
true story since the tracked time in our experiments involved setting up a con-
nection to a database and transporting from and to a database server instead of
the pure query execution time as for the previous solution. In our future research
we will, amongst others, therefore conduct further experiments to investigate the
performance of our approach more rigorously and comparatively.
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6 Conclusion

In this paper, we showed, how we enhanced the extensible Graph-based Enter-
prise Architecture Analysis (eGEAA) platform to automatically transform
Enterprise Architectures modeled with the ArchiMate modeling language into
Knowledge Graphs. We furthermore showed, how this Knowledge Graph struc-
ture can facilitate the efficient detection of EA Smells. For this, we transformed
a representative set of EA Smells into corresponding semantic KG queries.

For evaluating our approach, we created a data set comprising 347 ArchiMate
models. After transforming them into KGs, we applied the EA Smell queries and
analyzed the results. This elaborated quantitative evaluation proved feasibility
and the performance of the KG based EA Smell detection approach. Compared
to existing solutions, our proposal is generic, i.e., it can be easily adopted for
different EA modeling languages and tools [39], and extensible, i.e., further EA
Smells or different EA analysis techniques can be easily realized by means of KG
queries. However, a qualitative assessment of the smell identification is missing
and needs to be addressed to ensure that it is complete and correct. Such an
evaluation would require a curated set of EA models which still needs to be
developed.

In our future work, we aim to further extend the catalog of EA Smells. Fur-
thermore, we plan to conduct empirical experiments with enterprise architects.
We expect that through such experiments, we can not only evaluate the ease
of use and usability of the platform, but also the intention to use EA Smells in
practice. Eventually, we perceive this work as a foundation for an entire stream
of research that concerns adding knowledge to the Knowledge Graph (e.g., KG
embeddings) and applying advanced reasoning (e.g., Graph Neural Networks).

The presented platform is available open source [6], enabling the enterprise
modeling and enterprise architecture communities to use the platform for realiz-
ing their specific EA analysis purpose and to provide valuable feedback. We are
also currently working on a plug-in that enables the execution of our KG based
EA Smell detection directly within the Archi modeling tool.
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Abstract. Conceptual modeling plays a fundamental role to capture
information about complex business domains (e.g., finance, healthcare)
and enables semantic interoperability. To fulfill their role, conceptual
models must contain the exact set of constraints that represent the world-
view of the relevant domain stakeholders. However, as empirical results
show, modelers are subject to cognitive limitations and biases and, hence,
in practice, they produce models that fall short in that respect. Moreover,
the process of formally designing conceptual models is notoriously hard
and requires expertise that modelers do not always have. This paper
falls in the general area concerned with the development of artificial
intelligence techniques for the enterprise. In particular, we propose an
approach that leverages model finding and inductive logic programming
(ILP) techniques. We aim to move towards supporting modelers in iden-
tifying domain constraints that are missing from their models, and thus
improving their precision w.r.t. their intended worldviews. Firstly, we
describe how to use the results produced by the application of model
finding as input to an inductive learning process. Secondly, we test the
approach with the goal of demonstrating its feasibility and illustrating
some key design issues to be considered while using these techniques.

Keywords: Conceptual modeling · Model validation · Inductive
learning · Model simulation

1 Introduction

Conceptual modeling plays a fundamental role in information systems engineer-
ing. In complex and sensitive scenarios (e.g., finance, healthcare), domain models
are paramount in supporting critical semantic interoperability tasks. To fulfill
this role, modelers must be able to systematically produce models that precisely
articulate the worldview of the relevant domain stakeholders [16].

Technically speaking, domain models should only admit instantiations (e.g.,
model interpretations, instance populations) that correspond to state-of-affairs
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that are admissible according to the conceptualizations these models are sup-
posed to represent. However, as empirical results show, modelers are subject to
cognitive limitations and biases, and, in practice, they are often unable to cre-
ate domain models endowed with this property, also due to a lack of expertise
[16,18,19,24,31]. In particular, these results show that such models are often
underconstrained, thus admitting interpretations their designers did not intend.

The issue of repairing underconstrained models has been investigated in
the past [6,9,12], however, none has been able to automatically learn complex
domain constraints yet. Some of us have developed a validation technique that
combines model finding with visual simulation to automatically generate admis-
sible model instances, which one could analyze to manually derive missing con-
straints [1]. In this paper, we combine this technique with a machine learning
algorithm from inductive logic programming (ILP) to automate this process.

With our validation technique, one naturally generates a dataset of allowed
(positive) and forbidden (negative) examples from admissible model interpreta-
tions. By combining this dataset with the constraints already embedded in the
model and feeding them to an ILP learner [2], we can automatically uncover
missing constraints. The main advantage of this approach is that it does not
require modelers to formulate the constraints themselves. Instead, they simply
need to judge whether model interpretations should be allowed or forbidden.

The remainder of this paper is organized as follows. In Sect. 2, by introducing
a running example, we explain how visual model simulation allows us to deter-
mine whether a model is underconstrained. In Sect. 3, we describe our approach,
and, in Sect. 4, we evaluate its capacity to learn complex constraints that would
be needed in practice. In Sect. 5, we discuss related work. Finally, in Sect. 6, we
make some final considerations, including implications to practice.

2 Model Validation

Conceptual modeling is an error-prone activity [31]. Modelers often dedicate
a significant amount of time to testing and debugging their models in order to
increase their reliability [7]. To cope with that, research efforts have been devoted
to devising engineering tools for model validation, which consists of assessing if
a model is: (i) overconstrained, namely, if it excludes interpretations intended by
the modeler; or (ii) underconstrained, namely, if it admits interpretations that
are not intended by the modeler.

Checking if a domain model is overconstrained can be easily represented as a
classical model checking problem, namely, as the activity of verifying whether a
given state of affairs holds in a given model [4]. Take, for instance, the OntoUML1

model depicted in Fig. 1 (a fragment of a model about vehicles and their parts,
which could be used to devise a vehicle dealer knowledge base). Model-checking
allows one to detect whether a given state of affairs like “x is both a wheel and
an engine” violates the logical rules encoded by the model. In this example, it is
1 OntoUML is a version of UML designed in accordance with the UFO foundational

ontology principles and axiomatization [15,17].
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Fig. 1. An OntoUML model on (a subset of) the vehicle dealership domain.

trivial to see that such a state-of-affairs is not allowed2, but that is not always
the case. Nonetheless, if this state-of-affairs was intended by the author of this
model, and yet not allowed by it, the model would be considered overconstrained.
To adjust it, one would need to “relax” it by removing or “weakening” some of
its constraints [33].

Checking whether a conceptual model is underconstrained is another model
validation task, but one that cannot be handled via model checking. It can be
informally expressed as follows: “check if the model only allows instantiations
representing the state of affairs intended by the modeler”. Let us come back to
the example in Fig. 1. Suppose we have a state of affairs like “x is both a car
and a boat, but it is not an amphibious car”. While running model checking, this
statement does not violate the model, but still, the modeler may consider it a
violation of her domain conceptualization.

From now on we use the terms “admitted state of affair”, “configuration”,
and “simulation run” interchangeably, where a simulation run is the result of
an interpretation function satisfying the conceptual model. In other words: if we
take the (Onto)UML diagram of Fig. 1 as a M1-model (in OMG’s MDA sense), a
configuration is a M0-model that could instantiate that M1-model; if we take the
UML diagram as a logical specification, then a configuration is a logical model
of that specification. Finding these valid configurations given a specification is
the classical task performed by a model finder.

While the two aforementioned tasks are both important when validating
conceptual models, there are important differences between them. On the one
hand, the task of checking whether a given state of affairs holds in a given model
can be algorithmically addressed by satisfiability solvers [20]. On the other hand,
as anticipated in [11], the task of identifying what in a conceptual model allows
for an unintended state of affairs, implies that the intended model, which is
assumed to be implicit in the mind of the modeler, is involved in the validation
phase. This enables an empirical process where humans cannot be left outside
the loop. The latter challenge is what we focus on in this paper.

2 In OntoUML, all kinds are mutually disjoint [15].
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Fig. 2. Approach overview.

3 From Model Finding to Inductive Learning

An overview of the proposed approach is summarized in Fig. 2 below. Besides
the domain model M, the ILP process takes as input a list of negative (neg) and
positive (pos) examples, which are elicited by applying model finding. The final
output is a set of logical constraints that can be used by the modeler to complete
the input domain model.

The core steps involved in the approach we envision are like from the pseu-
docode represented in Listing 1. These steps can be grouped into three main
phases, namely the generation, the assertion and the induction phase.

Listing 1. Model Finding and ILP combination process.

Result: Set of logical constraints LM

1 get input conceptual model M ;
2 for conceptual model M do

/* (1) Generation */

3 convert conceptual model into model finder specifications MF ;
4 execute model finding;

5 store simulations files into SM ;

6 for unintended and intended simulations SM admitted by MF do

/* (2) Assertion */

7 combine SM with MF ;

8 elicit positive and negative examples E−/+;

/* (3) Induction */

9 run ILP with E−/+ and M as inputs;

10 store ILP outputs into set LM ;

11 end

12 end

(1) Generation. The first task here is to take a domain model [15] as input
and convert it into a format (see step 3 in Listing 1) so that it can be vali-
dated through model finding. We achieved this by using a compiler that runs
a transformation on the input (OntoUML) model, and relies on the mappings
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proposed by previous work [1]. Here the model is fully converted into a neutral
logical layer3, which is then converted into Alloy [21], an expressive language
for specifying and analyzing structures based on relational logic, which includes
existential and universal quantifiers from first-order logic, operators from set the-
ory (e.g., union, intersection), and relational calculus (e.g., relational join). Alloy
is equipped with a powerful model analysis service that, given a context, gener-
ates possible instances for a given specification (it can also allow model checking
and counterexamples generation). An example of the model showed in Fig. 1
converted into an Alloy specification is available in https://github.com/unibz-
core/Mind-the-Gap/blob/main/CarDL.als. After converting the input concep-
tual model, the Alloy Analyzer APIs are applied to validate the model (step
4 in Listing 1). The analysis is performed to simulate arbitrary instances that
conform to the model constraints. This step requires a definition of the scope
of the analyzer, which consists of the type of concepts to be analyzed and the
number of instances to be produced.

Once a set of configurations is produced (SM in Listing 1), the modeler
can classify them into intended or unintended. For the validation of the model
configurations, we followed the strategy in [31]. If some unintended configurations
are found the process continues, otherwise it terminates (meaning by this that
the input conceptual model is correct according to the modeler scope).

Fig. 3. Example of vehicle parts model simulation.

Figure 3 presents an example of configuration generated out of the model
represented in Fig. 1, with three instances. The colors of the boxes represent the
different kinds of objects involved in the simulation. Notice that “this/...”
refers to a class, and the values “TOPx” refer to its generated instances. So if
TOP2 is marked with this/Car and this/Airplane then this individual is both
a ‘Car’ and a ‘Airplane’ at the same time. This simulation could be, for instance,
annotated as unintended, since we may do not want to allow for a “Car (TOP2)
to be also an Airplane”. Notice that all the output configurations collected in
SM are saved in a file collecting all the information generated through the Alloy
analyzer visualization tool.

3 Currently, the logical layer can be encoded by First Order Logic FOL syntax or by
Description Logic (DL) syntax, covering ALC, SHOIQ, and SROIQ expressivity.

https://github.com/unibz-core/Mind-the-Gap/blob/main/CarDL.als
https://github.com/unibz-core/Mind-the-Gap/blob/main/CarDL.als
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(2) Assertion. Once the set of intended and unintended configurations is gen-
erated, we apply another conversion step. Here we use the trace of the original
domain model as input and all the files of the annotated simulations to cre-
ate a new output. The file generated out of this step is the domain model and
all the instances coming from the intended and unintended simulations. This
is what can be used by the modeler to elicit negative and positive examples.
Each imported configuration, indeed, involves a mix of allowed and proscribed
relations (i.e., particular individuals that instantiate a class in the model). For
example, in Fig. 3, the instance ‘TOP2’ may be proscribed, while ‘TOP1’ may
be allowed. The assertion step allows the modelers to mark which instances in
the unintended simulations represent negative (proscribed) or positive (allowed)
examples. Notice that the plan is to use an ad hoc editor to support the anno-
tation process together with the example set generated in the assertion step.
In particular, we will employ the capabilities embedded in the OntoUML editor
[10] with some additional features, such as i) exploration of Alloy simulations;
ii) simulations annotation; iii) neg/pos example set generation.

(3) Induction. In this phase, the elicited negative and positive examples, along
with the structure of the original conceptual model, are given as input to a
learning system. Considering the scope of this paper, the learning process we set
up must accounts for the ability of identifying missing formal constraints in a way
that is easily accessible to the modeler, which should be able, then, to process
the suggested output and repair the input source model. For this particular
goal, we adopted the CELOE algorithm, an extended version of the OCEL [25]
algorithm. This is considered one of the best available state-of-the-art Inductive
Logic Programming (ILP)[28] options for Class Expression Learning, and has
been applied to a large number of cases [2]. Notice that, multiple ILP algorithms
are available. Accurate analysis and benchmark of the existing options for our
task is out of the scope of this paper, and is part of immediate future work.

An illustrative case of a populated model transformation for this particular
task can be represented as follows (this case reuses the car simulation output of
Fig. 3, along with elicited neg/pos examples):

∗ E+ = {Engine(TOP1), Wheel(TOP0), VehiclePart(TOP1), VehiclePart(TOP0)}
∗ E− = {Car(TOP2), Airplane(TOP2), Vehicle(TOP2)}
∗ PCM = {E+, E−, ∀x.(Airplane(x) → V ehicle(x)), ∀x.(Car(x) → V ehicle(x)),
∀x.(Engine(x) → V ehiclePart(x)), ∀x.(Wheel(x) → V ehiclePart(x)), ∀x.(V ehi-
clePart(x) → ∃y.(V ehicle(y) ∧ isComponentOfV ehicle(x, y)))}
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where E+ represents the set of positive examples, namely the examples that
are admitted by the intended models as well as (e.g., in this case) allowed frag-
ments in unintended models; where E− represents the set of negative examples,
namely those instances that are proscribed in unintended models; and where
PCM (Populated Conceptual Model) represents the model file, with the model
axioms and all its instances along with negative and positive examples. By using
the model, the positive examples and the negative examples, the algorithm is
able to highlight the rule(s) describing the non-admitted instance(s):

∗ Structural error = ∃x.(Car(x) ∧ Airplane(x))
∗ Suggested constraint = ∀x.(Car(x) → ¬Airplane(x))

The axiom identified by the algorithm uncovers that the problem is due to an
overlap between the class ‘Car’ and the class ‘Airplane’. Once possible undercon-
straing problems are uncovered, in order to forbid the unintended instance(s),
the axioms are then simply negated.

4 Evaluation

We evaluate the proposed approach by addressing the two following research
questions: (1) To which extent the proposed combination between model finding
and ILP is able to discover constraints that can be used to avoid unintended
configurations in practice? (2) To which extent the process we propose is able to
produce constraints that are expected?

The first question aims at assessing the feasibility of the approach, namely if
the two technologies together can be used to find useful constraints. The second
question aims at assessing performance issues from a qualitative perspective,
namely if the design choices we adopted in the presented process allow us to
identify the constraints that are expected.

4.1 Setup

Method. To address both questions we ran an experiment involving a simple
example model.4 We take here the general methodological practice employed
in natural sciences of starting with simple models to explore a fuller extent
of the ideas at hand [3]. In this particular case, irrespective of its size, the
conceptual model used in this experiment allows for the investigation of relevant
constraints, which are likely to be needed in practice. For this goal, we used, as
a preliminary “litmus test”5 recurrent modeling issues that appear in models of

4 All data used for the case study described in this section are available for research
purposes at https://github.com/unibz-core/Mind-the-Gap.

5 A litmus test is “a critical indicator of future success or failure”. A is a litmus test
for B if A can be effectively used to measure some property of B [5].

https://github.com/unibz-core/Mind-the-Gap
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all sizes, namely: i) a possible occurrence of completeness error, usually caused
by the difficulty of balancing the flexibility and consistency of the model [24,
26]; ii) a possible occurrence of “or” operator misuse, usually caused by the
overlap between the linguistic and logical usage of “and” and “or” [30] ; iii) a
possible occurrence of imprecise association, usually caused by the fact that the
range of an association is too broad, thus allowing to miss some domain-specific
constraints [31]. The evaluation is performed in a controlled environment, in
which we know in advance the constraints to be learned. The configurations to
be assessed are generated randomly through Alloy, and, to force the analyzer in
creating the unintended configurations, the target constraints were negated.

To answer question (1) we checked whether the approach can learn con-
straints able to avoid occurrences of issues like i), ii) and iii). To answer the
research question (2) we analyzed the process we followed to derive the expected
constraint with 100% accuracy, as the sum of all the true elicited positive exam-
ples and all the true elicited negative examples divided by all the examples.

Data. The model we used in the experiment is the one depicted in Fig. 1. We
firstly highlighted three kinds of error (e) that can be hosted by the input model
and. Secondly, we identified possible target constraints (c). Selected errors and
constraints were paired as follows:

(1.e) “some vehicles are neither cars, boats nor airplanes”
(2.e) “some vehicles are both cars and boats, but not amphibious cars”
(3.e) “some vehicles have no engines”
(1.c) “all vehicles are either cars, boats or airplanes”
(2.c) “all vehicles which are both cars and boats are amphibious cars”
(3.c) “all vehicles have at least one engine”

(1.e) is generated by the fact that the specialization of the class “Vehicle”
is not complete. (2.e) occurs because the class “AmphibiousCars” is taken as a
sub-class of “Car” “or” “Boat” instead of being equivalent to the intersection
between “Car” “and” “Boat”. (3.e) is generated by the fact that the “com-
ponentOf” relation is used at a very abstract level, namely between “Vehicle”
and “VehiclePart”, thus missing the specific constraint between “Vehicle” and
“Engine”. To check whether we are able to learn constraints for avoiding errors
(1.e-2.e-3.e), we ran 15 simulations and collected a total of 17 examples. For
each error, we then created a populated model by selecting the negative exam-
ples highlighting each error and the related positive example. This was in order
to test if we are able to learn the constraints (1.c-2.c-3.c).
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4.2 Results

Question 1. We firstly highlighted the error (1) by selecting instances of the
concept ‘Vehicle’ that are neither cars, nor boats, and nor airplanes. The output
constraint was the following:

∀x.(V ehicle(x) → (Airplane(x) ∨ Boat(x) ∨ Car(x))) (1)

The rule was straightforwardly derived with 100% of accuracy.6 Secondly, we
selected negative examples highlighting error (2) where the elicited negative exam-
ples were both ‘Cars’ and ‘Boats’, but not ‘Amphibious Cars’. The derived rule was
the following:

∀x.((Boat(x) ∧ Car(x)) → AmphibiousCar(x)) (2)

The output constraint was straightforwardly derived with 100% of accuracy. Finally,
we learned a constraint for defining a target class through a target relation. Here we
highlighted vehicles without an engine as negative examples. The final output axiom
was the following:

∀x.(V ehicle(x) → ∃y.(Engine(y) ∧ isComponentOfV ehicle(y, x))) (3)

Again, the output constraint was derived with 100% of accuracy. The selection of
the target classes for the above trials worked as a scope restriction to focus on the part
of the model we wanted to analyze and repair.

Question 2. The amount of data we generated to identify the target constraints was
relatively small. As anticipated before, we just needed to generate 15 simulations and
17 example instances. The amount of time used to run the transformation steps and
the induction of the constraints was trifling, in the order of few milliseconds. However,
in order to avoid not useful, i.e., noisy, simulations (e.g., simulations with concepts,
such as ‘Wheel’, which are not related to the errors), during the model finding step,
we had to manage the scope of the analyzer. Moreover, before learning the expected
constraints with 100% accuracy we had to go through each input populated model
and identify possibly conflicting negative/positive examples. For instance, in order to
learn rule (1), we had to exclude negative examples highlighting other possible errors.
By running the first trial we got indeed 66% for the target constraint rule. This was
because we firstly selected a total of 6 examples, which, with the provided annotation,
returned 4 true positive examples, two false-positive examples, and, accordingly, 2
false-negative examples and 4 true negative examples. The two ‘outliers’ (annotated
as negative examples) in this case, were selected to avoid overlapping issues (e.g., a
‘Vehicle’ which is both an ‘Airplane’ and a ‘Boat’, thus allowing for a negative and a
positive example for both ‘Airplane’ and a ‘Boat’), which were not directly connected
to error 1.e.

6 Notice that the output provided by the applied algorithm can be taken as a rule
composed by axioms encoded in Description Logic (DL) or manchester owl syntax
(www.w3.org/owl2-manchester-syntax/), and in order to map the output into FOL
language, a further mapping must be applied. For instance, the output resulting
from the conjunction of the first three axioms provided as solution by the algorithm
applied for the rule (1) above was: (V ehicle � ((Airplane) 	 (Boat) 	 (Car))).

https://www.w3.org/TR/owl2-manchester-syntax/
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Fig. 4. Number of trials and accuracy trends.

Figure 4 shows the trials we run, for each rule, to get 100% accuracy. The chart
shows how the deletion of the given outliers improves the accuracy of the learning task
(for sake of clarity we showed the improvement by deleting an example per trial). The
conclusion we can draw from this experience is that, in order to get the best from
the learning task and allowing the modeler to decrease the effort of trial-and-error
activities, a set of formal guidelines for the annotation and the ILP set-up must be
provided (for instance, processing sub-fragments of the model, focusing on associations
and generalization relations separately, deleting irrelevant instances, minimizing the set
of examples). The definition of these guidelines will be part of the immediate future
work.

4.3 Threats to Validity

As for any experimental evaluation, some threats can affect the validity of our findings.
These threats are mainly concerned with the generalization of the observed results to
a real-case scenario.

Firstly, we did not account for random annotation. In this experiment, indeed,
the errors we found in the configurations were generated by knowing in advance the
rules to be learned. The main focus here is on assessing whether the given approach
is valid in learning the selected repairing solutions. In order to check the types of
rules that can be learned when the modeler does not know in advance the required
output, an experiment considering a larger population of modelers and, possibly, a
larger set of conceptual models should be conducted. Moreover, to make the approach
usable by teams of engineers that may vary in size and complexity, the proposal must be
evaluated across a breadth of annotation data sets, both varying in size and complexity,
to also provide a precise assessment of the limits of the new technique. Secondly, in
the experiment we did not compare the observed results with what could be obtained
by using alternative ILP algorithms. We recognize that the approach could potentially
benefit from assessing different algorithms in terms of what types of rules can be learned
(or not) and how efficiently they can be learned. We intend to do this as future work
after gathering more data from concrete models in different domains.

5 Related Work

Model Validation. Our work builds primarily upon the large amount of work done
in the recent years on conceptual model validation. [1] proposed a solution to assess
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conceptual models defined in OntoUML by transforming these models into Alloy spec-
ifications. Similarly, [32] devised a methodology to test the conceptual models semantic
quality, in terms of correctness and completeness, which is based on the generation of
automated conceptual test cases [23]. The approach presented in [13] is also related to
what we propose. Here the solution is based on the application of a system, namely the
USE system, that allows for a model-driven validation of UML models and OCL con-
straints, by generating multiple instances of the model, or snapshots. These snapshots,
like the Alloy simulations, can be then assessed by the modeler to detect overcon-
straining and underconstraining issues. The recent work described in [14], even if from
a higher-level perspective, is related to our proposal as well. There, the main goal is
to formalize the process by which modelers analyze and modify the model as a sort
of “dialogue”, which must be iterated in order to better identify and capture the final
intended worldview.

Compared to these key works, the main difference in our approach is the exploita-
tion and the integration of model finding and statistical relational learning techniques,
like ILP, in order to identify refactoring solutions.

Constraint Learning. Our work can be also placed in the general research area
of constraint learning for conceptual models. In this respect, of direct relevance to our
effort on using the validation process to then infer model constraints, is also the work in
[29]. This approach aims at identifying and solving possible (UML) model design flaws,
by exploiting model finding and adopting constraint logic [22]. Similarly, the work in
[9] proposes a genetic algorithm [27] in order to generate Object Constraint Language
(OCL) invariants from examples. Moreover, the work in [6] propose an approach to
infer OCL invariants from valid/invalid snapshot by checking the relevance of the gen-
erated outputs. Another work that is close in spirit to ours is discussed in [18,31],
where the main goal is to efficiently identify recurrent error-prone structures across
conceptual models and then manually uncover possible missing constraints. Compared
to these pivotal works, the main difference in our approach are the following: i) we
employ ILP (as opposed to CSP as, e.g., in [6]) to address the constraint learning
problem. As discussed in [8], there might be some relevant advantages in addressing
CSP problems from an ILP perspective; ii) we support multiple representational lan-
guages for the input conceptual model to be assessed and repaired, namely, OWL,
UML and OntoUML (approaches like the ones present in [6,27], for instance account
for UML models only). In fact, our aim is to build an infrastructure for learning: a)
ontological constraints such as the ones expressible in OntoUML [15]; b) anti-patterns
for that language [31]; iii) we provide a set-up of the model finding facility that can
be used to curate a database of positive and negative examples for conceptual models,
covering different application domains. In fact, our approach seamlessly leverages and
extends on the existing methodological and computational support for model validation
via visual simulation (visual model finding) provided by the OntoUML toolset [1,10].
In that sense, it requires less intrusive manual interventions for eliciting and curating
examples and counterexamples than, for example, [6].

6 Discussion

In the sequel, we discuss the implications of this novel approach. Moreover, by iden-
tifying the limitations of our current setting, we also discuss opportunities for future
work.
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Implications. A first central implication is that the proposed approach can support
the modelers in better exploiting the analysis they run with the model finding model
simulator. Indeed, by collecting and annotating the simulations generated through the
application of the model finder, a large data set of intended/unintended simulations
can be generated, and then (re-)used to derive possible repair options. This can be
taken as a backup facility that allows storing and keeping track of information that
may be lost during the run-time analysis.

Secondly, another key point is that, by enabling modelers to generate populated
models with a related set of elicited negative/positive examples, the proposed frame-
work paves the way to a large number of case studies, especially on the application
of different learning approaches, to identify constraints, or to address other tasks that
can support the conceptual modeling activities (like for instance the identification of
unintended instances across models, exploiting the annotation of previous activities).
In the current setting, we adopted one single algorithm, but the same algorithm can be
tuned in multiple ways and can produce different kinds of outputs. A benchmark of the
available technologies and the possible configurations is out of the scope of this paper,
but it is still a pivotal research issue, especially to check what kind of constraints can
be learned and how easily they can be understood and reused to repair the model.

Thirdly, by adopting ILP the constraint learning task can leverage on a very small
amount of data. Similarly, relying on ILP allows inducing human-understandable logical
rules. Still, this does not prevent us to exploit a much larger amount of data. Even just
by applying the CELOE algorithm, we selected, indeed, we can measure the accuracy
of each derived rule, thus leveraging the feedback provided by multiple annotations
and/or users.

Fourthly, the application of the automated steps of the framework, see for instance
the conversion of the conceptual model into Alloy specifications, or the automatic
identification of possible erroneous axioms, along with the suggestion of possible repair
solutions, return to be useful allies in the conceptual modeling process. While they
cannot be seen as alternatives to most of the modelers’ activities, still they can be
seen as useful means for improving the efficiency of some key steps. For instance, the
modeler does not need to know how to encode its model into Alloy specifications, or she
can start from a set of multiple repair suggestions, before deciding how to change the
source model, this being particularly helpful in a scenario with very complex models,
or involving non-expert (i.e., novice) modelers.

Limitations. Applying the presented framework over OntoUML configurations, and
then learning more complex constraints is our long-term objective and it triggers the
agenda for the immediate future work. In order to achieve this goal, with the current
set-up, there is still a gap that needs to be bridged.

The model in Fig. 5 provides an example of one of the problems that we may want to
address in the future, but that cannot be solved without human intervention with our
current approach. In this model, while ‘Purchase’ defines a certain kind of relationship
(i.e., “Relator”, according to the OntoUML terminology), ‘Buyer’ and ‘Seller’ repre-
sents two roles that can be played by instances of the kind ‘Person’. Supposing that we
run a simulation by reducing the scope to ‘Purchase’, ‘Buyer’, ‘Seller’ and ‘Purchasable
Item’, it is possible to have an instance that is involved as both a ‘Buyer’ and ‘Seller’
in the same ‘Purchase’ relationship. An example of an unintended simulation that can
be generated would be then when an instance of ‘Purchase’ (suppose this/TOP0) is the
source of both ‘involvesSeller’ and ‘InvolvesBuyer’, and these relations have the same
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instance (suppose this/TOP1) as the target. The constraints to be learned to avoid this
problem can be then represented by the formula (4) below.

∀x.y.z((Purchase(x) ∧ involvesBuyer(x, y) ∧ involvesSeller(x, z)) → y 
= z) (4)

Fig. 5. An extension of the OntoUML model represented in Fig. 1.

Currently, we are not able to learn the exact constraints for this type of error.
This is primarily due to the fact that the algorithm we selected is limited to DL
expressivity. CELOE, indeed, is an efficient solution if the goal is to support modelers
in constructing models and resources, used to devise, for instance, reasoning systems,
or Semantic Web applications. Moreover, it is widely applied in a lot of ontology
engineering case studies and it is also implemented as part of the DL-learner framework
[2]. Still, learning complex rules, such as (4), is out of the scope of this algorithm and,
hence, will require the investigation of complementary ILP approaches. Moreover, this
kind of more complex problems brings challenges for the annotation step. We may
have cases, indeed, where to highlight a possible problematic structure we may need to
annotate as negative multiple instances involved in multiple relations, thus increasing
the level of complexity of the learning process, and affecting the accuracy of the output.

Another key observation is that, while the proposed approach aims at supporting
the conceptual modelers through the automatization of some steps of the engineering
activities, humans still need to be in the loop of the process. Since the approach aims at
making explicit unintended models, the only way to collect this information is, indeed,
to leverage on the feedback of the modeler, and to manually annotate the simulations.
The key aspect here is that we offer a facility to collect data about this (often tacit)
information. Moreover, the output provided by the ILP algorithm still needs to be
interpreted by the modeler. Depending on the applied set-up, different outputs can be
provided, and each output can be used in different ways. Similarly, constraints with
different levels of restriction can be learned, and the choice of what axiom to be selected
depends on the modeler’s goals. For instance, with the current set-up, instead of the
constraint presented by formula (4), we can learn the following constraint:

∀x.(Purchase(x) → ¬∃y.z.(involvesBuyer(x, y) ∧ Seller(y)

∧ involvesSeller(x, z) ∧ Buyer(z))
(5)
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The above rule implies, indeed, a stronger restriction as it makes the roles ‘Seller’
and ‘Buyer’ disjoint (while formula (4) only requires that they are not played by the
same person in the scope of the same Purchase). For this reason, for constraints that
depart from DL expressivity such as (4) we consider the ILP output as “repair sug-
gestions”, i.e., the learned constraints must be checked and eventually adapted by the
modeler. This strategy of providing partial solutions that are then adapted by the
modeler was successfully employed for anti-pattern rectification in [31].

7 Conclusion and Perspectives

This paper makes a contribution to the theory and practice of (ontology-driven) con-
ceptual modeling diagnosis and repair by: i) presenting a framework to combine model
finding and ILP, in order to support model validation; ii) presenting a practical solu-
tion to generate and exploit multiple simulations for any given (Onto)UML conceptual
model, thus allowing its analysis and annotation; iii) presenting a practical solution to
learn constraints from the annotated simulations output. Adopted data and processes
are available at /unibz-core/Mind-the-Gap and /unibz-core/gufo2alloy, respectively.

Based on the presented results, as future work, we plan to evaluate our approach
over different OntoUML models, encoding errors with a higher level of complexity, thus
uncovering also recurrent errors across models and related constraints. This involves
both practical and theoretical research that examines the impact of various algorithms
on the learning goal, as well as the generation of a data set of annotated simulations
coming from different OntoUML models.
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Abstract. Value creation and value capture are the two main concepts within
strategic management. This because of firm’s revenue depends on how these pro-
cesses are managed. Value creation are associated with value chain processes that
generate costs in a balance sheet. Thus, these are mostly tangible. Whereas, the
value capture processes are associated with the processes intended to create any
type of competitive advantage. Such advantage might be hidden in firm-specific
routines or resources. Thus, value capture processes are ambiguous and often
intangible. Practically, it is a challenging task to identify and manage them. This
paper discusses how Enterprise Modelling (EM) may assist in detecting of this
type of processes, particularly, Fractal Enterprise Model (FEM) is used for the
challenge. A hypothetical example for detecting value capture processes is given
using FEM technique.

Keywords: Value capture processes · FEM · Enterprise modelling ·
Firm-specific assets and resources · Strategic management

1 Introduction

Value creation and value capture are the two main concepts within strategic manage-
ment. Value creation refers to the processes representing the core competence of the
firm. These processes exist to produce and deliver products/services to the customers or
society. Thus, this type of processes belongs to a value chain processes that are associated
with the costs. Whereas, value capture processes are those that are designed for strat-
egy implementation and building of a competitive advantage. Such advantage might be
realised through a control over scarce tangible and intangible resources. The resources
thatmight be evaluated as beingValuable, Rare, Inimitable andSpecific (VRIS) [1]might
be classified as unique. Through effective application of such resources the firm may
achieve the distinctiveness that represents a competitive advantage [2]. Although, unlike
the value creation elements that are mostly tangible, the value capture elements are firm-
specific and are rooted in mostly intangible elements, e.g. organisational competences,
managerial know-how, learning, sensing, etc. Hence, in practice such elements are hid-
den in firm’s routines or resources. The firm-specific routines and resources are acquired
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through a configuration of assets available to a firm and the processes managing these
assets. Thus, the value capture processes might be identified through interconnections
of business elements, i.e. a chain leading to the sources (roots) for building the strategi-
cally important and firm-specific assets. However, due to the ambiguity and intangible
nature of the elements it is a challenging task. This paper discusses the ways enterprise
modelling may assist in detecting value capture processes. Particularly, Fractal Enter-
prise Model (FEM) is applied in the trial. FEM is based on the interconnections between
processes and assets and, therefore, is considered being promising in addressing such
challenge.

2 Methodology

The presented paper is a part of a broad research belonging to the Design Science (DS)
paradigm [3]. This overarching research is related to the Fractal EnterpriseModel (FEM)
development. DS is concerned with finding a solution [4] or artefact [3] to joint Problem
space and Solution space in terminology of [5, 6] (see Fig. 1). The presented research
is placed in Evaluation space depicted in the Fig. 1 in iteration between Problem and
Solution spaces.

Fig. 1. Design science framework [7].

The motivation for this study comes from the results and analyses of the preceded
case studies. In particular, the background of the empirical research where FEM was
applied in operational decision making [8] spawned the idea of FEM potential useful-
ness in detecting value capture processes. During the work on this case the issue of a
holistic approach become apparent when producing practical recommendations for effi-
ciency improvement in operations. Particularly, the work encountered into the need to
understand the nature and the role of the processes when dealing with the issue of cost
reduction or increase of the revenue. Thus, our research group has realised the impor-
tance of managing not only value creating processes but also value capture processes in
such task. But the identification of the value capture processes is not a straight forward
task in practice. Hence, the research has fallen into the ‘problem space’ again (Fig. 1).
Thence, the presented paper is the first attempt to discover whether FEM can be useful
in addressing this challenge to some extent.

However, due to the limitations of time and space the hypothetical example used
in the presented paper is taken from the another study of Bider and Perjons [9]. The
matter of modelling for value-based organizational design has been already tackled by
the authors. Hence, the presented illustration extends the authors’ previous idea.
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3 Short Overview of FEM

The development of Fractal Enterprise Model (FEM) was inspired by a fractal view on
the organisation proposed by [18]. The approach is distinctive by its inherited emphases
on the recurring patterns at the progressively smaller scale when constructing an artefact
of organisational instances. Fractal view on the organisation also tackles the concause
and multiple effects phenomenon providing guidance for decision making.

FEMconsists of three types of the elements in building archetypes, so-called fractals:
business processes, assets, and relationships between them. Graphically, a process is
represented by an oval, asset by a rectangle and the relationships between them by the
arrows (see Fig. 2). The names of the processes are labelled inside the oval, and the name
of the assets are labelled inside the rectangles respectively. A solid arrow pointing from
the asset to the process represents a relationship of a process using an asset. This pattern
constructs a process-asset archetype (fractal). A dashed arrow pointing from an asset
to the process represents a relationship of a process changing the asset. This pattern
constructs an asset-process archetype (fractal). The arrows are also labelled showing
the type of relationships between processes and assets. In process-asset archetype the
relationships identify the role an asset plays in the process, e.g. workforce, equipment,
etc. In the asset-process archetype the relationships identify the way a process affects the
volume and the characteristics of an asset, e.g. acquire, maintain, retire. Also, different
styles for boarders of rectangles and ovals such as dashed and solid, as well as different
colours and thickness might be used to group different types of processes and assets.
These two archetypes allow building of a directed graph in recurringmanner to represent
organizational instances.

4 Use of FEM for Value-BasedOrganisational Design (Hypothetical
Example Borrowed from [9])

In the previous study [9] FEM was used for a firm design taking value-based organi-
sational perspective. The hypothetical example was given in a hypothetical consultant
company. The prime value creating process was defined as “Providing solutions for
customers” (see in Fig. 2). Three main strategic choices in a way the value might be
delivered to the customer were also determined. These choices were: developing firm’s
competence in management consultants, competence in procedures or competence in IT
support/tools. It has been noted that the firm need all of these three assets for value cre-
ation but for successful strategy implementation the focus should be only on developing
a competence that will define a firm’s unambiguous distinctiveness. Below is presented
a fragment of the original model from [9] where these three assets are represented by
blue rectangles with relationships “Workforce,”, “EXT”, “Tech & Info Infrastructure”.

Building up on this model and to detect value capture processes using FEM, there is
a need to understand the representation of value creation and value capture within fractal
modelling. In presented hypothetical example the main process “Providing solution for
customers” represents the prime process according to value chain concept [10]. It is
also a part of a business model (BM) design describing what, thus is a value creating
process. While to depict value capture processes, one need to look beyond BM design.
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Fig. 2. A fragment of FEM representing JYAMCC [9].

It is necessary to analyse the ways of value creation in such a manner that allows the
firm to retain a share of value it creates. Managerial processes are used for this purpose.
However, the choice of strategies for value creation and its successful implementation
is determined by the external factors and the assets available to a firm [2]. Since the
resources are scarce, the configuration and management of available assets in a way
that makes them firm-specific play a significant role in success. It follows, managerial
processes are the once to look after in search for the value capture. In FEM the processes
that mange an asset might be associated with the managerial processes. These are noted
with relationships Acquire, Maintain, Retire in the Fig. 2. Hence, these are the processes
that need to be evaluated and analysed when modelling for value capture.

5 Use of FEM for Detecting Value Capture Processes (Build
on Hypothetical Example)

To enable value capture modelling with FEM in the example above, it is important
to consider external environment. Particularly, to identify the key success factors in the
industry that drive profit and is a base for competitive advantage. Then, the internal chain
of interconnected elements leading to addressing the key success factors might be identi-
fied. This chain is constructed with recurring asset-process and process-asset archetypes
including routinised processes (known as competences [11]), and firm-specific assets
and processes whose services are difficult to buy or imitate (known as resources [11]–
[14]). This type of assets may not be directly used in value creating process but is critical
to linkage between processes that create value and capture it (building of competitive
advantage).

Hence, the modelling for detecting of value capture processes starts with identifi-
cation of the key success factors and the assets needed to deliver on these factors. The
identification of the firm’s key success factors might be done by either industry analysis,
firm’s external environment or from the interviews with the management.
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From the presented example of JYACCM consultant company, providing high qual-
ity, creative solution can be identified as one of the key success factors in customer
satisfaction; presuming that customer satisfaction is one of the most important mea-
surements of success in a consulting business. In other words, by delivering a superior
service the firm may build a competitive advantage on the basis of retaining customers
and enjoy the superior price that customers are willing to pay for such service.

The models below are modified versions of the model presented in Sect. 4 (see
Fig. 2). They are enhanced with the hypothetical examples of value capture elements
considering the key success factor in the main process of value creation, i.e. “Providing
high quality, creating solutions”. Rectangles “Management consultants”, “Methods”
and “Tools, Including software” represent some of the assets needed in the main process
(see Fig. 2). Investing and developing any of these assets reflects the strategic choice
and different approach to value capture. For example, by choosing focus strategy on
development of Workforce, the firm may pursue cost leadership strategy in relation to
Methods and Tools. Meaning that by capturing value through development ofWorkforce
the firmmay need to abandon competence/capability development inMethods andTools;
perhaps, to outsource these functions or enter the alliance. Hence, in each case the main
value capture processes may vary.

The following models illustrate three versions of organisational focus in respect to
the chosen strategy. Themain process of desired value creation is represented by the pink
oval with the red-coloured boarder in the models. The value capture mechanisms are
identified through the firm-specific assets and the processes managing such assets; these
are marked with the blue borders. The connectivity chain of value capture mechanisms
is highlighted through the colouring of the elements, whereas the hidden processes, i.e.
the sources of such mechanisms are shown in dark-red. Note, that the ideas presented
in this paper is a first attempt in addressing the challenge of modelling for value capture
processes using FEM, particularly, use of intangible elements. Therefore, the results are
yet the subject for discussion.

Expert-Oriented Value Creation
The first example refers to the firm’s strategic choice of focusing on theWorkforce while
creating value for the customers. Figure 3 depicts the value capture mechanism in this
case. The process “Providing high quality, creative solutions” on the top in pink with
red boarder represents a firm’s core capability that addresses the key success factor. If
the firm chooses to deliver value through a high quality and creative solutions it may
focus onHR skills and capabilities. In the graph it corresponds tomanaging “Top experts
management consultants” asset in light-blue colour. Thus, processes that manage this
asset (represented by pink ovals with connections Acquire, Maintain, Retire) are critical
to deliver on the key success factor. However, these processes are routinised whereas
the routine is characterised by the configuration of assets used in it; hence they are
not value capture but may be capability building. If the asset used in such processes
is firm-specific, it creates a firm-specific routine (key competence); the basis for capa-
bility building according to resource-based perspective [11]. In the dark-blue colour
is shown the firm-specific asset “HR and career path polices”. This asset is used in
the routinised processes Recruiting, Education and training, Cancelling the relation-
ships (management of “Management consultants” asset) and represent the strategically
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important assets that the competitive advantage might be built on. In building this type of
competence the resources such as time and investments are needed. That is why this type
of assets are difficult to imitate or buy. Hence, they become distinctive and specific to a
firm. Hence, “HR and career management” (in red) is one of the managerial processes
that builds and maintains these firm’s specific assets (in dark-blue). Thus, this process is
defined as one of the value capture processes. Note that the “Top experts management
consultants” asset is not indicated as a firm’s specific in this case. This matter will be
discussed in the Sect. 6 ‘Discussion’.

Fig. 3. Value capture mechanisms in FEM. Red boarder - value creation, blue boarder - value
capture, coloured elements – chain mechanism (enhancement of Fig. 2) (Color figure online).

Method-Oriented Value
The second example refers to the firm’s strategic choice of focusing on the Methods
while creating value for the customers (see initial Fig. 2). Figure 4 below depicts the
value capture mechanism in this case.

Figure 4 depicts value creating process represented by the pink oval with red boarder
“Providing high quality, creative solutions”. If the firm chooses to focus on the Methods
in value creation it has to be very innovative in developingmethods that can be considered
as firm-specific to capture some of the value it creates. This type of methods might be
classified as Know-how, represented by dark-blue-border rectangle in Fig. 4. Know-how
helps the firm to create value for the customers in a way that none of the competitors
does. Thus, know-how method is a firm’s specific asset. But for development of unique
methods having simply human resources for the task does not guarantee the creation of
know-how. Humans need to be motivated and encouraged in a way that enables them to
think creatively and openly to deliver on such task. Thus, management of this asset must
be supported by innovative environment, e.g. “Cross-functional team projects” (dark-
blue rectangle Fig. 4)) might be a firm-specific organisational design promoting creative
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culture. Hence, the process of “Coordination of HR strategies and Business strategies”
to achieve a success is the value capture process (in red oval). It supports both firm’s
unique resources, “Cross-functional team projects” directly and “Know-how methods”
indirectly (in dark-blue rectangles Fig. 4).

Fig. 4. Value capture mechanisms in FEM. Red boarder - value creation, blue boarder - value
capture, coloured elements – chain mechanism (enhancement of Fig. 2) (Color figure online).

Tools-Oriented Value
The third example refers to the firm’s strategic choice of focusing on the asset “Tools,
Including software” while creating value for the customers (see initial Fig. 2). Figure 5
below depicts the value capture mechanism in this case.

Even in this case, Fig. 5 depicts the same value creating process “Providing high
quality, creative solutions” in the pink oval on the top. If the firm chooses to focus on the
asset “Tools, Including infrastructure”, it has to develop tools that can be considered as
unique and firm-specific. Such tool might be represented by the database of cases that
can provide consultants with the instant access to the information necessary to create
high quality, rapid solutions to the customers. Such information might be represented
by previous experience of different consultants, description of the case, the solutions
found in each instance, etc. However, to create such unique tool, the consultants must
have incentives that encourage them to share personal, tacit knowledge acquired in the
field. Hence, the process “Management of incentives & reward for knowledge share and
cooperation” is a value capture process that manages database maintenance.
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Fig. 5. Value capture mechanisms in FEM.. Red boarder - value creation, blue boarder - value
capture, coloured elements – chain mechanism (enhancement of Fig. 2) (Color figure online).

6 Discussion

As mentioned in Introduction (see Sect. 1) value capture processes are the processes
that manage building of competitive advantages on the basis of firm-specific assets
and capabilities. The experience showed that such processes might be hidden in the
process-asset archetype. This archetype assigns processes directly managing an asset
with notation Acquire, Maintain, Retire. However, the linkage between value capture
processes and specific asset are complex andmay not be direct. The assetswhose services
is difficult to buy or imitate are developed in a chain of interconnected elements that
may be hidden within the system. Note that modelling with FEM emphasising indirect
interconnectivities to represent complex intangible elements is not a task FEM was
developed for. Using FEM in such way might be seeing as finding the limits of FEM
possibilities or opportunities for its development. Therefore, the results of this study are
highly subjective.

In the presented hypothetical examples of FEM models the unique assets have been
identified using VRIS model. But it has to be noted that this process is the matter of
subjectivity and may influence the outcomes. Therefore, below follows the explanation
of VRIS logic applied in the hypothetical examples.

Different HRM policies and strategies have been considered as firm-specific assets
(see Fig. 3, Fig. 4 and Fig. 5) because of they are managerial know-how and is a part of
the system that has no value when dispatched from the organisation. They are difficult to
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imitate due to ambiguity and, therefore, are highly specific to the firm. Besides, it is rare
because of it takes time to develop and involves innovation and creativity. Thus, this asset
is critical to building an internal expertise and attract the best specialistswhen focusing on
Workforce.Note that the asset “Top expertsmanagement consultants” itself is notmarked
as firm-specific (see Fig. 3). This because of human resources rarely may be classified
as firm-specific since the organisation does not own people or their knowledge. Human
resources are not valuable, rare or inimitable to the firm but rather to the person itself;
the person may leave the organisation taking all knowledge and experience away from
the firm (probably to competitor). Hence, it is the processes of anchoring the resource
that enables more value creation within the organisation than it could do outside makes
the resource valuable to the firm. It is the identification of this type of processes that
the modelling is concerned in the presented paper. In contrast, “Recruiting”,” Education
and training” and “Cancelling the relationship” processes maybe highly unambiguous
and, therefore, neither may be identified as unique unless they are based on firm-specific
assets. For example, to achieve the strategic objectives it is not enough simply to hire
skilled people. The firm must provide motivation, desired behaviour, right attitudes, and
certain cultural values. There might be many ways of managing these variables, whereas
some will be more successful than the others. Thus, the HR processes presented in the
examples (see Fig. 3, Fig. 4 and Fig. 5) are the managerial know-how and unique to
the firm. Therefore, these processes represent the sources of value capture processes on
which the competitive advantage might be maintained.

6.1 Lessons Learned

The experience of modelling with FEM for detecting value capture processes showed
that:

– it is useful to define themain process in terms of capability to guide themodelling, e.g.
“Providing solutions for customer” (see Fig. 2) vs “Providing high quality, creative
solutions” (see Fig. 3, 4, 5);

– the result implies on that the asset-process archetype in FEM may contains value
capture processes if the asset is firm-specific;

– a value capture processes may not directly manage a firm-specific asset. It is important
to distinct between routinised processes that directly affect value creation and the
processes without which firm-specific assets will be lost;

– the identification of the firm-specific assets is a subjective matter where other
techniques should be used for resource appraisal, e.g. VRIS model.

7 Conclusion, Implications and Limitations

The trial of extending FEMapplication for detecting value capture processes has resulted
in promising outcomes, however, the results are the matter for discussion. The value
capture processes in FEM might be part of an asset-process archetype. If the asset that
a process manages is firm-specific, i.e. corresponds to VRIS characteristics, then the
process manages this asset might be a value capture process or a part of a value capture
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chain mechanism. The latter means that the value capture process may not manage a
specific asset directly, rather through a complex coordination of interconnected elements
leading to the process representing the root/source of value capture mechanism.

This study is limited to a hypothetical example to illustrate how FEMmight be used
for detecting of value capture processes. Hence, to strengthen the implications, there is
a need to test this approach empirically, in the real case examples.
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Abstract. In this paper we want to introduce OLIVE, a model-centric and low-
code microservice framework, resulting from the lessons learned in five years of
European projects. The requirements on those projects are summarized and used to
extract the characteristics that a microservice framework should support in order
to be aware of models. An implementation of the OLIVE framework has been
proposed, focusing more on the concepts, and required models, instead that on
the technical details and has been evaluated in each project with definition of the
neededmicroservices.Microservice development using a lowcode approach is still
an open research field and with OLIVE we want to provide an initial contribution
relative to the dependencies between microservices and models, using ADOxx as
reference meta-modelling platform, and proposing an initial modelling method
for the definition of OLIVE microservices.

Keywords: Model-centric microservices · Low-code platform · OLIVE
framework

1 Introduction

Models are an abstract way to represent relevant knowledge about a specific domain. The
advantages of having such knowledge in a structuredmodel, in addition to help reasoning
about a specific problem, concern mainly the following purposes: documentation for the
analysed problem/situation, configuration formodel dependents functionalities, and data
source for processing mechanisms [1]. In this paper we focus on the latter two cases,
analysing their requirements and defining a framework for their management. Usually,
model dependents functionalities andmechanisms do not have direct access to themodel
information, except when they are integrated in the modelling platform. In this case they
can retrieve themodel details directly from the platform, but in themajority of situations,
they are implemented in external components and services that must implement the logic
to parse and understand the model.

In this paper we identified different modalities in which a model can be used and
required by a service, based on the experience in past European projects, and we defined
a framework named OLIVE, addressing such requirements for the definition of services.
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With OLIVE we focus in particular on definition of microservices and their relations
with the ADOxx meta-modelling platform, following a low-code approach.

Microservice is an architectural style increasing in popularity. A microservice is a
small, autonomous, and isolated service, with a single and clearly defined purpose [2].
The focus of a microservice logic on the specific business task in particular, makes this
architecture an ideal candidate for the abstraction in a model type enabling a low-code
development [3].

The low-code approach [4] is a visual programming style that minimize the need of
coding, abstracting the business logic in graphical form and favouring the configuration
of existing components provided by the low-code platform. This approach has been
chosen because, according to [5], low-code platforms will be used in 65% of application
development work by 2024 and the ADOxx meta-model platform enable such business
logic abstraction using a specific modelling method.

An implementation of this framework is provided, focusing more on the motivation
and concepts behind the OLIVE framework instead then on its technical details. The
proposed implementation has been evaluated in the context of each project and, at the
end, the strengths and weaknesses of the approach have been reported.

2 Methodology

Themodel-aware characteristics of a microservice framework have been extracted in the
last five years of involvements in European projects, from the requirements related to
the meta-modelling platformADOxx, used to create the domain specific model types for
each project, in terms of both modelling methods and mechanisms [1]. In the following,
such requirements have been briefly introduced for each EU project.

TheGO0D-MAN (H2020-723764) project [6] constitutes a real-world implementa-
tion of the Industry 4.0 paradigm, through the integration and convergence of technolo-
gies for measurement and quality control, for data analysis and management, at single
process and at factory level. The ultimate goal is to develop a production strategy that can
guarantee high quality of products without interfering, actually improving, the produc-
tion efficiency of the entire system. The ADOxx platform was used to develop a model-
based tool for Industry 4.0 that supports multi-agent systems, smart on-line inspection
tools and data analytics, for implementing a Zero-DefectManufacturing (ZDM) strategy.
A KPI meta-model has been created in this context in order to describe how to combine
sensors data in order to calculate a KPI. Such modelling method had to be enriched with
a mechanism to perform the effective KPI calculation based on the information in the
model. One requirement here was to have such mechanism as a set services, one for
each KPI model, where the user specify a KPI, and the service calculate and return the
value. This imply that such services must (a) be able to be configured with the specific
KPI model and (b) understand the KPI concepts.

DISRUPT (H2020-691436) [7] supports the digital twin of European manufacturer
enterprises to Industry 4.0 by utilising the ICT capabilities to facilitate in-depth (self-)
monitoring ofmachines and processes, provide decision support and decentralised (self-)
adjustment of production, and foster the effective collaboration of the different IoT-
connected machines with tools, services, and actors. The IoT devices, that create virtual
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counterpart of each element in the production line, provide data that will be analysed
using models in the ADOxx platform, to detect complex events that will trigger auto-
mated actions. A modelling method for the DMN standard [8] have been implemented
in ADOxx for modelling the rules to apply on each event as well as the mechanism to
evaluate the rule, integrating an existing DMN evaluation engine, and to listen for events,
integrating a connection with a message bus system. Such requirements, in order to be
fulfilled, needed a system that (a) allows to integrate the ADOxx platform with external
systems, (b) access the DMN meta-model concepts and (c) be generic enough to work
in different scenarios (different event topics to listen on the message bus, each one with
a specific DMNmodel to use for the evaluation) and to develop the services performing
the triggered actions.

In BIMERR (H2020 820621) [9] have been designed and developed a Renovation
4.0 toolkit to support renovation stakeholders throughout the renovation process of exist-
ing buildings, from project conception to delivery. It comprises tools for the automated
creation of enhanced building information models, a renovation decision support system
to aid the designer in exploring available renovation options through an accurate esti-
mation of renovation impact on building performance, as well as a process management
tool based on the ADOxx platform that will optimize the design and on-site construction
process toward optimal coordination and minimization of renovation time and cost. This
have been done enriching the renovation process meta-model with a simulation mecha-
nism that, taking as input some influencing factors for a specific process model like the
expectation of supply chain delay or the weather conditions, will estimate the values of
some time and cost related KPIs. The simulation mechanism had to be (a) a service (b)
integrated into the meta-modelling platform in order to (c) recognize the concepts in the
process to simulate and in the KPIs to estimate. Additionally, the renovation process, in
order to be executed as workflow, needed a system that (a) connect all the workflows’
automated tasks with appropriate services, (b) implementing the task logic.

With Change2Twin (H2020 951956) [10] the manufacturing small-medium enter-
prises (SMEs) where supported in their digitalization process by providing digital twin
solutions through trusted local innovation hubs. Such digital innovation hubs (DIHs)
analyse the digitalization potential and propose the best ready-to-use recipe for the use
case from a technology marketplace, using dedicated knowledge models created with
the ADOxx platform, to prepare the recipe for a complete solution, including the best
components for the SME. One of the available receipts include a KPI dashboard, deliv-
ered as a service and configured through a specific KPI model that details not only how
to calculate each KPI but also how to extract the requiredmetrics from Internet of Things
(IoT) sensors. This enhancement of the KPI model and dashboard respect to the ones
in the GO0D-MAN project, required (a) a configurable system able to (b) connect with
different IoT sensors and (c) integrate with the meta-modelling platform ADOxx. A
specific meta-model has been created also to support the definition of marketplace items
and the automatic generation of the marketplace portal using (a) a microservice that (b)
interpretate the marketplace model and generate the portal pages.

Analysing the requirements pointed out in the above projects, we can identify some
common characteristics. First, all the cases require the implementation of the func-
tionalities in form of dedicated services. Service Oriented Architecture (SOA) and in
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particular Microservice Architecture (MSA) are well known styles that can be used for
such purposes due to the focus on the business concepts, isolation, decentralization, and
culture of automation [11]. Another recurring requirement is that such services must
be configurable using models. Configurability is a characteristic that allows services to
be reused in different contexts and we can see the needs to have multiple instances of
the same service running in parallel, each one configured with a different model. The
configurability of services using models rise the problem of understanding the semantic
and the concepts in the model. Accessing the meta-model information is a requirement
in order to avoid that the logic to interpretate the model as a configuration file will be
hardcoded in the service. Accessing instead themeta-model information, like hierarchies
and dependencies between concepts in the model, allows us to generalize and centralize
the model interpretation in a framework instead that inside the service. The ADOxx
meta-modelling platform used to create the model type for each project, provide the
possibility to access such meta-model information, so an integration is required. This
integration is used also to solve a last requirement that we can spot in the above projects:
the need to extend the modelling methods of some project dependent model types, with
mechanisms that provide a model specific feature directly inside the modelling platform.
TheADOxxplatform already allows to define custommechanisms in formof algorithms,
for a specific model type, but miss the possibility to use external and existing services
as mechanisms and therefore communicate with the external world.

From this analysis we defined a framework, named OLIVE, for the definition of
microservices with strong (meta-)model dependencies. Such framework highlights the
following characteristics related to the model-awareness:

• Model-based Configurability: The framework gives the possibility to use models
for the configuration of services. Additionally, the framework abstracts the services
enough to automatically generate running service instances using only models. The
microservice is created reflecting the concepts in the meta-model and is instantiated
by the single model.

• Model Understandability: The framework allows to use models as input data for a
service, giving the possibility to understand the concepts in a model, accessing the
meta-model information.

• Meta-Model Enrichment: The framework expands the functionalities of the connected
meta-modelling platform, providing a way to use services to enrich the mechanisms
associated to a model type.

The OLIVE framework has been implemented as a microservice management sys-
tem connected to the ADOxx meta-modelling platform. The proposed implementation
has been successfully validated over the previously introduced European projects as
described in the Sect. 5.

3 Related Works

Microservice Architecture is a recent style in software engineering and there are not
so many papers addressing the application of a model-based approach for their defini-
tion. Proposals have been made for model-based microservice frameworks but mainly to
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solve specific microservice issues, like self-adaptability, and scalability in multi-cloud
environments, with the help of specific models containing dynamic requirements and
adaptation rules [12], or to define the microservice logical architecture and its imple-
mentation skeleton from models describing functional requirements [13]. The OLIVE
framework instead, want to address the complete generation of running microservice
instances, starting from a model, used as configuration.

The approach followed share similarities with concepts in low-code/no-code frame-
works [4]. Indeed, in the OLIVE framework, the user will not code a microservice,
but will configure existing generic components provided by the platform, using specific
models, in order to generate running microservices instances.

The authors in [14] use models to create self-configuring microservices based on
TOSCA [15] standard in order to avoid a centralized orchestration.Microservices require
indeed decentralized management and prefer choreography over orchestration [16]. The
authors of [17] state that more research on choreography rather than orchestration is
required. In the past, model-based orchestration has been used in the BPEL standard [18]
that define a model-driven SOA architecture to address a specific business need, com-
bining existing SOAP services. Within OLIVE we tried to be general enough to support
both choreography and orchestration patterns, with the possibility to define dependen-
cies between running microservices instances as well as generate REST microservices
that act as orchestrators of other services.

The enhancement of a modelling method with mechanisms is a concept seen in [1]
and supported in the ADOxx meta-modelling platform by a scripting language named
ADOScript that only provide a limited set of features and do not allows complex inter-
actions with external services. Other meta-modelling platforms like Eclipse EMF [19]
do not permit to integrate mechanisms in the defined domain specific language (DSL)
but allows only to use separate plugins to extend the DSL modelling environment with
the needed features. The only attempt to extend a meta-modelling environment with
microservices is in [3], where the authors provided an approach to integrate microser-
vices as components of the DIME modelling environment. With the OLIVE frame-
work we want to extend the ADOxx meta-modelling platform to use microservices as
mechanisms for specific modelling methods.

4 Olive

OLIVE is a low-code framework to create model aware microservices through con-
figuration of existing components, named Connectors resulting in ready to use REST
microservices. The configuration of such Connectors can be performed using specific
models, reflecting the framework concepts, created using the ADOxx graphical mod-
elling environment. The connectors are part of theOLIVEplatformbut can be extended in
case of needs, using plug-ins and provide the atomic functionality of a microservice. The
created microservices can be combined together using a choreography or orchestration
approach for the definition of your specific business logic.

The strength point of OLIVE is its model-awareness in the sense that the config-
urations of connectors are abstract enough that can be represented as models, and the
out-of-the-box integration with the ADOxx meta-modelling environment allows to cre-
ate the whole behaviour of a service, using models. This integration allows also ADOxx
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to communicate with the external world through a common interface, in a bi-directional
way, using the microservices as mechanisms to enrich the modelling methods and using
models as data for microservices. The OLIVE platform provides such features as a cloud
environment where the user, instantiating existing components with specific configura-
tion, can define the microservices, that can use and be used by ADOxx, and control
their lifecycle. The Fig. 1 provide an overview of all the components involved in the
framework.

Fig. 1. OLIVE framework architecture

A Connector is a component developed in form of OSGi plug-in [20] that provide
a specific functionality, like perform a query on a specific database or evaluate a DMN
model. The name Connector derive from the fact that, usually (but not always), the
main functionality is provided by an external system (like a database system or DMN
engine) and the Connector is responsible to connect to such system to exploit its features.
Each connector has its specific set of parameters that must be configured to generate a
microservice instance (i.e., a database connector is configured with the endpoint and the
query to perform).Olive integrates out-of-the-box 24 connectors. Customconnectors can
be added to the platform and their OSGi standard format allows to reuse as connectors
existing OSGi bundles, like all the one provided by the Apache Camel [20] project.

OLIVE allows tomanage the configuration of suchConnectors, giving the possibility
to createmicroservices and control theirwhole lifecycle. Is responsibility of theLifecycle
Management component to (1) generate an instance of the REST microservice from
the configuration of a Connector, (2) start the microservice, (3) keep the microservice
running in an isolated environment, (4) stop the microservice and (5) dismiss it.

Each instantiated connector is exposed through a common REST interface with a
standardized inputs and output formats, managed by the OLIVE platform.
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The OSGi Connectors Loader component is responsible to load all the Connectors
andmake them available to the platform. It is built on the OSGi framework Apache Felix
[21] and will dynamically check the presence of the OSGi bundles (plug-ins) defining
Connectors, loading, and unloading them on request.

The ADOxx interface is creates as a special type of Connector, managing the bi-
directional communication with the ADOxx platform. This component allows to retrieve
models or concepts and use the available microservice instances from inside the ADOxx
modelling environment.

As soon as the microservices have been defined, it can be combined to achieve
the business logic task, thanks to the Orchestrator and Choreography component. This
component allows to define and evaluate dependencies between microservice instances.
Depending on the topology of such dependencies the group of microservices can work
as a choreography or as an orchestration.

The OLIVE framework exposes all this functionality both with Java and RESTAPIs.
The firsts are used to integrate OLIVE in local and desktop application. The seconds
are used to integrate it with remote applications. Over the REST APIs has been made
available a management web user interface that allows to exploit all the features of the
framework through a web browser.

A specific model type, named Microservice Definition Model, has been created
in the ADOxx platform in order to collect the most relevant concepts of the OLIVE
framework and be able to define OLIVE microservices using models in a low-code
style. The model in Fig. 2 is an example of a Microservice Definition Model created in
the context of the BIMERR project. A Microservice Definition Model is composed of
objects representing microservices of different types, based on the OLIVE Connector
used, and relations representing dependencies between microservices.

Fig. 2. OLIVE microservice definition model sample
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Each of the specific microservice type objects has a set of common and spe-
cific attributes. Common attributes represent general microservice concepts like all the
attributes related to the input parameters and the output of the microservice or about its
health status. Specific attributes dependent instead on the Connector selected to provide
the specific functionality for the microservice and are the parameters that this connector
needs in order to work correctly. As a sample, in the case of the Excel connector used
in the “ReadOptimisticSimulationOutput” microservice in Fig. 2, that read a simulation
output from an Excel file, such attributes involve the path of the Excel file to open and
the cells value to read, specified by sheet, rows and columns IDs. The microservice input
parameters are then mapped and forwarded to the specific connector attributes values.

TheMicroservice DefinitionModel type also contains a mechanism to automatically
push the modelled microservice to the OLIVE platform for their execution and lifecycle
management.

More detailed documentation on the OLIVE platform involving technical concepts
and APIs, as wells as its open-source code and binaries for download and test, can be
found in the OLIVE webpage [22].

5 Evaluation

In the context of theGO0D-MANproject a specific connector for theOLIVE framework,
named KPIs dashboard, has been created in order to calculate the value of a KPI in a
model. This connector is configurable with the model id, used to retrieve the model
directly form the ADOxx platform, and with the KPI name to find the KPI object. Seven
KPI models have been created for the different use cases in the project and the new
connector has been configuredwith eachmodel, resulting in seven runningmicroservices
instances.

In DISRUPT the OLIVE framework has been extended with a connector to an exter-
nal DMN engine and with two Java Messaging Systems (JMS) [23] compliant message
bus connectors, one for subscribing and another for publishing on specific channels.
The JMS connectors have been used in the configuration of four microservices, three
for receiving events, actions, and data, subscribing to the respective topics, and one
for publishing the actions handling the received events. Another microservice is cre-
ated configuring the DMN engine connector, configured with the specific DMN model
obtained from the ADOxx platform. This microservice is called by the event subscrip-
tion microservice each time an event is received, then it evaluates the DMN to find the
appropriate action for the event, and finally send it to the publishing microservice. With
the OLIVE framework a microservice for each action has been configured and instanti-
ate. Such microservices involve sending SMS and e-mail notifications, reset a device in
critical status, etc.

For the BIMERR project, a microservice for simulating specific renovation process
KPIs, has been defined and integrated in the ADOxx platform as a feature specific for
the renovation process and KPI models. Thanks to the OLIVE framework the models
required for the simulation, are extracted from the ADOxx platforms and the process
concepts are mapped to a petri-net semantic that enable a token-based simulation. Also
in this project, like in DISRUPT, the OLIVE framework has been used to generate noti-
fication services that, in this case, are referenced into renovation process workflows and
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called during their execution. In BIMERR, a modelling environment based on ADOxx
for the definition of OLIVE microservices has been first released and used to model
all the project specific OLIVE microservices. In this context, specific mechanisms for
this microservice modelling environment have been created, in order to automatically
generate the microservices documentation and to import the microservice definition in
the OLIVE framework for their instantiation.

With Change2Twin the KPI model type defined in GO0D-MAN has been improved
with information about how to obtain metrics values, referring the appropriate OLIVE
microservice, responsible for the retrieval of specific IoT sensor data. The involved IoT
sensors pushed data to different relational and time-series databases and connectors for
each specific database have been created in OLIVE and configured to instantiate one
microservice for eachmetric. Suchmicroservices, referenced in theKPImodel, are used,
and called by the microservices responsible for the evaluation of each KPI model like in
the GO0D-MAN use case. Finally, the modelling method created in ADOxx to describe
the marketplace items, has been enriched with a mechanism, expressed as microservice
in OLIVE, to generate the marketplace web pages for each item.

6 Conclusions

In this paper we presented our experience in different EU projects resulting on the
definition of the relevant characteristics of a model centered microservice framework.
An implementation has been proposed and evaluated over the projects. In particular in
GO0D-MAN we evaluated the model-based configurability and model understandabil-
ity characteristics of the framework with microservices for the evaluation of each KPI
model. In DISRUPT, the meta-model enrichment and model understandability has been
evaluated for the integration of ADOxx with microservices, handling the communica-
tion with a message bus and with a DMN evaluation engine. With BIMERR the model
understandability has been exploited in a renovation process simulation microservice,
while the model-based configurability enabled the definition of specific microservices
for workflow automatic activities. In Change2Twin the meta-model enrichment char-
acteristic of the framework has been exploited to integrate a marketplace generation
microservice for a defined marketplace model while the model-based configurability, to
generate microservices for retrieving the metric value of each IoT sensor.

Based on the experience in the above projects we have seen that the OLIVE frame-
work enabled the integration of services in the ADOxx platform and improved the reuse
of previously created logic, in particular about the extraction of information from mod-
els, speeding-up the release of microservices by reusing and adapting existing OLIVE
connectors. Despite the big potential, the OLIVE framework still lacks some features
in order to be extensively used as a low-code platform, in particular related to the logic
abstraction. This is why we are planning to extend it with support for the Enterprise
Integration Pattern (EIP) [24] notation and continue its evaluation in future projects.
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Abstract. Several types of enterprise models and methods have been developed
that may help an organization to describe and improve its business. A common
practice is also the development of tool support to complement an enterprise
modeling method’s application. The development of tool support for a model-
ing method includes creating a representation of the modeling concepts, but also
designing how the user should interact with the tool. This paper reports on the
challenges and opportunities encountered during the process of implementing the
KYKLOS modeling method in a modeling tool. The KYKLOS method, which is
an enterprise modeling method, is specialized in supporting the design and anal-
ysis of changing capabilities. Using as input an initial meta-model of capability
change, all the necessary tasks are performed to elicit a language model, which is
required for the implementation of the method in a tool.

Keywords: Enterprise modeling ·Meta-modeling · Implementation ·
Capability · Business transformation

1 Introduction

Enterprise Modeling (EM), which is a subset of conceptual modeling, is focused on cap-
turing organizational knowledge and providing input and motivation for the design of
Information Systems (IS) for an organization [1]. The complexity of developing IS and
other business solutions is on the rise because of rapidly changing business requirements
[2]. The development and operation of an IS can be considered as a knowledge-based
activity which is continuous and utilizes conceptual modeling in order to bridge the
understanding of complex organizational phenomena and the effort to design IS which
can support dynamic change and agility [3]. This usually involves employing modeling
methods which have been implemented in supporting modeling tools. Using modeling
tools to handle a method successfully is considered state-of-the-art, because they do not
only support defining modeling languages and facilitate the creation of model represen-
tations that can be processed, but also enable accessing, storing and exchanging models
and specifying functionalities for improved user experience [4]. A specialization of EM
is capability modeling, which uses capability as its focal point. Several capability mod-
eling methods exist and the majority also includes capability modeling languages and
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notations. They usually employ different meta-models which consist of different sets of
concepts to capture the nature of capabilities.

KYKLOS is one such method [5], designed specifically for designing and analyzing
changing organizational capabilities. In order to capture the relevant characteristics, the
phenomenon of capability change has been explored and conceptualized in the earlier
steps of our study. Starting with identifying the relevant concepts already existing in the
literature [6, 7], requirements were elicited [8] and the phenomenon of capability change
was conceptualized in the form of an initial meta-model [9, 10].

To be readily useable for a modeler, the KYKLOS method was in need of tool
support to aid the user in creating models of capability change. The implementation of
the method required a modeling language meta-model, which used as input the initial
meta-model. Therefore, during the implementation, several transformations were made
to the initial meta-model. These transformations were done to make use of the tool
platform, and to make the implemented language less complex. For example, several
classes in the initial meta-model were implemented as attributes of other classes in the
final tool implementation. Thus, the initial detailed conceptualization of the phenomenon
of capability change and the conceptualization of themethod bear significant differences,
mainly because of different degrees of operationalization potentials existing among the
meta-model’s concepts.

The aim of this paper is to share the KYKLOS implementation experience with the
Enterprise Modeling community by reporting the opportunities, challenges and lessons
learned that have been encountered during the implementation of the method in a tool.

The rest of the paper is structured as follows. Section 2 briefly presents the related
background. Section 3 provides an overview of the KYKLOS method’s state before the
implementation. Sections 4 reports on the implementation procedure and the included
activities. Section 5 discusses the procedure and its results. Finally, Sect. 6 provides
concluding remarks.

2 Background

The primary aimof conceptualmodeling is the description of specific aspects of the phys-
ical and social world for understanding and communicating. An abstract representation
of specific aspects of entities that exist within a specific domain is called a conceptual-
ization, e.g. a meta-model, while an abstraction of the domain’s state of affairs that is
expressed via a conceptualization is called a model [11]. Since models are abstract enti-
ties, they must be represented using an artifact, for documentation, communication and
analysis purposes, and this indicates the need for a highly expressive modeling language,
the focus of which should be on representation adequacy [11].

Furthermore, to construct a model, guidance is needed in the form of a model-
ing method. As defined in [2], the components of a modeling method are a modeling
technique, which consists of a modeling language and a modeling procedure, and mech-
anisms and algorithms working on the models that the language describes. A modeling
procedure describes the required steps to apply the method to create the resulting model.

The modeling language consists of its syntax, semantics and notation. The syntax
includes the description of rules and elements for the creation of models and is described
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by a grammar. The two major approaches for modeling language grammars are graph
grammars andmeta-models [2].A commonmeans to describe themeta-model of the syn-
tax is by using UML class diagrams [12]. The semantics describe a modeling language’s
meaning, often using informal textual descriptions for semantic definition. The visual-
ization of a modeling language is described by the notation. There are static approaches
that define symbols for the visualization of the syntactical constructs, like pixel-based
or vector graphics, yet these do not take into consideration the model’s state. Dynamic
approaches consider this state and usually split the notation in two parts; representation,
which maps to the static approach, and control, which defines rules that influence the
visualization according to the model’s state [2].

An important factor for a successful modeling method and language is the provision
of a set of modeling elements that can express the given domain abstraction, and this
benefits from complementing efficient tool support [11]. Thus, there are specialized
modeling tools that support the user in creating models that follow a certain syntax.

The domain specificity [13] of KYKLOS is organizational capability change. Since
there is no consensus in the literature, the concept of capability is defined in this project
as a set of resources and behaviors, with a configuration that bears the ability and capacity
to enable the potential to create value by fulfilling a goal within a context [14]. Often
considered as the missing link in business/IT transformation, it is associated to core
business concepts like goal, resource, actor, process [15] and serves as the basis for
change management, impact analysis and strategic planning [16]. A detailed review of
the concept, and the variety of capability modeling approaches that exists in the literature
has been explored and reported in an earlier step of this project [6].

3 Overview of KYKLOS Before the Implementation

KYKLOS,which has been introduced in [5], is a capabilitymodelingmethod that focuses
on capturing the concepts that are relevant to the phenomenon of capability change,
aiming to support organizational change. This section describes the initial meta-model,
and themodeling procedure,which consists of the required steps for applying themethod.

Figure 1 shows the initial meta-model. Using the meta-model enables capturing
changes in a given capability. The meta-model is based on a previously published frame-
work [6], which includes the functions of change, in particular, observation, decision and
delivery. Observation is captured using the concepts of context, which consists of mon-
itored factors that are expressed as Key Performance Indicators (KPIs), and Intention
elements. The model describes that a capability has at least one configuration that leads
to the realization of the capability. Resources are allocated to a configuration which also
consists of behavior elements. Realizing the capability produces at least one outcome,
which can bemeasured to serve as criterion for a decision to change, alongwith the capa-
bility’s assessment via contextual factors. Regarding delivery, it concerns the transition
from a configuration to another. The meta-model also includes elements of ownership in
order to capture the owners of the capability, the change and the resources. When more
than one owners exist, their interaction and boundaries are captured. One last part that is
included in the meta-model is the description of the states of the capability and change
in the form of their traits which have been identified in [7].
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Fig. 1. The conceptualization of capability change, adapted from [10].

Concerning themodeling procedure,KYKLOSconsists of four phases [5], namely (i)
foundation, (ii) observation of context and intentions, (iii) decision alternatives, and (iv)
delivery of change. Foundation is the initial phase and describes the base of the analysis,
in terms of identifying the changing capability and its outcomes. The observation phase
follows up and concerns capturing the need for change, in terms of context elements,
with their associated monitored factors which are deemed relevant to the capability and
are expressed as measurable KPIs. The organization’s intentions are also captured in the
form of goals, problems or any other element that motivates a change to the capability.
The phase that follows is related to the analysis of alternative capability configurations
that tackle the identified need to change. Different configurations can fulfill the same set
of goals. A part of this phase is identifying the resources that need to be allocated to each
alternative configuration and the behavior elements that are necessary for realizing the
capability per configuration. Resources can be both material and immaterial. Capturing
the ownership of the capability, the resources and change enables capturing potential
organizational collaboration elements and the respective boundary controls. The final
phase of the modeling procedure is the delivery of change. The focus of this phase is
on understanding what is necessary to deliver the change. The change takes the form
of a transition from one configuration to another. The delivery of change enables an
inactive configuration while disabling an active one, or in the case of introducing a new
capability or retiring an old one, there is a single enablement or disablement respectively.
Describing how the change needs to be delivered includes capturing how the change is
performed, in terms of identifying the attributes of change. These have been published
in [7] and are (i) control, (ii) scope, (iii) frequency, (iv) stride, (v) time, (vi) tempo, (vii)
desire, and (viii) intention. The process can be iterative, if, for example, the delivery
has an impact on the context or outcome of the capability, the initial phases can initiate
again.
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4 The KYKLOS Implementation

The implementation of the KYKLOS method in a tool requires using the initial meta-
model to develop a language meta-model, developing a graphical notation and facilitat-
ing the user’s interaction with the tool. The implementation has taken place using the
ADOxx meta-modeling platform [17], which is provided by the Open Models Labo-
ratory (OMiLAB). The use of a platform also meant that the implementation needed
to use the ADOxx platform’s concepts for model implementation. The implementation
was done iteratively and involved the following steps:

– Conversion of the initial meta-model concepts to a language meta-model that could
be implemented. This step included the decision if a concept should be represented
as a concept, attribute, or relationship in the language meta-model. Moreover, several
concepts were removed.

– Creating a syntax for the concepts in the tool meta-model. This included creating the
graphical representation using the ADOxx GraphRep language.

– Creating tool behavior to facilitate user interaction. ADOxx is quite flexible, so it was
possible to add several dynamic aspects to the model.

4.1 Initial Meta-model to Language Meta-model Conversion

A color-coded version of the initial meta-model is depicted in Fig. 2. The colors depict
how they have been handled during the transition to the languagemeta-model. A detailed
description of the process follows in the current section.

Conversion of Classes

Transitioning from the initial meta-model to the language model provided the oppor-
tunity to reduce the number of included concepts. This contributes to reducing the com-
plexity and clutter that has been identified to exist in themodels derived fromapplying the
initial meta-model [9]. The transition was done by converting initial classes to attributes,
association classes or tool functionalities.

Conversion to Attribute.

– Owner: The Owner concept has been included in the initial meta-model to capture
the ownership of capabilities, components and change. It has been modeled as a class
as good modeling practice to avoid duplicate data. In the language model, it has been
converted to an attribute with added functionality in the tool, which is better explained
in Sect. 4.3. The introduced tool functionality makes it easier for the user to keep track
of ownership, without the need to have it as a separate class.

– Tempo: This concept is a trait of change that has initially been modeled as a class
because of its identified association to theSize class. Size is removed from the language
meta-model (see below), and Tempo is converted to an attribute of Change.
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Fig. 2. A color-coded version of themeta-model, showing, remaining (orange) and removed (red)
classes, alongwith classes converted to attributes (light blue), functionalities (grey) and association
classes (purple). (Color figure online)

Conversion to Association Class.

– Change: The concept of Change has been essential in the conceptualization and has
been associated to various concepts, the majority of which do not exist as classes in
the language meta-model. It was initially decomposed in three functions, observation,
decision and delivery, but, since these are removed from the language meta-model
and are implemented as method phases and tool functions, Change gains a link to
the transitioning Configurations. Additionally, there are specific attributes of Change
that need to be captured, therefore, it has been converted to an association class that
describes how a configuration transitions to another, also gaining the Change State
attributes.

Conversion to Tool Functionalities.

– Capability state: The concept of capability state is meant to capture whether a capa-
bility is active or not. This is captured in the tool by associating the capability to an
active configuration. Therefore, the class can be omitted from the language model
since the functionality of the tool will keep track of the active configuration.

– Change state: The class Change state existed to capture if a change is active or not. The
tool version of KYKLOS can depict this via the existence of an active configuration
element that is the target of change. The temporal attributes of Change can also assist.
So, it can be omitted as well. Its attributes have moved to class Change.

– Observation: It is one of the three functions of capability change that has beenmodeled
as a class in the initial conceptualization. Naturally, including a class that captures an
activity bears value in a conceptualization but has limited utility in an implemented
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method and tool. As mentioned earlier, the KYKLOS method uses observation as its
phase where the context factors and intentions whose fulfillment status motivates a
potential change in the capability. All the necessary elements to perform this phase
exist in the language meta-model, therefore, Observation can be omitted as a class.

– Decision: In a similar way to observation, the decision phase has been associated to a
set of concepts that have been removed from the language meta-model, like criterion
and configuration (as decision alternative), and replaced with tool mechanisms. The
details on the specific related concepts follow.

– Delivery: The Delivery class captures the transition between capability configurations
by enabling one and disabling another. In themethod and tool implementation only one
configuration is active at any time. This functionality captures the transition without
a need to have the specific Delivery class.

– Criterion: This class refers to capturing how a decision ismade, in terms of changing or
not, andwhat to decidewhen changing. The tool design allows both these aspects to be
addressedwithout including a specific Criterion class. Changing or not ismotivated by
the dynamic association elements between capability and contextual and intentional
elements. In practice, a KPI or intention that is not fulfilled, is a criterion to change.
What to decide refers to selecting a configuration among potentials. The tool allows a
configuration to be active only when its required components are properly allocated.
In this way, the decision is supported dynamically without needing the Criterion class,
so, it is omitted.

– Measurement: In the initial meta-model, this class captured the act of comparing the
target context and intention elements to reality. The functionalities described in the
previous paragraphs also explain why this class has been omitted.

– Motivation: Same as Criterion, even though it can be included as an attribute to
improve the descriptive ability of the tool. Moreover, in the implemented tool the
motivation for performing a change can be implicitly shown by referring to one or
several intention elements.

– Interaction type: This class captured the way two owning organizations interact with
each other. The class requires a detailed understanding of the capability business
ecosystem [18], which is not the primary goal of this project. The class has been
converted to a high level tool functionality. The owners of the capability and the
configuration components are captured in a control element of the notation that colors
the borders of the components according to same or different ownership.

– Organizational boundary: Using the functionality that was introduced for different
owners’ interaction, the tool calculates the amount of externally owned required com-
ponents and their owners and provides a decision-supporting suggestion to the user
to take into consideration the reported results. In this way, the class is omitted from
the language meta-model.

– Boundary control: Same as Organizational boundary.

Removal of Existing Classes.

– Size: It has been completely removed from the language meta-model. It refers to
the size of an organization and has been introduced in [10], as a factor affecting the
tempo of change. Even if an association between Size and Tempo has been strongly
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indicated, there was no clear and operational formula identified to provide utility in
the tool. Thus, capturing the size of an organization without a clear effect on the tempo
of change would have questionable value, therefore, Size was removed.

– Organization: As a specialization of Owner, the Organization class does not need to
exist as a class since the parent class has been converted to an attribute.

– State: State existed in the phenomenon’s conceptualization as a superclass of Capabil-
ity state and Change state. There is no value in the existence of the superclass without
its specializations, thus it is removed.

– Function: This class is the generalization of the three functions. Converting the
specializations allows the removal of the superclass as well.

– Change type: This class captures if the change is an introduction of a new capability
or the modification or retirement of an existing one. The model that is produced by the
tool can capture this information by checking the activity states of configurations. If an
active configuration has no prior alternative, it is an introduction, if it has transitioned
from an alternative it is a modification and if it is deactivated without transitioning to
an active configuration, it is retired.

– External context: The external context is a specialization of the Context class. The
implementation can have a Context element described in terms of externality without
a need for the specific subclass.

– Internal context: Same as External context.

Remaining Classes
The remaining concepts of the conceptualization are the core elements and focal points
not only of the KYKLOSmethod but also of the tool. They cannot be absent the language
meta-model and they also retain their class status. The concepts included in define the
fragment of the conceptualization that comprises the language meta-model are:

─ Capability
─ Configuration
─ Outcome

─ Resource
─ Intention element
─ Context

─ Monitored factor
─ Behavior element
─ KPI

Introduction of New Classes
The implementation provided the opportunity to introduce new classes to the language
meta-model, as a means to improve the utility of the method via the tool. Three types of
additions were performed to the KYKLOS meta-model in this step, in particular:

– Specializations of elements

• The Behavior element, which is a meta-element, got a specialization class, in
particular:

○ Process
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The Process concept has been previously identified as the most common and pop-
ular concept [6] in the literature, regarding the behavioral aspect of capabilities. Other
concepts like Activity, which are also popular, did not get included because a process
consists of tasks and activities, and capturing the lower levels of a capability’s behavior
is beyond the scope of KYKLOS. In this way, Behavior element was implemented as an
abstract class, which means that it is not usable in the tool. Only the specializations are
visible and usable by the users.

• The Intention element, which is another of the meta-elements of the meta-model, has
been complemented with three specialization classes, to improve the tool’s descriptive
capability. The specializations are:

○ Goal ○ Problem ○ Requirement

In addition, the specializations allow to capture the “purpose” attribute of the previ-
ously existing Capability State element, via their direct association to a capability. The
Capability State captured what is the purpose of a capability, in terms of achieving a
goal, avoiding a problem, or meeting a requirement, and if it actually succeeded in the
fulfillment of the Intention element.

– Generalization of elements

• Component was introduced; Process, as a Behavior element, and Resource, are
both components of the Configuration class. This fact allowed the introduction of
the Component abstract class, which is not visible and usable in the tool, but is the
parent of both Component types and also gains their common Owner attribute.

– Utility addition

• Resource pool, is a class that has no direct association to the phenomenon of capa-
bility change, however, its utility lies in the fact that the configuration components
have been designed in a way that does not allow them to exist independently of a
container. For this reason, the Resource pool element acts as a repository for the
entire set of organizational resources that have not been allocated to a capability’s
configuration and improve partitioning potentials of a model.

Final Implemented Language Meta-model
The outcome of applying these changes to the initial meta-model is depicted in Fig. 3,
while the complete set of language concepts and their definitions are shown in Table 1.
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Table 1. The complete set of language concepts and their definitions, from [5].

Concept Description

Capability A set of resources and behaviors, whose configuration bears the ability and
capacity to enable the potential to create value by fulfilling a goal within a
context

Configuration The set of resources that comprise the capability along with the behavior
elements that deliver it. A capability may have several different
configurations but only one may be active at any given moment in time

Resource Any human, infrastructure, knowledge, equipment, financial or reputation
asset that can be used by an organization to enable the capability’s
realization. It can be allocated to one or more capability configurations, based
on its capacity

Resource pool The complete set of an organization’s available resources

Context All the factors that form the setting in which a capability exists, are relevant
to its performance and within which the capability is perceived

Outcome The result of the capability’s realization. Comparing it to KPIs and Intention
elements can provide insight on whether a capability change is necessary or
not

KPI A preset measurable value that expresses an important aspect of the context
that a capability depends on to reach the desired outcome. Used to assess the
efficiency of the capability’s realization when compared with outcome values

Monitored
Factor

A context factor that has been identified and associated to a capability’s
performance and is being observed in relation to the capability. It is usually
expressed as a KPI

Intention
Element

An abstract element that includes all the concepts that refer to the intentions
governing the capability, for example, goals, problems or requirements

Goal A desirable state that an organization aims to achieve. It is a type of Intention
element

Problem An undesirable condition that an organization aims to avoid or tackle. It is a
type of Intention element

Requirement A necessary state that an organization has to fulfill. It is a type of Intention
element

Behavior
Element

An abstract element that describes a structured set of activities whose
execution delivers the value of the capability, for example, a process, service,
activity or task

Process A behavior element that consists of activities aiming to fulfill a certain goal

Change Change represents the transition from one configuration to another. It can be
described using several change properties. A capability change is finalized
when a configuration’s activity state is modified
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Fig. 3. The language meta-model, with the remaining (orange), converted (purple) and new (light
green) classes. (Color figure online)

4.2 Graphical Notation

As mentioned earlier, an essential part of a modeling language is its notation. While
the initial meta-model has been created using UML, for KYKLOS we introduced a new
notation that combines both symbols and shapes. Symbols and shapes comprise the
primary and secondary notation respectively. For the primary notation every concept of
the language meta-model has been assigned a unique symbol, as shown in Table 2.

Table 2. The primary notation of KYKLOS.

Capability Configuration Resource Outcome KPI

Goal Problem Requirement Process Change

Monitored
Factor

Intention
element

Resource pool Context Behavior
element

Container Container N/A

Effort has been put to ensure the notation’s short learning curve. This is achieved by
a symbol set consisting of items that are consistent in terms of size, visual appearance
and maximized simplicity, while in parallel preserving a clear distinction among them.
The symbol color is black, to facilitate users with color deficiencies [19]. The secondary
notation includes colored shapes but relying on color alone to distinguish image content
is ineffective. The black symbols ensure that potential problems regarding compatibility
with monochrome displays are avoided. Using color is not only for coding information
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but also for aiding visual search as the items become easily discriminable [19]. The
secondary notation consists of standard shapes, i.e. polygons, ellipses and rectangles, and
a set of colors that remain discriminable if superimposed on one another or juxtaposed
[19], to improve memorability. The secondary notation includes the primary one and is
complemented with text. Minimum elements have been used in both notations to avoid
cluttered KYKLOS models, which has been a problem in earlier applications using the
UML notation [9]. Table 3 depicts the secondary notation.

Table 3. The secondary notation of KYKLOS.

Capability Configuration Resource Outcome KPI

Goal Problem Requirement Process Change

Monitored
Factor

Intention
element

Resource pool Context Behavior
element

N/A

4.3 User Interaction

The last part of the implementation consists of technical additions provided using the
ADOxx platform. These additions are implemented using the AdoScript language and
provide automation that facilitates modeling in the tool and improves empirical quality
of the model in terms of graph aesthetics [20]. Figure 4 depicts these functionalities in
an example KYKLOS model.

New configuration. Creating a new configuration is facilitated by a button existing on
Capability objects. The tool creates and automatically connects a new Configuration,
taking into consideration the spatial alignment of the object for increased visual quality.

Containment: This functionality uses the core ADOxx relationship “Is Inside”. Having
a model element graphically put inside another allows them to be related in an invisible
way (no connecting lines required), which improves the model in terms of complexity
by reducing crossing lines.
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Fig. 4. User interaction facilities in the KYKLOS tool.

Configuration activation. Whether a configuration is active depends on whether the
required components are allocated to it. In the tool, the required components are listed
in a “Notebook” area. The tool checks on this list and calculates whether the components
that are contained in a configuration match the list or not and activate or deactivate the
configuration accordingly.

Component ownership. The ownership attribute captures if a component is owned by
the same organization as the capability (internally) or not (externally). A button existing
on Resource pool objects automatically calculates the ownership type and, changes the
visualization of the component’s right side border to blue (internal ownership) or red
(external ownership) for improved comprehensibility. Similarly, it calculates and reports
the externally owned components for consideration of organizational boundaries.

Prevention of loose components. Resources are components, so, they are not supposed
to exist outside a container. For this reason, the tool does not allow the creation or
movement of components if they are not contained.

Change attributes. An association exists between configurations that includes visually
the attributes of change. This association class change includes a button that shows or
hides the attributes of change in order to avoid clutter and complexity in larger models.

Decision motivation. KPIs and all Intention elements are connected to Capability with a
special association called Status that is a control graphic element. Dependent on whether
the object’s content is fulfilled or not by the given capability, the visualization changes
to facilitate identifying a reason for change, e.g. an unfulfilled goal.

Relationship grouping. Towards avoiding a large number of different association types,
as in the language meta-model, all the associations except Status and Transition/Change
are using the same visualization. However, strict rules have been coded to prevent using
wrong association types in a produced model. This mitigates the risk of mistakes.
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5 Discussion and Lessons Learned

The greatest opportunity addressed during the implementation was the potential to refine
the initial meta-model into a simplified version in the language meta-model. This does
not imply the loss or reduction of the initial meta-model’s effectiveness. On the con-
trary, the KYKLOS language meta-model was expected to provide equal effectiveness
with the initial meta-model, while in parallel avoiding the complexity and clutter that
characterized the models produced using the initial meta-model, as in [9].

The most striking part of the meta-model transformation is the reduction of the
classes, from30 to16,which indicates a significant simplification. In practice, amodeling
tool that would have provided 30 available classes to a user would require a longer
learning curve and modeling experience. The number of relationships has also been
significantly reduced. Six associations share a common visualization that depicts the
relationship status of the objects without a need to require additional learning steps from
the user. Our lesson here is that the initial meta-model was created to cover “all” concepts
of capability change and thus was not suited for creating a modeling language.

All the implementation activities bear their own advantages and disadvantages, often
achieving a balance between simplicity/utility and descriptive power. Every intervention
has been driven by advantages preponderating disadvantages. Introducing new classes
increases the language meta-model’s degree of complexity. However, all the introduced
classes have provided either improved user experience, as for example,with theResource
pool class, or specified the more abstract concepts of the initial meta-model, as for exam-
ple the Process and Goal classes specifying Behavior element and Intention element
respectively. Similarly, it has been ensured that the removed classes have a minimal
cost on the tool’s descriptive power, for example, removing the Function class heav-
ily simplified the model, and if desired, Functions can be described by other means
such as creating separate models for each function. In both cases, we conclude that
preponderance of simplicity or descriptive power has been the driver.

During the implementation it became clear that the tool is more than the language
meta-model. The tool allows for more than just adding static concepts to a model, since
it is possible to add functionalities too. For example, even if converting the Owner class
to an attribute of two separate classes is considered a bad modeling practice in UML,
adding the component ownership functionality enables the tool to compare attributes of
different classes to see if they are “owned” by the same organization. Converting classes
to functionalities like this does not reduce descriptive potential, but it improves the user’s
interactivity combined with reduced complexity, making the change worthwhile.

The greatest challenge has been to retain an operational and semantic consistency
between the initial and the languagemeta-model. The tool also needed to be operationally
aligned with the modeling procedure, that is, to provide an adequate set of primitives
for capturing the required elements for documenting, analyzing and communicating the
phenomenon of capability change during the different KYKLOS method phases. This
has been theoretically addressed, yet, a practical evaluation of the implementation by the
actual users is required. KYKLOS is meant to be used both by technical and business
people, therefore, the implementation needs to be evaluated both by users with modeling
experience and those without any, a step which is already planned as a future step of the
project.
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Implementing the method with a variety of functionalities can facilitate the user fol-
lowing a modeling process. The dynamic automated aspects of the KYKLOS tool make
steps towards an evolved version of modeling software that can guide the user’s actions,
as for example with the automatic capability configuration design, and mitigate the risk
of syntactic mistakes, as for example with the restrictions applied on the association
selection in the KYKLOS tool. These functionalities have been possible because of the
ADOxx environment whose core platform enables different levels of automation.

Regarding ADOxx as the selected platform for the implementation of the KYKLOS
method, its advantages as a specialized meta-modeling platform can be summarized in
the pre-existing functions and meta-modeling structure that saves a significant amount
of time and effort for the developer. In theory, taking into consideration that the tool’s
requirements are not platform-dependent, platforms like Eclipse are equivalent, however,
in practice, ADOxx’s existing functions are valuable, especially when it concerns cases
where a concept needs to be converted to a tool functionality and dynamic behavior is
required, as encountered in the KYKLOS implementation.

We aspire that the reported remarks can also benefit any implementation initiative
that encounters similar opportunities and challenges, especially when the addressed
phenomenon is as complex and dynamic as capability change.

6 Conclusions

In this paper, the implementation of the KYKLOS modeling method, specifically
designed for the phenomenon of capability change, has been reported along with the
lessons learned from the procedure. The initial meta-model has been adjusted and sim-
plified to improve the resulting toolmodels in terms of complexity and clutter. Converting
the initial meta-model’s classes to attributes, association classes and ADOxx functional-
ities, along with the removal and introduction of classes led to the language meta-model,
which has been complemented with a graphical notation and additional UI functions
that aim to facilitate the user’s overall experience of the KYKLOS method, in terms of
applicability, learning curve and operational alignment with the tool.
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Abstract. Enterprise models have the potential to constitute a valu-
able asset for organizations, e.g., in terms of enabling a variety of anal-
yses. A prerequisite for realizing this potential is that an enterprise
model is syntactically, semantically and pragmatically valid. To ensure
these three types of validity, verification and validation (V&V) mecha-
nisms are required to be in place while designing the enterprise modeling
method, e.g., to validate identified requirements, to check created enter-
prise models against syntactic rules, or to ensure intra- and inter-model
consistency. Therefore, the objective of this paper is to systematically
embed verification and validation (V&V) techniques into the design of
(enterprise) domain-specific modeling methods (DSMMs). To this end,
we integrate steps and considerations of well-established DSMM engi-
neering processes, and enrich them with V&V techniques based upon
our earlier experiences and a literature analysis.

Keywords: DSMM design · Validation and verification · Design
method

1 Introduction

Enterprise models have the potential to be of considerable value to organizations.
In addition to facilitating communication, capturing and transferring knowledge,
enterprise models also have the potential to enable a variety of analyses [1,45],
which in turn may contribute to various organizational activities, such as enter-
prise transformation, IT-business alignment or business process management.

However, in order for an enterprise model to be valuable and worth the
modeling effort, a pre-requisite is to ensure that the enterprise model is valid
in the first place. Following [38,40,42], we consider validation and verification
(V&V) of an enterprise model, and of an enterprise modeling method, from syn-
tactic, semantic, and pragmatic perspectives. Firstly, an enterprise model must
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be syntactically valid, namely, it should adhere to all the syntactic rules spec-
ified for the modeling language in which the model is expressed. Briefly, for
modeling languages, such syntactic rules include typing constraints, cardinality
constraints, and additional well-formedness constraints. Secondly, the enterprise
model should also be semantically valid, i.e., it should make sense in the con-
text where the model is supposed to be used. Some example requirements for
an enterprise model to be semantically valid include the model containing the
necessary information [1,31], or statements from different parts of the enterprise
model, which each capture a different perspective on the enterprise, being con-
sistent [30, p. 32]. Thirdly, the enterprise model needs also to be pragmatically
valid, i.e., as an enterprise model is considered to serve some purpose, therefore
it should serve this purpose accordingly. For example, if the model is built for
visualizing a business process, the choice of appropriate symbols and notations,
in terms of a fit with the audience, plays a crucial role in a pragmatic validity
check. In contrast, if the model is built for being input to a program to per-
form some analysis, it should at least be interpretable by the program, hence an
exporting mechanism would be expected.

Although the perceived target of validation and verification are enterprise
models, the validation and verification consideration should take place even
before the existence of enterprise models, cf. [4,39,42]. Indeed, to ensure the three
types of validity of enterprise models mentioned above, validation and verifica-
tion techniques are required to be in place while designing the enterprise model-
ing method, e.g., to validate identified requirements, to check created enterprise
models against syntactic rules, to ensure intra- and inter-model consistency,
and to evaluate the effectiveness of the modeling method to solve its targeted
purposes. Some V&V techniques are informal and rely mostly on human inter-
vention. Others, in turn, are formalized and automated, which requires equip-
ping associated meta modeling platforms with corresponding capabilities. For
example, meta modeling platforms should allow for specification of syntactic
rules (especially well-formedness constraints) of modeling languages, or provide
reusable procedures and algorithms for the implementation of checking mecha-
nisms in modeling methods.

As a response to the above, the objective of this paper is to systematically
embed validation and verification techniques into typical activities of the life-
cycle of domain-specific modeling methods (DSMMs). Particularly, we take two
well-established DSMM development processes [18,32,33] as a point of depar-
ture, and extend them by explicitly including validation and verification tech-
niques based on our earlier experiences, reported among others in [9,25,37], as
well as experiences reported in the literature. Thereby, we add systemacy to
enterprise modeling application scenarios wherein formalization plays a notable
role, be it through formal analysis, simulation, or by means of model checking
capabilities.

This paper is structured as follows. First the concept of validation and veri-
fication as applied to conceptual modeling is explained, and existing approaches
to engineer domain-specific modeling methods are shortly introduced. Then, we
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present the merge of existing approaches with validation and verification being
a first-class citizen, and discuss V&V mechanisms and capabilities in each stage
of the process. The paper concludes with final remarks and an outlook on future
work.

2 Background

2.1 Validation, Verification and Quality Assessment

Verification and validation are well-established techniques for ensuring the qual-
ity of a product within the overall software development life-cycle, and as such,
are also important in the field of conceptual modeling, cf. [42]. There is no one
commonly accepted definition of quality of a conceptual model, neither of the
way how it may be exactly checked. Nevertheless, [42] already pointed to the
need to account for syntactic quality (adhering to modeling language syntax),
semantic quality (correct elements and relations of the domain), and pragmatic
quality (the interpretation of the audience of the model) of conceptual models
created, and thus, also on the need to be able to verify and validate those quali-
ties. Others have extended this quality model by adding other quality goals [38],
leading to the definition of the SEQUAL framework, cf. [40], being one currently
well-established quality framework for conceptual modeling.

To assess model quality verification and validation techniques can play a
useful role. An often used definition of verification and validation states that
verification is “the process of determining that a model implementation and its
associated data accurately represent the developer’s conceptual description and
specifications” and that validation is “the process of determining the degree to
which a model and its associated data provide an accurate representation of the
real world from the perspective of the model’s intended use” [10, p. 2]. In the
context of enterprise modeling, the goal of verification is usually defined as prov-
ing that enterprise models are correctly built [7,8], cf. syntactic quality. Such a
verification is usually perceived to be an objective process conducted in a formal
manner. Indeed, when it comes to syntactic and well-formedness analysis, there
is a wide range of formal methods available, based on various mathematical foun-
dations, such as first order logic, set theory, algebra, and process calculi [29]. In
turn, validation usually aims at checking that the obtained result (an enterprise
model) is an accurate representation of the domain under study, i.e., to check
whether “it corresponds exactly to the expected needs by taking into account
(and then limited to) the actor’s viewpoint” [7]. Here informal, subjective valida-
tion strategies are usually followed such as interviews with domain stakeholders,
interactive workshops, and scenario-based evaluation.

2.2 Approaches to Design Domain-Specific (Enterprise) Modeling
Methods

According to [19, p. 40] a (domain-specific) modeling method “consists of at least
one [domain-specific] modelling language [(DSML)] and at least one correspond-
ing [domain-specific] process model which guides the construction and analysis
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of models.” The process of engineering a modeling method is usually supported
by different language workbenches and meta modeling platforms [5,15,28,44].
In the enterprise modeling community especially Eclipse EMF [50], ADOxx [16]
and MetaEdit+ [51] gained popularity.

Different approaches have been proposed aiming at guiding the engineer-
ing of a modeling method. Based on our study, the two most commonly used
in the enterprise modeling community seem to be: the Agile Modeling Method
Engineering (AMME) approach, proposed by [32,33] and further extended, e.g.,
by [13,14], and the approach of Frank [18,20]. When it comes to the Frank’s
approach, the proposed method is meta modeling language and meta modeling
platform independent, and encompasses seven main steps (including feedback-
loops): (1) clarification of scope and purpose, (2) analysis of generic require-
ments, (3) analysis of specific requirements, (4) language specification, (5) design
of graphical notation, (6) development of modeling tool, and (7) evaluation
and refinement. In addition, for each step a corresponding micro-process and
information on participants, input, risks and results are also provided. In turn,
the AMME approach, often used together with the meta modeling environment
ADOxx [16], as presented in [14] and based, among others, on [16,35], encom-
passes the following phases (also including feedback loops): (1) create, i.e., inves-
tigation of the system under study, scenarios and requirements, (2) design, i.e.,
specification of a modeling language and mechanisms/algorithms, (3) formalize,
i.e., formalization of the specification of the modeling language for the needs of
its implementation, (4) develop, i.e., implementation of the modeling method
in a meta modeling environment, and (5) deploy, i.e., creation of a stand-alone
application and its distribution.

Although both approaches focus on the full spectrum of a modeling method
design, they seem to have different foci. While the AMME approach and its
further extensions emphasize the need to be agile, as well as the formalize phase
being supported by the proposed meta modeling environment, the distinguished
phases have been defined predominantly on a high level, and some of the phases
are only detailed in later publications (e.g., the create phase [34]). When it comes
to the V&V mechanisms, evaluating acceptance and various quality criteria are
explicitly mentioned in the deploy phase, as well as within produce-use cycles,
cf. [33], however without providing additional details. Yet, additional mecha-
nisms may be found in other works. For instance [14] focused on the create
and design phases of AMME and proposed a modeling method called “Model-
ing Method Design Environment” (MMDE). The mechanisms and algorithms
of MMDE include transformation of models in RDF format with the motiva-
tion, among others, to enable validation of meta models using semantic web
technologies. In addition, in [34] a modeling method called CoChaCo (Concept-
Characteristic-Connector) has been proposed, that among others ensures better
traceability of the requirements and their validation in the create process.

Compared to AMME, Frank’s approach is more detailed. Although Frank’s
method places less emphasis on formalization and the role of tooling, it offers an
extensive set of guidelines and hints regarding the language design. Moreover, for
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Fig. 1. A DSMM design approach with a focus on V&V techniques across the design
life-cycle

all phases additional aspects are discussed like required inputs, involved stake-
holders, and risks. The need for evaluation of developed artifacts is explicitly
accounted for within micro-steps. Nevertheless, specific evaluation methods are
only selectively described. For instance, Frank’s method includes, on the one
hand, activities such as creation of collection of test cases, checking the DSML
against requirements, and an analysis of current practice or effects of the DSML’s
use. However, on the other hand, using formal methods to verify the correctness
of a model, being of interest in this paper, are not considered in further detail.

3 Validation and Verification in Enterprise Modeling
Method Life-Cycle

The different DSMM engineering approaches discussed in the previous section,
do not consider validation and verification as first-class citizens in the engineer-
ing process. Yet, as also argued by [4,39,42], a suitable modeling method is a
prerequisite to ensuring V&V of enterprise models. Therefore, in the following
we first integrate two well-established and still complementary approaches to
DSMM engineering, namely the AMME approach and Frank’s approach. There-
after, we systematically embed validation and verification techniques to address
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syntactic, semantic and pragmatic qualities of both the DSMM and models built
using it. Doing so, we benefit from our experiences in designing domain specific
modeling methods, application of those, as well as experiences and examples
reported in literature.

We conceptualize the integrated DSMM engineering approach in Fig. 1, where
the phases are mainly taken from the AMME approach, while being enriched
with steps taken from the Frank’s approach. We argue that in addition to a
sequence of (modeling) steps, each phase also involves critical validation and
verification activities, and depending on the result of the verification/validation,
corresponding decision/action activities. In the following, we zoom into each
phase and focus on the V&V aspect. More specifically, after a brief introduction
of modeling activities in each phase, we mainly investigate the artifacts to be
validated, types of quality of interest, goals and scopes of V&V, actors performing
V&V activities, and exemplary techniques (see Tables 1, 2, 3, 4 and 5 for a
summary).

Create. This phase can be roughly characterized as “early-phase requirements
engineering” for DSMM engineering, in the sense that one elicits the purposes,
analysis scenarios, and requirements to be fulfilled, which guide the later design
decision of the DSMM.

Typical Activities: the activities of the create phase include a clarification of the
scope and purpose, which the DSMM is supposed to fulfill, as well as an analysis
of the (specific) requirements. Additionally, one inventories domain vocabulary,
in terms of a reconstruction of the professional terminology.

V&V Support: in the create phase, validation takes center stage. On the one
hand, we need to ensure that the modeling method being engineered corresponds
to the exact needs of actors. On the other hand, we also need to demonstrate that
concepts in the modeling language constitute a reasonable representation of the
domain at hand. Note that in this phase, validation mechanisms are mainly of
an informal character, pertaining mostly to requirements elicitation techniques
with stakeholder involvement.

To ensure a fit to the needs for the modeling method, there exist a variety
of requirements engineering techniques, ranging from goal-oriented requirements
engineering to scenario analysis [46]. Some of them have been employed in the
context of DSML design. For example, [9] employed goal-oriented requirements
engineering to ensure a fit between a DSML’s expressiveness and the actor goals
the DSML is supposed to achieve, while [49, pp. 36–37] and [20, pp. 11–12] pro-
posed the use of domain scenarios and stating analysis questions in analyzing spe-
cific requirements for the DS(M)L at hand. Moreover, for DSMLs specifically, [20,
pp. 11–12] also recommended the creation of mock-up diagrams to, already in an
early phase, gain a further feedback on the language to be designed, based upon
potential, drafty diagrams created with it. In this context, CoChaCo (Concept-
Characteristic-Connector) and CoChaCo4ADOxx mentioned earlier may also be
used to support requirements gathering, domain knowledge acquisition, concept
identification and decomposition, concept selection and mapping, and for the
definition of modeling method building blocks [34].
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Table 1. V&V in the create phase

Artifact Quality Goals and scope Actor V& VApproach

Goals and main

assumptions,

application and use

scenarios, mock-up

diagrams,

requirements, glossary

of domain concepts

Semantic

and

pragmatic

Validation of the

content of the

artifacts developed

and the extent to

which their

correspondent with

the domain,

expectation of clients

and users etc.; Goal:

Refining the created

artifacts in-line with

the feedback obtained

Domain experts,

users, clients, business

analysts

Workshops and

interviews with

the corresponding

actors, interactive

sessions, using

techniques such as

scenario analysis,

repertory grid,

and semantic

differential.

Validation against

documents

available or

available domain

description

To ensure that the concepts used in the DSMM constitute a reasonable rep-
resentation of the domain, it is important to ensure validation of the domain
vocabulary of the DSML. This validation includes a confrontation of the devel-
oped domain vocabulary against documents typical to the domain at hand, or
generally speaking corpora of domain concepts [20,41]. Moreover, it is also vital
to receive a feedback on used domain concepts from the prospective end users
themselves. Especially interesting in this regard, is to gain an insight into the
“personal semantics” [41] of prospective end users, i.e., the semantics end users
associate with a concept based upon their experiences with past instances of
that concept [26]. Such personal semantics of end users can deviate from those
specified in the domain vocabulary, and a lack of awareness of this may lead to
considerable issues in the use of a DSML [41]. To gain an impression of such
personal concept interpretations, [41] suggested the use of repertory grids and
semantic differential studies to elicit the characteristics end users associated with
concepts.

Design. In this phase, one specifies core constituents of the DSMM’s language
specification, in terms of its abstract syntax and corresponding semantics. Also,
one specifies the visual notation.

Typical Activities: design a language specification (in terms of the abstract syn-
tax and its associated semantics), design a draft visual notation.

V&V Support: like in the create phase, the design phase emphasizes validation,
and it is likewise done mostly in an informal manner. In the design phase, vali-
dation concerns the shaping of the language specification, especially in terms of
deciding what concepts and relations will be part of it. Also one can decide on
the ontological foundation of DSML concepts. Finally, one should validate the
visual notation.

Concerning shaping of the language specification one can employ guidelines
for the design and assessment for both DSL design generally [36] and DSML
design specifically [20, pp. 14–17]. Particularly, for the design phase such guide-
lines allow one to, for a given set of candidate concepts, decide upon its inclusion
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Table 2. V&V in the design phase

Artifact Quality Goals and Scope Actor V&VApproach

Guidelines for

abstract syntax

design and

assessment,

foundational

ontologies,

guidelines for visual

notation design and

assessment, glossary

of domain concepts

Syntactic,

semantic

and

pragmatic

Ensure validation of

the content of the

key language

specification

constituencies in

terms of it being a

reasonable reflection

of, both, the domain

concepts at hand

(when it comes to

the abstract

syntax), and the

development of a

suitable visual

notation

Domain

experts,

language

users,

DSML

designer

Workshops and

interviews, in

addition to

conceptual-

argumentative work

(as it pertains to

consistency checks,

e.g., as with the use

of foundational

ontologies)

in the DSMM being engineered. To this end relevant guidelines include ensuring
relevance, pertaining to what extent a candidate concept is relevant to the stated
purpose of the DSML, and having invariant semantics (also termed “avoid con-
ceptual redundancy” by [36]), pertaining to a candidate concept having its own
essential meaning which sets it apart from other concepts.

It is also possible to validate a language specification against a foundational
ontology, with the aim of assessing the semantics of the concepts standing behind
a DSMM. Thus, one can address potential ambiguities of interpretations of these
semantics. Foundational ontologies have for example been used for assessing sev-
eral of the ArchiMate extensions [2,3], and the DEMO transaction patterns [47].
For example, [2, p. 29] pointed out that the “stakeholder” concept from the moti-
vation extension of ArchiMate can have a manifold interpretations, encompass-
ing both agent universals and roles, while one would ideally like to distinguish
between these interpretations.

Concerning validation of the (draft) visual notation, a well-known means
for validating the visual notation are the guidelines proposed in the Physics of
Notation (PoN) [43]. PoN also has various adaptations. For example, building on
PoN’s notion of semantic transparency, i.e., the extent to which the visualization
of a concept suggests its meaning, the work of [6] presented an approach for
evaluating and improving the semantic transparency of concept notations.

Formalize. This phase concerns the application of formal methods to formalize
the design of the DSMM in order to enable its formal verification and validation.

Typical Activities: language specification (which typically consists of a meta
model specification and a set of well-formedness rules) is defined in terms of
mathematical notations. Such mathematical notations include set theory, first-
order logic, or algebra. In practice, this can be achieved by implementing a
prototype of the language specification using a meta modeling platform that has
a formal foundation. For example, the ADOxx platform is based on the FDMM
formalism which describes the core constituents of ADOxx meta models in terms
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of set theory and first order logic statements [17]. The Lightning Language Work-
bench [21,24] is another example of a DSML engineering platform with a formal
foundation. In Lightning, language specification and concrete syntax design are
both implemented as Alloy models [29], and their connection in terms of an F-
Alloy model transformation [23]. The implementation is then executed by the
Alloy Analyzer and the F-Alloy Interpreter to generate instance models of the
language (as it is designed), and to render the generated models in a domain
specific visualisation [22]. Here, the visualized models adhere to the design of
the visual notation.

V&V Support: this phase is dedicated to the validation and verification of the
DSMM. Firstly, mathematical proofs or verification can be run on the formal lan-
guage specification, in order to analyze properties of the DSML, to detect errors
in the language specification or inconsistency among well-formedness rules, or to
simulate the formal semantics of the language. Taking the Alloy-based Lightning
language workbench for example, the following two verification scenarios can be
envisioned: (1) To check if the language (as it is designed) has a property P, we
can wrap P in the form of an assertion and check it against the Alloy model,
which is the formal counterpart of the language specification. In case a counter-
example is found by the Alloy Analyzer, this counter-example constitutes an
instance of the language for which the property is violated. The parts of the
instance that violate the property are also indicated to make debugging easier;
(2) Errors in the language specification, such as inconsistent type constraints,
or a conflict between two well-formedness rules, will be signaled by the fact that
no instances can be generated from the language specification (as it is designed
currently). The first type of verification scenario can be exploited to ensure that
semantic qualities are respected, such as the necessary amount of information
(in terms of concepts and relations) is captured, and to ensure that domain rules
or standards are respected. During the second type of verification scenario, we
check the integrity of the DSML itself. Note that formal method based verifica-
tion is often fully automated and offers more rigor and thorough checking of the
language specification than any human checking could do.

Secondly, example instance models generated from the specification of the
modeling language (as it is designed so far) enable validation of both semantic
and pragmatic qualities. On the semantic side, these example models basically
constitute the extensional definition of the language. Omissions (e.g., missing
well-formedness rules), excess (e.g., unnecessary concepts), or mismatching (e.g.,
a relation between wrong types of concepts) can be detected by simply review-
ing these example models. The reviewing activity is further enhanced when the
example models are visualized in a domain specific notation, because exam-
ple models foster understanding for domain experts and non-technical users.
Hence, these stakeholders will be able to pinpoint errors. Moreover, the domain-
specific notation used to visualize example models is indeed the notation which
is required by users in the Create phase, and which has been defined and agreed
upon among the stakeholders during the Design phase (using the discussed val-
idation techniques of said phase). As such, seeing the visual notation applied to
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Table 3. V&V in the formalize phase

Artifact Quality Goals and scope Actor V&VApproach

Formal language

specification,

generated instance

models

Semantic quality

and pragmatic

quality

Ensuring

semantic

soundness and

completeness;

ensuring fitness

of the concrete

syntax

Domain expert,

user, and

language

engineer

Formal

verification,

reviewing

concrete examples also allows the users validate the fitness of the notation itself,
being one kind of pragmatic quality.

Develop. Based on the DSMM definition that has been designed, formalized,
verified and validated in previous phases, this phase concerns the implementation
of a modeling tool to enable modeling activities with the DSMM.

Typical Activities: Among others, the modeling tool typically consists of a graph-
ical editor (to support different diagram types to model different subsets of
concepts and relationships), validation mechanisms (to ensure syntactic validity
of models and to ensure consistency across different diagrams), and provides
import/export functions (to ensure interoperation with external tools). As a
consequence, typical activities during this phase amount to realizing all these
components of the modeling tool, manually, automatically, or in a hybrid man-
ner.

V&V Support : After several iterations of the previous phases, we arrive at a
formally verified and user validated specification of the DSMM, with the desired
syntactic, semantic, and pragmatic qualities. It is thus crucial in this phase to
preserve these qualities of the DSMM (and subsequently to ensure these quali-
ties of models that can be built with the modeling method), by demonstrating
that the modeling tool produced in this phase indeed respects the specification.
Given that the modeling tool is a piece of software, one can leverage software
verification techniques, such as software testing, formal verification [48] (i.e.,
to formally demonstrate that a program satisfies a formal specification), and
program derivation [11,12,27]1.

The validation mechanisms implemented in the modeling tool ensure syn-
tactic validity of models created using the modeling tool. This can be achieved
either in a preventive manner or through checking. A preventive manner forbids
syntactically incorrect models to be created at all in the first place. For exam-
ple, prevention can be achieved by means of auto-completion of integral miss-
ing elements, or disallowing relating two type incompatible instances. Syntactic
validity can also be achieved by checking the models against well-formedness
constraints after models are created. Moreover, validation mechanisms should
1 Program derivation means to derive an executable program from a formal spec-
ification through mathematical means. The program thus obtained is correct by
construction.
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Table 4. V&V in the develop phase

Artifact Quality Goals and Scope Actor V&VApproach

Modeling tool Syntactic

quality, semantic

quality and

pragmatic

quality

To preserve the

semantic and

pragmatic qualities

that have already

been achieved in

previous phases

Software

developer,

language

engineer, user

Software testing,

formal

verification,

program

derivation

ensure coherence between (parts of) models that are obtained either by vertical
refinement (e.g., decomposition of a business process into sub-processes, or the
internal description of an organizational unit), or by horizontal refinement (e.g.,
two diagrams describing the same phenomenon but from different views, or the
same organization but from different perspectives).

Many meta modeling platforms, such as ADOxx, MetaEdit+, or
EMF+Sirius, come with generic configurable components ready to be reused
for the implementation of the basic functions of the modeling tool, such as the
graphical editor. However, when it comes to reusable algorithms or procedures
for validation mechanisms, more support is still desired, for example by capital-
ising on formal methods, as suggested in [37].

Deploy. Within the deploy phase the systematic evaluation of the modeling
tool, and thus, also the proposed modeling method takes place. If needed, the
revision of the modeling tool, or parts of the modeling method follows, cf. Fig. 1.

Typical Activities: in this phase one evaluates the modeling tool supporting the
designed domain-specific modeling method regarding, both, (1) its capabilities
and extent to which the requirements formulated in the first phase are fulfilled,
and (2) the contribution of the designed domain-specific modeling method, com-
pared to the current situation, to improving productivity or quality of the tar-
geted class of problems, [18, pp. 57–58], e.g., whether the domain-specific mod-
eling method allows us to address the targeted problem/finding the solution by
using less resources (such as requiring less time).

V&V Support: in this phase one focuses on the informal evaluation of the mod-
eling tool and the modeling method, thus relying on subjective experience of
modelers. By using the tool to solve targeted problems, i.e., using the tool in
practice, the users evaluate mainly the pragmatic quality, nevertheless, they may
also identify syntactic or semantic concerns. Apart from checking whether cre-
ated models constitute a reasonable representation of the domain under study,
and whether the requirements specified are accounted for, this phase enables
also the detailed analysis of the modeling method using practical use scenarios.
Following [18], this allows to compare current practice against the use of domain-
specific modeling method in order to check, e.g., learning effort, productivity or
quality of the solution and documentation. In addition, a comparative analysis
of utility and costs can also be conducted in this phase [18, p. 58].
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Table 5. V&V in the deploy phase

Artifact Quality Goals and scope Actor V&V Approach

Modeling

method and

supporting tool

Pragmatic, semantic

and syntactic

quality

A comparative

assessment of

current practice and

effects of using the

modeling method on

problem

solving/analysis

Domain

Experts,

Users

Informal

evaluation using

use scenarios,

workshops with

domain experts,

controlled

experiments and

walk-through

4 Conclusions

To foster valid enterprise models, in this paper we promoted validation and verifi-
cation to first-class citizens during the engineering of a domain-specific modeling
method. To this end we synthesized existing approaches to engineer a domain-
specific modeling method, and discussed the validation and verification mecha-
nisms and their roles in different phases of DSMM engineering. In our discussion,
we explicitly differentiated between the syntactic, semantic and pragmatic qual-
ity of DSMM’s artifacts, as well as stress the role of meta modeling platforms
and other language engineering workbenches in the validation and verification
process.

Due to space restrictions, we do not provide a detailed discussion on the
resulting requirements that meta modeling platforms or language engineering
workbenches should fulfill, in order to provide a desired support to engineer
domain-specific modeling methods in line with the validation and verification
discussions presented in this paper. However, considering the arguments we have
raised, availability of such requirements would be necessary in order to be able to
answer the question: To what extent existing tools/platforms enable validation
and verification in the domain of enterprise modeling? Our initial study clearly
indicates that while support for the specification and checking of cardinality
constraints and typing constraints is provided by most of the platforms, the
support for other types of V&V varies substantially. For future work, it would
thus be interesting to systematically derive requirements using this paper as a
baseline, and to confront different meta modeling platforms against these.
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31. Johnson, P., Lagerström, R., Närman, P., Simonsson, M.: Enterprise architecture
analysis with extended influence diagrams. Inf. Syst. Front. 9(2–3), 163–180 (2007)

32. Karagiannis, D.: Agile modeling method engineering. In: Karanikolas, N.N., et al.
(eds.) Proceedings of the 19th Panhellenic Conference on Informatics, PCI 2015,
Athens, Greece, October 1–3, 2015, pp. 5–10. ACM (2015)

33. Karagiannis, D.: Conceptual modelling methods: the AMME agile engineering app-
roach. In: Silaghi, G.C., Buchmann, R.A., Boja, C. (eds.) IE 2016. LNBIP, vol. 273,
pp. 3–19. Springer, Cham (2018). https://doi.org/10.1007/978-3-319-73459-0 1

34. Karagiannis, D., Burzynski, P., Utz, W., Buchmann, R.A.: A metamodeling app-
roach to support the engineering of modeling method requirements. In: Damian,
D.E., Perini, A., Lee, S. (eds.) 27th IEEE International Requirements Engineer-
ing Conference, RE 2019, Jeju Island, Korea (South), 23–27 September, 2019, pp.
199–210. IEEE (2019)
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Abstract. Digital Business Ecosystem (DBE) supports organizations to combine
their expertise in a novel collaborative network through information and commu-
nications technology. Despite its beneficial aspects, a DBE is intricate and difficult
to manage due to the dependent interactions and interrelationships among actors.
Modelling, as a proven way to deal with complex problems in organisational set-
tings, can support the capturing and documenting of a DBE. This can enhance the
level of abstraction of the DBE to aid the analysis and decision-making. However,
current scientific literature shows a lack ofmethodological guidance formodelling
in support of the analysis, design, and management of DBEs. Hence, in this study,
we have proposed a foundation for a DBE design, analysis, and management
method based on Situational Method Engineering (SME). Using the requirements
empirically collected from a number of industrial practitioners and experts, the
main concepts and intentions relevant to DBE design, analysis and management
were defined. Based on them, using the SME approach, we modelled and pre-
sented several method process parts that layout fulfilment of the intentions for the
concepts’ development using different, situation-related, strategies (i.e. method
chunks).

Keywords: Digital Business Ecosystem ·Method engineering ·Method chunks

1 Introduction

Digital Business Ecosystem (DBE) is a notion based on Moore’s concept of Business
ecosystem which supports evolution and co-evolution in a complex system involving
organisations and individuals of an economic community [1]. In the context of aDBE, as a
new type of a collaborative network among organisations, the participating organisations
and individual actors cooperate for product and service delivery or utilization through
the support of information and communications technology (ICT).

A DBE, as compared to traditional multi-actor business models, possesses some
unique characteristics, including heterogeneity, symbiosis, co-evolution, and self-
organisation, which enables it to incorporate different business domains and diverse
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interests in its digital environment [2, 3]. These unique characteristics make DBE a
highly-valued novel collaborative approach for organisations to, by engaging business
capabilities across the involved actors, meet each of their goals and to leverage the
offered and desired resources among the actors.

Despite the beneficial aspect of being part of a DBE, many correlated or dependent
interactions and interrelationships among the involved actors often lead to complexity
and, in turns, difficulties related tomanagement [4].Conceptualmodelling andEnterprise
Modelling allow capturing and documenting a specific domain and enhancing the level
of abstraction of the domain for analysis and decision making. The modelling approach
has proven to be useful in dealing with complex problems in organisational settings [5].
However, current scientific research suggested that there is a lack of means of model
development, analysis, measurement, and management supporting DBEs [3, 6]. An
ongoing systematic literature review, conducted by the authors, reveals also a need for
a holistic modelling method which provides explicit guidance on the analysis, design,
and management of DBEs. To address this need, an interview study [7]was conducted
to understand DBEs from viewpoints of industrial practitioners and experts and elicit
requirements for a DBE design and modelling method as a part of an ongoing design
science research project.

In this study, to continue the line of work of our previous studies, and as a part of
the design science research project, we aim to explore the possibility of classifying and
aggregating the elicited requirements concerning DBE design [7] into a methodological
approach, based onMethod Engineering (ME) [8].

The rest of this paper is organized as follows. Section 2 gives background on the
current research in DBE modelling,Method Engineering (ME) and Situational Method
Engineering (SME), and DBE roles and responsibilities. In Sect. 3, results of the appli-
cation of SME to the requirements are presented together with the examples of the DBE
method process. Section 4 provides a discussion on the findings, while Sect. 5 briefly
concludes the study and outlines future work.

2 Related Work

2.1 State of the Art – DBE Design and Modelling Method

Using a modelling method as an approach, which aims to reduce complex domains
through abstraction, can be an appropriate way for describing DBEs and addressing
their complexity. Nevertheless, the current state of the art suggests that the area of
DBE design and modelling methods lacks holistic yet feasible solutions that address the
multiple aspects of a DBE and support the design and management of a DBE throughout
its lifecycle.

This topic has been investigated in an ongoing systematic literature review, where
3509 studies were screened and 63 included in the analysis. The review has, so far,
revealed that few scientific studies proposed a comprehensive conceptual modelling
method for DBEs, consisting of a modelling language and guidelines or procedures for
modelling DBEs. Modelling procedures of the proposed methods suggested by the anal-
ysed studies were scarce. Moreover, many of the analysed studies did not include some
important concepts concerning DBEs in their modelling language constructs; resources
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and capabilities are some of such examples. Aldea’s [9] study successfully included
more essential concepts (actor, role, capability, relationship, and digital component), but
method for their design and analysis were not elaborated. A few examples of studies that
suggested a more comprehensive method were theMethodology of Business Ecosystem
Network Analysis (MOBENA) in [10], the methodology for modelling interdependen-
cies between partners in a DBE in [4], and the approach for modelling and analysing
DBEs from the value perspective in [9]; still, none of them have proposed a complete
method encompassing all relevant concepts, nor the methods considered both design,
analysis and management of DBE.

2.2 Situational Method Engineering

Method Engineering, and in particular Situational Method Engineering (SME) [8], pro-
vides theory and guidance to support the construction of methods that are situation-
specific, adaptable, and configurable.Akey feature of SME is themodularity of amethod,
which its definition varies from one SME approach to another in terms of method build-
ing blocks. As proposed in [11, 12], method chunks can be seen as method building
blocks for a SME approach. A method chunk is an autonomous part of a method includ-
ing its process and product elements. The process defines the activity of the method,
whereas the product, with the help of a metamodel, formally defines the artefacts to be
used and produced by the method chunk process. In addition, the method chunk user
roles and supporting tools can be defined.

The composition of method chunks for the construction of a new method is based
on the Map approach [7]. This approach is used to express the process model of the
method in terms of engineering intentions (i.e., the engineering goal) and strategies to
achieve the intentions. As one or more strategies can be defined to achieve an intention,
the specification and implementation of the method are ensured to have a higher level
of variability and flexibility. The process model takes the form of a labelled directed
graph with intentions as nodes and strategies as edges between intentions. Each strategy
in the map requires one or more method chunks specifying how to achieve the target
intention by using the selected strategy. The Map approach provides method extension
mechanisms as the adding of new strategies and new intentions leads to new method
chunks.

In this study,we consider the SMEapproach usingmethod chunks asmethod building
blocks. Typically, SME relies on existingmethods to facilitate design of situation-related
method chunks when such a method does not exist, the focus is set on the product to be
designed, i.e., DBE in this case. Main product elements are then used as the concepts for
the method construction for guiding the Map in order to establish the method process
[11]. Concerning the “situational” of the SME, we argue that the dynamics occurring in
the context of a DBE are the situations being considered while applying the situational
method. The contexts of DBEs concern specific domains, whereas the dynamic issues
in the context of a DBE are situational.
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2.3 Multi-view Modelling Methods

Multi-viewormulti-perspectivemodelling approaches have had a long tradition in differ-
ent application domains [13]. These approaches allow the representation of the different
aspects or facets of a system through the use of different types of models or modelling
languages. An example is the multi-perspective enterprise modelling (MEMO) [14],
in which the author emphasised the different levels of perspectives and aspects being
accounted for in an enterprise model while analysing and designing a system. In [15,
16], the authors looked further into the consistency between the different representations
of models in multi-view modelling approaches and suggested a method for preserving
consistency.

The idea of multi-viewmodelling approaches does not contradict the SME approach
applied to the current study, where the method chunks support the modelling of different
concepts in different situations concerning dynamic issues in DBEs and its process.
In the concrete, the modelling views or perspectives known in multi-view modelling
approaches could support the method chunks of SME, especially in structuring the
product elements. Since the modelling views or perspectives are usually represented by
different types of models, the approach could be jointly used in the situational method
engineering process when defining the artefacts/modelling languages/types of models
to be used, meaning the product elements of method chunks, during the creation of a
new method.

2.4 DBE Roles and Responsibilities

Eight DBE roles and their corresponding responsibilities were proposed in [17] by
synthesising existing scientific studies on the topic. A Driver has the characteristics of
guiding and looking over all actors within an ecosystem, with responsibilities, such as
setting up a common vision for all DBE actors, improving the overall health of a DBE,
and collecting and raising end users’ events and feedback. An Aggregator aggregates
and combines multiple resources in a DBE into products and services without having
the responsibility of leading a whole ecosystem and its involved actors. A Modular
Producer pertains to the development of capabilities and offering of resources, such
as products, services, technologies, knowledge, financial funding, etc., in a specialised
domain within a DBE. A Complementor develops also capabilities and creates values
in a specialised domain. However, its offerings are complements, often bundled by end
users, that add extra value to the core resources of a DBE. A Customer is the beneficiary
of a DBE’s efforts and the sources of revenue as they pay for resources, whereas an End
User consumes resources based on specific needs and provide feedback to other DBE
actors. AGovernor governs actors within a DBE by providing and/or defining normative
contexts, such as standards, laws, policies, guidelines, norms, and ethics, related to the
business concern of the DBE. A Reputation Guardian surveys and assesses DBE actors’
trustworthiness, reliability, solvency, and worthiness.

These roles are of significance and serve as underlying knowledge for the method
engineering process of the DBE method and starting points for some of the strategies in
the DBE method application process (illustrated as examples in Sect. 3.3).
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3 A Foundation for the Method Engineering Process for DBE
Design, Analysis, and Management

3.1 Problem Context

The current studywas based on the foundation of a previous study [7],where 11 industrial
practitioners and experts from different business domains were interviewed to explore
and understandDBEs,with the purpose of eliciting requirements for developing a holistic
method for designing and modelling DBEs. The empirical data led to 30 requirements
(as shown in Table 1) encompassing the essential concepts concerning DBEs.

Due to the lack of a holistic DBE design and modelling method, we applied SME
with a product-driven approach [12] to identify intentions related to the product parts
and thus construct the method process in the current study. This approach means that the
essential concepts in the requirements for DBE design, analysis, and management from
[7] were used as the main concepts or artefacts (i.e., product parts) in order to facilitate
the intentions of the process (similar as the Map as mentioned in Sect. 2.2) of the DBE
method that need to be constructed.

3.2 Identification of Main Concepts

In [7], we collected empirical data through interviews and conducted a thematic anal-
ysis on the data. Two themes, seven categories, and 25 codes emerged from the data
analysis, which led to the elicitation of the requirements for a DBE design, analysis, and
management method. Deriving from these requirements, 22 main concepts were used to
drive the method engineering of the DBE method as products parts.

The 22 main concepts (shown in italic) correlated to the codes of the thematic anal-
ysis in [REF – accepted for a conference proceeding (BIR2021)] are described in the
following. Scope of a DBE concerns business activities and value of the DBE based on
its vision, whereas boundaries determine which actors are part of the DBE. Vision is a
collection of goals on a strategic level. Based on this difference, both goal and vision
are equally important artefacts in the context of DBE considering the multiple actors
involved. Actors are organisations or individuals who take part in a DBE and establish
relationships with each other. Each actor has specific role(s) and corresponding respon-
sibilities. These DBE roles are defined in [17], including Driver, Aggregator, Modular
Producer, Complementor, Customer, End User, Governor, and Reputation Guardian (c.f.
[18] for the defined DBE roles and their responsibilities). Each actor has also its domain
specific focus area and interests, properties related to performance, and key performance
indicators (KPIs). Within a DBE, relevant processes, capabilities, resources, and values
of participating actors are shared and exchanged, which contributes to the functioning
and sustaining of the DBE. Digital infrastructures and communication channels shared
and used between actors constitute the digital environment of a DBE, where commu-
nication form(s) agreed by the actors and agreement(s) about exchanged information
between them are fundamental. Policies are usually rules that are made by companies,
organizations, groups, or governments in order to carry out a plan and achieve certain
aims and goals. In the context of a DBE, there could be external policies to which the
DBE needs to adhere, but also but also internal policies in the DBE to which the actors
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need to adhere. Regulations are distinguishable from policy in a way that they are often
made and imposed by public agencies as restrictions, with the effect of law, on activities
within a community [19].

3.3 Identification of Intentions

Table 1 shows the 32 intentions relevant to the DBE method being identified based on
the main concepts in the 30 requirements. These intentions, or so-called engineering
intentions, according to ME, are used as the starting point for constructing process maps
and as the composition of method chunks. Note that six requirements, R3, R4, R9, R12,
R19, and R20, do not lead to identification of intentions but are considered constraints
of the DBE method.

Table 1. Requirements and ME Intentions for the DBE method

Requirement Intention

R1. The method shall aid the process of
delimiting scope and boundaries of a DBE.

I1. Delimit scope and boundaries

R2. The method shall support assignment of
DBE roles and responsibilities to actors.

I2. Identify actors

R5. The method shall support modelling of
communication channels among actors.

I3. Identify communication channels used in
DBE

R6. The method shall support modelling of
commonly agreed form of communication
among actors.

I4. Identify agreed communication forms in
DBE

R7. The method shall support analysis of an
actor’s relevant part of a DBE.

I5. Analyse DBE’s scope and boundaries from
single actor’s viewpoint

R8. The method shall support analysis of
relationships and types of relationships among
actors.

I6. Identify relationships (type) between actors

I7. Analyse DBE’s relationship network

R10. The method shall support modelling of
actors’ processes, capabilities, and resources
on a DBE level.

I8. Identify processes of actors relevant for
DBE

I9. Identify capabilities of actors relevant for
DBE

I10. Identify resources of actors relevant for
DBE

R11. The method shall be able to integrate
actors’ processes and streamline the overall
process on a DBE level.

I11. Analyse possible integration of processes
in DBE

(continued)
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Table 1. (continued)

Requirement Intention

R13. The method shall support modelling of
values within a DBE.

I12. Identify relevant exchanged values in
DBE

R14. The method shall support analysis of
existing and future co-created values among
actors.

I13. Analyse possible co-created values in
future state of DBE

R15. The method shall support modelling of
digital infrastructures within a DBE.

I14. Identify digital infrastructures shared in
DBE

R16. The method shall support analysis of
existing and future innovation created by
shared infrastructures among actors.

I15. Analyse possible new innovation based on
shared infrastructures in future state of DBE

R17. The method shall support modelling of
policies and regulations within a DBE.

I16. Identify policies relevant for actors and
DBE

I17. Identify regulations relevant for actors
and DBE

R18. The method shall support analysis of
coverage of policies and regulations.

I18. Analyse coverage of policies and
regulations on all actors

R21. The method should support identification
of possible changes by obtaining relevant
data.

I19. Identify possible changes occurring in
and to DBE (by analyse external context data
and relevant data of DBE actors)

R22. The method should support analysing of
future state of a DBE when involving new
actors.

I20. Analyse DBE’s future state upon new
actor join (concerning all other groups)

R23. The method shall support analysis of
shareable and interchangeable capabilities
and resources.

I21. Analyse properties of capabilities and
their interchangeability

I22. Analyse properties of resources and their
interchangeability

R24. The method shall be able to show the
agreement on what information and data are
shared among actors.

I23. Identify information shared in DBE

R25. The method shall support modelling
types of information exchanged and shared
among actors.

R26. The method shall support alignment of
vision and goals among actors.

I24. Align actors’ visions in DBE

I25. Align actors’ goals in DBE

(continued)
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Table 1. (continued)

Requirement Intention

R27. The method shall support management
based on actors’ domain specific focus areas
and interests.

I26. Identify actors’ domain specific activities,
competences, and skills relevant for DBE

I27. Manage DBE based on selected domain
catalogues of actors’ activities, competences,
and skills

R28. The method shall support management
and monitoring of various levels of processes
and monitoring of the overall process at a
DBE level.

I28. Monitor integrated DBE processes

R29. The method shall support monitoring of
actors’ KPIs and indicators.

I29. Identify KPIs and indicators of actors
relevant for DBE

I30. Monitor KPIs and indicators of DBE
(based on goals and vision)

R30. The method shall support analysis of
various data concerning actors’ properties
and performance.

I31. Identify relevant properties related to
actors’ performance in DBE

I32. Analyse new actors’ fitness and
qualification in joining DBE based on
properties (and performance)

R3. The method shall support inclusion of
actors regardless of geographical locations.

n/a; constraints

R4. The method shall support exposure of a
DBE regardless of its geographical location.

n/a; constraints

R9. The method shall support the means and
requirements for the accession to a DBE.

n/a; constraints

R12. The method shall support exposure of
collaborating processes, capabilities, and
resources among actors.

n/a; constraints

R19. The method shall be agile in order to
support the dynamics of a DBE and fast
decision-making withing the DBE.

n/a; constraints

R20. The method shall support an expandable
knowledge base of the DBE framework and
roles.

n/a; constraints

3.4 Examples of the DBE Method Process

Using theMap approach (c.f. Sect. 2.2 and [7]), the processmodel of the DBEmethod, in
terms of engineering intentions and different, situation-related, strategies to achieve the
intentions, has been developed. Based on the entire set of intentions, a holistic process
for the DBE method is aimed to be built. In this section, a few examples of parts of the
process are defined and explained. The presented examples of the DBE method process,
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consisting of intentions and strategies, show also the dependencies between some of
these intentions in different situations.

The green ellipses in the following figures represent the intentions and the arrows
connecting them are the strategies used to achieve them. It is important to mention
that theModelling (update, complement, modify) strategy concerns the reuse of existing
models of single actors, meaning that DBE actors’ existing models shall be updated,
complemented, and modified in line with the required information relevant in the DBE
context.

Fig. 1. DBE method process part (aka “map”) for identifying the scope, boundaries, visions, and
goals concepts of a DBE

Figure 1 shows the process of delimiting scope and boundaries and aligning actors’
visions and goals in a DBE. The dependencies between I1 Delimit scope and boundaries,
I24 Align actors’ visions in DBE, and I25 Align actors’ goals in DBE are established
since the delimitation of the scope and boundaries of a DBE is often based on the overall
vision of the DBE and the alignment of visions and goals should cohere with each other.
To start with, two strategies can be used to achieve I1, either conducting a preliminary
goal modelling or carrying out interviews and negotiation with the core actors of a
DBE. After defining the scope and boundaries (moving from I1 to I24), two strategies
can facilitate the alignment of actors’ visions by basing on either the integrated DBE
vision or the DBE role Driver’s vision. The alignment is carried out using the modelling
strategy, which could be supported by existing methods, such as 4EM [20] and i* [21].
By reviewing the models, mismatches can be identified and assist the refinement of the
defined scope and boundaries of the DBE. Once the visions are aligned (moving from
I24 to I25),DBE role-based alignment strategy can be applied to align actors’ goals. This
is described preliminary in [22] on a Driver’s viewpoint based on DBE resilience, but
shall be applicable for all DBE roles. The alignment of goals is also carried out using the
modelling strategy, which could be supported by similar methods as mentioned before.
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Fig. 2. DBE method process part for identifying the actor, relationship, and KPI concepts of a
DBE

Figure 2 shows the process of identifying actors and their relationships and relevant
KPIs. To start with, two strategies can be used to achieve I2 Identify actors. By aDriver-
first DBE role-based discovery strategy, the actor(s) who has the DBE role Driver (c.f.
Sect. 2.3) is first identified to facilitate the process of further actor identification as it
is often easier to achieve this identification based on the revisiting of a DBE’s scope,
boundaries, and visions from the viewpoint of the central role – Driver. On the other
hand, a new actor discovery strategy focuses on the condition when a new actor emerges
or joins a DBE. The identification is carried out using the modelling strategy which
should specifically focus on the roles and responsibilities suggested in Sect. 2.3 [17] and
other studies [23–26].To move from I2 to I6 Identify relationships between actors, either
Driver centred or single actor’s viewpoint strategy can be applied. By Driver centred
strategy, the relationships between the Driver(s) and other DBE actors are identified,
whereas single actor’s viewpoint strategy aims to identify all relationships among all
DBE actors from each and every actor’s viewpoint. The identification is carried out
using the modelling strategy, which could be supported by existing methods, such as
the methodology for modelling interdependencies between partners in a DBE suggested
in [4]. Model analysis, as a strategy, can be applied in order to move from I6 to I7
Analyses DBE’s relationship network. Several existing tools, such as [27–29], supports
the visualisations and relationships of such networks in the context of a DBE. To move
from I2 to I29 Identify KPIs and indicators of actors relevant for DBE, different driven
strategies can be applied, including strategy driven, actor driven, capability driven, and
process driven. The identification is done by the modelling strategy, which could be

Fig. 3. DBE method process part for identifying the digital infrastructures and innovation
concepts based on shared infrastructures in a DBE
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supported by existing approaches, such as the ones mentioned in [18, 22, 30]. The DBE
vision-based monitoring strategy can be used to move from I29 to I30 Monitor of DBE
KPIs and indicators in order to achieve I30. This could be supported by the approach
described in [22], where examples were given based high-level DBE resilience goals
that shall be further aligned with the vision(s) of the DBE.

Figure 3 shows the process of identifying digital infrastructures and analysing pos-
sible innovation based on shared infrastructure in a DBE. Two strategies, namely docu-
ment analysis and workshop, can be used to achieve I14 Identify digital infrastructures
shared in DBE. The identification is carried out using the modelling strategy, which
could be supported by extending existing methods, such as Technical Components and
Requirements Model of 4EM [20]. The modelling strategy can even be combined and
used in the previous stage - workshop strategy, and be supported by the collaborative
ecosystem modelling approach suggested in [29, 31]. After the identification of shared
infrastructures (moving from I14 to I15Analyse possible new innovation based on shared
infrastructures in future state of DBE), three strategies,model analysis,DBE actor nego-
tiation (in terms of negotiationmeetings amongDBE actors), and innovation simulation,
can facilitate the analysis of possible new innovation based on shared infrastructures,
especially in the future state of a DBE, such as under the condition of new joining actors.
The strategy innovation simulation could be supported by the many existing scientific
research and approaches, such as in [32–34].

Fig. 4. DBE method process part for identifying the policies and regulations concepts, and their
coverage analysis on all actors in a DBE

Figure 4 shows the process of identifying relevant policies and regulations and
analysing coverage of them in a DBE. To achieve both I16 Identify policies relevant
for actors and DBE and I17 Identify regulations relevant for actors and DBE, document
analysis and workshop strategies can be used. The identification is carried out using
the modelling strategy, which could be supported by modifying and extending existing
methods, such asBusinessRulesModel of 4EM [20].Asmentioned above, themodelling
strategy can also be combined here and used in the previous stage - workshop strategy,
and be supported by the collaborative ecosystem modelling approach suggested in [29,
31].After the identification (moving from I16 and I17 to I18Analyse coverage of policies
and regulations on all actors), two strategies, model analysis and legal expert meeting
can be used to achieve intention of the analysis of policy and regulation coverage.
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Table 2. Example of method chunk for DBE actor modelling as shown in the process part in
Fig. 2

Method chunk Content

Name Model the involving actors, their roles and responsibilities in a DBE

Intention I2 Identify actors

Strategy Modelling – DBE roles and responsibilities (update, complement,
modify)

Goal Create model(s) of the actors, their roles and responsibilities in a DBE
from viewpoint of the DBE

Input Lists of the involving actors, their DBE roles and responsibilities; existing
models belonging to the actors based on viewpoint of a single
organization (actor)

Activity Update, complement, and modify the existing actor models; document,
illustrate, and model the actors and their DBE roles and responsibilities

Output DBE actor model(s) of the involving actors, their roles and responsibilities

Roles --

Related chunk(s) <<requires>> Identify actors by Driver-first DBE role-based discovery
OR <<requires>> Identify actors by new actor discovery

Each of these strategies described in the four examples would require one or more
method chunks specifying how to achieve the target intention. Due to the word limit, two
examples based on the process part for identifying the actor and relationship concepts
(as in Fig. 2) are given in the following Tables 2 and 3.

Table 3. Example of method chunk for relationship identification as shown in the process part in
Fig. 2

Method chunk Content

Name Identify relationships of actors based on viewpoint of DBE Driver(s)

Intention I6 Identify relationships between actors

Strategy Driver centred

Goal Establish a relationship network between the DBE Driver(s) and the DBE
actors who have a relationship with the Driver(s)

Input DBE actor model(s) of the involving actors, their roles and responsibilities

Activity Associate and link the related DBE actors with the DBE Driver(s) in a
relationship network

Output Driver-centred relationship network of the DBE

Roles --

Related chunk(s) <<requires>> Model DBE actors – roles and responsibilities
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4 Discussion

Considering the complexity of DBEs, the examples of theDBEmethod process parts and
identification of the method chunks shown in Sect. 3 reflect a delicate work of applying
such amethod in practice. As the overall process of themethod based on all the intentions
is extensive and requires involvement of many different DBE roles, we envision that a
catalogue should be used for documenting the modular parts of the overall process (as
shown in the examples) and different user roles will either be responsible or participate
in these parts. In practice, the organisations or actors playing specific DBE roles (c.f.
Sect. 2.3) could be assigned to these parts as either the responsible or the participatory.
For example, the actor(s) with the role Governor can be assigned as the responsible for
the part of the DBE method process for the policies, regulations, and coverage analysis
(Fig. 4). This assignment is based upon the responsibility for providing and/or defining
normative contexts of a Governor in a DBE. At a more detailed level, various working
roles (such as modeller, DBE analyst, legal content analyst, lawyer, etc.) can be assigned
to the method chunks and strategies as parts of the overall DBE method process. For
instance, the legal expert meeting strategy being used to achieve I18 Analyse coverage
of policies and regulations on all actors in Fig. 4 can be assigned to working roles, e.g.,
legal content analyst and industrial lawyer.

Due to the complexity of the overall process of the DBE method, the application of
themethod to design, analyse, andmanage aDBE is likely to be a compound and sizeable
project. Whether the project should be a single one steered by one organisation or be
divided into interconnected small projects steered by various organisations is uncertain.
Future work should focus on practical applications of the method to industrial cases in
order to validate the best practice.

We presented several elaborated parts of the overall DBEmethod process. Because of
the complexity of DBEs, many of the main concepts related to DBE are interconnected.
This means that the dependencies between the intentions are also highly intricate, which
makes it difficult to illustrate an overall process of themethod in a singleMap concerning
theword and space limit. Also, the listed strategies (in the examples) and intentionsmight
not be a complete list, which is considered a limitation but also highlight the possibility
and advantage of the Map approach as it provides extension mechanisms.

It the current study, we made a preliminary attempt to illustrate the possibility of
supporting the modelling of various aspects of DBEs with the variety of method chunks
under different situations. Further attempts should focus on the identification of how
existing methods support each of the method chunks, especially the product elements.
This will lead to a clearer picture of the method chunks not being supported sufficiently
by existing methods and the inadequacy of these methods, which, in turns, felicitates
creation of new methods using the DBE method process with the SME approach.

5 Conclusions

This study aimed to establish a methodological approach for development of DBE using
the Situational Method Engineering methodology, based on a set of empirically elicited
requirements from industry experts and practitioners. Using SME and its related Map
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approach, we have laid the foundations for the method process for the DBE design,
analysis, and management method, especially in demonstrating some of the dependen-
cies between the intentions and the possibility of compiling different parts of the overall
process of the method. We further presented how each of the strategies for fulfilling
the intentions described in the examples would require one or more method chunks
specifying how to achieve the target intention. Aside from the ability of reusing method
process parts for different DBE development, the method chunks may be reused within
the single method process setting.

In the future work, we will continue designing and demonstrating the envisioned
holistic process of the DBE method, by further exploring capabilities and fit of exist-
ing supporting methods and tools, and validating the method through the practical
applications to industrial cases in order to elicit best practices.
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Abstract. Process models, e.g. BPMN models may represent how com-
panies in an ecosystem interact with each other. However, the business
model of the same ecosystem, e.g. expressed by an e3value model, is
often left implicit. This hinders the proper analysis of the ecosystem at
the business level, and more specifically financial assessment, for which
process models are less appropriate. Therefore, the question is if we can
somehow derive e3value models from BPMN models. This would not
only allow for proper business model analysis but would also facilitate
business model mining, similar to the success of process mining. How-
ever, although an e3value model and BPMN model represent the same
ecosystem, their perspectives differ significantly. Therefore an automated
derivation of an e3value model from a BPMN seems not to be feasible,
but we can assist the e3value model designer with practical guidelines.
We illustrate our guidelines by means of a case study about financial
securities trading.

Keywords: Ecosystems · Business model · Process model · e3value ·
BPMN

1 Introduction

Trading of financial securities requires a complex ecosystem. Following Moore
[10], we define an ecosystem as a collection of companies, institutions and end
users that work cooperatively and competitively to satisfy customer needs. In
the securities-trade ecosystem, investors, either as buyer or seller, play a role, as
well as brokers, exchange markets, custodians, clearing houses, and the central
clearing counterparts (CCPs).

To redesign the financial securities ecosystem, e.g. stimulated by disruptive
technology such as blockchain, we argue that at least two perspectives of the
c© IFIP International Federation for Information Processing 2021
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ecosystem should be revisited: (1) the process perspective (e.g. represented by
a BPMN model), and (2) the business perspective (e.g. depicted by an e3value
model). Although both perspectives differ significantly, and address different
stakeholder concerns, there is also overlap between the two points of view. Often,
in particular in case of redesign, there is already an understanding of the pro-
cesses involved. However, the business model is in many cases left implicit.

The question is whether we can derive and/or redesign the business model
based on a given process model. We argue that both models are too different
to allow for such automatic translation (see e.g. [4] for important differences).
Therefore, we propose a design-oriented approach, e.g. in [8], we have presented
a method using intermediate models to derive a BMPN model from an e3value
model. This is useful for greenfield situations, that often start with the design of
the business model, followed by a process model. In this paper, we are interested
in the situation where the processes are already well known, but where the
business model is not yet explicit. Such a business model is of use to analyse
economic consequences changes in the ecosystem, e.g. as a result of a disruptive
technology such as blockchain, and to pave the way for business model mining,
similar to process mining.

In this paper, we propose a series of guidelines to derive an e3value model
from a given BPMN model. We test the guidelines by means of a case study
in the financial securities trading sector. We develop a process model for the
trade of securities, which serves as input, and by iterative application of our
guidelines, we derive the corresponding e3value model. For testing purposes, we
also have constructed an e3value model for the case at hand, just by interviewing
the stakeholders, and not by using the guidelines. We then compare the e3value
model derived by solely applying the guidelines with the e3value model created
with the help of the stakeholders, to understand limitations and to improve our
guidelines. Conclusions are presented in Sect. 4.

2 Related Work

The relation between process models and value models is the topic of ongoing
research. We can characterize this research as (1) work investigating the links
between process models and value models in general, and (2) how to derive a
BPMN model from an e3value model (or the other way around) specifically.

Although both e3value and BPMN models try to capture an artefact in the
real world (e.g. an ecosystem), they do so very differently. In [4], we identified
that a BPMN model and e3value model have very different ontological founda-
tions. To mention a few, actors (in e3value model) and resource lanes (in BPMN
model) might look the same at first sight but are not. Actors are (legal) profit-
and-loss responsible entities, whereas resource lanes are parties that execute
work. Similarly, a value activity is something an actor executes to create a posi-
tive economic value flow (e.g., the total value of the objects flowing out is higher
than the value flowing out), whereas a BPMN activity specifies some work to be
done, which might have costs only.
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In [1], formal consistency rules between coordination models (a kind of pro-
cess model) and e3value models are defined. The idea is that value transfers can
be matched with a (set of) message flow(s). An e3value model is, if quantified,
an engine that calculates the net value flows based on the number of needs, the
number of actors in a market segment, and dependency elements. This gives
an indication of whether the e3value model can be executed in an economically
sustainable way by all the actors. As [1] assumes that a value transfer always
matches with a (set of) message flow(s), the number of message flows can also
be found, e.g., by means of simulation. An e3value model is then consistent with
a process model is the number of times a transfer occurs, corresponds to the
occurrence of (a set of) message flows.

In addition to consistency checking, the e3value model is used to derive other
models. Zlatko uses e3value models to elicit goal models [18]. In [14], the e3value
model is used to find Resource Agent Event (REA) models [9], and later also
coordination models, e.g., cf. UN/CEFACT’S Modeling Methodology (UMM)
[7] models [13]. Also, [2] examined conceptual representations (e3value, UML
class diagram) in context of value models and their impact to business processes
while analyzing and evaluating the expressiveness in terms of ontologic cover-
age and overlap. The authors refer to the ability to transform the concepts of
value models to the process level, not as an overall evaluation, but the proof of
appropriateness of value modelling grammars to their potential of an enhanced
user understanding. With that in mind, we call attention to the value object, a
distinction should be made between the ownership of the product and the logis-
tic transfer [12]. For e3value model, the transfer of ownership is of interest (or
the right to enjoy the outcome of a service), whereas the process model focuses
on the flow of possession. Possession means physical access to the object (e.g.,
to transport it), but not ownership. In [16], this is generalized as a right on
a certain resource, e.g., lending a book in a library. We tried to integrate all
recent work on how to derive a process model based on an e3value model in [8].
In brief, the proposed method distinguishes the two important design decisions:
(1) trust, and (2) possession. Trust implies a particular flow, so time ordering
of value transfers and the corresponding message flows, for example, whether a
buyer has to pay first and then obtains his product, or the other way around.
The notion of ‘physical possession’ is important, e.g., because a logistic provider
needs to possess an object for a while in order to physically deliver a product to
the customer.

As can be observed, quite some work was done on how to derive a process
model given a value model, the opposite is not the case. As many (larger) com-
panies have explicit process models, deriving value models from them is a logical
next step, e.g., to do ‘value-mining’, as opposed to process mining. In this paper,
we propose a set of guidelines how to do so. For this paper, we assume that the
reader is familiar with both BPMN and e3value. In [3] and [5], tutorials can be
found on BPMN and e3value respectively.
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3 Technical Action Research: A Research Instrument
for Design Science

Our research goal is to support the derivation of an e3value model from a given
BPMN model using design guidelines. We consider the development of a business
model as a design problem, and hence we consider our research as an instance of
Design Science [6]. More specifically, we want to learn how, and if, our guidelines
work in practice, which is specific for Technical Action Research (TAR) (see
e.g. [17]) which we apply (see Fig. 1). The specific case we consider is about
trade of financial securities. To understand the problem domain, we have worked
with persons affiliated with the Dutch National Bank (De Nederlandsche Bank
- DNB).

Fig. 1. Research design

We start the TAR cycle with articulating two research questions, which are
about guidelines to derive an e3value model from a BPMN model. We redesign
an earlier developed treatment [15] that results in a set of revised guidelines. The
revised guidelines are based on guidelines we have found as a result of an earlier
TAR cycle (see [15]) and on work to derive a BPMN model from an e3value
model [8]; precisely the other way around. After treatment design, we design a
BPMN process for the trade of securities using the standard practices for process
model design. This process design is not part of the TAR cycle; how to design
the BPMN model is not part of our research question, but serves as an input to
derive an e3value model from. This BPMN model is constructed in cooperation
with domain experts. In the treatment step, we apply the revised guidelines on
the found BPMN model. We also construct an e3value model for the trade of
financial securities using the normal practices to design an e3value model for
validation purposes. Again, the design of this e3value model is not part of the
TAR cycle. Finally, in the treatment evaluation step, we compare the derived
e3value model by using the guidelines, with the e3value model we constructed
using the normal method to design an e3value model, and we compare them.
Using differential analysis, we formulate lessons learned that can be used to
improve the guidelines.
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3.1 Problem Statement

Development of any ICT-enabled ecosystem requires many viewpoints. This also
holds for the ecosystem of financial securities. Two of those viewpoints are the
business model perspective and the cross-organizational business process, each
with their own concerns. In this paper, we use for the business model the e3value
language and for the process model BPMN. Although there is overlap between
both languages, there are also substantial differences. To mention a few, e3value
has the notion of economic reciprocity and supplier/customer side bundling.
These concepts are not present in BPMN. Conversely, BPMN represents the time
ordering in which activities take place, whereas e3value represents only causal
dependencies. For ecosystem (re)design, both an e3value model and a BPMN
model are useful. Since both models have some overlap, it is perhaps possible to
derive the one model from the other. In [8], we derive a BPMN model from an
e3value. This is useful in case of new ecosystem development, which often starts
with the design of the e3value model.

In this paper, we propose to use designed guidelines to derive an e3value
model based on a process model. This is particular useful in case of existing
ecosystems, where (part of) the BPMN model is already available. This leads to
the following research questions:

RQ1 What guidelines are useful to derive an e3value model based on a given
BPMN model?

RQ2 To what extent is it possible to derive the complete e3value model from the
BPMN model?

3.2 Treatment Design: From Process Model to Value Model

This research is based on our previous work [15], which resulted in a set of
preliminary guidelines. We revised this set of guidelines, which is summarized in
Table 1. Note that the guidelines indicate conditional correspondence between
the BPMN- and e3value model by means of the verb ‘may’. We explain these
conditions per guideline explicitly.

G1 BPMN start/end events may correspond to e3value consumer needs and
boundary elements.
Description. A start event may result in a consumer need or boundary
element in e3value. The same holds for the end event.
Conditions. There are two conditions that should be satisfied for a corre-
spondence.

1. A customer need is a lack of something valuable that the actor wants
to acquire [5]. A boundary element scopes an e3value model [5], e.g. the
boundary of value transfers. Consequently, for correspondence, an event
should either relate to something of value an actor wants, or should mark
that no further value transfers occur. Many BPMN events are not related
to customer value creation at all, but rather focus on operational aspects
only (e.g. trigger an administrative process, such as sending a bill). Such
events do not have a direct counterpart in e3value.



158 I. da Silva Torres et al.

Table 1. Guidelines – from BPMN model to e3value model

2. A start event may map onto a customer need or a boundary element. The
same applies to the end event. A sequence flow in BPMN represents time-
ordering, whereas in e3value a dependency path represents causal depen-
dencies. For example, a book store’s start event may trigger ordering of a
book at a publisher, followed by delivery, displaying the books, and finally
selling the books, concluded by an end event. In e3value however, the end
event (representing the sale) would map onto a customer need, whereas
the start event translates into an e3value boundary element. Note that in
case of an electronic book store (e.g. Amazon) the opposite happens in
terms of BPMN: first selling, then printing, and finally distributing.
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G2 BPMN pools may correspond to e3value actors or market segments.
Description. Pools in BPMN map one-to-one onto to actors or market
segments in e3value.
Conditions. There are two conditions that should be satisfied for a corre-
spondence.

1. Following the definitions in e3value, pools can only be mapped into actors
if they are capable of taking their own economical and legal decisions.
Sometimes, in BPMN pools are distinguished to represent resources capa-
ble of doing work but do not make their own economic and legal decisions.
Then the pool can not be mapped, but perhaps the supervising agent for
that pool can.

2. While considering a pool, one party (e.g. a single company) can be asso-
ciated with the pool, or there can be more than one (possibly alternative)
agent. In the first case, the pool results in an e3value actor, in the second
case the pool corresponds to a market segment.

G3 BPMN lanes may correspond to e3value value activities.
Description. Lanes in BPMN can model a role that a certain entity per-
forms. The value activity construct in e3value comes semantically closest
to the notion of role.
Conditions. In e3value, a value activity requires that at least one party
should be able to generate a net cash flow by executing the activity. In
BPMN, a lane represents a collection of activities and their sequence flow,
which may result in a net cash flow. However, in BPMN a lane may only
result in expenses. In such a case, a lane can not be mapped on a value
activity.

G4 BPMN activities and sub-processes may correspond to e3value value activ-
ities.
Description. This guideline is actually a refinement of guideline G3.
Rather than considering a full lane, now the focus on a subset of BMPN
activities and/or activities (e.g. in a pool), and their sequence flow.
Conditions. Although one activity in BPMN may correspond to precisely
one value activity in e3value, the relation is often n-to-one. e.g. a combina-
tion of BPMN the activities result into one e3value activity. Similarly, the
condition of G3 applies.

G5 BPMN message flow may correspond to e3value value transfers.
Description. In BPMN, message flows between pools transfer ‘content of
communication’ [11] (pg. 93). In e3value, a value transfer is a transfer of
ownership, the right to enjoy a service outcome, or even a valuable expe-
rience, collectively called value objects. So, ontologically, message flows in
BPMN are very different from value transfers in e3value.
Conditions. There are three conditions that should be satisfied for a cor-
respondence.

1. In e3value, a value object requires that it is (1) of economic value for
at least one actor and (2) satisfies a need directly or indirectly (through
another value object) [5]. For correspondence, the object transferred via a
BMPN message flow in BPMN should qualify as an vlaue value object in
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e3value. Often, this is not the situation, e.g. a ‘bill’ does not correspond
to a value object directly (but the subject of the bill does).

2. There is correspondence if the message flow represents a transfer of own-
ership (see e.g. [8,12]), or the right to enjoy the outcome of a service.
In BPMN models, often the flow only transfers possession. We interpret
‘possession’ as the right to have physical access to an object, but not nec-
essarily to use that object. E.g. a logistic provider needs to have access
to book for transportation, but may not use/read the book. Ownership
does not necessarily imply physical possession; e.g. oil is transferred many
times to a new owner (while transported), without having the owner ever
seen the oil physically.

3. A value transfer in e3value denotes the willingness of actors to transfer
ownership [5]. Usually, an actor is only willing to transfer ownership (e.g.
of a book) if there is a reciprocal transfer (e.g. of money). Message flows
in a BPMN model corresponding to a reciprocal value transfer in e3value
often can not be easily identified but are a required condition. See also
guideline G7.

G6 BPMN activities and sub-processes and their sequence flows may correspond
to e3value value transfers.
Description. In some cases, a part of a BPMN model executed by a pool,
e.g. a series of activities and sub-processes elements as well as their sequence
flows, can be seen as a commercial service for which someone is willing to
pay. This results in at least one value transfer representing the service
outcome, and one reciprocal value transfer, e.g. a payment. Value transfers
representing service outcomes by executing activities often do not have
corresponding message flows, and only can be found by understanding the
semantics of the activities and sequence flows in the BPMN model.
Conditions. The part of the BMPN model that may result in a value
transfer should produce a service outcome for which at least one actor,
market segment, or value activity wants to pay.

G7 Following a BPMN sequence/message flow may lead to an e3value value
interface.
Description. By following the sequence flow, and the associated message
flow(s), a value interface can be found. In e3value, a value interface consists
of value ports, and value offerings and are connected by means of value
transfers. A value interface models atomicity : all value transfers connected
to a value interface should transfer their corresponding value object or none
at all. Also, the value interface models economic reciprocity as an interface
should have at least one ingoing value transfer and at least one outgo-
ing value transfer. BPMN does not have a construct to express economic
reciprocity. However, the sequence flow can be followed and all resulting
message flows can be listed. These flows are candidates for a (reciprocal)
value transfers and hence value interfaces.
Conditions. There are two conditions that should be satisfied for a corre-
spondence.
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1. The found message flows that are candidate for triggering the creating of
a value interface need to correspond to one or more value transfers (see
guideline G5).

2. A value interface represents that an actor is willing to exchange an ingo-
ing value object (e.g. a product) for an outgoing value object (e.g. a pay-
ment). Consequently, the transfers implied by the found message flows
should be reciprocal, meaning that the object of the one transfers serves
as an economic compensation for the object of the other transfer.

G8 Following a BPMN sequence/message flow may lead to an e3value value
offerings.
Description. By following the sequence flow, and the associated message
flow(s), one or more value offerings can be found. In e3value, a value offer-
ing groups all equally directed value ports in a value interface, and models
bundling, e.g. a McDonalds Happy Meal consisting of various products. The
sequence flow may indicate that multiple message flows should occur, for
example by using an AND gateway.
Conditions. There are two conditions that should be satisfied for a corre-
spondence.

1. The found message flows that are candidate for triggering the creation of
a value offering need to correspond to one or more value transfers (see
guideline G5).

2. A value offering represents economic bundling. The message flows corre-
sponding to the transfers grouped into a value offering should all happen
as a result of the execution of the sequence flow.

G9 Following a BPMN sequence/message flow may lead to an e3value depen-
dency path.
Description. By following the BPMN sequence flow, reciprocal value
transfers can be found (see guideline G6), but also dependent value trans-
fers and/or fragments of an e3value dependency path. In e3value, the depen-
dency path relates dependency elements (customer need, boundary element,
value interfaces, AND-, OR- and cardinality dependencies, leading to the
more specific guidelines G9, G10, G11, G12 and G13 respectively)
Conditions. There are two conditions that should be satisfied for a corre-
spondence.

1. The sequence flow should have as start point(s) a start event (guideline
G1), or a message flow that results in value transfer (guideline G5), and
should have as end point(s) an end event (guideline G1) or a message flow
that results in value transfer (guideline G5).

2. Dependency paths are always restricted to a single actor, market segment
or value activities.

G10 BPMN AND gateway may lead to an e3value AND dependency.
Description. By following the BPMN sequence flow, AND gateways can
be encountered. In e3value, the AND dependency has similar semantics as
the AND gateway in BPMN. An AND dependency fork spans off outgoing
dependency paths that happen precisely the same number of times as the
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incoming dependency path. Similarly, an AND dependency join represents
that the incoming paths to the AND dependency join should happen the
same number of times.
Conditions. AND gateways result only in AND dependency elements if
they influence the number of times the corresponding dependency path is
executed. Often, a BPMN model contains more detail, needed to specify to
process. Some of the AND gateways are part of the more detailed model
and do not affect the number of times an e3value path is executed.

G11 BPMN XOR gateways may correspond to e3value OR dependencies.
Description. By following the BPMN sequence flow, XOR gateways can
be encountered. In e3value, the OR dependency has similar semantics as
the XOR gateway in BPMN. In e3value, and OR dependency is evaluated
per execution of the dependency path, and the selection of a particular
disjunct is based on a (probability) distribution. This corresponds to the
XOR gateway that makes a selection between disjuncts to decide which
sequence flow to follow.
Conditions. See guideline G10.

G12 BPMN OR gateways may correspond to a combination of e3value AND/OR
dependencies.
Description. By following the BPMN sequence flow, OR gateways can be
encountered. In e3value, there is not a direct related construct. Instead,
the semantics of the OR gateway (one or more sequence flows connected to
disjoints of the gateway continue) should be simulated. This is possible but
does not lead to an elegant e3value model. This should be solved by having
an explicit OR and XOR dependency element in e3value, which is subject
of further research.
Conditions. See guideline G10.

G13 BPMN loops may correspond to e3value cardinality dependencies.
Description. A BPMN model may contain repetition (loops) in the
sequence flow. Essentially, a BPMN model can be considered as a cyclic
directed graph. An e3value model however is an acyclic directed graph,
e.g. it may not contain loops. Consequently, repetition in BPMN can not
be mapped in e3value directly. However, e3value has the cardinality depen-
dency, resulting in the execution of the dependee (dependency path) a num-
ber (n) of times, given the number of times (m) the dependent dependency
path is executed. With the cardinality dependency element, the effect of a
loop in BPMN can be simulated, e.g. by mapping out all loop executions
explicitly. Conditions. See guideline G10.

3.3 Treatment: Trading of Financial Securities

Based on a BPMN model (Fig. 2), we derive an e3value for the financial trade of
securities in The Netherlands. To construct and validate the BPMN model, we
have consulted experts affiliated with the Dutch National Bank (De Nederland-
sche Bank - DNB). The construction of the BPMN model is outside the scope
of the treatment, and is done via a normal knowledge acquisition process.



Design Guidelines to Derive an e3value Model from a BPMN Model 163

Fig. 2. BPMN model of securities trading

We briefly summarize the BPMN model. The process start with Investor(s)
placing an order request (to buy/sell) for securities with brokers. Orders can
be placed either as market orders (buy/sell at market price) or limit orders
(buy/sell for a minimum/maximum price). For each case, the broker analyzes
the best course of action, e.g. based on the size of the trade. After matching (left
implicit in this model), the order details are sent for clearing and settlement.
Every investor engages the services of a custodian to assist them in clearing and
settlement activities. The Clearing House(CH)/Central Clearing Counterparty
(CCP) is an entity that takes the credit risk between parties and provides clear-
ing and settlement services for trades. CCPs calculates and informs the members
of what their obligations are on the funds side (cash) and on the securities side.
After the clearing corporation informs all members of their obligations, the clear-
ing members should make available their securities (shares and money). Finally,
settlement takes place. Payments are done and investors have their securities in
their demat account.
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We then constructed the corresponding e3value model by applying solely the
guidelines (see Sect. 3.2) until they could not be used anymore. The resulting
e3value model is in Fig. 3(a).

Fig. 3. e3value models derived by using the guidelines and a normal elicitation process

1. G2 results in the actor - ‘Clearing House’, and the market segments -
‘Investors’, ‘Brokers’ and ‘Custodians’.

2. G3 brings value activities with the same names as the lanes.
3. With guideline G4, we can not find additional value activities.
4. According to G1, the start event ‘Request to buy/sell securities’ represents a

consumer need in the e3value model. The second start event ‘Trade Details’,
serves as an operational input to and does not satisfy condition 1 of guide-
line G1. Two of the five end events relate directly to economic effects: ‘Trade
completed’ and ‘Request executed’ and result in boundary elements in their
respective value activities (‘trading’ and ‘settlement’). The other events indi-
cate only non-approvals or dead-ends.

5. Guidelines G9, G10, G11, G12 and G13 discover dependency elements. The
AND gateway after the activity ‘Execute settlement’ results in an AND
dependency in the settlement value activity (G10). None of the other gate-
ways influence the number of times a dependency path occurs and hence
G11/G12/G13 do not apply.

6. With G9, the start event ‘Request to buy/sell securities’ has as an end event
and a message flow that results in value transfer (‘money/securities). This
results in a dependency for the consumer need (buy securities). Also, because
the BPMN model shows the custodians as a black pool, a lot of information
is missed and some dependencies are disconnected.
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7. G5, G6, G7 and G8 are used to discover value transfers, value interfaces
and value offerings. G5 checks all the message flows in the BPMN for poten-
tial value object transfers. In BPMN, economic reciprocity is not a concept
present and so what comes back of economic value is usually hidden. e.g. to
satisfy the ‘trade request’, the investor likely has to pay a fee (money) (G6).
There are explicit value transfers between the ‘custodians’ and ‘investors’
with the ‘clearing house’ (via the value activity ‘settlement’). Unfortunately
with G8, the relation was not found.

3.4 Treatment Evaluation

Observations Extracted from the Case. For validation purposes, we con-
struct the e3value model, called the normative model (Fig. 3(b)), using the nor-
mal e3value elicitation process, so without taking the BPMN model into consid-
eration. Again, the model is validated by experts from the DNB, and is briefly
explained below. There are two ‘Investors’ market segments with the consumer
need ‘Buy securities’ (Buyer) and ‘Sell Securities’ (Seller). Both ‘Investors’ mar-
ket segment use (optionally) ‘Brokers’ for trading service and they use also a
custodian (bank) to real-time check their valuables (optionality is not repre-
sented). The ‘custodians’ are also removed since investors do have a bank to
store their financial means. The trade is then submitted to a ‘Trade Platform’
who performs ‘Order Matching’ of buyers and sellers. The ‘Trade Platforms’ are
e.g. a Multilateral trading facility (MTF), an Exchange, etc. The ‘Clearing’ is
performed by the CCP to protect against a defaulting buyer or seller. ‘Settle-
ment’ is done to make the trading executable, which is performed by the Central
Security Depository (CSD).

After a differential analysis between both e3value models (Fig. 3(a) and (b)),
we observe the following.

1. In Fig. 3, the ‘Clearing House’ actor (a) in reality are two parties: CCP and
CSD (b). Still the same value activities (clearing and settlement) are per-
formed. This is not due to the guidelines, but a result of the granularity of
the earlier made BPMN model.

2. The market segment ‘Trade Platforms’ is according to the experts important
and was not found in the BPMN model, but not considered relevant at that
time. Perhaps taking a business model perspective stimulates experts to bring
up the platforms. Again, omission in the derived e3value model is not caused
by the guidelines.

3. The market segment ‘Custodians’ is present in the derived model, but not in
the model constructed in a session with the experts. The experts put forward
that in traditional process descriptions, the custodian is still mentioned due
to historic reasons but in practice they do not play a significant role anymore.

4. The AND dependency and boundary element in ‘Trading’ is moved to ‘Order
matching’ to represent matching, which is a best practice in e3value.

5. Both e3value models are semantically correct and illustrate properly the real-
world scenario of the case. However, the model based only on the guidelines
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missed some important information due to the fact that the BPMN model
failed to report it.

Limitations. The differential analysis has some limitations: Both the e3value
model as derived by the guidelines and the normative e3value as elicited by using
the conventional model elicitation process are executed by ourselves. By doing
the model elicitation process, we obtained knowledge about the e3value model
which may influence the application of the guidelines to find the e3value model
using the set of guidelines. We tried to mitigate this bias by strictly applying
the guidelines only. In follow up research, we want to separate the construction
of the normative e3value model and the construction of the e3value model based
on the guidelines by using a separate group of persons applying the guidelines.
Also, our evaluation did not consider the time and cognitive load needed, which
would show the practicability and usability of the method in real-world settings.

4 Conclusion

Revisiting our research questions, we have presented and used guidelines to
derive an e3value model from a BPMN model (RQ1). The model constructed
using the normal e3value process however shows some important differences from
the developed by using only the guidelines, most notably the introduction of
a new market segment ‘Trade platforms’. Although different time frames and
researchers were used while constructing both models, this acts as a limitation
of our research, which leads to the observation that, before applying the guide-
lines, it is important to understand the bias taken on, and completeness of the
BPMN model itself. All differences can be explained by missing elements in the
BPMN model (e.g. to different perspectives taken by the experts, not asking the
right questions, etc.) and not by the guidelines themselves. How to test prop-
erly the BMPN model for suitability to apply the guidelines is subject of further
research. Once solved, more can be said about the completeness of the guidelines
(RQ2).
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Abstract. Advanced Therapy Medicinal Products (ATMPs) are highly
innovative medicinal products that are based on biomedical technology.
ATMP development processes need to comply with complex regulatory
frameworks. Currently, biomedical scientists that develop ATMPs man-
age the regulatory aspects of the ATMP development processes in an
ad-hoc fashion, resulting in inefficiencies such as rework, or even with-
drawal of ATMPs from the market if the regulatory requirements are
not adequately addressed. This paper presents an explorative case study
in which we investigate enterprise modelling and context-aware busi-
ness processes to support ATMP scientists in managing the regulatory
aspects of ATMP development processes more efficiently and effectively.
The main objective of this case study is to offer regulatory-based guid-
ance to scientists. We use enterprise models (domain, goal and process
models) to describe the important concepts and views in ATMP devel-
opment processes. By introducing context-awareness to the models, we
enable regulatory-based guidance that supports ATMP scientists in per-
forming relevant tasks to address the regulatory requirements efficiently
and effectively.

Keywords: Context-awareness · Enterprise modelling · Business
process management · Conceptual modelling

1 Introduction

Advanced Therapy Medicinal products (ATMPs) are medicines for human use
that are based on innovative biomedical technologies [1]. Being a medicinal prod-
uct for human use, ATMPs need to comply with complex regulations about safety
and efficacy. Therefore, the two most prominent views in ATMP development
processes are scientific development and regulatory compliance. Currently, the
ATMP scientists manage regulatory aspects of ATMP development processes in
an ad-hoc fashion. Yet, ATMP development processes suffer from inefficiencies
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such as reworks and withdrawal of ATMPs from market, due to not being able
to adequately demonstrate regulatory compliance [10,18].

The cause of this is the complexity of ATMP regulatory framework and sci-
entists’ lack of regulatory knowledge and its impact on the scientific development
process. ATMP regulations describe high level goals to be achieved in order to
make sure that the ATMP being developed is safe and effective. This is done
by, for instance, demonstrating physiological and biochemical properties of the
product. Also, ATMP regulations are flexible, depending on development setting
different regulatory requirements apply. Here, the development setting covers a
set of factors related to the ATMP, defined by the scientist e.g., type of mate-
rials used, regulatory classification of materials etc. These two factors make the
management of regulatory aspects of ATMP development challenging for scien-
tists. Therefore, there is a need to support ATMP scientists in managing the
regulatory aspects more efficiently and effectively.

To enable this support, we first need to investigate the ATMP development
setting. Enterprise Modelling is an effective approach to capture, understand and
relate the elements of a complex setting [20]. Enterprise modelling can support
many purposes, for example, strategy development [15], change management
[11] or process improvement [14]. In this case study, we use enterprise mod-
elling as the stepping stone to enable more efficient and effective management
of ATMP development processes. Using enterprise models such as: domain, goal
and process models, we capture, understand and relate the main elements in
ATMP development processes in a structured way. Building upon these mod-
els, we focus more on process modelling, in order to investigate ways to provide
regulatory-based guidance in the scientific development processes.

Context-aware BPM deals with identifying factors that drive flexibility and
variability in business processes [19]. Several authors investigated the notion of
context for business processes with an aim to identify factors that affect the
design and execution of a business process and make business processes context-
aware by integrating these factors and their effect to the process models [21]. In
this paper, we use the notion of context-awareness in BPM to guide scientists in
working more efficiently and effectively towards regulatory compliance.

This paper presents an explorative case study in which context-aware ATMP
development processes are modelled. We use enterprise models to describe scien-
tific and regulatory views in ATMP development. To describe the main concepts
and their relations in ATMP development, we use a domain model. We repre-
sent the scientific development process in a flexible process model and regulatory
requirements in a goal model. By introducing context-awareness, we make the
link between different regulatory contexts, regulatory requirements and the sci-
entific development process explicit, and guide scientists in performing relevant
tasks to address the regulatory requirements. Thereby, this paper presents an
exemplary case study for guiding users in flexible and knowledge-intensive pro-
cesses towards regulatory compliance.

The object of the case study presented in this paper is the biomaterial devel-
opment process, which is a part of ATMP development processes, from the Hori-
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zon2020 iPSpine project1. In iPSpine, an ATMP for lower back pain is being
developed. As a part of this project, we develop a digital platform to enable
efficient and effective management of ATMP development processes. Therefore,
this case study is driven by the problems in iPSpine.

The remainder of this paper is organized as follows. Section 2 introduces
ATMP development processes and the problem addressed in this case study, and
presents the objectives of the case study. Section 3 discusses how the objectives
of the case study are addressed. Section 4 presents the preliminary evaluation
made with iPSpine stakeholders on the usefulness of models and ideas presented
in this paper. Section 5 discusses the relevant work on Context-Aware BPM.
Lastly, Sect. 6 concludes the paper.

2 ATMP Development: The Need for Guidance

In this section, we introduce the ATMP development processes and the problem
we address in this case study.

2.1 ATMP Development Process

Development of ATMPs involves several stages and the overall aim in these stages
is to develop a safe and effective medicinal product. This is accomplished by
collaboration of many stakeholders, where scientists and regulatory consultants
are the main ones. Figure 1, describes the main phases and stakeholders in ATMP
development.

Fig. 1. ATMP development process & stakeholders (stakeholders and scope of this
study in bold)

Research shows that ATMP development processes are associated with many
hurdles such as reworks and even withdrawal of the ATMP due to shortcomings
in providing adequate evidence for regulatory compliance [10]. This contributes
to increased development costs and time-to market. Lack of regulatory knowledge
among scientists is an important factor for these hurdles [10]. Being an expert, a
scientist requires minimal guidance about the scientific aspects of ATMP devel-
opment. However, establishing and maintaining the link between the scientific
1 https://ipspine.eu/.

https://ipspine.eu/
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development process and the complex regulatory framework of the ATMP devel-
opment is challenging for a scientist. In other words, there is a need to bridge
the gap between the scientific and regulatory views on ATMP development pro-
cesses. This requires identification and description of important concepts in an
ATMP development setting. To do so, we use the conceptual enterprise models.
The following section presents these models.

Note that, for demonstration purposes, we use models from a biomaterial
development process, which is a part of the ATMP development studies. The
models we use in this paper are simplified for readability and space considera-
tions.

2.2 Modelling ATMP Development

Enterprise modelling covers several models [15,26]. Depending on the purpose
of the enterprise modelling job, the models used and the level of detail included
in the models should change [15].

For this case study, the purpose of modelling is to represent and relate the
two most prominent views, regulatory and scientific views, of ATMP develop-
ment processes. The regulatory view covers the reason or motivation behind
performing ATMP development processes, i.e. the aim is to develop a safe and
effective (in other words, regulatory compliant) product. The scientific view cov-
ers the activities to develop the product. Therefore, goal and process models are
essential elements for our purpose. To understand and relate different concepts
in these different views, a domain model is also essential.

There are other models used in enterprise modelling. For instance,
actor/resource models and business rule models [15], organization and network
models [26]. However, we haven’t used such models since they do not provide
considerable information for our modelling purpose. For example, modelling the
different actors/resources and their relations do not provide any implications
about the scientific and regulatory views in ATMP development, or modelling
the business rules, e.g., some scientific procedures that constraint how experi-
ments should be done, is not within the scope of our modelling purpose.

First, we built a domain model with domain experts, to structure the domain
knowledge and understand complex concepts and the problems in the domain.
Figure 2 shows the domain model we have created for this case study, using UML
class diagrams.

ATMP regulations do not induce strict rules on how things should be done
throughout the development process. Instead, they involve high-level goals that
should be considered in order to demonstrate that the ATMP being developed
is safe and effective. Therefore, we represent the regulatory requirements using
goal models. Figure 3 shows an excerpt from the goal model of biomaterial devel-
opment process in GRL notation [23].

Lastly, we model the scientific development process using flexible process
models. ATMP development processes are knowledge-intensive processes. Tra-
ditional BPM focuses on managing routine and predictable work. Knowledge-
intensive processes have different characteristics [9]. Traditional BPM is limited
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Fig. 2. Domain model of ATMP development

Fig. 3. Goal model of biomaterial development
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when it comes to supporting flexible and unpredictable knowledge-intensive pro-
cesses [9]. Case Management is an approach that recently emerged to overcome
these limitations [2,22]. Therefore, we chose to support ATMP development pro-
cesses with Case Management and, modelled the scientific development process
using Case Management Model and Notation (CMMN) [6]. Figure 4 shows an
excerpt from the biomaterial development process model.

Fig. 4. Process model of biomaterial development

A top-down analysis of regulatory goals results in a goal model where the leaf
goals are satisfiable by means of sub-processes or tasks in the process model. This
way, we build a link between the regulatory goals and the scientific development
process. Each leaf goal in the goal model corresponds to a milestone of a single
task or sub-process in the process model. The milestones corresponding to the
leaf goals have the same labels as the goals.

2.3 The Need for Guidance

Looking at the goal model in Fig. 3, we see that there is a set of sub-goals that are
required to achieve Demonstrate Physiological and Biochemical Characterization
goal.

Indeed, some factors related to the development process and the ATMP
being developed determine which of the sub-goals (regulatory requirements)
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Fig. 5. Decision tree

are required to achieve the Demonstrate Physiological and Biochemical Charac-
terization goal. We refer to a set of such factors as the context of the ATMP
development process. For ATMP development, the context is defined by several
factors related to the ATMP. For instance, scientist’s choice of regulatory clas-
sifications for the components of an ATMP or the type of starting material of
an ATMP. An example decision tree followed by scientists for regulatory classi-
fication decisions is shown in Fig. 5. For different contexts, e.g., different classi-
fication options in Fig. 5, different regulatory requirements should be addressed
to achieve Demonstrate Physiological and Biochemical Characterization goal. In
short, which regulatory requirements are applicable depends on the context.

Correspondingly, since the regulatory goals drive the scientific development
process, i.e. the scientist performs experiments to address regulatory require-
ments, context also affects the scientific development process. The ATMP devel-
opment process model on Fig. 4 covers all possible tasks a scientist can perform
throughout the development process. Yet depending on the context, since context
defines which regulatory requirements are applicable, some tasks are required to
address the regulatory goals whereas some are not. The scientist can still per-
form other tasks that are not required to address the regulatory goals of the
current context, for instance, out of scientific interest or to explore alternative
contexts (See Fig. 5).

The scientist starts the process with an initial assumption on the context.
However, the context is subject to changes throughout the development pro-
cess. For example, different options (e.g., classifying the biomaterial as medical
device or excipient) are investigated throughout the development. Depending on
the results the scientist obtains throughout the process, she can decide to, for
instance, classify the biomaterial as a medical device instead of as an excipient,
following the decision tree in Fig. 5. This would change the context, regulatory
goals to be addressed and hence the tasks to be executed to address relevant reg-
ulatory requirements. To ensure that the scientists performs the relevant tasks
that addresses the relevant regulatory requirements, it is important to make
explicit on the process model which tasks are required under which conditions
(context).

In this case study, we intend to address the need of regulatory guidance in
ATMP development processes. As a result of an analysis of literature on manag-
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Table 1. Objectives of the case study

Main objective Guide the scientists performing the scientific development process
towards relevant regulatory goals

Sub-objective 1 Define and represent context for ATMP development processes

Sub-objective 2 Represent the variability of regulatory goals, depending on context

Sub-objective 3 Represent the effect of context on the scientific development process

ing ATMP development processes and our interviews with iPSPine stakeholders,
we have identified the objectives in Table 1 for our case study.

3 Solution Design and Development

The need for regulatory guidance, as discussed in Sect. 2, motivated us to use the
notion of context and context-awareness to guide ATMP scientists in working
towards regulatory compliance. The following sections present how we address
the objectives in Table 1.

3.1 Contextualizing the Domain Model

(Sub-objective 1). Every business process has a specific domain. Correspond-
ingly, everything that influences a process is related to this domain [17]. There-
fore, what constitutes context for a business process lies in the domain model.
This motivates our choice of using domain models as a baseline to define context
in ATMP development processes. For ATMP development, the experiments per-
formed, results obtained, properties of the ATMP being developed or decisions
taken throughout the process form the context of the development process. For
instance, a decision, which is a part of the ATMP development process, about the
regulatory classification of components of the ATMP is an important contextual
element.

Below is an example (part of the) domain model and context definition.
First, we created the domain model with experts. In the domain model, entities
and their attributes are marked as contextual, shown in dashed boxes in Fig. 6, if
they determine the regulatory goals to be addressed by the development process.
For example, the decision about classification of biomaterial shown in Fig. 5, is
represented as different roles that a biomaterial entity can take and marked as
contextual element (See C1 and C2 in Fig. 6).

Instantiation of each contextual element is a partial context (C5, C6, C7, C1,
C2 on Fig. 6). Also, combined instantiations of multiple contextual elements with
different values is a partial context (C3, C4 on Fig. 6). Contexts which share the
same contextual elements but with different values are mutually exclusive (C5,
C6, C7 or C1, C2 or C3, C4 on Fig. 6). Contexts which include a combination
of multiple contextual elements might imply contexts including less contextual
elements (e.g., C4→C2, C3→C2, C4→C7 on Fig. 6). So they are not exclusive.
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A set of non-exclusive partial contexts form the overall context in an ATMP
development process (See context in Fig. 8).

Fig. 6. Domain model (simplified) and example context definitions

3.2 Contextualizing the Goal Model

(Sub-objective 2). Having defined contexts, we annotate the root and the parent
goals in the goal model with context labels, indicating which goal is adoptable
under which conditions. The semantics of context annotations are provided by
Ali et al. [3]. If a root goal, G, is annotated with a context label Ci, that means
G is activated iff context Ci holds. If there is a goal Gi, that is decomposed into
a sub-goal Gj with and (or) decomposition links then the link is annotated with
a context label. This means, goal Gi, requires (can be achieved) via Gj iff context
Ci hold.

These annotations enable us to derive the context for leaf goals. Figure 7
shows an example goal model for ATMP development processes where the con-
text for leaf goals are derived using the contexts of goal model variants which
includes these leaf goals (See Fig. 8).

The idea of using contextual goal models is inspired from [3]. In [3], authors
use contextual goal models to model contextual requirements for an information
system. Here, we use contextual goal models as a means to contextualize process
models. In the following section, we describe how contextual goal models are
used to contextualize ATMP development processes.

3.3 Contextuzalizing the Process Model

(Sub-objective 3). Our intention here is to contextualize the process model such
that it guides scientists throughout the process execution. This is achieved by
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Fig. 7. Contextual goal model

Fig. 8. Goal model variants

deriving the context of the leaf goals in the goal model. A leaf goal corresponds
to a milestone of a single task or sub-process in the process model. Accordingly,
once we derive the context of leaf goals, the corresponding task/sub-process is
also implicitly contextualized. The elements in the domain model used to define
the context of its goals are the contextual elements that affect the task or sub-
process. The task or sub-process becomes relevant if its context holds.
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3.4 Guidance Through Context-Aware Process Modelling

(Main Objective). In this section, using an example, we explain how our models
can be used in practice to guide scientists. Context-aware process models sup-
port scientists by making explicit which tasks are required to address the reg-
ulatory requirements under different conditions(contexts) and what (contextual
elements) affects whether a task is required or not. In the following paragraphs,
we illustrate how context-aware process models support scientists on an example
(Fig. 9).

Fig. 9. Contextualized process model

Looking at Fig. 4, we see that once the Create Gel task is completed, a set
of tasks are enabled. Being a knowledge-worker, the scientist has the flexibility
to choose which tasks to perform and which not. Although this flexibility is an
essential part of the process, it is important to support the scientist in making
the these choices.

Consider the task Test swelling degree. Without any information on context,
the scientist is free to skip this task. However, skipping this task would cause
a problem if the biomaterial has a natural starting material and is classified as
starting material in the drug substance (context C1 in Fig. 6 holds). Skipping the
task will result in not being able to Demonstrate compliance with Ph.Eur. 2.8.4
Swelling Index, (See Fig. 7), and this will result in failing to get the authorizations
for clinical trials. With the models in this paper, the scientist can choose a specific
context and this way is able to see which goals and tasks are relevant. Thereby,
the scientist ensures that the relevant regulatory requirements are addressed.

Additionally, it is important to explicitly show the factors (contextual ele-
ments) defining whether a task is relevant for the current context or not. For
instance, knowing that the contextual elements related to Test swelling degree
task are Starting material type and Role of biomaterial, the scientist sees how Role
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of the biomaterial affects the development process. This helps them define the
right context, e.g., choosing the appropriate Role of the biomaterial in Fig. 5, that
require fewer tests, which is more time and cost-efficient.

Lastly, since the context can change throughout the development, so do the
regulatory goals to be addressed and the set of tasks to be executed to address
those regulatory goals. Context-aware process models support scientists by mak-
ing explicit which tasks are required for which contexts. Thereby, context-aware
process models implicitly supports scientists in working more efficiently by help-
ing them in prioritizing the tasks that are relevant for more contexts rather than
performing redundant tasks that are only valid for a specific context, which is
unlikely to occur.

4 Preliminary Evaluation

Initial feedback on the models and ideas presented in this paper has been gath-
ered from senior iPSpine and regulatory experts. The stakeholders indicated that
they are positive about the usefulness of models and ideas in practice.

Next, the usefulness of the main-objective of this case study was discussed
with three junior scientists who are working on the biomaterial development
studies, which is the part of ATMP development processes we focus in this case
study. The scientists mentioned that the idea of linking the process model and
the goal model is “definitely useful” when the scientific development is at the
stage where different regulatory frameworks (different contexts, domain model)
are investigated. They mentioned that they can use these models to justify what
they have done (process) and identify what they need to do to better comply
with the chosen regulatory framework (goals).

Further evaluation will follow when the models are implemented on the pro-
cess management platform developed within the scope of iPSpine project. This
implementation is currently under development. First, we plan to conduct semi-
structured interviews with junior biomaterial development scientists who are
actively using the platform. Then, further interviews will follow with senior
scientists and other development cases will be implemented and tested in the
platform.

5 Discussion

Our focus in this case study is to support scientists in working towards regulatory
compliance. We do this by means of context-aware process models. In this regard,
the notion of context in context-aware BPM is related to our purpose. Therefore,
in this section, we discuss context-aware BPM papers that are highly relevant
for our case study.

Context is not a new notion for BPM. Several authors investigated this notion
with the aim of making the processes context-aware; responsive to the changes
in its environment. Song et al. [21] present a comprehensive survey about various
definitions of context in context-aware BPM. The authors conclude that there
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is still a lack of consensus in BPM on how context is defined, represented and
integrated to the business processes [21].

A related work on contextualizing business processes is the paper by De
La Vara et al. [7,8]. They use a context analysis method [3] to contextualize
business processes. The context analysis method uses a set of expressions, so-
called facts, to check if a particular context holds. A context analysis model
defines alternative ways (or alternative combinations of facts) for checking a
context, referred to as context variants. In our case, a context can not be verified
by facts. Context is defined by different values taken by the contextual elements
chosen by the scientist (user).

The importance of goals for investigating and integrating context for business
processes is already discovered in context-aware BPM literature [12,17,19]. In
these papers, goals are used to identify contextual elements, i.e., factors that
have an impact on the achievement of business goals, and relate them to the
business processes.

Similarly, in this case study, we use goals as a facilitator for identifying and
relating context and contextual elements to business processes. However, differ-
ent from existing approaches [12,17,19], we use contextual goal models for this
purpose. In the existing approaches [17,19], analysis of process goals is only lim-
ited to identification of top level objectives and discovering factors (contextual
elements) that have an effect on the achievement of those goals. Heravizadeh
et al. [12], decomposes the process objectives into smaller objectives to discover
contextual elements and to link them to the business process. However, in their
case, context only affects how or how well the goals are achieved, but the goals
are fixed. In our case, different contexts imply different goals.

Another related research area is guidance/recommendations for flexible,
knowledge intensive processes. Supporting flexible and knowledge intensive pro-
cesses is an emerging topic in BPM [9]. Providing guidance and recommendations
for those processes has also drawn some attention [5,13,24,25]. These approaches
provide guidance using historical knowledge about previous cases. ATMP devel-
opment is a new field with a huge variability between different projects. Also,
no historical data from previous projects is available for use. For this reason,
existing process guidance approaches are not suitable for our case study. In this
regard, this paper presents an exemplary case study for guiding flexible and
knowledge-intensive processes where no historical data is available.

Lastly, although business process variability modelling [4,16] is a related
research area, it is not the focus of this paper. The main problem we address in
this paper was to bridge the gap between the regulatory and scientific views on an
ATMP development process. So, our main focus was to identify and integrate the
(regulatory related) factors that causes a variability in the scientific development
process. Business process variability modelling approaches focus on the next
step: deriving different process variants. They do not focus on identification and
representation of the factors driving the variability. Also, deriving the process
variant for a particular context is not intended in this case study. Alternative
contexts are explored throughout an ATMP development study e.g., different
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classification decisions in Fig. 5. So, the process model should cover not only
a single process variant of a particular context, but multiple process variants
corresponding to alternative contexts that are explored in a single development
process.

6 Conclusion

In this paper, we have presented a case study on modelling context-aware pro-
cesses. The immediate contribution of this research are the models presented in
Sect. 3 created and implemented for the iPSpine project. These models are used
to guide ATMP development scientists work towards regulatory compliance in
an efficient and effective manner. Furthermore, this case study presents an exem-
plary approach for guiding flexible and knowledge-intensive processes through
context-awareness.

Contextualization of the existing process model provides a solution for guid-
ing the scientists towards regulatory compliance in this case study. However,
ATMP development processes are diverse. The process models we provide in
this case study cover only a single ATMP development study in the iPSpine
project. As future work, we plan to investigate creating process models, that
cover the tasks for a set of contexts explored throughout an ATMP development
study, using goal models.
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Abstract. Process models are important artifacts to support organi-
zations in documenting, understanding and monitoring their business.
Over time, these process models may become outdated and need to be
revised to again accurately describe the business, its culture and regu-
lations. Process model repair techniques help at automatically revising
the existing model from behavior traced in event logs. So far, such tech-
niques have focused on identifying which parts of the model to change
and how to change them, but they tend to overlook the potential of
using knowledge from practitioners to inform the revision. Theory revi-
sion techniques are able to revise a logical theory using data. They allow
the practitioner to specify which part of the theory is kept unchanged
during the revision and which part of the data should or should not be
explained by the theory. This paper dives into first ideas on how process
model repair techniques can benefit from theory revision. In particular,
it elaborates on the use of domain knowledge to identify which data
are relevant to be considered and which parts of the model are indeed
changeable. Finally, this paper analyzes existing process model repair
techniques and discusses challenges that need to be addressed in order
to exploit theory revision.

Keywords: Process model repair · Process mining · Theory revision

1 Introduction

Business Process Management (BPM) [9] relies on process models to support
organizations in documenting, understanding and monitoring their processes.
These models can be manually specified by stakeholders of the process or auto-
matically discovered from process data using process discovery techniques [1].
Over time, with changes in the regulations, the business or the organization cul-
ture these models may become obsolete and less useful for monitoring. Thus,
there is a need to revise these process models to meet the new understanding of
the business.

In the BPM area, there are some initiatives on process model repair [2] to
automatically revise the current model from observed behavior. They use event
data collected from information systems to guide the necessary changes in the
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model. This is typically done by applying conformance checking [6] techniques
for identifying non conforming traces and applying local changes to the model to
make it compliant to the analyzed traces. These techniques mainly focus on iden-
tifying where to apply the change and how to change the model. However, they
overlook the importance of external knowledge in guiding the revisions. The nec-
essary changes to the process model can have the goal to represent new behavior
or to prevent undesired behavior. For instance, the organization may decide to
switch to a more sustainable business and manage their internal projects digi-
tally. In this scenario, it is important to distinguish in the data between desired
and undesired behavior. That is, events from the previous physically managed
cases should be marked as undesired while events from the digitally handled
process should be marked as desired behavior. The process model repair tech-
nique should take these markings into account to guarantee that the final model
accurately represents the current business process. Another benefit of consider-
ing domain knowledge concerns specific fragments of the process which represent
normative work (e.g., safety fallback procedures in case of emergency, organiza-
tion code of conduct). This kind of work is described by activities which must
be done exactly as described in the model. Also, some parts of the model were
derived from extensive discussions among the different stakeholders and they
share a common understanding among the process participants. It is important
that the model repair technique does not change these parts.

Theory revision [24,25] is part of the Inductive Logic Programming [16] (ILP)
area and it is motivated by concept drifts (i.e., the situation in which properties
and relations of the studied data can change over time). It focuses on minimally
changing a logical theory in the presence of positive and negative observations
with the aim of finding a more accurate theory. Theory revision brings two
advantages to the practitioner. First, it allows to distinguish between positive
and negative observations (i.e., facts that must or must not be explained by the
revised theory). Second, it allows to precisely specify parts of the model to be
kept unchanged during the revision. This paper aims at bridging process model
repair and theory revision. More specifically, it provides the first ideas on how
to formulate a process model repair problem as a theory revision problem. To
this end, it focuses on i) the distinction between desired (positive) and undesired
(negative) behavior, and ii) changeable and unchangeable model fragments to
be considered in the model repair. This paper analyzes existing techniques from
a theory revision point of view and explores which concepts are already in use
and which are further concepts that are useful for model repair.

The rest of the paper is structured as follows. Section 2 reviews preliminary
concepts. Section 3 presents the proposal on how to frame process model repair
based on theory revision. Section 4 presents an analysis of existing model repair
techniques positioning them against derived concepts. Section 5 discusses related
work. Section 6 concludes the paper and outlines future work.
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2 Preliminaries

This section describes the two main concepts approached in this paper.
Section 2.1 reviews the concept of process model repair. Section 2.2 describes
the concept of theory revision.

2.1 Process Model Repair

A process model (M) is a description of the business process. It represents the
sequence of process events (i.e., the activities and control-flow of the process).
Usually, this is represented as a directed graph where the nodes represent the
events and the edges represent the potential flow of control among the events. An
event log (L) is a multi-set of traces and each trace (T) represents the execution
of a process instance, (i.e., the sequence of process activities). Techniques for
automatically discovering a process model from an event log were proposed in
the literature [1]. The final process model is expected to conform with the event
log (i.e., the model M is expected to replay all the traces T in L).

The event log represents the observed behavior while the model represents
the expected behavior. Over time, the expected and the observed behavior may
not align anymore, for instance because of concept drift. In this case process
model repair [10] may be applied. Process model repair aims to improve the
quality of a model through process data by applying minimal changes to the
initial model. Existing methods take as input a model and an event log, and
produce a new model that resembles the original one as much as possible while
still guaranteeing that the new model is able to replay the traces in the log. More
in detail, process model repair techniques need two inputs: a process model and
an event log. A process model typically uses a graph-based notation to express
the partial order relation of the activities within the different traces constituting
the event log. Such model may have been designed manually by a person using a
modeling tool or may have been generated by a process discovery tool. An event
log typically comes from an information system (e.g., a BPMS, a database, etc.).
The data presented in the event log may record events pertaining a large amount
of time, including time periods in which the process is enacted differently (i.e.,
the actual process changed with respect to its model). This means that the initial
model is no longer able to accurately describe the behavior recorded in the event
log, especially when it comes to newer traces. Thus, the task of model repair is
that to produce a new process model that is able to best describe all the facts
and relations observed in the event log.

Process model repair can be positioned in between process discovery [1] and
conformance checking [6] (i.e. taking a predefined model as the norm and check-
ing whether the event log complies with it). The final model may reflect reality
(i.e. observed behavior recorded in the event log) better than the initial model,
but may also be very different from it, which can make the final model useless
in practice. For instance, practitioners may heavily rely on the initial model to
understand how a particular process functions. Presenting to them a model very
different from the one they are accustomed with, may result in the final model



Process Model Repair Meets Theory Revision - Initial Ideas 187

being ignored by them. To address this issue, a minimality criterion is considered
when repairing the initial model guaranteeing that the final model is as similar
as possible to the initial one. However, the minimality criterion does not guaran-
tee that still important parts (e.g., commonly agreed pieces of the process that
represent a shared understanding of the work) are not changed by the technique.
In this paper, I argue that the repair would be more useful to the practitioners
if it takes into account predefined fragments of the model that they do not want
to modify.

Furthermore, as stated in [3,4], existing approaches for process model repair
are applied on whole event log. They apply the changes based on all the traces
that did not comply with the model, thus including traces that the practitioners
do not want to take into account for the repair. As a consequence, the final models
is unnecessarily complex and harder to understand by the practitioners. In this
paper, I also argue that the repair technique can benefit from a pre-processing
step, in which the relevant traces for the repair are identified.

2.2 Theory Revision

A theory revision technique receives as input an initial logical theory (Ti) and
a set of factual data (C) [24,25]. The theory is composed by a set of logic rules
and can be either specified manually by domain analysts or automatically using
an Inductive Logic Programming (ILP) system [16]. Furthermore, the initial
theory is divided into two parts: unchangeable, which is assumed to be correct,
and a changeable part that can be modified by the revision. The data are split
into positive (C+) and negative (C−) observations. The final theory (Tf ) should
logically imply all the positive observations (completeness) (∀c+ ∈ C+, Tf � c+),
none of the negative observations (consistency) (∀c− ∈ C−, Tf � c−) and satisfy
a criterion of minimality [25]. More in detail, theory revision needs two inputs:
an initial theory and a dataset. The initial theory is a set of logical rules and it is
divided into two parts: a changeable set of rules and an unchangeable one. Rules
may be expressed in first-order logic notation (e.g., Horn clauses). These rule
sets may have been specified manually by a person or may have been learned
via a machine learning technique. A dataset is a collection of facts that may
come from an information system (e.g., a database). The data presented in the
dataset is divided into two sets: the positive and the negative sets. The positive
set represents facts that must be explained by the theory whereas the negative
set represent facts that must not be explained. The task of theory revision is to
generate a final theory in which all the unchangeable rules of the initial theory
are still present and some changeable rules have been replaced by new ones.

When applying theory revision three considerations must be made. First, it
must be clear where the theory should be modified (revision points). Second,
it must be clear how the theory should be revised (revision operators). Third,
it must be clear what evaluation function is going to be considered in order to
choose the best revision.

Revision points are defined through the data. Positive observations define
generalization revision points while negative observations define specialization
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revision points. The first is the literal in a rule responsible for the failure of
proving a positive example (failure point) and other antecedents (contributing
points) that may have contributed to this failure. The second is defined by clauses
used in successful proofs of negative examples. The specification of the revision
point determines the type of revision operator that will be applied to make
the theory consistent with the data. Generalization operators are used when a
positive observation is not proved by the theory, i.e. the theory must be more
generic in order to explain a positive observation. The second group is applied
when a negative observation is proved by the theory, i.e. the theory should be
more specific in order to not explain a negative observation.

Theory revision relies on operators that propose modifications at each revi-
sion point. Any operator used in machine learning (first-order) can be used in
a theory revision system. For instance, the specialization operator delete-rule,
that deletes the rule that is causing the proof of a negative observation and
the operator add-antecedent, that adds antecedents to a rule in an attempt to
make negative observations unprovable. As examples of generalization operators
we can consider the delete-antecedent operator that deletes antecedents from
a rule making this rule more generic and therefore allowing positive observa-
tions previously not proved by the theory to be proved. Another operator is the
add-rule operator. This operator leaves the original rule in the theory and gen-
erates new ones based on the original. The process is made in two ways. First
it copies the original rule and, using hill-climbing antecedent deletion, deletes
antecedents without allowing any negative observation to be proven, and also
those that allows one or more previously unprovable positive observation to be
proven (even if doing so allows proofs of negatives). Then it creates one or more
specializations of this core rule using the add-antecedents operator, to allow
proofs of the desired positives while eliminating the negatives. An evaluation
function such as accuracy is used to select the best proposed revision to be
implemented.

3 Proposal

This section discuses how to frame the task of model repair as a theory revision
task. Figure 1 introduces the overarching method.

Model 
Repair

Unchangeable Changeable
Initial Model

Data

Unchangeable Changeable

Final Model

Fig. 1. Process model repair framed as a theory revision problem schema
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As input, a model repair technique receives an initial model and an event
log and outputs a revised model. The initial model is divided into two parts.
The first one (BK) represents the part of the process model that should not be
changed during the repair procedure. The specification of this part is done by
the practitioners, based on their knowledge about the domain. For instance, it
can represent some external or internal regulations that should be kept. Once
the protected part of the process model is defined, all the rest is associated to the
repairable part (Mi). For the repair to happen it is necessary that Mi is defined.
The BK can be empty meaning that the practitioners chose to allow repair to
be considered in the whole structure of the process model. The event log is also
divided in two: positive (L+) and negative (L−) event logs. L+ corresponds to
the traces representing acceptable behavior while L− corresponds to behavior
that should be avoided. The model repair technique implements changes in the
model (Mi) guided by the event logs generating a final model that includes the
unchangeable part (BK) plus the repaired model (Mf ). The choice of which
change to implement follows a minimality criterion.

The changes are made in a batch mode, i.e. all the traces are received at
once and the changes to the model are made considering all of them. There are
some approaches for model repair that work in an incremental manner. In [13],
an approach for incrementally learn declarative process models was proposed.
The constrains are represented in a fragment of first-order logic consisting of
Datalog Horn clauses. The approaches implements changes in the model based
in one trace. It can learn from scratch as well as implementing modifications in
an existing model. It does not required the definition of positive and negative
observations implementing the modifications only based on positive observations.
Incremental approaches are not in the scope of the present work.

4 Analysis of Existing Process Model Repair Techniques

This section reports the results of the analysis of the existing approaches for
process model repair with respect to our proposal of framing the problem as a
theory revision problem. All the approaches rely on using conformance checking
techniques for identifying traces not conforming with the model and to guide the
necessary repair in the model. They vary mainly on the alignment technique used
and in the proposed repair. Therefore, revision points and revision operators are
considered in an implicitly manner. This paper then focused the analysis on (i)
specification of fragments of the initial model defining changeable and unchange-
able fragments; (ii) partitioning of the event log into positive and negative traces;
(iii) application of minimality criterion. This paper considered approaches where
the revision procedure is fully automatized. Table 1 summarizes our findings.

In [5] the alignment of a trace and a process model is used to propose changes
in the model. The approach uses a metric to calculate the alignment of the
proposed repaired model with the initial one, aiming for repairs that provide
minimal repair, thus a minimality criterion is used.

In [19] an impact-driven process model repair was proposed. The model repair
problem was addressed as an optimization problem where each possible repair
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Table 1. Summary of the model repair approaches

Approach Model fragmentation Event log partitioning Minimality criterion

[5] �
[19] �
[20,26,27] �
[15] � �
[23] �
[22] �
[12] � �

had a cost and the task was to find the repaired model that maximize fitness
constrained by the cost. A maximum degree change was considered, in this way
minimality criterion is met.

In [26] an approach for repairing a process model described in logic Petri
Net was proposed. It focuses on repairing a choice structure to make the model
replay activities in different branches. Variations of the work considering non-
free-choice structures [27] or process models with choice structures [20] were also
considered. In all the approaches, a minimality criterion was considered.

In [15] the principle of divide and conquer was used to decompose the initial
process model in several fragments. Then, each fragment is classified in good
or bad fragment, depending whether they conform with the event log or not,
respectively. For the bad fragments, repair operations are applied and the gen-
erated repair fragments are then composed with the good one generating a final
repaired model. This work aligns partially with (i) decomposing the model in
changeable and unchangeable fragments. However, the choice is based on confor-
mance with the event log and not as a prior decision based on the understanding
of the business and the needs of the practitioners as stated in this paper. More-
over, it can be the case that a part of the model that conforms with the data
should not. By focusing on changing only the parts that did no conform with the
event log keeping as much as possible the initial model, the minimality criterion
is considered.

In [23], the process model as a workflow net and the event log are both
represented as footprint matrix. The repair approach implements modification
in the model based on differences found between the two footprint matrix. The
approach searches for a minimal change in the model and consider all the event
log as desirable traces.

In [22], the authors presented the task of generalized conformance checking.
A level of quality trust is associated to the log and to the model and this quality
is used to repair both the log and the model. Although the authors acknowledge
the possibility of the event log not representing all the possible behaviors or
representing undesirable behavior, the model repair does mot consider these
issues in a different way, also because they are not distinguished in the event
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log. Therefore the consideration of positive and negative event logs is not take
into account by this approach. The alignment between the original model and
the final model is calculated, but the trust value associated to the model defines
the amount of change accepted. If the trust on the model is high which cope with
the idea of theory revision (i.e., the model is approximately correct), then the
model will be changed minimally, therefore the approach follows a minimality
criterion.

The approach proposed in [12] is the most related to the concepts presented
in this paper. It uses conformance checking to find the sequence of the model
most similar to the traces that did not conform. Then the parts that did not
conform are separated and process discovery technique are used to learn the
correspondent sub-process that are then included in the initial model repairing
it. They separated in a different log traces that should not be replayed by the
model. Therefore, they partially considered negative and positive traces. The
approach satisfies a minimality criterion.

As a result of the analysis of the existing techniques for process model repair
it is possible to observe that the techniques use a minimality criterion to guaran-
tee that the final model resembles as much as possible the initial model. However,
the techniques can be improved by the involvement of the practitioners for frag-
mentation of the initial model and partitioning of the event log. The approaches
proposed in [15] and [12] partially fulfilled these two points, respectively.

5 Related Work

Given the analyzed sources of the literature, it can be observed that the concept
of theory revision has not yet been considered for process model repair when the
model follows an imperative paradigm. When the process model is represented
with a declarative paradigm, work such as [7] can be mentioned. Theory revision
concepts were used to improve DECLARE [18] rules, where a set of positive and
negative event logs were built and used for the revision of the set of DECLARE
rules. In the context of process discovery, the approach presented in [8] used
a partitioning of the event log into positive and negative event logs to learn
declarative process model.

The idea of framing an existing task as a theory revision task has been used
in other areas such as learning game rules [17], updating social network in the
presence of stream data [14] and discovering links in real biological networks [21].
This paper is a first attempt to provide formal foundations for process model
repair. Especially, it sheds light on the necessity of the fragmentation of the
initial process model and the partition of the event log involving practitioners’
knowledge.

6 Conclusion

BPM relies on process models to support the practitioners in documenting,
understanding and monitoring their processes. If these models become outdated
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over time, the monitoring of the process becomes inaccurate. Process model
repair proposes to change the model in order to cope with the latest changes
in the data recorded in event log. From the area of ILP, theory revision tech-
niques allow the revision of a logical theory, i.e. a set of rules, guided by positive
and negative observations. The logical theory is minimally changed in order to
explain all the positive observations and none of the negative observations.

This paper explored the area of process model repair framing it as a theory
revision problem. It identified two main points from theory revision that can con-
tribute to process model repair, the fragmentation of the initial process model in
a way that the practitioners may indicate fragments that should not be consid-
ered for repair and the definition of two event logs, namely positive and negative
logs. The first one includes behavior that should be replayed by the model and
the second includes behavior that should be avoided by the model. To use the-
ory revision for process model repair, two main challenges should be addressed,
namely the fragmentation of the initial process model and the partitioning of
the event log.

As future work, I intend to i) delve deeper into formalizing other aspects of
theory revision and ii) explore other facets of the broader area of theory refine-
ment [25]. For what concerns i), as existing works are already implicitly using
the concepts of revision points and revision operators, I plan to formally define
them. For what concerns ii), the automatic improvement of logic knowledge
bases, known as theory refinement, can be divided into two classes: theory revi-
sion and theory restructuring. Both aim at improving the quality of the logical
theory. The revision task involves changing the answer set of the given theory,
i.e., improving its inferential capabilities by adding previously missing answers
(generalization) or by removing incorrect answers (specialization). On the other
hand, the task of restructuring does not change the answer set of the given the-
ory; its objective is to improve performance and/or user understandability of
the theory. As a follow-up work, I intend to investigate how concepts of theory
restructuring can support the task of process model repair, e.g. process simpli-
fication [11].
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Abstract. Declarative process modelling languages like Declare focus
on describing a process by restrictions over the behaviour, which must be
satisified throughout process execution. Although this paradigm allows
more flexibility, it has been shown that such models are often hard to
read and understand, which affects their modelling, execution and main-
tenance in a negative way. A larger degree of flexibility leads to a mul-
titude of different process models that describe the same process. Often
it is difficult for the modeller to keep the model as simple as possible
without over- or underspecification. Hence, model checking, especially
comparing declarative process models on equality becomes an important
task. In this paper, we determine and prove a theoretical upper bound
for the trace length up to which the process executions of Declare models
must be compared, to decide with certainty whether two process models
are equal or not.

Keywords: Linear temporal logic · Model checking · Declarative
process management.

1 Introduction

In business process management (BPM) two opposing classes of business pro-
cesses can be identified: routine processes and flexible processes (also called
knowledge-intensive, decision-intensive, or declarative processes) [9,10]. For the
latter, in the last years a couple of different process modelling languages such
as Declare [18], Multi-Perspective-Declare (MP-Declare) [5], DCR graphs [13],
and the Declarative Process Intermediate Language (DPIL) [19,25] emerged.
These languages describe a process by restrictions (so-called constraints) over
the behaviour, which must be satisfied throughout process execution. Especially
Declare has become a widespread and frequently used modelling language in the
research area of modelling single-perspective (i.e. focussing on the control-flow)
and flexible processes.

Although this paradigm guarantees more flexibility than the imperative one,
it turned out that declarative process models are for several reasons hard to
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read and understand, which affects the execution, modelling, and maintenance
of declarative process models in a negative way: the large degree of flexibil-
ity offers the modeller a multitude of options to express the same fact. Hence
the same process can be described by very different declarative process mod-
els (cf. Sect. 2). In general, declarative process models possess a high risk for
over- or underspecification, i.e. the process model forbids valid process execu-
tions or it allows process executions that do not correspond to reality, respec-
tively. Often such a wrong specification is caused by hidden dependencies [2],
i.e., implicit dependencies between activities that are not explicitely modelled
but occur through the interaction of other dependencies. The Declare modelling
language relies on linear temporal logic (LTL) [18]. Hence, constraints and pro-
cess models, respectively, are represented as LTL formulas. Although there is a
set of common Declare templates, this set is not exhaustive in the sense that
sometimes plain LTL formulas are necessary to complete a process specification.
Also for defining customized templates for reuse (i.e. if a dependency between
more than two activities should be expressed) modellers are not aware of work-
ing with plain LTL. This deficiency increases since a canonical standard form
for LTL formulas does not exist, so in general, these formulas are not unique.
Mixing the predefined constraints with plain LTL exacerbates the problem of
understanding such models.

Therefore there is a high interest to keep a process model as simple as possible
without deteriorating conformance with reality. However, changing or simplifying
such a process model bears the risks described above, i.e. over- and underspecifi-
cation. Hence model checking, especially comparing models on equality, becomes
an important task for modelling and verifying declarative process models. Most
of the time this is achieved by simulating process executions of different length
(so-called trace length) and by checking their validity. However, this is a very
time-consuming and tedious task and can only be done for a limited number of
traces and gives no guarantee that the considered process models are equal.

In this paper we determine and prove a theoretical upper bound for the
trace length up to which the process executions must be compared to decide
with certainty whether two process models are equal or not.

The rest of the paper is structured as follows: Sect. 2 recalls basic terminol-
ogy and introduces a running example. In Sect. 3 we give an overview of related
work and show how our work differs from existing work. In Sect. 4 we determine
an upper bound, prove our claim, discuss existing limitations and the expand-
ability to other declarative process modelling languages. Finally, Sect. 5 draws
conclusions from the work and gives an outlook on future work.

2 Running Example and Basic Terminology

In this section we recall basic terminology and introduce a running example.
Events, traces and logs are introduced to provide a common basis for the con-
tents of both process models and process traces. Afterwards we give a short
introduction of the Declare modelling language, since we focus on this modelling
language in the rest of the paper.
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2.1 Events, Traces and Logs

We briefly recall the standard definitions of events, traces and process logs as
defined in [1]: An event is an occurence of an activity (i.e. a well-defined step in
a business process) in a particular process instance. A trace is a time ordered
sequence of events which belongs to the execution of the same process instance.
Hence, a trace can be viewed as a record of a process execution. A (process)
event log is a multiset of traces. We can now define these terms more formally:

Definition 1. Let E be the universe of all events, i.e., the set of all possible
events. A trace is a finite sequence σ = 〈e1, ..., en〉 such that all events belong
to the same process instance and are ordered by their execution time, where
n := |σ| denotes the trace length of σ. We use the notation σ(i) to refer to the
ith element in σ.

We say a trace is completed if the process instance was successfully closed, i.e.
the trace does not violate a constraint of the process model and no additional
events related to this process instance will occur in future. Note that in case of
declarative process modelling languages like Declare the user must stop working
on the process instance to close them, whereas in imperative process models
this is achieved automatically by reaching an end event [18]. However, a process
instance can only be closed if and only if no constraint of the underlying process
model is violated [18].

From the definitions above, we can derive the definition of an event log.

Definition 2. An event log is a multiset [σw1
1 , ..., σwn

n ] of completed traces with
wi ∈ N+.

2.2 Declare and Declare Constraints

Declare is a single-perspective declarative process modelling language that was
introduced in [18]. Instead of modelling all viable paths explicitly, Declare
describes a set of constraints applied to activities that must be satisfied through-
out process execution. Hereby, the control-flow and the ordering of the activities
is implicitly specified. All process executions that do not violate a constraint are
allowed. In Declare the constraints are instances of templates, i.e. patterns that
define parameterized classes of properties [5]. Each template possesses a graphi-
cal representation in order to make the model more understandable to the user.
Table 1 summarizes the common Declare templates. Although Declare provides a
broad repertoire of different templates, which covers the most necessary scenar-
ios, this set is non-exhaustive and can be arbitrarily extended by the modeller.
Hence, the user is not aware of the underlying logic-based formalization that
defines the semantic of the templates (respectively constraints). Declare relies
on the linear temporal logic (LTL) over finite traces (LTLf ) [18]. Hence, we can
define a Declare process model formally as follows:

Definition 3. A Declare process model is a pair (A, T ) where A is a finite
set of activities and T is a finite set of LTL constraints (i.e. instances of the
predefined templates or LTL formulas).
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Table 1. Semantics for Declare constraints in LTLf

Template LTLf Semantics

existence(A) F(A)

absence(A) ¬F(A)

atLeast(A,n) F(A ∧ X(atLeast(A,n −
1))), atLeast(A, 1) = F(A)

atMost(A,n) G(¬A ∨ X(atMost(A,n −
1))), atMost(A, 0) = G(¬A)

init(A) A

last(A) G(¬A → F(A))

respondedExistence(A,B) F(A) → F(B)

response(A,B) G(A → F(B))

alternateResponse(A,B) G(A → X(¬AUB))

chainResponse(A,B) G(A → X(B)) ∧ response(A,B)

precedence(A,B) F(B) → ((¬B)UA)

alternatePrecedence(A,B) precedence(A,B) ∧ G(B →
X(precedence(A,B))

chainPrecedence(A,B) precedence(A,B) ∧ G(X(B) → A)

succession(A,B) response(A,B) ∧ precedence(A,B)

chainSuccession(A,B) G(A ↔ X(B))

alternateSuccession(A,B) alternateResponse(A,B) ∧
alternatePrecedence(A,B)

notRespondedExistence(A,B) F(A) → F(B)

notResponse(A,B) G(A → ¬F(B))

notPrecedence(A,B) G(F (B) → ¬A)

notChainResponse G(A → ¬X(B))

notChainPrecedence(A,B) G(X(B) → ¬A)

coExistence(A,B) F(A) ↔ F(B)

notCoExistence(A,B) ¬(F(A) ∧ F(B))

choice(A,B) F(A) ∨ F(B)

exclusiveChoice(A,B) (F(A) ∨ F(B)) ∧ ¬(F(A) ∧ F(B))

LTL makes statements about the future of a system possible. In addition
to the common logical connectors (¬,∧,∨,→,↔) and atomic propositions, LTL
provides a set of temporal (future) operators. Let φ1 and φ2 be LTL formulas.
The future operators F,X,G, U and W have the following meaning: formula
Fφ1 means that φ1 sometimes holds in the future, Xφ1 means that φ1 holds in
the next position, Gφ1 means that φ1 holds forever in the future and φ1Uφ2

means that sometimes in the future φ2 will hold and until that moment φ1 holds.
The weaker form of the until operator (U), the so-called weak until φ1Wφ2 has
the same meaning as the until operator, whereby φ2 is not required to hold. In
this case, φ1 must hold forever.
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Fig. 1. Running example modelled with BPMN

For a more convenient specification, LTL is often extended to past linear
temporal logic (PLTL) [26] by introducing so-called past operators, which makes
statements on the past possible but does not increase the expressiveness of the
formalism [17]. The past operators O,Y and S have the following meaning: Oφ1

means that φ1 sometimes holds in the past, Yφ1 means that φ1 holds in the
previous position and φ1Sφ2 means that φ1 has held sometimes in the past and
since that moment φ2 holds.

For a better understanding, we exemplarily consider the response constraint
G(A → FB). This template means that if A occurs, B must eventually follow
sometimes in the future. We consider for example the following traces: t1 =
〈A,A,B,C〉, t2 = 〈B,B,C,D〉, t3 = 〈A,B,C,B〉 and t4 = 〈A,B,A,C〉. In traces
t1, t2 and t3 the response template is satisfied. Note that in t2 this constraint is
trivially fulfilled since A does not occur (so-called vacuously satisfied). However,
t4 violates the constraint, because after the second occurrence of A no execution
of B follows.

We say that an event activates a constraint in a trace if its occurence imposes
some obligations on other events in the same trace. Such an activation either
leads to a fulfillment or to a violation of a constraint. Consider, for example, the
response template. This constraint is activated by the execution of activity A.
In t4, for instance, the response template is activated twice. In case of the first
activation, this leads to a fulfillment, because B occurs. However, the second
activations leads to an violation, because B does not occur subsequently.

2.3 Running Example

In this paper we will refer to the following running example. Our sample process
consists of three activities namely, A, B and C, with the following control-flow:
Either the three activities are executed in sequence (i.e. ABC) or alternatively C
is executed arbitrarily often but at least once. In other words, the process can be
considered as a loop where in each pass you have the decision to execute activity
C or the sequence ABC. For a better understanding, the process model is also
shown as BPMN diagram in Fig. 1. This process can be modelled in Declare in
different ways. Figure 2a shows a first option and Fig. 2b shows a second option.
For representing the two models we use the common graphical Declare notation.
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Process Model M1 (cf. Fig. 2a):

1. If A is executed,B must be executed sometimes in the future.
2. If B is executed, A must be executed sometimes before.
3. If A occurs, B must also be executed (either before or after A).
4. If B is executed, C must be executed sometimes in the future.
5. If A is executed, B must be executed directly afterwards and C directly

after B.

A

C

B

respondedExistence

response

precedence

G(A -> X(B) ^  X(X(C))) 

response

(a) Process Model M1

A

C

B

respondedExistence

succession

chainPrecedence

chainResponse

(b) Process Model M2

Fig. 2. Two different Declare process models, describing the same process.

Process Model M2 (cf. Fig. 2b):

1. If A is executed, B must eventually be executed sometimes in the future and
if B is executed, A must be executed sometimes before.

2. If B is executed, A must have been executed directly before.
3. If A occurs, B must also be executed (either before or after A).
4. If B is executed, C must be executed immediately afterwards.

Note that the two process models are made more complicated than necessary
in order to demonstrate the difficulty of the comparing task. Apart from the
respondedExistence template that occurs in both process models, they seem to
be completely different with regard to both the applied Declare templates and
the number of constraints. Note that in addition to these two variants there are
several further options for modelling this process. In the rest of this paper we
will explain all steps of this example and we will check whether the two process
models are really the same.

3 Related Work

This work relates to the stream of research on modelling and checking declar-
ative process models. Difficulties in understanding and modelling declarative
processes are a well-known problem in current research. Nevertheless, there are
only a handful of experimental studies that deal with the understandability of
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declarative process models. In [12] a study reveals that single constraints can be
handled well by most individuals, whereas sets of constraints establish a serious
challenge. Furthermore, it has been stated that individuals use the composi-
tion of the notation elements for interpreting Declare models. Similar studies
[2,4] investigated the understandability of hybrid process representations which
consist of graphical and text based specifications.

For different model checking tasks of both multi-perspective and single-
perspective declarative process models there are different approaches. In [6] an
automata based approach is presented for the detection of redundant constraints
and contradictions between the constraints. In [8,23] the problem of the detec-
tion of hidden dependencies is addressed. In [23] the extracted hidden dependen-
cies are added to the Declare models through visual and textual annotations to
improve the understandability of the models. In [20] the authors transform the
common Declare templates in a standardized form called positive normalform,
with the aim of simplifying model comparisons. However, the proposed repre-
sentation is not sufficient for a reliable identification of identical process models,
since this normalform is not unique.

There is also some effort in transforming Declare process models into different
representations for deeper analysis. In [21] formulas of linear temporal logic over
finite traces are translated to both nondeterministic and deterministic finite
automata. In [11] Büchi automata are generated from LTL formulas. In [24]
Declare templates are translated into deterministic finite automata, that are used
for implementing a declarative discovery algorithm for the Declare language.

The standard procedure for comparing the desired behaviour with the
expected behaviour provided in a process model includes the generation of exem-
plary process executions, which are afterwards analyzed in detail with regard to
undesired behaviour such as contradictions, deadlocks or deviations from the
behaviour in reality. Often, for a better understanding of a model, also coun-
terexamples are explicitly constructed to verify whether a model prevents a
particular behaviour [16]. For generating exemplary process executions it is nec-
essary to execute declarative process models. In [3] both MP-Declare templates
and Declare templates are translated into the logic language Alloy1 and the
corresponding Alloy framework is used for the execution. For generating traces
directly from a declarative process model (i.e. MP-Declare as well as Declare)
the authors in [22] also use Alloy to generate event logs. In [16], based on a given
process execution trace (that can also be empty), possible continuations of the
process execution are simulated up to an a-priori defined length. The authors
emphasize the usefulness of model checking of (multi-perspective) declarative
processes by simulating different behaviours. However, the length of the look-
ahead is chosen arbitrarily and, hence, can only guarantee the correctness of a
model up to a certain trace length. In summary, the need for a generally applica-
ble algorithm to determine the minimum trace lenth required to find out whether
process models are equivalent is still there and this issue has not been solved so
far.

1 https://alloytools.org/.

https://alloytools.org/
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4 Determining an Upper Bound for Model Checking

In this section we determine and prove an upper bound for the trace length to
check two Declare models for equality. The main idea is to transform each of
the process models to be compared into a deterministic finite state automaton.
This automaton is constructed as a minimized product automaton of the cor-
responding automata representing the constraints of a process model. Hence,
we transform the problem of checking two process models for equality into the
language equivalence problem of deterministic finite state automata. This trans-
formation allows us to give a mathematical proof that the trace length which
must be considered depends on the product of the number of states of the cor-
responding product automata. In the following we first introduce deterministic
finite state automata and explain the transformation of Declare templates into
such automata (cf. Sect. 4.1). Afterwards we show the construction of the mini-
mal product automaton for a process model (cf. Sect. 4.2). In Sect. 4.3 we prove
our theorem and determine the theoretical upper bound for the trace length. In
Sect. 4.4 based on this theorem, we formulate a general model checking algorithm
and apply it to our running example. In Sect. 4.6 we discuss consequences of this
theorem and the expandability to other declarative process modelling languages.

(a) notRespondedExistence (b) notResponse

Fig. 3. FSA for additional Declare templates

4.1 Transformation of Declare Templates into Finite State
Automata

The first step of our approach is to transform the Declare templates (cf. Sect. 2)
into deterministic finite state automata (FSA) [14]. Therefore, we need some
formal definitions:

Definition 4. A deterministic finite-state automaton (FSA) is a quintu-
ple M = (Σ, S, s0, δ, F ) where Σ is a finite (non-empty) set of symbols, S is a
finite (non-empty) set of states, s0 ∈ S is an initial state, δ : S × Σ → S is the
state-transition function, and F ⊆ S is the set of final states.
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As we want to deal with words and not only single symbols, we have to expand
the definition:

Definition 5. Let Σ be a finite (non-empty) set of symbols. Then Σ∗ :=
{a1a2 . . . an | n ∈ N0, ai ∈ Σ} is the set of all words over symbols in Σ.
For each word ω ∈ Σ∗ we define the length of ω as

|ω| :=

⎧
⎪⎨

⎪⎩

0 ω = ε (ε denotes the empty string)
1 ω ∈ Σ
|a| + |b| ω = ab with a ∈ Σ and b ∈ Σ∗

Definition 6. For a FSA M = (Σ, S, s0, δ, F ) we define the extended state-

transition function δ̂ : S × Σ∗ → S,

(s, ω) 
→

⎧
⎪⎨

⎪⎩

s ω = ε

δ(s, ω) ω ∈ Σ
δ(δ̂(s, a), b) ω = ab with a ∈ Σ and b ∈ Σ∗

A
A,B

B

Fig. 4. Finite state automaton M with L(M) = {Aω | ω ∈ {A, B}∗}

In the following, for the sake of simplicity, δ always denotes the extended
state-transition function δ̂ for words ω ∈ Σ∗.

Definition 7. Let M = (Σ, S, s0, δ, F ) be a FSA. Then L(M) := {ω ∈ Σ∗ |
δ(s0, ω) ∈ F} ⊆ Σ∗ is called the language of M .

Example 1. Consider Σ = {A,B}. Then Σ∗ = {ε, A,B,AA,AB,BA,BB, . . . }
consists of all strings including any number of A’s and B’s.
L := {Aω | ω ∈ Σ∗} = {A,AA,AB,AAA, . . . } is the language of all words with
A at the beginning. The corresponding FSA is depicted in Fig. 4.

In [24], the authors present a transformation of most of the Declare templates
into a FSA where Σ is the set of the occurring activities. We have determined
the corresponding automata of the remaining Declare templates. The results are
illustrated in Fig. 3.

The traces that fulfill a Declare template are exactly the elements of the
language of the corresponding FSA. For example, the trace t1 = 〈A,A〉 fulfills
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the notResponse template whereas the trace t2 = 〈A,A,B〉 does not. The same
thing holds for the automaton, too: t1 is accepted and t2 is not accepted (see
Fig. 3).

The transitions labelled with :otherwise are needed because in general there
are more than two activities in a process model. The other activities, that do
not concern the corresponding template, do not influence the properties of the
automata but must be included in the construction of the automata. Details will
be described later.

4.2 Transformation of Declare Process Models to Finite State
Automata

In this section we show how a Declare process model can be transformed into
a finite state automaton. As a Declare process model M consists of a set of
different Declare templates {T1, . . . , Tn}, a trace t that satisfies M is a trace,
that satisfies all the templates:

t satisfies M ⇐⇒ t satisfies T1 ∧ · · · ∧ Tn (1)

In order to transform a Declare model into a FSA, we apply the concept of the
product automaton [14]:

Table 2. Number of states of all automata for corresponding Declare templates.

Template |S| Template |S|
existence(A) 2 alternatePrecedence(A, B) 3

absence(A) 2 chainPrecedence(A, B) 3

atLeast(A, n) n + 1 succession(A, B) 3

atMost(A, n) n + 1 chainSuccession(A, B) 3

init(A) 3 alternateSuccession(A, B) 3

last(A) 2 notPrecedence(A, B) 3

respondedExistence(A, B) 3 notRespondedExistence(A, B) 4

response(A, B) 2 notResponse(A, B) 3

alternateResponse(A, B) 3 notChainResponse(A, B) 3

chainResponse(A, B) 3 choice(A, B) 2

precedence(A, B) 3 exclusiveChoice(A, B) 4

coExistence(A, B) 4 notChainPrecedence(A, B) 3

notCoExistence(A, B) 4

Definition 8. Let M1 = (Σ, S1, s01 , δ1, F1) and M2 = (Σ, S2, s02 , δ2, F2) two
deterministic finite-state automata over the same set of symbols Σ. The product
automaton M = M1 ×M2 is defined as the quintuple M = (Σ, SM , s0M , δM , FM )
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where SM = S1 × S2, s0M = (s01 , s02), δM : S × Σ → S, ((s1, s2), a) 
→
(δ1(s1, a), δ2(s2, a)), and FM = F1 × F2.

From the definition of the product automaton M = M1×M2 of two deterministic
finite-state automata M1 and M2 follows that M accepts exactly the section of
L(M1) and L(M2) [14]:

Remark 1. Let M1 = (Σ, S1, s01 , δ1, F1) and M2 = (Σ, S2, s02 , δ2, F2) be two
deterministic finite-state automata over the same set of symbols Σ. Then
L(M) = L(M1) ∩ L(M2).

Together with Eq. (1) follows: A trace t satisfies a Declare model M =
{T1, . . . , Tn} if and only if t ∈ L(M1) ∩ · · · ∩ L(Mn) = L(M1 × · · · × Mn) where
Mi is the corresponding FSA of Ti.

4.3 Determining an Upper Bound

In this section we present a method for comparing two Declare process models.
The essential part of our approach is the following theorem:

Theorem 1. Let M1 and M2 be two FSA’s with m states and n states. Then
L(M1) = L(M2) if and only if {ω ∈ L(M1) | |ω| < mn} = {ω ∈ L(M2) | |ω| <
mn}

Proof. We prove the two directions of the implication. As L(M1) = L(M2), the
equality holds for all subsets. That implies especially that {ω ∈ L(M1) | |ω| <
mn} = {ω ∈ L(M2) | |ω| < mn}.

We prove the opposite direction by contrapositive. So suppose L(M1) �=
L(M2) and let a be a word of minimal length with a /∈ L(M1) ∩ L(M2) =
L(M1 × M2). We further define M := M1 × M2 as the product automaton of
M1 and M2.

We assume by contradiction that |a| ≥ mn. Regard X := {δ(q0, b) |
b prefix of a}. Since |X| ≥ mn + 1 and |SM | = mn, there exist two prefixes
u and u′ of a with δM (q0, u) = δM (q0, u′). We assume without any loss of gen-
erality that u is a prefix of u′. So there are two words v and z so that uv = u′

and u′z = a. It follows that uvz = a.
As u �= u′, v is not empty. The equation δM (δM (q0, u), v) = δM (q0, u) says

that v leads M through a loop from state δM (q0, u) into itself. So we have found
a word uz with δM (q0, uz) = δM (q0, a) with |uz| < |a|. This is a contradiction
to the minimality of a.

In order to compare Declare process models, we need to know the number
of states S of the corresponding deterministic finite-state automaton of each
Declare template. For example, the corresponding automaton of the notRespond-
edExistence template comprises four states (|S| = 4). The numbers of states of
all Declare templates are shown in Table 2.

We now apply Theorem 1 to our running example. We first calculate the
number of states of process model M1. The corresponding FSA of the defined
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Algorithm 1. Check the equality of two Declare models
Input: Declare Process Models P1 = (A1, T1) and P2 = (A2, T2)
Output: True if the models are equal, otherwise False

1 if A1 �= A2 then
2 return False
3 else
4 A ← A1

/* Generate minimal FSA for P1 and P2 */

5 U1 ← ∅
6 for t ∈ T1 do
7 (A, St, s0t , δt, Ft) ← transform t to minimal FSA
8 U1 ← U1.add((A, St, s0t , δt, Ft))

9 end
10 (A, SU1 , s0U1, δU1, FU1) ← create minimal product automaton of U1

11 n ← |SU1|
12 U2 ← ∅
13 for t ∈ T2 do
14 (A, St, s0t, δt, Ft) ← transform t to minimal FSA
15 U2 ← U2.add((A, St, s0t , δt, Ft))

16 end
17 (A, SU2 , s0U2, δU2 , FU2) ← create minimal product automaton of U2

18 m ← |SU2 |
/* Calculating upper bound −1 due to < in Theorem 1 */

19 upperBound ← m · n − 1
/* Generate traces until upperBound */

20 tracesP1 ← generate all traces for P1 with length ≤ upperBound
21 tracesP2 ← generate all traces for P2 with length ≤ upperBound

/* Comparing the generated traces */

22 if tracesP1 �= tracesP2 then
23 return False
24 else
25 return True
26 end

27 end

template G(A → X(B)∧X(X(C))) comprises 4 states. So for M1 we get a total
of 4 · 3 · 3 · 2 = 72 states. Analogously for M2 we get 3 · 3 · 3 · 3 = 81 states. Our
theorem says that we need to run all traces t with |t| < 72 · 81 = 5832 in order
to check the models M1 and M2 for equality.

4.4 Checking Declare Models for Equality

Based on the previous results it is now possible to describe an algorithm for
checking equality of two Declare process models (cf. Algorithm 1). Therefore,
we assume that in the two process models to be compared the activities are
named identically, otherwise we consider the two models to be different. For
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both process models, we first transform the constraints of the process models
into a minimal FSA and afterwards we construct the product automaton of these
single FSAs. Hence, our process model is described by the product automaton.
We use the Hopcroft Algorithm [15] for minimization of the product automa-
ton, since this algorithm works very efficiently. To get a smaller upper bound, it
is necessary to minimize this automaton. The product of the number of states
of both automatons determines the upper bound. Note, that the explicit con-
struction of the product automaton is only necessary if we want a smaller upper
bound, otherwise it would be sufficient to multiply the number of states of the
FSAs of the constraints to get an upper bound. Afterwards, the determined
upper bound is used to configure trace generators for Declare process models,
such as proposed in [16,22]. In the typical use cases of trace generators the gen-
erated traces possess a trace length that ranges between 0 and a few hundreds.
However, from the technical perspective these tools are not limited with regard
to the trace length. Hence, they are suited for this task but require more com-
putational power. Eventually, the set of generated traces must be compared for
equality. If the two sets are identical, we can say that the process models are
equal, too. Otherwise the process models differ.

4.5 Evaluation and Runtime Analysis

We discuss the execution time of our algorithm by determining its asymptotic
behaviour. For the construction of the non-mimized product automaton from
the constraints of a process model we get an execution time of

O
(

∏

t∈T1

|St|
)

.

The product automaton can be minimized in [15]:

O
(

∏

t∈T1

|St| · log log

(
∏

t∈T1

|St|
))

.

The most computational intensive task is the generation and checking of the
traces. In dependency of the applied technique (i.e. SAT solving) the execution
time differs. We denote this execution time in dependency of the considered
process model P with γ(P). SAT solving for propositional logic is known to be
NP-complete (Cook-Levin theorem [7]). Hence, the execution time for generat-
ing and validating traces is exponential and also dominates the execution time
of our algorithm. Note that measuring the execution time does not primarily
evaluate the algorithm itself rather than the applied SAT solver. Hence, we have
in summary the following asymptotic behaviour for our algorithm, where the
first two terms describe the execution time of constructing the corresponding
non minimal product automata, the third and fourth term the minimization of
the two product automata, and the last two terms describe the execution time
for generating and checking the traces until the upper bound:



208 N. Schützenmeier et al.

O
(

∏

t∈T1

|St|
)

+ O
(

∏

t∈T2

|St|
)

+ O
(

∏

t∈T1

|St| · log log

(
∏

t∈T1

|St|
))

+ O
(

∏

t∈T2

|St| · log log

(
∏

t∈T2

|St|
))

+ γ(P1) + γ(P2).

Since the last terms are the predominately ones the execution time of our algo-
rithm is exponential. However, if we are only interested in the upper bound,
the execution time is constant, since both the explicit construction of the prod-
uct automata as well as the trace generation is unnecessary. We evaluate the
development of the upper bound in dependency of the number of constraints in
the considered process models. Therefore, we assume the worst case, i.e. that
each FSA of the corresponding templates has 4 states, since this is the maximal
number of states, beside the recursive templates atLeast and atMost.

(
∏

t∈T1

|St|
)

·
(

∏

t∈T2

|St|
)

− 1 ≤ 4|T1| · 4|T2| − 1

We observe that the upper bound grows also exponentially. In Fig. 5 we
exemplarily depict the increase of the upper bound in dependency of the number
of constraints of two process models.

4.6 Limitations and Expandability to Other Process Modelling
Languages

Since our upper bound depends only on the ability to transform a process model
into a FSA, this concept can be applied to any declarative modelling language
whose expressiveness allows a mapping to a FSA. For example, in case of the
multi-perspective extension of Declare, MP-Declare, that means that first the
templates must be transformed into Colored-Petri-Nets. Afterwards, these Petri
Nets can be transformed into a FSA. However, as the small running example
already reveals, in general the upper bound is relative high. Hence, it needs a
lot of computational power to check process models for equality in this way.
However, since the statement of the theorem is an equivalence, this theorem can
be used for searching a counterexample to prove the difference of the models.
For this issue, in many cases it will not be necessary to simulate all traces to the
upper bound to verify the difference of models.
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Fig. 5. Development of the upper bound in dependency of the number of constraints
of the process models to be compared

5 Conclusion and Future Work

In this paper we determined and prove an upper bound for the trace length for
comparing two Declare process models for equality by using FSA construction
and minimization. We used this upper bound for formulating a model check-
ing algorithm and analyzed its execution time in detail. The algorithm shows
an exponential execution time. Also the upper bound increases exponentially
in dependency of the number of constraints. In future work, it will be investi-
gated whether a significant smaller upper bound can be found by considering
the process specific characteristic of the Declare templates. It should be also
investigated whether a probabilistic upper bound, that guarantees equality with
a particular probability, can be found. An upper bound for further modelling
languages, like MP-Declare, should also be determined.
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Abstract. Privacy has emerged as a key concern for companies that
deal with Personal Information (PI) since they need to comply with
certain privacy requirements. Unfortunately, these requirements are often
incomplete or inaccurate due to the vagueness of the privacy concept.
This paper tries to tackle this problem, contributing to the philosophical
foundations of privacy by addressing several foundational questions such
as What is privacy? What makes information a PI? Is PI a property? Do
we own our PI? To what extent we are entitled to protect our PI? How
do we protect our PI? After answering the aforementioned questions, we
characterize the privacy concept that allows providing a more precise
and meaningful conceptualization of privacy requirements, which may
improve dealing with them during the design of privacy-aware systems.

Keywords: Privacy · Personal information · Philosophical
foundations · Conceptual modeling · Requirements engineering

1 Introduction

Privacy has emerged as a key concern for companies that collect and manage
PI since they need to comply with certain privacy requirements [1]. If such
privacy requirements were captured and addressed appropriately during system
design, most of the privacy concerns could be tackled. Unfortunately, privacy
requirements are often inaccurate and incomplete, which is mainly due to the
vagueness and complexity of the privacy concept [2]. More specifically, many
requirements engineers limit the wide scope of privacy requirements to narrow
perspectives (e.g., confidentiality, secrecy) [3].

Privacy is one of the few concepts that has been thoroughly studied across
many disciplines for centuries, including Psychology [4], Philosophy [5,6], Soci-
ology [7], Law [8–10], and Political Science [11] to mention a few. Despite this,
it is still elusive and vague concept to grasp [3,12,13]. Moreover, there is no
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consensus on the definition of the privacy concept among these disciplines [3].
For instance, privacy has been defined as “the right to be left alone” [8], and
“a state of limited access to self” as defined in [11]. Other scholars (e.g., [14])
defined privacy as a “control over when and by whom the various parts of us
can be sensed by others”. Several other scholars recognized that privacy can-
not be limited to a single concept [3], and they consider integrating different
conceptions (called “cluster formulations”) to define privacy.

On the other hand, several researchers differentiate between what can be
called general privacy theories [4,11,12] that considers both the spatial and
informational perspectives, and information privacy theories that focuses mainly
on the informational perspective [13], which is the main focus of this paper. All
of this has led to confusion when dealing with privacy requirements either on the
side of requirements engineers or on the side of individuals, who are expected to
play an active role in specifying their privacy requirements.

In previous research [15,16], we proposed an ontology for privacy require-
ments that has been mined through a systematic literature review [2,17]. The
ontology has been implemented, validated, and its completeness/coverage was
evaluated with the help of privacy and security researchers. However, an ontol-
ogy is concerned with answering questions like what entities exist, not why they
exist, which can be answered relying on metaphysics that studies the very nature
of an entity and explains why it exists [18].

This paper tries to tackle this problem contributing to the philosophical
foundations of privacy by addressing several foundational questions related to
the concept of privacy such as “What is privacy?”, “What makes information
a PI?”, “To what extent we are entitled to protect our PI?” Answering these
questions can widen our knowledge and understanding of the privacy concept
allowing us to identify five key theses of privacy, which we use to characterize the
privacy concept. This enables a more precise and meaningful conceptualization
of privacy requirements, which may facilitate and improve dealing with them
by increasing privacy awareness on the side of both requirements engineers and
individuals during system design.

The rest of the paper is structured as follows; Sect. 2 presents a historical
overview of the privacy concept. Section 3 discusses the philosophical foundation
of privacy identifying five key theses of privacy, and Sect. 4 characterizes the
privacy concept in light of the aforementioned theses. Section 5 proposes a new
conceptualization of privacy. We discuss challenges and future work in Sect. 6,
and we conclude the paper in Sect. 7.

2 The Concept of Privacy: A Historical Overview

The concept of “privacy” has historical origins that date back into antiquity,
most notably in Aristotle’s distinction between the public sphere and the private
one that is associated with family and domestic life [19]. Similarly, the concept of
privacy (“being private”) was linked to the individuals’ private properties (e.g.,
own house) in Roman times [6]. In fact, the Latin word “privatus” makes a legal
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distinction between what is “private” and what is “public” (“publicus”) [20].
Hence, both of the Greeks and Romans have almost the same view concerning
privacy, which was geared more toward the sense of property, i.e., what is private
should belong to an individual’s property, otherwise, it is public.

According to Holvast [21], this sense continues to exist during the Early
modern period (1450–1800) as people went to court for eavesdropping or opening
and reading personal letters. The same sense still survives today with the legal
recognition of the individuals’ right to property [6]. In particular, it has been
grounded in Law when the “privacy as a right” was born, first defined by Warren
and Brandeis [8] in 1890 as the “the right to be left alone”, which became central
to legal interpretations and court decisions [13].

Debates concerning privacy became prominent in the second half of the twen-
tieth century. For instance, Prosser [9], in his highly influential paper that shaped
the development of the American law of tort privacy, divided the “right to pri-
vacy” into four discrete torts: 1- an intrusion upon the plaintiff’s seclusion, soli-
tude, or private affairs; 2- public disclosure of embarrassing private facts about
the plaintiff; 3- publicity that placed the plaintiff in a false light in the public
eye; and 4- appropriation for the defendant’s advantage of the plaintiff’s name or
likeness. Although Prosser gave tort privacy legitimacy, he also limited its ability
to adapt to the problems of the Information Age [10]. In particular, privacy has
been mainly understood in a narrow sense referring to physical privacy in the
home or office, etc. [7], i.e., what happened behind “closed doors” stays there.
This perspective “fail short” to deal with recent privacy concerns such as the
extensive collection, use, and disclosure of PI [10].

Besides Law, other disciplines have their contributions to the concept of
privacy. For example, privacy has been viewed as a feeling, an emotion, a desire
that supports our social interaction with others in Psychology [13]. In Philosophy,
privacy was defined as “a state of limited access or isolation” [5]. Economists
have sketched the essential elements of privacy based on economic value [22].
In Political Science, privacy was defined in terms of self-determination, i.e., it
provides individuals and groups with preservation of autonomy [11]. In Sociology,
privacy was approached from the “power and influence” perspectives between
individuals, groups, and institutions within society [7].

Each of these definitions carries a set of dimensions that point to the multi-
dimensional nature of privacy [13], which motivated expanding the view on the
privacy concept to include a number of so-called privacy interests [23] such as
control [14], confidentiality [8], self-determination [11], solitude [9], anonymity
[24], secrecy [12], etc. Such interests (concepts) can be considered as dimensions
of privacy [13], which contributes to the confusion while dealing with privacy.

3 The Philosophical Foundation of Privacy

Privacy has received relatively little attention from philosophers compared to
other important concepts, such as Freedom, Human rights, or Democracy [6].
Nonetheless, there are very interesting philosophical works related to privacy,
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and the main focus of this section is to review these works trying to contribute
to our understanding of key philosophical aspects of privacy.

What Privacy is: the Five theses of Privacy. It is natural for a complex
concept like privacy to have a variety of definitions [6]. As we saw earlier, philoso-
phers, psychologists, sociologists, economists, and legal theorists have great dif-
ficulty in reaching consensus on a definition of privacy even in their respective
domains [25]. Such diversity of definitions indicates uncertainty concerning what
privacy is [14], which led some scholars to even renounce the idea of providing
a precise definition of privacy [3,6]. However, the core aspects of privacy can be
identified by comparing the commonalities in how scholars have approached this
complex concept. Reviewing the existing definitions of privacy, it can be noted
that most of them agree on most of the following five key aspects:

1. Privacy is centered around an individual, who can claim it;
2. The private sphere (not necessarily physical) entitles the individual to protect

only a subset of her PI;
3. An individual should have a right to justify her claims concerning the pro-

tection of her PI, especially, outside of her private sphere;
4. An individual should have a “sort” of ownership over her PI; and
5. An individual should be entitled to control the “use” of her PI.

The thesis of this paper is considering these aspects as the five theses of
privacy and discussed in the rest of this section.

3.1 Thesis One: Privacy as an Individual Right

The conceptual relationship between privacy and the individual has received vast
attention in the philosophical discussions [6,26]. We have seen that privacy was
linked to individuals and their private properties since Greek and Roman times,
and the relation between privacy and individuals is clear in many definitions of
privacy. For example, privacy has been also considered as an essential require-
ment for an individual’s autonomy [27,28], her freedom of choice and actions
[26], and her moral worth and dignity [5] to mention a few.

According to Hongladarom [6], privacy seems to be a quintessentially indi-
vidual concept, and it is seen as something that only an individual enjoys [6,11].
Therefore, the individual is central in any definition of privacy, simply because
without an individual, there is no need for privacy. In such a context, one main
difference between information and PI is the individual that PI is related to.
Moreover, most scholars consider that PI also covers some of the individual’s
activities/behavior, etc. [22]. However, do we consider any information that is
related to an individual, her activities, etc. as her PI? Many relatively recent
studies (e.g., [15,24]) highlighted that information should allow the identifica-
tion of an individual to be considered her PI, i.e., it is not sufficient to be only
related to an individual but it also should “sufficiently” identify her. To this end,
the main objective of this thesis is answering whether an information item can
be considered PI, and if it is, identifying the individual it is related to.
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The question now is, are we entitled to protect (e.g., control the access and use
of) all of our PI? Consider for example a manager who wrote a recommendation
letter for one of his employees. Information in such a letter is surely related to the
employee (an identified or identifiable natural person) as it describes some of her
professional characteristics, her attitude towards work, activities she performed,
etc. But why she cannot control the access and use of such information? Or even
read the letter unless she was permitted by the manager who wrote it? We will
elaborate on this issue while discussing the other theses of privacy.

3.2 Thesis Two: Privacy as Solitude in the Private Sphere

We have seen that an individual is essential for privacy, and we discussed when
information can be considered PI. The question now, How we can specify when
an individual is entitled to protect her PI? A good starting point could be the
notion of private sphere [6,26]. As previously discussed, the sense of privacy
that is related to a private sphere, separating what is private and what is public,
has been grounded in Law when the “privacy as a right” was born in 1890 [8].
Although, this line is not clear as it used to be, the notion of separating what is
private from what is public survived.

To understand the main purpose of such a sphere, we need to answer the ques-
tion: Why an individual needs a private sphere? According to various researchers
(e.g., [6,11]), individuals behave differently when they know they are being
watched as they behave according to the wish of others rather than of their
own free will [26]. Other scholars believe that such a sphere is necessary for an
individual’s autonomy [5,27]. Therefore, a main purpose of a private sphere is
to allow an individual to maintain her autonomy and freedom of behavior by
controlling when, and to what extent she can be accessed by others.

We know, by now, that a private sphere is related to an individual, and may
represent a physical or a virtual area, where an individual may exist and perform
her activities. What is not clear, How can we specify such sphere? Considering
the letter example, if the employee exists and behaves within a private sphere
that preserves her PI/privacy, how such letters can be written? We know that
the letter contains information related to the employee’s professional character-
istics and activities. We also know that such a letter does (or should) not contain
any information related to the employee’s private life (e.g., religion, sexual ori-
entation). Why it is ok for some PI to be used almost “freely” by others, while
for other PI, it is forbidden?

Reviewing the PI included in the letter, it is easy to note that such PI
describes employee’s characteristics or activities that are “publicly” available or
were performed, where she cannot control who has access to her PI/activities.
While PI that has not been included in the letter can be considered private to
the employee and she can control (or has the right to control) who has access to
them. Thus, a main distinctive feature of the private sphere is the individual’s
right (and capability) to control who has access to it.

To this end, the private sphere can be described as any physical or virtual
area, where an individual may exist (e.g., house) and/or perform activities (e.g.,
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cellphone) and has the right and capability to control who has access to it. In this
context, this privacy thesis aims at answering whether a sphere can be considered
private, and if it is, the individual is entitled to control access to it by various
means. Note that if the individual failed to properly control the access to such
sphere, no one has the right to acquire, collect or use any PI enclosed in the
private sphere. We will elaborate more on this issue while discussing thesis five.

3.3 Thesis Three: Privacy as Property and Legal Right

Almost half a century ago, Thomson [29], a notable philosopher who worked on
Ethics and Metaphysics, stated that the most striking thing about the right to
privacy is that nobody seems to have any very clear idea what it is. In what fol-
lows, we will discuss the different approaches that have been followed to interpret
the right to privacy, and argue on which basis privacy claims can be justified.

One of the most legalistic approaches to safeguarding privacy that has been
offered to information is the notion of treating PI as a property [30–32]. However,
this notion has lost its momentum in the early 2000 s [30,31], since it mainly
considers negative rights1 whereas positive rights are also vital for PI protection
and should be considered as well [33].

Other philosophers and scholars have come to doubt that there is anything
distinctive about the right to privacy [34]. For instance, Thomson [29] stated
that “there is no such thing as violating an individual’s right to privacy by
simply knowing something about him”. She further argued that whatever rights
to privacy a person has, such rights can be fully derived from property rights,
and rights a person has over his own self [34]. In Thomson’s view, privacy is
a cluster of derivative rights. A similar view was adopted by Posner [22], who
argued that a person’s right to privacy is violated only if another, more basic,
right has been violated [5].

On the other hand, several scholars have argued that there is something
distinctive about the right to privacy but it cannot be captured relying only
on property rights or rights over individual’s herself [5,31,32,34]. In response to
that, they propose to adopt a more novel paradigm. For example, Samuelson [31]
suggested considering a moral rights-like approach. Other scholars debate that
the law, in general, can grant individuals a protectable interest concerning their
PI without grounding such interest on fundamental rights [35], personal rights
[5] or even property rights [31,32,34]. Finally, several researchers argued that
the propertisation of PI might be required but it is not sufficient, and regulation
should be also considered [30,33].

As the principle aim of this thesis is answering the question on which basis
privacy claims can be justified? We favor adopting the notion of a hybrid model
of property and legal/regulation based rights that an individual can have, which
she can employ to protect her PI. Such model justifies why some PI have been
included or excluded from the letter, and why the employee cannot claim any

1 A negative right exists unless someone acts to negate it, while a positive right is a
right to be subjected to an action of another person or group.
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right concerning the content of such letter since she “willingly” made such PI
publicly available to others.

3.4 Thesis Four: Privacy as Ownership of PI

The concepts of ownership have been of interest throughout history, and some
researchers suggest that advanced forms of ownership appeared more than
10000 years ago. In the late nineteenth century, the ownership concept was
linked to the producing entity, i.e., the owner is the person who has “produced”
(found and appropriated) the object [36]. Recently, Janeček [37] discussed three
property-based ownership theories concerning information: 1- first occupancy
theories, grants ownership rights to the producer of information; 2- last occu-
pancy theories, grants ownership rights to those who get last to gain control
of the information; and 3- the Humean theories, in which ownership rights are
justified by common sense that is recognized by the community. Janeček stated
that these theories are far from being perfect for allocating ownership concerning
information since they are mostly inspired by the notion of property ownership.

Concerning the letter example, can we consider the employee as the owner
since most information included in it describes activities that were performed
by her (first occupancy theory)? Or the owner should be the manager who wrote
the letter? Since the manager is the actual producer of the letter content. We
may argue that the last occupancy theory might also apply to grant ownership
to the manager since he was the last to gain control of information. Relying on
the same theory, the recipient of the letter can also claim ownership. Finally, it
is clear that we cannot rely on common sense to specify the owner.

To this end, relying on a pure property-based ownership right might not
be adequate for specifying the owner of information. Yet, if ownership is also
based on legal/regulation rights this issue might be solved [37]. In this context,
and as the main objective of this thesis is answering what “sort” of ownership
an individual can have over her PI. We believe that adopting property and
legal/regulation based ownership approach, in which the individual is, usually,
the owner of her PI is the best approach to solve this problem.

It is worth mentioning that providing ownership rights concerning novel
“objects” is not a smooth process. For example, intellectual property represented
a challenge when it was first introduced since rights in such case do not concern
solely a tangible object, rather, the object is intangible [38]. Back to letter exam-
ple, the employee cannot claim any property or legal/regulation-based ownership
rights concerning the content of the letter as she made such information available
to be used by others.

3.5 Thesis Five: Privacy as Control over PI

We saw that privacy is not an absence of information about us; rather it is
having the capability to control our PI. The question now Why does an individual
wants to control the collection, disclosure, and usage of her PI? The answer is
quite simple, when privacy is invaded, breached or violated, it is lost, which
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may result in consequences of having an individual’s information in “the wrong
hands”. Therefore, one of the most cited and notable reasons for controlling
the collection, disclosure, and use of PI is concerns/risks of losing privacy (e.g.,
breaches, violations, misuse) [13]. But How individuals, as owners, control the
collection, disclosure and usage of our PI? Massin [39] provides an extensive
discussion on the metaphysics of ownership rights differentiating between the
property, its possession, and the rights over it.

Although ownership of PI is not exactly as the ownership of a property as
discussed earlier, the same notions can be applied to PI. To this end, we base
our discussion while answering what kind of control an individual is entitled to
over the “use” of her PI, the main objective of this thesis, on Massin’s work. In
short, PI is distinct from its possession and from rights over it. An individual
is, usually, the original owner of her PI and holds absolute rights over it. Own-
ership over PI can be transferred by the owner. Similarly, rights over PI can be
transferred/granted by the owner-temporarily or permanently, partly or wholly,
conditionally or unconditionally, even without transferring ownership. An indi-
vidual can transfer these rights in terms of permissions (e.g., possession, collect)
to other legal entities. Finally, PI can be possessed and transferred/shared, yet
possession of PI does not ground any right, i.e., it is possible to possess PI
without having any right to use it.

4 Characterizing the Privacy Concept

After identifying and discussing the five theses of privacy, we can define privacy
as the ability of an individual to express herself selectively to others by control-
ling the collection, use, share, etc. of her PI. A simplified representation of the
concepts identified while discussing the five theses is shown in Fig. 1. We can
identify an individual and her two spheres (e.g., private and non-private instead
of public).

PI can be specialized into two sub-categories: 1- private PI represents any PI
that has a private nature and the private sphere can be employed to protect it;
and 2- non-private PI represents any PI that cannot be classified as a private PI.
An individual has full ownership and control over her PI (private and non-private
PI) unless she willingly made such PI public, thus, we can identify another
category of PI that is PI made public. In this category, the individual does not
have any ownership or right to control over PI concerning privacy as she loses
them when such PI has been made public by her, i.e., PI made public can be
collected, used, disclosed/shared without the individual permission. Despite this,
it is assumed that such PI will be used in contexts compliant with the purposes
for which it has been disclosed.

Concerning the collection of non-private PI, the individual should be notified
about such collection and she can decide whether to allow it or not. For exam-
ple, entering a supermarket or any other place, which clearly states that they
are using surveillance cameras (notice) means that the individual implicitly con-
sents (grant permission) for the collection of her non-private PI (e.g., shopping
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Fig. 1. An individual, her spheres, categories of PI, right to control, control and own-
erships over such PI categories

activity). However, collected PI can be used only for the purposes specified in
the collection and cannot be shared without the individual’s permission.

As private PI are supposed to be protected within the private sphere, its
collection is subject to permission. For example, various technologies exist these
days for sensing/collecting the vital signs, location, and activities of elderly indi-
viduals and forward such PI to a medical authority, which allows for evaluating
their health status remotely and continuously. The collection, usage, share, etc.
of such PI is subject to the individual’s permission.

5 Conceptualizing Privacy Requirements

Naturally, the concept of privacy requirement is centered on the five aforemen-
tioned privacy theses, and the main aim of this section is to crystallize the
privacy requirement concept, exploring its underlying rationality by answering
two questions: 1- What are the main characteristics of privacy requirements?
How are they different from other types of requirements? and 2- How can we
qualify the quality of privacy requirements? Then, we provide a more precise and
meaningful conceptualization of privacy requirements.

5.1 The Underlying Rationality of Privacy Requirements

Privacy requirements are supposed to capture an individual’s privacy needs con-
cerning her PI. Therefore, a privacy requirement should be composed of an
individual, PI she has a right to control as well as her privacy needs concerning
such PI. Accordingly, any requirement that does not include any of these three
elements cannot be considered a privacy requirement.

Like other types of requirements, privacy requirements should ideally be:
“complete” (capture all relevant privacy needs of an individual), consistent (such
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that should not be conflicting), unambiguous/clear (such that a privacy require-
ment can be easily interpreted, i.e., preferably has only one interpretation), real-
istic (such that they can be actually realized), and verifiable (such that it is
known how to, and practically possible, to verify whether the system can satisfy
them). Unlike most other types of requirements, privacy requirements are very
context-dependent, i.e., changing the context of the application may raise new
privacy concerns, which makes it very difficult to continuously satisfy them [40].
More importantly, they are hard to be clearly and unambiguously specified due
to the complexity of the privacy concept [1,41].

We know, by now, the basic elements of a privacy requirement, its key char-
acteristics that they shared or not with other types of requirements but How can
we qualify the quality of privacy requirements? Privacy requirements should be
specified by an individual in response to her concerns/risks of losing privacy as
discussed in Sect. 3 (Thesis five: Privacy as control over PI). However, as high-
lighted by many scholars (e.g., [10,13,41]), individuals fail short in clearly under-
standing related privacy risks. In turn, they may not have the ability to specify
complete, consistent, unambiguous, realistic and verifiable privacy requirements.
This leads to confusion not only concerning the specified privacy requirements
but also how privacy concerns can be mitigated.

Based on [41], an individual can make an informed decision concerning her
privacy requirements if she knows related laws and regulations concerning pri-
vacy protection (e.g., the General Data Protection Regulation (GDPR) [42]),
strategies for privacy control, and most importantly, potential privacy threats
and how such threats can be dealt with. In this context, it is crucial to make
individuals aware of potential privacy threats, which allow them to frame their
privacy concerns, and in turn, specify their privacy requirements in a realizable
way that can tackle such concerns. To elaborate on this issue, we consider an
individual called Lara that is planning to use a dating App on her cellphone.
Then, we will list key privacy concerns that she became aware of, and discuss
how various privacy requirements, we have mined through a systematic literature
review [17]2, can be specified and realized to tackle such concerns.

Lara needs to provide some PI to the App to be used for delivering the dating
service, yet she might be worried (a privacy concern) that her PI might be used
for purposes rather than the dating service. To mitigate such concern, she might
have a confidentiality requirement concerning the use of her PI, which guarantee
that her PI: 1- will not be disclosed to/shared with another entity without her
permission (non-disclosure), 2- will only be used if it is strictly necessary for a
certain purpose, and 3- will only be used for specific and legitimate purposes
(Purpose of Use (PoU)). Even with the confidentiality of her PI is assured, she
might consider the risk that her PI might be leaked, breached, etc. due to a
wrong practice on the service provider side. To hold them accountable for such
breach, an accountability requirement might be specified at her side. Finally, if

2 In [17], privacy requirements were further specialized into more refined concepts such
as confidentiality, anonymity, unlinkability, unobservability, notice, minimization,
transparency, accountability, and the right to erasure/ be forgotten.
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she is no longer interested in using the App but she is worried that the service
provider will not delete her PI when she uninstalls the App, she can rely on the
right to erasure/be forgotten (a privacy requirement) to assure that her PI will
not be kept by the service provider.

5.2 A New Conceptualization of Privacy Requirements

Following Solove [3], a bottom-up approach has been adopted, which starts con-
ceptualizing privacy requirements within particular contexts focusing on concrete
practices. Additionally, we adopted the three criteria for characterizing privacy
proposed by Parker [14]. In which, a characterization of privacy requirements
should 1- not be overbroad or too narrow; 2- be simple and easily understand-
able; and 3- be applicable, i.e., allows answering key questions like whether an
individual is allowed to the right of privacy, whether she has lost privacy, whether
she knows that she has lost privacy, how her privacy has been lost, etc. For exam-
ple, if a privacy requirement is viewed as a feeling, an emotion, or a psychological
state, it would be almost impossible to deal with it concretely.

Based on the previously presented notions, a conceptual model3 (depicted
in Fig. 2) that contains key privacy concepts and relationships for dealing with
privacy requirements has been developed. The concepts of the model can be
broadly organized into five subcategories of concepts corresponding to the five
key theses of privacy. Concerning the first thesis of privacy, we can identify the
natural person concept that is specialized from the legal entity concept, which
can be an individual, a company, or an organization that has legal rights and
obligations. The Information concept can be specialized into two concepts: PI
and non-PI, where the first represents any information that can be related to
an identified or identifiable legal entity while the last represents any information
that cannot be related to an identified or identifiable legal entity.

Concerning the second thesis, we can identify the Sphere of Action (SoA)
concept, which represents a physical or virtual operational environment that
is a part of a domain. A natural person can perform activities in a SoA. An
activity can be a private or non-private. The first can be described by private
PI and must be performed in a private sphere, where the natural person have
a right and can control access to it. While the last can be described by non-
private PI and can be performed in a non-private sphere. For the third thesis,
we can identify the superior authority that can set governance rules, which can
be defined as a group of policies and decision-making criteria that determine the
authority, which empowers the natural person to control her PI subject to the
right to privacy. Such PI covers private and non-private PI that has not been
made public by the natural person. Concerning thesis four, we can identify the
ownership relationship between the natural person and her PI that has not been
made public by her, i.e., PI subject to the right to privacy. Accordingly, PI not
subject to the right to privacy covers any PI that has been made public by the
natural person, and she does not have control nor ownership over such PI.

3 For reasons of readability, multiplicity and other constraints have been left out.
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Fig. 2. The meta-model of the propose conceptual model

Concerning the fifth and final privacy thesis, a natural person may have or
can become aware of privacy concerns, as a response, she specifies her privacy
requirements (e.g., confidentiality, anonymity) to mitigate such concerns. A pri-
vacy requirement is subject to a context that identifies the state of affairs relevant
to the requirement. A privacy requirement can be violated by what can be called
an anti-privacy requirement that represents the requirement of a legal entity with
malicious intent (e.g., misusing, breaching, spying) concerning privacy/PI.

A natural person have authority to control her PI subject to the right to
privacy, where such control can be expressed by permissions that specify the
type (e.g., possess, transfer) and the purpose of PI use. Permissions can be
granted/revoked, initially, by the natural person. Granted permissions should be
compliant with the privacy requirements that are specified by the natural person
concerning her PI subject to the right to privacy. Finally, a legal entity may
possess, collect, transfer and/or use PI subject to the right to privacy. However,
possessing, collecting, transferring, the type and purpose of information usage is
subject to having related permissions.

6 Challenges and Future Work

Having formulated a new conceptualization of privacy requirements, we list and
discuss several significant challenges related to this track of research, which pro-
vide opportunities for future research:
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A model for PI ownership: Many may agree that ownership of PI cannot be
shared [39]. Yet, we have many examples, when this notion does not hold. For
instance, do we own our DNA? given that we share a big portion of it with
our relatives, ancestors, and offspring. Therefore, a model for PI ownership
that is capable of answering this and similar questions should be developed.

Ownership of anonymized PI: It is arguable whether anonymized PI can
be considered as PI. Thanks to the excessive availability of PI and profiling
techniques, a small item of PI (e.g., IP address) that may identify a person
can be combined with anonymized PI and violates her privacy. Thus, the
relationship between a person and her anonymized PI needs to be revisited
in light of the new advancement of technologies.

Collection of public PI: A deep investigation of the collection of PI that has
been made public is required to better understand when such collection is
“acceptable” or it can be considered as a type of invasion of privacy.

Usage of public PI: As previously mentioned, individuals may disclose some
of their PI for public use with the assumption that such PI will be used
in contexts compliant with the purposes for which PI has been disclosed.
Analyzing whether the usage of such PI is compliant with disclosure purposes
is challenging and requires concretely characterizing both contexts of usage
as well as purposes of disclosure, which is on the list of future work.

7 Conclusions

Like architectural foundations that provide an underpinning for buildings,
philosophical foundations for privacy provide basic concepts, relationships and
assumptions that enable the definition and analysis of privacy requirements. This
paper contributes to our understanding of privacy by investigating its philosoph-
ical foundations, identifying its core theses, and based on these, formulating a
new conceptualization of privacy requirements. The proposed conceptualization
of privacy requirements is expected to facilitate and improve dealing with pri-
vacy requirements by increasing awareness concerning such requirements on the
side of requirements engineers as well as individuals who are expected to play
an active role in specifying their privacy requirements.

In this paper, we provide a preliminary check for the validity of our proposed
conceptualization of privacy requirements, which needs to be complemented in
the future with empirical validation through controlled studies. The main aim of
this track of research is proposing a well-defined privacy ontology, which when
completed would constitute a great step forward in improving the quality of
privacy-aware systems. Therefore, we plan to integrate the conceptual model
developed in this paper into our ontology for privacy requirements that we have
proposed earlier [15,16]. This will significantly improve the capability of the
ontology for capturing more explicit knowledge concerning PI and, in turn, pri-
vacy requirements, which will allow a more comprehensive analysis concerning
such requirements.
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Abstract. The problem of performing cybersecurity tests over existing
industrial control systems is well-known. Once it is deployed, a criti-
cal system cannot be made unavailable for the purpose of simulating a
cyber attack and thus it is hard to introduce corrective measures based
on actual test outcomes. On the other hand, a high security posture is
required for critical infrastructure and security by design is mandatory
for new projects. Such requirements call for an architectural approach
to introduce security straight from the early development phases. How-
ever, the adoption of a systematic design approach does not guarantee
the cost-effectiveness of security countermeasures analysis, which is an
extremely cumbersome task as the creation of a physical model is often
costly or impossible.

To address these issues, we propose the introduction of a specific view
in the system’s architectural blueprint, called the Cybersecurity Digital
Twin. It is an Enterprise Architecture model of the system specifically
targeted at providing a sound base for simulations in order to devise
proper countermeasures without any outage of the physical infrastruc-
ture. To provide a proof of concept and demonstrate the practical viabil-
ity of the proposed solution, we apply the methodology to a Cooperative
Intelligent Transport System use case, evaluating the system security of
the obtained solution.

Keywords: Cyber security · Digital twin · Threat modeling · C-ITS

1 Introduction

Model-based approaches have been widely used for system design and testing
(e.g. in digital circuits design, aviation, space technology, housing) and for gover-
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nance purposes in socio-technical systems, since the availability of digital models
facilitates the use of simulations to forecast the system behavior under condi-
tions and stresses that cannot be achieved on the real system without detrimental
consequences.

One field of application for model based engineering is the design and testing
of industrial control systems (ICS), which is a challenging task, since old ICS are
usually based on the Supervisory Control And Data Acquisition (SCADA) archi-
tecture, where each plant (water pipes, intelligent electronic devices, or tunnels
in motorways) is a complex system on its own. Moreover, ICS are usually custom-
built and their blueprints do not follow an enterprise architecture approach. The
simulation of Business Continuity Plans in ICS (required by international best
practices such as in ISO 22301 and national regulations) and their assessment
is usually restricted to the design/construction phases because halting a critical
system to perform tests is not an option.

To mitigate this problem, recently the concept of digital twin (DT) emerged
as a tool to perform analysis, testing, and simulation of aspects such as service
interruption, lack of availability, or continuity in an ICS [2]. A Digital Twin
is a digital representation (a model) of the real system that contains enough
information to control specific operational parameters or aspects of the physical
infrastructure. Digital twins are common in civil engineering industry, where
the Building Information Model (BIM) is the de-facto standard to design and
operate buildings. In the field of ICS, digital models could offer a viable solution
to replace destructive tests and to simulate the effect of events like earthquakes
and flooding, which would be impossible to test on the real infrastructure [23].

While in the EA field some authors have tackled the challenge of deriving a
Digital Twin from an Enterprise Architecture (EA) model of the system, in the
case of ICS the derivation of a digital twin aimed at performing simulations is
usually considered as an infrastructure maintenance task instead of being part
of the architectural design phases. This is due to the relative novelty of the
concept of digital twin, the rapid development of commercial tools to perform
visual simulations and also to the frequent lack of an EA model in the case
of SCADA systems. The situation is even worse when we consider the specific
application of a digital twin for a security assessment of an ICS as, firstly, the
modeling languages used to describe a cyber security digital twin have little
in common with usual EA modeling languages, like Archimate or UML and,
secondly, the models used in Visual Threat Modeling have little resemblance
with the Reference Architectures used in the field of IoT or Industry 4.0.

In this paper, we propose a methodology to derive a digital twin of a critical
infrastructure, aimed at performing simulations for cyber security and visual
threat modeling, starting from an architectural blueprint of the system. Follow-
ing a common approach in architectural design, we refactor the system architec-
ture1 to derive a specific architectural view, which is used to produce a digital
twin. In turn, the results of the simulations performed on the digital twin will
be fed back into the EA, guiding the designers in the inclusion of the counter-

1 Following IEC 62443-3-3.
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measures foreseen by simulations. Given that usually there is no EA blueprint
readily available for ICS systems based on SCADA, we propose a methodology
that leverages a Reference Architecture (RAMI 4.0, in the specific case of this
paper) to take stock of the assets that are relevant to build the digital twin (DT).
This methodology takes an existing EA model or a blueprint as an input and
categorizes the assets, bridging the gap towards their description in the specific
architectural language used to describe the DT.

Our method builds upon the notions of architectural viewpoints and
views [14]. The digital twin is obtained through a specific cybersecurity viewpoint
of an ICS that can lead to multiple views, since cybersecurity is a cross-cutting
concern.

To illustrate the application of the theory, we present a real world Use Case
in the domain of Cooperative Intelligent Transport System (C-ITS), deriving the
DT and performing simulations for a simple transport infrastructure. C-ITS is a
networked system of devices aiming at increasing safety and sustainability levels
through the application of the Internet of Things (IoT) in the sector of road
transportation [11,16,30].

The availability of a DT enables the application of probabilistic risk analysis,
reasoning on possible threats represented as attack trees. Based on the results,
countermeasures are derived and the process is repeated until the overall risk
of an attack that can compromise the critical infrastructure is lowered to an
acceptable level. When a satisfactory solution is thus reached, the results are fed
back into the architecture leading to an improved blueprint [27].

The product used to perform the visual threat analysis (SecuriCAD [24]2)
requires that the System Under Testing (SUT) is modeled using a specific Meta
Attack Language (MAL). This is quite a common situation when dealing with
digital models targeted at performing simulations or used to control SCADA
infrastructures. To cater with this scenario we propose a separate step that
translates the DT into MAL, making the procedure parametric with respect to
the target language used to model the DT.

The rest of this paper is structured as follows: Sect. 2 presents some prelim-
inary concepts. Section 3 describes the methodology, deriving a cybersecurity
view and distilling a Digital Twin. Section 4 presents the application of the
methodology to the C-ITS use case. In Sect. 5 we present related works, and,
finally, in Sect. 6 we touch upon future work and conclude.

2 Theoretical Background

This section introduces some concepts that will be exploited throughout the rest
of the paper. In Sect. 2.1, we introduce the concept of EA and show how the
constellation of concepts introduced here are relevant for the design of digital
twin, which is described in Sect. 2.2.
2 SecuriCAD is a tool that adopts a probabilistic approach to threat modeling, based

on the definition of Attack Trees, which are the set of steps that the attacker is likely
to perform in order to reach our assets.
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2.1 Enterprise Architecture, Viewpoints, Views

An architectural approach to system analysis and design defines rules for building
a blueprint. Usually, it relies on some Reference Architecture (RA), which is
a generic conceptual model that provides a template to design an Enterprise
Architecture in a particular domain.

Viewpoints define abstractions on the set of models representing the enter-
prise architecture, each aimed at a particular type of stakeholder and addressing
a particular set of concerns. Viewpoints can be used to address specific concerns
in isolation or to relate several concerns.

A Reference Architecture usually exploits some domain knowledge to define
a set of architectural viewpoints, targeted to specific purposes and categories
of stakeholders. In the case of the Internet of Things, a number of Reference
Architecture models have emerged: the Reference Architecture for Industries 4.0
(RAMI 4.0) defines some viewpoints which are typical for the industrial automa-
tion, while the Internet of Things Reference Architecture (IoT RA) presents
an integrated architectural model for IoT, whereas the Industrial Internet Ref-
erence Architecture (IIRA) is specially devised for industrial control systems.
Some authors have pointed out the similarities between these reference architec-
tures [29] with respect to the viewpoints, as shown in Table 1.

Table 1. Comparison between viewpoints in EAs

IoT RA IIRA RAMI 4.0

Business Business

Usage Usage

Functional Functional Functional

Information Information

Communication Communication

System Implementation Integration

Asset

For the purpose of explaining our approach, we choose RAMI 4.0 as it can
describe any IoT system and provides a built-in dimension to describe the sys-
tem life cycle. However, the whole approach does not depend on the underlying
Reference Architecture model.

RAMI 4.0: RAMI 4.0 model represents a consolidated architectural frame-
work for the Industry 4.0 domain [21]. The conceptual space, depicted in Fig. 1,
is structured along three axes. The first axis presents the six RAMI architectural
layers. From top down, the business layer addresses the economic and regulatory
aspects, the functional layer describes the functionality implemented by the var-
ious architectural assets and their run-time environment; the information layer
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Fig. 1. The reference architectural model for Industrie 4.0

describes data and it is used to support the semantic interoperability aspects.
The communication layer describes the access to information and the functions
of a connected asset (e.g., REST, SOAP, DSRC, 5G). The integration layer
represents the transition from physical to information world (e.g.man-machine
interfaces) and finally the asset layer represents the assets that exist in the
physical world (sensors, actuators, SCADA).

The second axis follows theLife cycle and Value stream and they represents
the distinction between the instance and the type: the type represents the con-
cept, while the instance, the object, represents the physical object in the system
memory.

The third axis, the Hierarchy, consists of: the Product, describing the unit
produced by a system/machine; the Field Devices and the Control Devices, i.e.
the physical unit coordinating the other devices; Stations - systems grouped
together into a Work Center ; the Enterprise, which is the organization and the
Connected World, the interface with external systems.

2.2 Digital Twin

There are multiple definitions of digital twin: we borrowed one that defines it
as a “virtual description of a physical product that is accurate to both micro
and macro level” [13]. Digital twins are expected to exhibit fidelity, i.e., a high
number of parameters transferred between the physical and virtual entity, high
accuracy and a satisfying level of abstraction [19]. In [7], digital twins are used
to perform simulation of the security aspects of cyber and physical systems to
enable security by design, whereas in [3] they are defined as “an evolving digital
profile of the historical and current behaviour of a physical object or process”.
Following the reasoning of [7], the cybersecurity digital twin is defined as a
“virtual replica of the system that accompanies its physical counterpart during
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its lifecycle, consumes real-time data if required, and has the sufficient fidelity to
allow the implementation, testing, and simulation of desired security measures
and business continuity plans”.

However, these representations alone cannot show whether the system is
secure or if a recovery plan is effective. Therefore, a cost-effectiveness analysis
is usually performed to find the balance between security and usability, safety,
functionality and financial impact. By creating a specific cybersecurity digital
twin and applying a security by design approach, the verification of the desired
security properties and the cost-effectiveness analyses have a measurable impact.

3 Methodology

In our work, we will introduce a cybersecurity viewpoint in the enterprise archi-
tecture, from which the cybersecurity digital twin is derived as a separate set of
views in the EA blueprint. In new projects, it can facilitate architectural design,
while for existing systems, it facilitates the evaluation of new countermeasures
and the elimination of obsolete ones. In this section we show how to build the dig-
ital twin of an ICS from its architectural representation while ensuring fidelity,
as depicted in Fig. 2. For a new ICS following the security by design approach,
the starting point is the System Architecture, the high level system blueprint.
For existing systems, a reverse engineering from existing ICS step is required,
to derive the architecture by introspecting the system and mapping it onto a
target EA conceptual space.

Fig. 2. Digital Twin design process

In the first phase, we derive a cybersecurity view from an existing EA
blueprint and in the second phase we distill a digital twin to support cyber-
security simulations. We will include all of the relevant assets in a specific view
that will pave the way for distilling a digital twin purposefully designed to per-
form cybersecurity simulations.
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3.1 Phase 1: Derive a Cybersecurity View

The first step is to choose a reference EA model. In this paper, the methodology is
explained referring to the RAMI 4.0 architectural model. Based on the reference
architecture, a cybersecurity view is derived. The cybersecurity view contains
all the assets that are relevant for security purposes. Some guidelines exist that
can be adopted to perform this step. For ICS, it is recommended to define and
map data flows3. To do that, the components of the system can be categorized
as different views (e.g. architecture layers).

The assets to protect are selected and included in a specific view dissecting
the EA blueprint over the RAMI 4.0 reference model. The dissection is an
analytical process which maps each component of the EA onto a specific element
of the RAMI 4.0 2.1. Figure 3 depicts a generic example of applying this process
over a single layer.

Fig. 3. Dissection over a RAMI 4.0 architecture layer: an example

The procedure is sketched in Algorithm 1.

3.2 Phase 2: Derive the Cyber Security Digital Twin from the
Cybersecurity View

Different formal languages exist to represent the digital twin of a physical sys-
tem [5,19,22]. For our purpose, the relevant architectural assets and its relation-
ships are represented using the Meta Attack Language MAL [18], which is suited
3 See, e.g., NIST cybersecurity framework for the protection of critical infrastruc-

ture [25] that has a specific control (ID.AM-3) requiring that organizational com-
munication and data flows are mapped in order to segment and segregate network
traffic, and identify firewall rules (the zone and conduit principle of IEC 62443).
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Algorithm 1: From EA to Cybersecurity View
1 an EA blueprint (new systems) or a blueprint (for a legacy system) Result: A

View containing A, the assets to protect
2 Let p = ∅ be the set of assets to protect;
3 Let i = Business layer in RAMI 4.0 model;
4 foreach layer i in RAMI 4.0 model do
5 dissect blueprint over layer i
6 identify assets to protect p using guidelines
7 A= A U (i,p)

8 end

for security application and, more specifically, for attack simulation and threat
modeling. To do that, MAL provides structures (graphs) to model the domain.
To translate the Cybersecurity View into the cybersecurity Digital Twin, we can
simply describe the relevant Architectural Assets and their relationships using
the Meta Attack Language mentioned above. For this paper, we defined the tar-
get model using SecuriCAD, the visual editor for MAL. SecuriCAD comes with
a set of pre-defined objects that can be used for the creation of a model of the
ICS system:

– components, such as clients (ssh clients, generic in house-build, GPL, or COTS
components);

– keystore to hold secrets;
– access control systems;
– hosts, grasping the peculiarities of Windows or Linux. Hosts can be considered

patched and hardened, or unsupervised and unpatched. Typical unpatched
hosts are CCTV cameras, while hardened systems could be workstations in
a control room;

– data flows, firewalls, and protocols representing the details around the system
communications. Data flows also represent zones and conduits or protection
rings à la ISO 27002, that can be either physical or logical.

The graph represents the digital twin where the reasoning can start by applying
business concepts. As part of the mapping, all assets and integration parts can
be either components or hosts. This depends on their maturity model or their
inherent characteristics: a device that has an off-the-shelf operating system is a
host, while a PLC is a component. The communication entries are data flows and
protocols, while the information components become part of the cyber security
digital twin concept (since the information has to be protected). Functionalities
are then related both to protocols and to zones according to IEC 62443, while
business considerations tell us “what to model” and what goes into the digital
twin.
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4 The Cooperative-Intelligent Traffic Systems Use Case

This Section will introduce the C-ITS use case. Section 4.1 will set the context
of C-ITS, and its architecture will be defined in Sect. 4.2. Section 4.3 will then
use these definitions to build the C-ITS Cyber Security Digital Twin.

4.1 C-ITS Overview

Road transportation systems are one of the key factors for a thriving econ-
omy and sustainable development. Thus, their full functioning is critical for any
community. However, the traffic volume in the roads is increasing, demanding
deployment of specific equipment to enhance the travel experience of the road
user, while increasing the safety of the road itself, lowering the carbon consump-
tion and other factors. Similarly, vehicles are increasingly endowed with smart
technology to increase the safety of the car’s driver and passengers, by using
sensors (e.g. tyre pressure, RADAR and Ultrasonic), and communications (e.g.
infotainment, GPS, and Telematics). Those two aspects, the vehicle and the road
infrastructure, and the messages exchanged between them, either from the vehi-
cle to the road or vice versa, are part of a bigger ecosystem named Cooperative
Intelligent Transport system, C-ITS.

Data in C-ITS is used by actuators (the Road Side Units) exchanging mes-
sages with the vehicles and, indirectly, with the rest of the C-ITS system. Hence,
the application context we are accounting for is not one of a closed system, as
data is not only exchanged within a single road transportation environment, but
with other road operators and even other different critical infrastructures. Smart
Cities, hospitals and fire brigades all consume traffic data, e.g., to define alterna-
tive traffic routes or other paths to be followed by the ambulances for carrying
patients, or to arrive to a site in case of accidents. In that sense, the methodol-
ogy presented here is also applicable for a setting where the inter-dependencies
between the various critical infrastructures may lead to cascading effects, since
the consequences from malfunctions or from a cyber-physical attack on one crit-
ical infrastructure have impact on all inter-connected ones.

4.2 Enterprise Architectures for C-ITS

The C-ITS architecture is mainly based on the hub-and-spoke paradigm [15,
30], where a central system carries the messages to the RSUs located on the
motorway. The communication between the vehicle On Board Unit (OBU) and a
Road Side Unit (RSU) is usually performed via radio waves [10]. A traffic control
center (TCC) collects the events from the road that, in turn, are forwarded to
an agent who knows for which specific subset of Road Side Units the event is
relevant: an event about road works in 500 km will not be relevant. This agent,
named proxy, plays the role of Central ITS-Station, while the RSU are named
ITS-Stations. The high level architecture is shown in Fig. 4. Road Operators
notify the TCC about the event (e.g., road works, slippery road) or a Radio
Operator is notified by other sources (e.g., other road owners or infrastructure).
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Fig. 4. C-ITS System Architecture for a road operator

Tt also notifies the TCC, who decides the relevance of the event and prepares
the message to be propagated to the RSU network. The OBU and the vehicle
cooperate with the ITS by acting upon the information received, via DENM4

messages and by sending their sensed data back to the TCC.
The EA of the system can be represented as follows: according to the

viewpoints defined for RAMI 4.0 in Table 1, the devices (RSU, Proxy, TCC)
are grouped in the asset view, while the protocols (e.g., [1,10,17,26]) used to
exchange data between those assets are logically grouped in the communication
view. The syntax of the data exchanged (e.g., [9]) is in the Information view.
The functionalities needed by the system and the objectives (and value assets)
are then set in their respective views, functional and business.

4.3 Evaluating the C-ITS Cyber Security Properties

Here, we describe a practical application of the methodology to evaluate the
Cybersecurity Digital Twin for C-ITS using MAL and the SecuriCAD tool.

The model is depicted in Fig. 5 and it has three logical zones. The first one
is the Traffic Control Center (attached to the Corporate Network), represented
by the host TCC. The host comes from the asset layer of the system’s EA,
that has a client named TCCBatch, which is responsible to forward the DENM
to the Central ITS Station. Attached to the network is the Laptop Maintainer,
which belongs to the system administrator connected to all other hosts via ssh.
The second zone is the Proxy/Central ITS Station, represented by its host and
two streams: the downstream from the TCC ProxyBatch, which is receiving the
DENMs for processing, and the upstream to the RSU, composed by a client
Proxy and a service, based on Apache Kafka technology, to receive the CAMs.
The third zone, the Road Side Units, are placed on the motorway (represented by
its Physical zone) where the RSU host (a Linux system) runs a BXC, an in-house
software that processes the CAMs and DENMs. Finally, the communication and
information aspects (protocols and data flows) are represented in the data flow
section. The “star” present in some of the components represents the functional

4 Decentralized Environmental Notification Message.
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Fig. 5. The Cyber Security Digital Twin of the C-ITS

and business layers, e.g., the functionalities and the high value business objects
that have to be protected. This model represents the EA as described in Sect. 4.
The two other components shown in the Figure are the central firewall and the
VPN of the RSU.

To perform the simulation, the attacker is placed in the physical zone. This
is done in order to check the security of the EA by reasoning over the system
representation. The countermeasures that will be used to protect the function-
alities of the business objects are defined by discovering attack trees and the
likelihood that a specific asset could be compromised.

In this case, the business reasoning identified three canonical attack sce-
narios that can be simulated (CITS1, CITS2, CITS3), in which the attacker
compromises either the IT network or the RSU network or targets both the IT
and the RSU services. Table 2 shows the reasoning used to lower an initial high
risk (>60%) to a medium (30% ≤ risk< 59%) and then to low (<29%), which
has previously been determined as an acceptable value. In scenario CITS1, the
attacker connects to the Corporate Network as in Fig. 5. Without any countermea-
sures (as defined in the first version of the EA, column Without Countermeasure
(CM)) the attacker can reach the IT services (TCC and Central ITS Station) with
a very high probability. The addition of a central firewall, as shown in Fig. 5,
would mitigate the reachability (column with CM ) but the attack is still possi-
ble (with a medium risk), since the attacker can exploit a path compromising
unpatched/zero day known protocols (ssh). The results of these simulations pro-
vide feedback to improve the EA, resulting in the addition of the Central Firewall
among the EA’s assets. This new version of the EA is used to simulate CITS2,
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Table 2. Attack scenario

Attack ID Description Without CM With CM Mitigation

CITS1 The attacker is connected to

the corporate network and

compromise the Central

ITS-S and the TCC

69% 46% Adding a Firewall as countermeasure

reduce the risk, since it attacks are

possible only on allowed protocols

and lateral movements are limited.

Additional countermeasure: systems

have to be patched continuously

CITS2 The attacker compromise the

maintainer’s laptop and then

compromise the RSUs

50% 23% Still with the Firewall, attacks are

possible. Adding IDS, Privilege

Access Management, the attack goes

still through sshd and then needs to

find an exploit to the in-house

software BXC

CITS3 The attacker perform a

physical access to the RSU

and compromise other RSUs

30% 30% With the same countermeasures as

CITS1 and CITS 2, the mitigation

are sufficient to have a low risk of

compromise

positioning the attacker in the maintainer laptop, targeting at compromising the
RSU. The result is again medium (comparable to the CITS1 with the firewall) as
there is no additional countermeasure. By adding Intrusion Detection Systems
(IDS), like an antivirus, and a Privilege Access Management (PAM) as a Secure
Remote Access (thus monitoring and controlling all accesses) we lower the risk
to an acceptable level (23%), leaving the attacker to compromise the in-house
software with a very low likelihood. As previously, we provide feedback to the
EA and start simulating CITS3. In this scenario, the attacker has physical access
to the RSU and wants to compromise all other RSUs. We added to the model
another copy of the RSU component and run the simulation. The countermea-
sures found for CITS2 are sufficient for CITS3, so there is no difference in the
risk scoring by adding a local firewall on the RSU network. Through simulations
and modifications, we were able to derive a new version of the EA for the sys-
tem, to perform gap analysis and to prove the cost-effectiveness of adding some
specific solutions (IDS, Firewall, PAM).5

5 Related Works

The concept of digital twin is introduced in many publications [19] and, although
well understood by both academia and industry, several issues are still open. For
instance, the fidelity of the digital twin with respect to the physical part, the
physical-to-virtual connection, and its maintenance over the product life-cycle
are points that require further analysis. In [28], authors define a method to
build the digital twin. Furthermore, [7] lays down some concepts for the use of
a digital twin for security in order to reduce the attack surface and to perform
intrusion detection. A framework that, starting from system specifications, cre-
ates a model to be used for simulations is presented in [6], where the authors
concentrate on ICS and build a digital twin by leveraging the data exchange
5 See https://www.dropbox.com/s/0exeadyz6t2yzin/ModelForCRITIS.sCAD?dl=0.

https://www.dropbox.com/s/0exeadyz6t2yzin/ModelForCRITIS.sCAD?dl=0
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format. Similar to these works, our approach is focused on the security aspects,
but it is parametric to its EA (see Sect. 2), hence it can be applied to multi-
ple systems and is independent of the reference architecture. Another difference
is that our methodology not only encompasses the physical aspects of the sys-
tem, but also its business objectives, tackling security as a cross cutting concern,
spanning from cyberphysical components to data communication, data syntax,
semantics, functionalities, and business models.

Using models for security evaluations is part of a research area named threat
modeling. In [20] authors evaluate the extent to which countermeasures can
improve the security posture of a power grid SCADA-based system. A work that
comes close to ours has been carried out in the Energy Shield project [8]. There,
authors derive a model for security simulations using System Theoretic Process
Analysis (STPA). We generalise this approach through a formalisation by means
of Enterprise Architecture. OWASP6 defines threat modeling as a way to identify
and understand threats, evaluate mitigation practices to protect a valuable asset
and define best practices on how to protect it. Our digital representation of the
system enables all of the above by performing threat modeling over a digital
representation of the entire system, taking into account assets, data flows and
messages, as well as functionalities and business objectives.

According to the EU NIS directive [12], operators of essential services are a
subset of critical infrastructures. Among the essential services we find the coop-
erative intelligent transport systems (C-ITS), a set of services implemented by
motorways, smart cities, and vehicle manufacturers, that cooperate together for
a safer and greener transportation. These systems are usually built and operated
in a systematic manner, based on the design of an EA blueprint [15,30]. In [4],
a digital twin is built to demonstrate privacy enhancement mechanisms in the
automotive industry, starting off by identifying the stakeholders. Our approach
is systematic, implying that for new systems, the definition of an architectural
model is part of the design, while for existing systems, architectural models are
drawn by reverse engineering of the components and the connectors.

6 Conclusion and Future Work

In this paper, we defined a method to build a security-oriented Digital Twin
of a cyber-physical system, starting from its architectural blueprint (EA). The
EA can include security-by-design concerns for new projects or be obtained
by performing architecture reconstruction and reverse engineering for existing
projects. Either approach produces a catalogue of assets to protect, organized
into views according to architecture viewpoints.

We then described how to map assets to components in the newly introduced
Cyber Security view - the Digital Twin that will be used to perform cyber-
security simulations. For that, we employed the SecuriCAD tool, modeling the
Digital Twin using a user interface front-end for the MAL language. The tool
supports cyber-attack simulations based on MAL.
6 See https://owasp.org/www-community/Application Threat Modeling.

https://owasp.org/www-community/Application_Threat_Modeling
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Finally, we applied the methodology to a real use case of a critical infrastructure
- the Cooperative Intelligent Transport System (C-ITS). We mapped the typical
EA views used worldwide to represent such systems into a threat-oriented Digi-
tal Twin and performed security reasoning. We defined three typical cyber-attack
scenarios for Operational Technology (attacker is in the IT network first, and then
in the OT network) and applied countermeasures to mitigate the attack scenario.
By incorporating feedback into the EA, we enabled the achievement of a desired
fidelity level. In this way, we performed tasks such as Vulnerability Assessment and
security testing without causing any service interruption in the running system.

Although MAL and SecuriCAD are powerful tools, they cannot capture a
detailed-level system design. For instance, at this moment, protocol-specific risks
and device peculiarities are not taken into account. Therefore, as a future work
we aim to define a way of grouping architectural assets to automatically deter-
mine the specifications of digital twin components to be reused, for a more
efficient modeling process. Moreover, we aim at making the target modeling
language parametric as well, to avoid a vendor lock-in.
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Abstract. The exchange of data between participants within inter-organizational
networks becomes a prominent field of action. However, intra-organizational data
governance mechanisms reach their limits across company boundaries. Current
research barely addresses the need to model organizational data governance roles
for managing inter-organizational networks. Therefore, this contribution aims to
identify existing data governance roles in an inter-organizational context. A lit-
erature review is conducted to provide a holistic overview of data governance
roles. Then, these results are concatenated with network management require-
ments, gathered from inter-organizational management research, to take a first
step in shaping an inter-organizational role model for data governance. Limita-
tions include the lack of evidence on the practical applicability of the results and
the lack of heterogeneity in the research background.

Keywords: Inter-organizational data governance · Inter-organizational
networks · Data governance roles

1 Introduction

Organizations support more self-service analytics or even create requirements for a
collective comprehension of data across companies. Efficient data governance frame-
works support organizations to reach that aim [1]. Simultaneously, companies seek to
get involved in complex inter-organizational network structures due to increased compe-
tition, higher customer expectations, or environmental conditions [2]. However, sources
of inter-organizational uncertainty emerge within network coordination [3]. This uncer-
tainty demands role-clarifying, inter-organizational data governance (IODG) concepts.
Data governance should build the frame for decision rights and accountabilities for data
management. Subsequently, organizations must determine the who and the what of data
governance within an inter-organizational context [4]. However, this research stream
is still underdeveloped. Previous investigations have mainly focused on modeling data
governance structures within an intra-organizational environment [4, 5].
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Prior research on inter-organizational phenomena laid valuable groundwork, which
also influenced this research project [6–9]. For instance, Tiwana et al. [8] introduce
a framework for understanding platform-based ecosystems. Indeed, they deal with
governance-related constructs within platforms, but their focus is not on data gover-
nance specifically. Oliveira et al. [9] provided a detailed study of structural research
on data-related roles and responsibilities. Governance roles are also identified but are
only partially defined precisely. Likewise, there is no link to intra-organizational data
governance research, although a knowledge synthesis of intra-organizational data gov-
ernance and inter-organizational information systems (IS) research could be fruitful for
addressing upcoming IODG challenges.

The identified research gap leads to the following research question: How to
expand intra-organizational data governance roles towards an inter-organizational
environment?

In the following sections of the paper, the author gives an overviewof data governance
and inter-organizational networks, where after the research background is described to
locate the study. After providing details about the research method, the author presents
the findings. The actual body of knowledge of intra-organizational data governance roles
and their relations is gathered to reach the present research goal. To accomplish that, a
systematic literature review is conducted [10]. These preliminary results form the point of
departure to develop data governance roles and responsibilities towards a network envi-
ronment by establishing a bridge between intra-organizational and inter-organizational
research. This concatenation consists of network management requirements, adopted
fromKnight and Harland’s study on network management core roles and, therefore, out-
lines this contribution’s research background [11]. Generally, the present work strives to
contribute to one of the first research attempts dealing with inter-organizational design
perspectives of IODG in IS research. Finally, the results are discussed and placed in the
overall context of IODG research.

2 Related Work

2.1 Data Governance

IT governance has advanced from corporate governance to a distinct concept [12]. Sub-
sequently, Khatri and Brown [5] differentiate between IT assets and data. Therefore,
they recommend separate governance for data to address the upcoming importance of
data assets. However, conceptually, data governance overlapswith IT governance since it
generally frames IT strategy regulations and brings ITmanagement in linewith corporate
goals [13].

Data governance defines and manages the implementation and performance of data
management [14]. Weber and Otto endow data governance with a structural, organiza-
tional design which “specifies the framework for decision rights and accountabilities
to encourage desirable behavior in the use of data” [4]. This contribution unemptied
follows this definition since the concept of governance was initially developed to man-
age decision-making rights, which also emerges as a fundamental challenge within data
governance [12].
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2.2 Inter-organizational Networks

Many terms are used in the literature to describe the characteristics of cooperations.
The most common are value networks or networked organizations [15]. Moreover, the
term inter-organizational network refers to all structures, such as strategic alliances, joint
ventures, or industrial cooperations [16].

Further, organizational roles perform the tasks within a network. Huckvale and Ould
define a role as “a set of activities that an individual or group generally carries out
with some organizationally relevant responsibility” [17]. These activities are pursued
with presupposed qualities such as experience, qualifications, and personal or social
attributes that the actors possess to fill a role [18]. Developing a role model can prevent
companies from restricting their innovation within organizational frameworks [19].

3 Research Background: Network Management Requirements

Knight and Harland [11] identified six core roles for effectively managing a network
by synthesizing both findings. The Innovation Facilitator deals with the development
and facilitation of product development and innovations. This role also promotes higher
spending on research and development. The Coordinator serves as supervisor of inter-
organizational operations or as project manager. This role brings the members from
around the network together and is interested in managing the partnerships. The Policy
Maker is charged with determining policy for the network structure and is responsible
for setting standards for purchasing the practice and providing support for developing
purchasing staff. The Advisor is responsible for formal and informal consulting within
thewhole network. The InformationBroker is entrustedwith determining network policy
and is responsible for setting criteria for all activities within the network. The Network
Structuring Agent evaluates and impacts the whole structure of the network and seeks
opportunities for improvement. Knight and Harland [11] based their study on the contri-
bution of Snow et al. to dynamic networks [20] and Mintzberg’s managers’ role theory
[21]. The author seeks to adopt these essential core roles within the results section to
shape the shift between intra- and inter-organizational data governance. Therefore, these
requirements serve as research background.

4 Research Method

A literature review seems feasible to synthesize existing data governance roles and their
mutual dependencies [10].

The review is conducted through a keyword-based search [22]. After a few trial
searches, “data governance” was identified as the search term in AISeL, ScienceDirect,
ProQuest, ACM, IEEE, and Business Source Premier Database in EBSCOhost. Since
they comprise almost the entire range of conference and journal publications, these
databases are selected as they are most significant in IS research and computer science.

The review was conducted in March 2021. This step resulted in a total of 1007 hits
across all databases. Next, a qualitative assessment is carried out consisting of two steps.
First, papers are filtered based on their titles and abstracts and removed those which not
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deal with data governance roles in general or responsibility-related topics within data
governance.One duplicate articlewas also removed. This step reduced the number of hits
to 58. Second, those remaining articles were read, non-relevant papers were excluded.
Then, the left 26 papers were included in the review.

Further, a backward and forward search was implemented. The backward search
resulted in 12 relevant papers. For the forward search, Google Scholar was used.
Additional four relevant papers were reviewed.

5 Results

5.1 Intra-organizational Data Governance Roles

In this section, all available data governance roles in IS and related literature will be
synthesized. Mutual dependencies between individual roles are transferred to the entire
construct (Fig. 1).
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Fig. 1. Intra-organizational data governance role model

The Data Governance Board establishes a data governance system, including goals
and roadmaps [23]. The literature similarly describes the Data Governance Council. The
Data Governance Council monitors the mission goals, including current improvement
projects [24–26]. In addition, it establishes guidelines and aligns its data governance
program with its objectives [1]. In this context, other terms also refer to activities of the
Data Governance Board, such as the Data Quality Board, the Data Governance Steering
Committee, or the Executive Sponsor [24, 27].

The Chief Data Officer is the leading company-wide data manager and the respon-
sible head of data governance processes. This role is responsible for the company-wide
data preparation, use, and deletion cycle [28]. The Chief Information Officer also con-
tains a leadership role responsible for managing the company’s data assets [29]. There is
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no adequate separation of the individual areas of responsibility between these two man-
agement roles. In general, both roles can work on improving information management
[30].

The Data Governance Office forms the central hub of data governance in a company.
Exemplary areas of activity are scheduling data-related workshops or dealing with data
stakeholders, and providing for their needs. Besides, the Data Governance Office should
promote transparency [26, 27]. The Data Governance Coordinator is part of the Data
Governance Office and the head of operations related to data governance. This role
sets up all data governance practices [23] and is accountable for the implementation
and operationalization of the data governance program [25] and preferably one of the
management executives [31]. Furthermore, the Data Governance Coordinator manages
the operational tasks for data stewards and reports on data governance performance [32].
The Data Governance Office can be differentiated from the Data Governance Working
Group, comprised of business and IT data stakeholders [27].

The Data Team is composed of Data Stewards. They are responsible for all data man-
agement activities, including executing data management systems, defining protocols,
and harmonizing all standards and procedures [26].

The Business Data Stewards operate in a first context to maintain conformity with
data quality and corporate policies. They are often liable for documenting data prob-
lems to the client and are subject-matter specialists from different industries [23, 32].
Technical Data Stewards are IT professionals who serve as Business Data Stewards
counterparts. They must grasp the program framework, system connections, data pro-
cessing approaches, data protection, and code quality [23]. Operational Data Stewards
are liable for routine entering and updating the operational data transactions [23]. English
[33] also creates a hierarchy within the data stewards level and introduces the Strategic
Information Steward or Lead Steward, responsible for the whole Data Team.

Besides the Data Stewards, there is a second widely accepted role, the Data Owners.
They are often business executives and are responsible for their business division or
unit [1]. In this context, the Data Producer generates the data or collates and preserves
the generated data, a prerequisite for functioning as a Data Owner. The Data Owner is
usually a senior client stakeholder liable for one or more data sets [34]. Besides, Fadler
and Legner [35] introduce the Data Platform Owner with a platform-related task focus
and the Data Product Owner, who takes care of product-related data issues.

A Data Stakeholder is interested in how data is collected, processed, manipulated,
reported, or archived [36]. Kooper, Maes, and Lindgreen [37] describe this role as Data
Consumers who are just data users in an organization.

Furthermore, upcoming data protection regulations require a Data Protection Officer
who deals with all kinds of data security issues at a personal data level [38]. Besides,
the Enterprise Data Architect should be tightly associated with data engineering as other
specialists in technology development are hybrids bridging IT and company realms
[39]. In this sense, Al-Ajmi [40] suggests the role of a Data Maintainer. This function is
responsible for conducting daily system analysis, end-user service, upgrading a master
database with new data, and maintaining specified change management procedures.
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5.2 Allocation of Network Management Requirements (ANMR)

Fundamental network management requirements of the core roles of Knight and Har-
land [11] are allocated to appropriate intra-organizational data governance roles. The
allocation of tasks establishes a basis for designing the role model (Fig. 2). The cur-
rent intra-organizational roles and relationships are located in the left section of the
model (white background). Based on the prior findings, these are extended across com-
pany boundaries (shaded background) by three selected roles (Chief Data Officer, Data
Governance Coordinator, and the Data Governance Board).
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Fig. 2. Inter-organizational data governance role model

ANMR1: As the Innovation Facilitator covers promoting and facilitating product and
process innovation [11], the linked tasks should be combined with the functions of the
Chief Data Officer, as this role deals with innovation to enhance competitive value [30].
The Chief Data Officer is suggested participating with other executives in an Inter-
Organizational Data Governance Board.

ANMR2: The Coordinator should be represented by the Data Governance Coordinator,
as both roles have a coordinative task profile [11, 32]. Since the Data Governance Coor-
dinator is part of the Data Governance Office [23], this organization entity will move
closer to the company boundaries.

ANMR3: The Policy Maker should merge with the Data Governance Coordinator, and
that role is responsible for developing the data governance standards. As the intra-
organizational Data Governance Board provides strategic guidance, it should act as
Advisor [11].
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ANMR4: The network-related aim of the Advisor is the comprehensive consultation
of individual actors within networks. For the appropriate allocation of the Advisor, the
superior position of the Data Governance Board [24–26] lends itself.

ANMR5: The Information Broker appears as a center for transferring and distributing
information within the inter-organizational network [11]. As this corresponds to the task
profile of an executive, this role could be filled by the Data Governance Board [24–26]
or through the role of a Chief Data Officer/Chief Information Officer [28, 30].

ANMR6: The Data Governance Coordinator represents the Network Structuring
Agents. Both roles have monitoring and structuring responsibilities [11, 32]. The Data
Governance Coordinator will act as boundary role and coordinates IODG projects with
stakeholders from other organizations.

6 Discussion and Conclusion

For the next few years, IODG could present a crucial stream in IS research [9]. The entry
of companies into networks is now occupying researchers with governance approaches
for inter-organizational formations to assist corporate practice and government institu-
tions in entering such ecosystems in a way that is data value-oriented and compliant with
data protection. The initial contributions in recent years [41, 42] provide an excellent
foundation for further developing this research stream. The present work aims to con-
tribute to the young research field by suggesting inter-organizational role formations for
future IODG endeavors. Therefore, this study examined the current knowledge of data
governance roles and responsibilities by conducting a literature review. The identified
roles were synthesized to provide an intra-organizational data governance role model
with mutual relations between the included functions. That role model was extended
by merging identified network management requirements and the initial results of the
present literature review. Finally, these findings were introduced by designing a compre-
hensive IODG role model. This extension also answers the fielded research question on
expanding existing data governance roles towards an inter-organizational environment.

Furthermore, this work expands previous research, primarily dealing with an intra-
organizational focus on data governance roles and responsibilities. The findings also
highlight the contribution of this paper first to take up and synthesize all existing data gov-
ernance roles in the literature. It is also a systematic attempt to extend a data governance
role model beyond organizational boundaries.

Literature has previously admitted many positive effects for organizations set up in
networks. These findings underline the importance of research ventures in that field to
develop a method to counteract the increasing data quantity and complexity on the one
hand and structural heterogeneity of networks on the other hand.

Besides, Knight and Harland discussed network management roles [11] which form
our requirements to form the presented IODG role model. Nevertheless, their research is
based on empirical resultswithin theNationalHealth Service (UnitedKingdom) supplier
network, which undoubtedly constitutes a particular form of a network. Therefore, the
validity and applicability of both concepts in the context of networks in other industries
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have to be questioned, which would impact the designed model in the present study
and therefore is a main limitation of the study. This limitation could be challenged by
evaluating the presentmodelwithin existing IODGprojects. Typically, somepublications
also may remain undiscovered within the literature search due to a lack of the used
keywords.

In summary, the findings of this short paper have demonstrated that the inter-
organizational analysis of data governance roles offers plenty of room for further
examination on conceptual and practice-oriented research.
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Abstract. Although a variety of specialised formalisms have been proposed
specifically for enterprise modelling, the use of existing modelling languages has
not received as much attention. In this paper, we demonstrate that the systems
modelling formalism SysML is in fact not sufficient to act as a standalone lan-
guage for enterprise modelling. To demonstrate this claim, we show that there are
four key enterprisemodelling scenarios that cannot be addressedwhile adhering to
SysML semantics: temporal representation, timing and scheduling, collaborations
between two or more teams and decision trees .
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1 Introduction

Within academia and industry, there are many different modelling formalisms or lan-
guages that can be use in enterprise modelling, including UML [1], SysML [2], BPMN
[3] and the IDEF modelling language family [4]. Depending on the purpose and context
of a model, different languages are chosen as each has its own strengths and weaknesses.
In practice, an enterprise model is often made up of a combination of models and hence
comprises of a combination of languages. Certainmodelling languages are used tomodel
certain aspects of the enterprise while another language is used to model another aspect.
This results in a lot of inconsistency as concepts may not be clearly defined and inter-
pretations can differ. Thus, in an ideal scenario, having one modelling language that can
cover all aspects of the enterprise would solve this problem.

On the other hand, it is postulated in academia that an enterprise can be considered as
a system. Treating an enterprise as a system and using a systems engineering approach
can result in a more efficient and effective running of the enterprise [5]. In terms of
a modelling language for system models, SysML is the standard modelling language
that has been tailored for systems engineering applications. It supports the specification,
analysis, design, verification, and validation of a wide range of complex systems [6].

As a result, it would be reasonable to hypothesise that SysML can act as a standalone
language for enterprisemodelling.However, in this paper, we claim that althoughSysML
can be used to model many aspects of an enterprise, it is in fact not sufficient to pro-
vide a full depiction. There are four key enterprise modelling scenarios that cannot
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be addressed while adhering to SysML semantics: temporal representation, timing and
scheduling, collaborations between two or more teams and decision trees. This will be
demonstrated using example diagrams in the context of an enterprise that designs and
manufactures civil aircraft systems, with a specific focus on the system development
and safety assessment processes.

2 Background and Related Work

2.1 Enterprise Modelling and Systems Modelling

Enterprise modelling is a field that has been gaining attention for the last few decades.
As a result of digitalisation and globalisation, enterprises must become increasingly
agile and continuously adapt to change in order to survive. One approach to remain
competitive and achieve agility is to create an enterprise model to represent the organ-
isation. As defined in [7], an enterprise model is a computational model that illustrates
“the structure, activities, processes, information, resources, people, behaviour and goals
of an enterprise”. It provides all the information and knowledge necessary to achieve
model-driven enterprise design, analysis, and operation.

Using a model-based approach to run an enterprise can bring about many benefits.
This includes better integration and communication between various departments within
an enterprise, as well as an improved understanding of the enterprise as a whole. It also
results in better decision making as analysis can be performed before execution and the
consequences of any sudden changes can be traced throughout the enterprise.

There are two key aspects that must be determined before any models are built.
The first is the enterprise architecture/modelling framework which dictates how the
enterprise will be broken down and represented. This is achieved by organising the
model into various views or layers such as the business view, operations view, conceptual
view, technical view and implementation view. Currently, there are a variety of existing
frameworks that have been designed to support various modelling purposes and levels of
granularity. Examples include:DoDAF,TOGAF, theZachmanFramework andCIMOSA
[8]. The second key aspect is the modelling language that is used to draw the diagrams
thatmake up the enterprisemodel. Themodelling language dictates how certain concepts
are graphically represented and the type of information that is presented in various types
of diagrams. Examples of modelling languages include UML, which is used in software
engineering, SysMLwhich is used in systems engineering, andBPMNand IDEF3which
are used for process modelling.

It is often suggested in academia that an enterprise can be considered as a system.
In the Handbook of Systems Engineering and Management [5] it discusses how treat-
ing an enterprise as a system and using a systems engineering approach can lead to
a more efficient and effective running of the enterprise. Rouse [9] also suggests that
understanding enterprises as systems is critical to addressing strategic challenges such
as achieving growth and responding to change. Understanding interactions between dif-
ferent functions within an enterprise is also essential to fully leveraging an enterprise’s
assets. Following on from this logic, enterprise modelling can be considered as a variant
of systemsmodelling and hence using SysML as an enterprise modelling language could
be possible.



Can SysML Be Used for Enterprise Modelling? 259

2.2 The Systems Modeling Language (SysML)

SysML is a visual modelling language that provides the semantics and notations for
modelling a system. It was developed by the Object Modelling Group (OMG) specifi-
cally for systems engineering applications and is an extension of the Unified Modeling
Language (UML), which was first developed as a generic modelling language in the
software field. As it was developed specifically for systems engineering applications,
there are certain concepts and diagram types that are introduced to support activities
such as requirements specification and trade studies for design analysis. The diagrams
defined by SysML semantics are also classified into four pillars: Behaviour, Structure,
Parametric and Requirements.

SysML iswell acceptedby industry and academia as the de-facto standard for systems
modelling. According to [10] it supports the “specification, analysis, design, verification
and validations of systems that include hardware, software, data, personnel, procedures
and facilities”. Hence, it can describe a complex system from concept development and
requirements writing all the way to design, implementation, verification, and validation
activities.

SysML also has a profile extension mechanism that allows users to customise its
profile so that it can be modified to suit the users’ needs. This is a very useful capa-
bility, especially in the context of enterprise modelling, as every enterprise will have
its preference for domain-specific vocabulary. With SysML, the names of pre-defined
stereotypes can be modified, and specialisations of stereotypes can also be created to
match the language typically used in the organisation. For example, for an enterprise that
produces complex mechanical products, the requirement stereotype can be specialised
into a functional requirement, performance requirement and constraint requirement to
better capture all the requirements that need to be satisfied.

By examining the definitions of enterprise modelling and SysML, it can be seen that
there is a large amount of overlap between the concepts covered by these formalisms.
Hence, if systems modelling is indeed a variant of enterprise modelling, it is logical to
consider SysML as a plausible language for enterprise modelling.

2.3 Related Work on Enterprise Modelling Languages

Ongoing and existing research in the field of enterprise modelling languages largely fit
into two categories. The first category involves exploring how multiple languages repre-
senting different domains can be integrated together to cover all aspects of an enterprise
model. For example, TOGAF provides a framework to integrate various domains within
an enterprise including business, data, and technical architectures [11]. The second cat-
egory is the introduction of a new modelling language that has been specifically created
for the purpose of enterprise modelling. For example, the use of the Unified Enter-
prise Modelling Language (UEML) is proposed in [12] which acts as a simple universal
language that functions as a standard user interface on top of existing languages and sys-
tems. Domain-specific models can then be translated into UEML models and interact
with other domain models. On the other hand, The Open Group also introduce the use
of the ArchiMate modelling technique [13] for describing enterprise architectures.
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Works that contribute to assessing enterprise modelling techniques focus mostly
on enterprise architecture/modelling frameworks. For example, [14] evaluates whether
these frameworks provide a structure that will allow all aspects of an enterprise to be
modelled. There has also been some work done on evaluating the adequacy of languages
that have been specifically created for enterprise modelling purposes. For example, [15]
evaluates how well ArchiMate responds to common enterprise modelling challenges.

However, beyond thework in [16], limited research has been performed on evaluating
whether modelling languages that are already widely used in industry, such as BPMN or
SysML, can be used for enterprise modelling purposes instead. If an existing language is
already sufficient for enterprisemodelling, this would greatly simplify themost common
challenge of language inconsistency for enterprise models. Therefore, since it is often
suggested that an enterprise can be considered as a kind of system, an evaluation on the
adequacy of SysML as an enterprise modelling language is needed.

3 Case Study

3.1 Method

To investigate if SysML can be used as a standalone language for enterprise mod-
elling, the following steps were performed. First, a list of common enterprise modelling
scenarios was created by examining existing enterprise modelling frameworks such
as GERAM and CIMOSA. These scenarios were then modelled using SysML on the
Papyrus tool, which is an open-source graphical editing tool developed by Eclipse that
has been designed to support SysML and adheres to all its semantics and rules. Finally,
each of the scenarios were then analysed in order to determine whether SysML was able
to adequately portray all the intended information.

Table 1 below provides a summary of common modelling scenarios that contribute
to describing an enterprise as well as the corresponding type of SysML diagram that was
used to represent them. Of these scenarios, there are three that cannot be represented
accurately which are indicated in bold below: interaction between entities/teams, pro-
cess interaction and decision tree. The conclusions drawn and challenges faced from
modelling these scenarios will be discussed in Sect. 3.3.

Table 1. Summary of modelling scenarios.

Enterprise modelling scenario Type of SysML diagram to use

Organisation hierarchy Block definition diagram [bdd]

Process breakdown Block definition diagram [bdd];
Internal block diagram [ibd]

Interaction between entities/teams Activity diagram [act]

Process interaction Activity diagram [act]

(continued)
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Table 1. (continued)

Enterprise modelling scenario Type of SysML diagram to use

Context andStakeholders Use case diagram [uc]

Deliverable lifecycle State machine diagram [stm]

Decision tree State machine diagram [stm]

Requirements flow down Requirement diagram [req]

Trade studies Parametric diagram [par]

Task allocation Allocation table [alloc]

3.2 Context: System Development and Safety Processes for Civil Aircraft

The example scenarios shown in this paper are performed from the perspective of an
enterprise that is involved in the development of civil aircraft systems. In particular, some
of the information related to the system development and safety assessment processes
for a civil aircraft system are modelled. Standard documentation of these processes can
also be found in ARP4754A [17] and ARP4761 [18].

3.3 Diagrams

The purpose of this paper is to identify and describe the inadequacies of SysML as an
enterprise modelling language. Therefore, in this section, only the three scenarios men-
tioned above that could not be adequately portrayed using SysMLwill be presented. The
challenges faced when using SysML semantics to represent the desired information will
also be discussed below. For reference, the scenarios that were successfully represented
using SysML can be found in the full paper here.

Interaction Between Entities. For an enterprise to operate smoothly and efficiently,
multiple entities within an enterprise will often work together to achieve a common
goal. As such, the representation of interactions between various entities is a crucial part
of an enterprise model. An Activity Diagram, such as Fig. 1, can be used for this purpose,
where swim lanes can be used to represent the different entities, and activities are used
to represent the activities, tasks and processes that are performed. A swim lane can be
used to represent either a specific individual, a team, or even an entire department, and
hence it is suitable for detailing high level processes as well as low level ones.

However, one major drawback is that representing activities that are performed in
collaboration between two or more entities or teams is impossible without violating
SysML rules. In the context of aircraft system safety processes, the activities “System
Level FHA” and “ASA” should be a collaborative effort by the Airframer and Aircraft
SystemSupplier.Hence, as shownabove, the activity is placed in between two swim lanes
to reflect this. However, this could only be accomplished by disabling the simulation
and model checking feature in Papyrus as placing an activity between two swim lanes
is prohibited by the modelling tool. According to SysML semantics, placing an activity
within a particular swim lane is equivalent to allocating that activity to the actor or
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Fig. 1. Interaction between entities

element the swim lane represents and hence, only one allocation can bemade. Therefore,
despite successfully showing the intended information, Fig. 1 is semantically incorrect.

An alternative to an Activity Diagram is to use a Sequence Diagram to represent
interactions between processes, with each lifeline representing a different entity. How-
ever, the same problem exists as each activity can only be drawn on top of one lifeline
and cannot span across two or more.

Process Interaction. The representation of interactions between processes is another
scenario that must be included within an enterprise model as it contributes to defining
the operations of an enterprise. Of all the SysML diagram types, an Activity Diagram is
best suited for this purpose. Processes can be represented by Activities, and swim lanes
can represent the larger overarching super-process that a certain group of processes
contribute to. For example, in Fig. 2 the diagram describes how the two major processes,
the system development process and safety process, interact with one another and what
type of information is transmitted. By using swim lanes, it can be shown that the Aircraft
level FHA, System level FHA and PSSA are all sub-processes of the overall Safety
Process.

However, one major problem in this representation is the lack of any temporal infor-
mation. This diagram provides a great overview at all the important processes and how
they interact, however, SysML semantics does not account for being able to represent
the duration of each process. Knowing the expected duration of each sub-process and
being able to predict the amount of time needed for completion can be extremely impor-
tant, especially for time sensitive projects or tasks. Furthermore, without the support of
temporal information, planning and scheduling is not possible, and hence this is another
major drawback of SysML.

Moreover, it became apparent while drawing this diagram that the figure could very
quickly become quite complex and visually confusing. SysML semantics dictate the use
of merge and split nodes when one type of information needs to go from one element
to two different ones or vice versa, thus adding to the complexity of the diagram. For
scenarios of a higher complexity with much more information transfer than is shown in
Fig. 2, the diagram would become very dense and disorganised which is impractical.
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Fig. 2. Process interaction

Decision Trees. Decision trees are useful in providing a common guideline on how
certain actions or decisions are made within an enterprise. For example, it is specified
in ARP4761 [18] that once failure conditions are identified as part of the FHA process,
there are three possible next steps. This is determined by a decision tree which has
the FHA failure conditions as the top-level input as shown in Fig. 3. A State Machine
Diagram can be used to represent this, yet this only works visually. In terms of SysML
semantics, what is shown in this diagram is not correct; it violates SysML semantics
and cannot be executed. State machines are meant to represent states, operations, and
events, and hence drawing a diagram in this format where the decision nodes are used
to represent questions in a decision tree is not valid. Therefore, the conclusion can be
reached that SysML fails to support the modelling of decision trees.

4 Challenges of Using SysML for Enterprise Modelling

In summary, by drawing various enterprise model scenarios using SysML, we have
identified four key enterprise modelling aspects that SysML is unable to represent.
Although this may not be exhaustive, it is enough to demonstrate some counterexamples
that prove that SysML cannot be used as a standalone language for enterprise modelling
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Fig. 3. Decision tree

despite it being a logical assumption as discussed in Sect. 1 and 2. While each of these
modelling aspects have already been mentioned in the previous section, they will be
summarised again here.

4.1 Temporal Representation

Firstly, SysML does not provide a means to incorporate time into the model. When
modelling processes with an activity diagram or a state machine diagram, it is not
possible to indicate of howmuch time is needed for each activity or how long the overall
process could take. One potential approach could be to introduce a new attribute to
represent time and use simulation to calculate how much time is needed for certain
processes. However, from a graphical standpoint this does not solve the problem and is
a very impractical method. There would still be no indication of time when looking at
the diagram and the user would have to manually explore the properties of each model
element to retrieve this information.

4.2 Timing and Scheduling

Similarly, representing timelines and creating schedules is also something that SysML
cannot do. By definition, an enterprise model should supply the information and knowl-
edge necessary to support the operations of the enterprise. Scheduling plays a crucial
part in planning the operations of an enterprise and thus, without the capability to do so,
this is quite a significant aspect of an enterprise model that cannot be represented.

4.3 Collaboration Between Teams

Representing activities as a collaboration between two or more teams is another scenario
that SysML is unable to handle. In large organisations that have multiple teams, the sce-
nario where multiple teams or individuals are responsible for one activity or deliverable
is particularly common. Therefore, being able to indicate that something is under the
joint responsibility of two or more stakeholders is necessary to avoid any confusion or
misunderstandings.As discussed in Sect. 3.3, it is impossible to place an activity between
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two swim lanes without breaking SysML semantics that are implicitly enforced in the
Papyrus tool. Figure 1 was only achieved by making the model non-executable, however
this is obviously not an ideal solution as the diagram is no longer valid.

4.4 Decision Tree

Finally, is the challenge of representing a decision tree using SysML. Decision trees
are useful in standardising how certain decisions are made in an enterprise and how to
approach various scenarios. It can also be used to facilitate business decision making
as they can be used to calculate probabilities and outcomes. A state machine diagram
can be used to present the decision-making information graphically, however this causes
the diagram to be semantically incorrect and invalid. As such, it can be concluded that
SysML semantics do not support the generation of decision trees either.

5 Conclusion and Future Work

In conclusion, SysML is not sufficient to act as a standalone language for enterprise
modelling. As demonstrated by this paper, there are several scenarios that should be
described by an enterprise model which cannot be represented while still adhering to
SysML semantics. In order to construct an enterprise model that will describe all the
information necessary to support the operations of an enterprise, SysML will need to be
supplemented with other languages or frameworks to help represent aspects that SysML
cannot. For example, SysML could be combined with TimeML [19], a specification
language developed for event and temporal expressions, or an ontology framework such
as the Process Specification Language (PSL) [20] ontologywhich also supports temporal
concepts [21].

Considering that the findings presented in this paper are a result of the authors’
experience and expertise, this raises the challenge of being able to derive formal results
about the expressiveness of modelling languages. In particular, how can one prove that
temporal constraints and various other aspects cannot be represented by SysML?

Another question worth considering for further research efforts is whether an enter-
prise can indeed be regarded as a kind of system. As previously discussed, it is suggested
by literature that an enterprise can in fact be treated as a system and using a systems
engineering approach for an enterprise can result in a more efficient and effective run-
ning of the enterprise. Therefore, if an enterprise is considered a kind of system, then the
results of this paper suggest that SysML is in fact not sufficient as a systems modelling
language and needs to be extended such that all use cases are covered. Alternatively, an
enterprise could instead be regarded as an extension of a system and hence it is only
logical that SysML is not sufficient as an enterprise modelling language. Nevertheless,
further exploration is needed on how an enterprise can be considered as a system and
what sort of transformations need to be carried out for this to be true. Following from
that, the shortcomings of SysML identified here will need to be evaluated once more to
see if they are still valid.
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Abstract. In business or in industry, some entities are in collaboration
with each other when they work together with or without common objec-
tives. In this paper, we are interested in this collaboration relationship
in the context of aeronautics. More precisely, we focus on a use case in
which two actors’ objectives are respectively to design an aircraft and
to design the assembly line for this aircraft. Following some previous
work on coopetition, we analyse the dependency relationship between
these actors and propose i∗models. In order to solve dependency cycle
issues, we introduce a third actor that is in charge of realising trade-offs
between the two designs. Finally, we show how existing methodology
could be applied for supporting this trade-off activity.

Keywords: Goal modelling · Collaboration · Aeronautical case
study · Enterprise modelling · Industry 4.0

1 Introduction

Collaboration means that different actors work jointly together, but not nec-
essarily for the same objectives. The actors share resources, knowledge or can
work together, to achieve their own goals which may or may not be common. In
the context of business, the notion of cooperation has been extended with the
concept of coopetition [4]. In coopetition, actors are in a competitive situation,
but choose to work together in order to increase their profit. They are simulta-
neously in cooperation and in competition. Their objective is to maximise per-
sonal benefits and minimise personal cost through cooperation and competition.
Coopetition relationship between actors is a common configuration in industrial
environment. In fact, distinct organizations may need to combine their strengths
to reach some of their objectives while there are rivals for others.

Recent works have focused on modelling goals and dependencies between
actors in the context of coopetition [17,18]. Indeed, within this context, an actor
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collaborates with partners who contribute to provide her what she needs. There-
fore, a dependency is established between the partners. This dependency relies
on the partners’ involvement level in the coopetition.

In this paper, we follow these approaches and focus on the notion of depen-
dency among actors in a collaboration environment. The investment and sharing
of resources within a cooperation framework may be more or less interesting,
depending on the goals of each actor. Thus, it can be interesting to character-
ize the dependency in order to support the actors in making choices between
satisfying the goals of the collaboration and their internal goals.

Even if we use quite simple modelling in this paper, we believe it helps to
understand and solve a real practical problem without the need for extensive
and complex systems modelling. In fact, modelling is here used as a thinking aid
and not a technical simulation.

We specifically focus on an aeronautical case study, presented in Sect. 2. This
case study consists of designing an aircraft and designing a factory (an assem-
bly line) which produces this aircraft. It involves two actors, namely aircraft
designers and assembly line designers. Even if the two actors belong to the same
company, they have different goals and must therefore be handled as two separate
entities. However, these actors are not rivals for any of their goals. Therefore,
they really are in a collaborative context.

In Sect. 3, we follow previous methodological approaches developed for coope-
tition to elicit and propose several models of dependencies between the actors.
The first model represents the current relationship of the actors, which is a
subordinate relationship. The second model represents the desired relationship
between them, which is a collaboration relationship. We show that there are
some cycle issues with such a model. Therefore, we present a third model in
which we introduce a new actor in order to realise trade-offs between the two
actors and solve the cycle issues.

Then, in Sect. 4, we focus on a specific part of the aircraft and its assembly
process and the trade-off that can be made between the two actors. We formalise
the associated dependencies in order to be able to assess the impact of the
actor’s choices on another in the final approach. More specifically, we adapt an
approach to support actors in making choices that affect collaboration in a way
that maximises their goals.

Section 5 is dedicated to the conclusion and perspectives.

2 An Aeronautical Case Study

For some complex products, such as an aircraft, some cars or some satellites, the
definition of the means of production starts after the definition of the product.
In other words, the product specifications are used to define its manufacture.
The main risk with this type of approach is that the means of production may
face blocking constraints that, sometimes, could easily be solved by changing the
design of the product. For instance, in the context of an aircraft, one might have
a first design with the air conditioning going through the centre of the cockpit
and a second design with the air conditioning split on the right and on the left
of the cockpit. These two designs might be equivalent in terms of performance
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of the aircraft but very different in the way they are produced. In fact, the first
design could be hard to produce as it would require several assembly tasks in a
busy area of the aircraft whereas the second one allows tasks parallelisation.

This problem of manufacturability is a key element in Industry 4.0 [25]. One
of the ways to manage the manufacturability problem is Design for Assembly
(DFA) [2,15], which consists of the designing of products for ease of assembly.
DFA takes into account the constraints inherent to the means of production,
whether it is the prohibitive cost of certain elements or the physical impossibil-
ity of producing some designs due to the lack of specific tools. The philosophy
of DFA is to solve manufacturing problems at the design stage and thus dras-
tically reduce costs. DFA brings manufacturing and assembly restrictions into
product development, it is strictly one-way from production to product design.
But production is not only a source of problems, it can also provide new design
possibilities. Indeed, new manufacturing methods such as robotics or additive
manufacturing open up new possibilities in terms of design, while imposing con-
straints (size of what can be printed, materials used, etc.). Thanks to additive
manufacturing special characteristics, designs using it are sometimes very differ-
ent from conventional designs.

Therefore, it is increasingly crucial to integrate manufacturability early in
the development cycle to understand the multiple interactions between design
and manufacturing. This is exactly what concurrent engineering, or simultane-
ous engineering, aims to do. The idea of having the design office and production
work together is not new [23]. This approach has been used for a long time in
the context of spare parts in the automotive industry [12], but its implementa-
tion in the context of more complex systems, particularly in aeronautics [19,20],
raises many problems. The aeronautical industry is precisely the focus of our
case study. The aircraft development follows a cascading cycle, from high-level
goals, which come from market studies, airlines and also from societal expecta-
tions (such as green or noise reduction), to requirements and then to specifica-
tions. The production system and its specification are mostly defined after the
engineering activities. Manufacturing systems of an aerospace factory is a com-
plex layout of different types of production equipment (forging/bending presses,
welding stations, riveting machines, coordinate measuring machines, assembly
jigs, etc.) that accommodates both flow and batch production process architec-
tures [13]. So, aircraft manufacturers are faced with the challenges of flexibility,
productivity, as well as the ever-growing pressure for cost reduction and better
performance. As such, concurrent engineering approaches integrating product
development and production system development are now a hot topic.

In this work, we focus on the high-level goals for the design of an aircraft
and for the design of its production system. The goals we express are based
on our experiences in the field. It covers both goals for the aircraft in terms of
performance, noise, consumption, and goals for the production system in terms
of cost and production capacity. Based on these goals, we apply a method that
allows us to make choices both in the design of the aircraft and in the design of
the production system. We consider the concept of regional transport aircraft,
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with an average range of 600 km, 150 seats and a cruising speed around Mach 0.8
[22]. This aircraft has the particularity to have a completely electric propulsion
thanks to a set of electric motors integrated in the wing and powered by two
turbines located at the back of the fuselage. The technical aspects related to the
problems studied in this use case will be detailed in the following sections.

3 Product and Production Designers: Two Actors Trying
to Work Together

In this section, we try to characterise, through goal-oriented modelling, the col-
laboration relationship among the different actors that build the DRAGON and
its assembly line. To do this, we first highlight that there currently exists a
dependency relationship between the actors. Then, we focus on the dependen-
cies in the case of a collaboration relationship and we show that it raises some
cycle issues. Finally, we propose a possible solution to allow actors to collaborate
together.

3.1 Aircraft and Assembly Line Goals

Optimising the interaction between product and production system development
requires first an analysis of the relations and inter-dependencies of both fields.
To do this, it is necessary to elicit the requirements, or more precisely the goals,
of each stakeholder. There are various frameworks for doing this, such as SysML
[11], Kaos [8] or i∗ [7].

Inspired by the work done by Pant and Yu [17,18] on coopetition we have
chosen to use i∗. In the context of our study, we build a Strategic Dependency dia-
gram which aims to elicit intentional relationships between actors. The diagram
representing the current dependencies is given in Fig. 1. Legend of i∗ elements
that we use are recalled in Fig. 1.

In our case, we have two collaborating actors: DRAGON designers and the
Assembly line designers. Both have their own actor’s boundary, which is a graph-
ical container for their intentional elements together as well as their interrela-
tionships. They are not rivals for any resource, but, as within the coopetition
relationship, the satisfaction of elements in one actor may depend on the satis-
faction of elements in the other.

Regarding goals, for the DRAGON designers’ side, we focus on four goals
which are range, passenger capacity, cruising speed and the main objective of
DRAGON, which is to have an electric propulsion. All these goals are fulfilled by
task do DRAGON design. In addition, there is one soft goal1: DRAGON must
use as little fuel as possible and perform better on this criterion than the present-
day aircraft (have lower consumption than current aircraft in Fig. 1). Soft goal
is a goal with no clear-cut criteria,i.e. a goal that cannot be clearly and formally
qualified as satisfied [6]. The lower consumption objective is not quantified, so

1 For the purposes of legibility, we have chosen to use the term soft goal instead of
the term quality used in i∗ 2.0.
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Fig. 1. Current relationship between DRAGON designers and assembly line designers

its satisfaction is necessarily subject to interpretation. In this diagram, the soft
goal is linked to the task by a qualify relationship, it means that the task should
take into account the soft goal when being performed [7].

From the assembly line designer’s side, there are one goal and two soft goals.
The task of the designers here is to design an assembly line, but not just any
assembly line, an assembly line that must build the DRAGON aircraft. This
is why the task design a DRAGON assembly line is qualified by the goal can
build DRAGON attached to the task design an assembly line. Regarding the
soft goals, the first one is to minimise investments costs in tooling and robots.
The second is to minimise a specific operational cost: the workload (i.e. hourly
labour).

Of course, many other important aspects should also be considered. For
example, because of the noise pollution, DRAGON must make as little noise
as possible, or even less noise than the current aircraft. Regarding building the
assembly line, the non-recurring costs associated with the construction of the
factory, of the workstations or land purchase could also be taken into account.
For the sake of readability, we have chosen to keep a limited number of elements
for both actors.

The dependency relation (represented by the D-arrow) connects two actors,
here the two design teams, through elements. It expresses that an actor (the
depender) depends upon another actor (the dependee) for something (the depen-
dum). In other words, it describes the fact that one actor needs another one in
order to satisfy or do an element. In the i∗ model presented on Fig. 1, assembly
line designers depend on DRAGON designers to have the DRAGON design in
order to design the assembly line to build the DRAGON aircraft. Assembly line
designers are the depender, DRAGON designers are the dependee and DRAGON
design is the dependum.
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Indeed, the design of DRAGON is required in order to define a building
process. The building process corresponds to the list of high-level tasks, along
with their precedence relationship. The building process is directly deduced from
the DRAGON design. We have chosen to represent it as a resource in the sense
that it is specific information produced from the task do DRAGON design. The
building process allows assembly line designers to define the tools, machines,
robots required to build the aircraft. It also allows them to define, by refinement,
the assembly tasks as well as a first planning of the assembly line. Of course,
the production of the building process is not automatic and is carried out by a
specific actor which is part of the assembly line designers. However, at our level
of abstraction, we have chosen to leave out these details.

3.2 Collaboration: A Dependency Cycle

In a concurrent engineering logic, the design of the factory and the product
must be conceived together. Indeed, aircraft designers do not just want to make a
aircraft, they want to have an aircraft design easy to produce. This is materialised
by the addition of a new soft goal for the DRAGON designers (see Fig. 2). In
the concurrent engineering context, the aircraft and assembly line designers must
work together collaboratively to support each other. So, we have dependencies
between actors. In our case study, we choose to model the collaboration with two
dependency links. The first dependency is the one described previously, where
the assembly line depends on the DRAGON design. For the second dependency
link, it is the product design that depends on the factory. Indeed, in order to
have an aircraft design easy to assemble, DRAGON designers must know the
design of the factory (with its capacities, its know-how, etc.). The overall i∗

model is presented on Fig. 2.
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Fig. 2. Cyclical dependence between DRAGON design and assembly line design

Adding this new dependency results in a cycle of dependencies between
DRAGON design and assembly line design. On the one side, assembly line design-
ers need to know how the aircraft is designed before planning their own. On the
other side, DRAGON designers need to understand what constraints their design
will impose on the assembly line to conceive the aircraft. Thus, at the same time
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both design teams expect and need information and knowledge from the other
team: this is a deadlock problem.

In practice, this problem can be circumvented by an iterative process. The
aircraft design is created, then the factory design, which in turn feeds into the
aircraft design and so on. Nevertheless, such a process still does not really corre-
spond to a true collaboration relationship in which the factory and the product
are designed together. It is more a DFA approach where the aircraft designer
must take into account the constraints and objectives of the assembly line.

If we want a true collaboration in which the aircraft and its factory are
jointly designed, we are in a deadlock: each actor, at the same time, needs an
action to be done by the other in order to execute its own. This is cyclical form
of dependence where each actor is waiting for the other to satisfy the element
of its expectation. So, we must find a way to address this circular dependency
problem, i.e. to break the cycle of dependency and propose a win-win solution
for both actors.

3.3 Addition of a Third Actor

In Pant and Yu work, a similar circular dependency problem is stated as both
actors face a blocking situation [17,18]. However, in their articles the dependency
problem is not due to a simultaneous need for the dependum but to the presence
of lose-lose or win-lose strategies. Despite this difference, a similar solution can
be used, namely adding a third actor. In their problem, the authors chose to
introduce a knowledge-sharing facilitator.

In the same spirit, we propose to introduce here a new actor to mitigate our
circular dependency: Global designers (see Fig. 3). The global designers actor
is able to perform the task trade-off between DRAGON/assembly line designs,
which consists in a trade-off between both designs. This actor can be seen as a
collaboration facilitator. In fact, the global designers actor is a team composed
of people from the product design team and people from the production design
team. Together, they collaborate to perform trade-offs between the aircraft and
assembly line.

Before describing more precisely this third actor, we briefly describe why
other approaches that do not involve this actor are not suited for our use-case.

A first simple solution that does not involve a third actor would be to get the
two actors around a table to work out a draft of collaborative designs together.
However, in our use-case, the two actors are not two individuals but entire
departments. If a solution based on interaction between the department that
designs the aircraft and the one that designs the factory was still possible a few
decades ago, this solution is unfortunately unfeasible today. Indeed, due to the
complexity of current systems, the number of stakeholders and the diversity of
fields involved, it is necessary to find other ways to recreate a full collaboration
between the product design and the assembly line design.

Another solution would be to use qualitative or quantitative satisfaction anal-
ysis techniques on the As-is diagram, to propagate the impacts of the alternatives
on the goals of our actors, as presented in [14]. Then, the trade-offs between the
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goals could be made with trade-off analysis tools as described in [1,10]. Never-
theless, some issues make the previous proposals difficult or even impossible to
realise. Firstly, for the sake of simplicity, we chose to not give importance to our
goals but we could use the importance addition to i∗ presented by Vik Pant in
[16]. However, in our problem, the order of importance between soft goals is not
fixed and may change depending on their satisfaction. For instance, minimise
workload could be high-level priority soft goal at the beginning of the process,
but once it is Weakly Satisfied, its priority would become lower than the one of
the soft goal minimise investment costs in tooling and robots. Secondly, at this
level of conception, we do not have enough information about contribution of
alternatives to the goals to assess their impact with techniques of quantitative
satisfaction analysis. We need expert intervention to define them. In addition,
softer techniques such as qualitative ones are not precise enough for the designer
to make a decision based on their recommendations. Finally, another choice of
simplification in our model is to not represent all the alternatives allowing the
satisfaction of the goal, i.e. do DRAGON design OR-refinement. In fact, there
is a multitude of possible design alternatives, some of which may not yet exist at
the beginning of the process. They are constructed by Global designers through
the use of the Integrated Morphological Chart presented in Sect. 4.
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Fig. 3. Addition of the actor Global designers for solving the collaboration dependency
cycle

As shown in Fig. 3, the only task performed by the global designer achieves
one soft goal: have the best DRAGON/assembly line system. Indeed, unlike the
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other actors, global designers do not aim at optimising one design, but the quality
of the combination/union of the two. To do this, the trade-off task performed
by designers must fulfil all the goals of DRAGON designers and assembly line
designers and also maximise all their soft goals. Rather than overloading the
diagram with dependency or part-of links, we decided to simply indicate all
these relationships by adding two sub-soft goals of the main goal: have the best
aircraft design and have the best assembly line. These two new soft goals are a
refinement of the main global designers’ soft goal.

In this new model, the designs of the DRAGON aircraft and its assembly line
follow three main steps. At first, as in the model given Fig. 1, we consider the
one-way dependency from DRAGON to assembly line designers. So DRAGON
designers propose a first DRAGON aircraft design and assembly line designers
use it to propose a first assembly line design. Next, global designers optimise
the global system from these first designs by realising trade-offs between them
and propose better alternatives to each design team, denoted global DRAGON
design and global assembly line design on Fig. 3. Finally, the two other teams
can build their final design by optimising their own soft goals. In this last step,
the one-way dependency between the two original actors is back again. In fact,
each DRAGON design choice has an incidence on the assembly line design.
Thus, at this last step the collaboration is broken. Nevertheless, we are still
not in a competitive configuration since DRAGON designers have no interest in
hurting the other actors. Our proposition in Fig. 3 allows designers to reach a
more satisfying solution than the one presented on Fig. 1 as the worst scenarii
is discarded. It would possible to reach an even better solution for the global
system by iterating the first design - trade-off - final design again with global
designers, until an optimal solution is achieved.

In this new proposal, the soft goal have an aircraft design easy to produce is
removed of DRAGON designers boundary since global designers actor is now the
one who works for this goal through the goal have the best DRAGON/assembly
line system. It should be noted that this approach is motivated by the fact that
technical teams are not familiar with goal modelling approaches, and even less
with the i∗ language. Therefore, we try to avoid complex modelling with several
sorts of dependencies among DRAGON design and assembly line design and
cover them by adding an intermediary human role to deal with them. As pre-
sented later in the paper, we also provide a realistic tool to assist in rationalising
the type of decisions to be made for this intermediate role.

4 Building the Collaboration Between Design and
Production

The introduction of the new actor Global designers and its associated goals and
tasks raises new problems with regards to the evaluation of the system, i.e. the
aircraft and its assembly line. One such new problem is that a trade-off must be
made between the two designs. In this section, we focus on this trade-off capacity
and apply an existing methodology that could be seen as a first step in defining
framework and support tools for the global designers team.
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4.1 The Integrated Morphological Chart Method

Stoffels and Vielhaber introduce the use of an Integrated Morphological Chart
(IMC) as a method for multi-criteria evaluation of product alternatives with
production system solutions [24]. In their work, the authors evaluate and refine
existing product/production development methods. Their objective is to improve
existing methods in the context of concurrent engineering. They propose IMC as
a decision support tool for considering together product and production. Their
cae study is the optimisation of the energy consumption of the product and
production life cycles.

The first step for the creation of an IMC is the proposal of possible product
solutions and production solutions. These solutions must, of course, satisfy all
the goals but they do not necessarily satisfy all the soft goals in the same manner,
i.e. with the same level of satisfaction. The second step is the definition of several
evaluation criteria by the decision maker in order to assess all combinations of
solutions. Then, domain experts give a value between 0 and 3 (3 being the
optimal value) to each solution combination (i.e. for each product solution and
for each production solution) and for each criterion. This score represents how
optimal each combination is with regards to the criteria. So, for each criterion,
a view of the best combinations of product/production solutions is obtained.
Finally, as done classically for multi-criteria problems, it is possible to define
an aggregation method to globally evaluate each combination of solutions. The
objective is that the decision maker can make an informed and optimal decision
by choosing for each criterion the solution that best satisfies the cross-domain
goals.

4.2 Application to the DRAGON Case Study

We have adapted the IMC methodology to our case study. More precisely, we
focus on two aircraft designs alternatives for the connection between the electric
fans positioned at the rear of the wing and the inverters positioned at the front
of the wing. Inverters are devices that change direct current into alternating
current. They are wired to the fans by an electric harness. This harness can
be installed either by drilling through the wing (first design alternative) or by
following the shape of the wing (second design alternative). For the assembly
line side, we consider two alternatives. The first one is to use manual tools and
the second one to automate the assembly process with robots. It is important
to understand that each of these design alternative is contained in the tasks
Design the DRAGON aircraft and Design an assembly line. In fact, drill through
the wing and follow the shape of the wing are subtasks that refine Design the
DRAGON aircraft. The same holds for the assembly line tasks. The idea behind
the adaptation of the IMC methodology is to allow the global designer actor to
perform trade-offs among different design alternatives.

The relevant criteria for trade-offs come from the i∗ goal model. Indeed, this
model elicits the set of soft goals to be optimised. Note that the goals must
be met and there is therefore no associated negotiation. Therefore, the criteria
studied in our IMC are:
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C1 minimise investment costs in tooling and robots, i.e. the cost of machines
and production equipment; (assembly line designers soft goal).

C2 minimise workload, i.e. the cost of labour. In practice, it comes to minimise
the number of hours worked to build the aircraft (assembly line designers
soft goal);

C3 have a lower fuel consumption than current aircraft. Fuel consumption is
directly related to the aircraft design and more specifically to its aerody-
namics and weight (aircraft designers soft goal).

Based on the two alternatives for each product and production, we build an
IMC matrix, given in Table 1. The values for each combination of alternatives
are assigned by experts.

Table 1. Integrated Morphological Chart (IMC) matrix

Assessment according different product / production
Product solution 1 Product solution 2 AC1/AL1 AC2/AL1 AC1/AL2 AC2/AL2

AC2 = Follow
the shape of the wing

2 3 1 1 C1

2 1 3 2 C2
AC1 = Drilling

through the wing
2 1 2 1 C3

AL1 = Manual AL2 = Robot support
Production solution 1 Production solution 2

The use of robots is inherently costly and requires additional electricity
resources. Therefore, the usefulness of using robots depends on the benefits it
provides with respects to a specific task.

Concerning tooling and robots cost (C1), robots are expensive regardless of
the aircraft design solution. Thus, in our study, in terms of investment costs, solu-
tions without robots are always preferred. When considering the use of manual
tools (AL1), following the shape of the wing (AC2) is the preferred option. This
is because the equipment needed to drill the wing is much more expensive.

Regarding workload, the proposed solutions are to use manual tools or to
automatise the process with robots support. In our case, using robots, is always
beneficial for workload reduction (C2). For this criterion, drilling through the
wing (AC1) appears to be a slightly better solution than following the shape of
the wing. This is due to the speed of the process. We also find this same difference
in the case of the use of manual tools (AL2).

After performance study, the experts came to the conclusion that drilling
through the wing consumed less fuel (C3). Indeed, laying a cable on the leading
edge of an aircraft’s wing is not good for aerodynamic performance and therefore
for fuel consumption. However, none of the solutions is optimal for the experts,
as drilling weakens the structure of the wing. It is important to note that the
structural criterion is not taken into account in our study (but it should be in
the future). Unsurprisingly, the manufacturing alternatives have no impact on
the fuel consumption criterion, judging only by the criterion have a lower fuel
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consumption than current aircraft. Thus it is equivalent to drill the wing with
the help of robots, or with hand tools.

If we consider all the criteria, three configurations emerge: drilling through
the wing with manual tools, follow the shape of the wing with manual tools and
drilling through the wing with robots support. All of them are Pareto optimal,
i.e. none of these solutions is better than the others on all criteria. For instance,
the second solution (AC2/AL1) is the most efficient on the costs criterion (C1),
while the third one is the best on the workload criterion (C2).

Since no solution is optimal on all criteria, many multi-criteria aggregation
methods can be used to make a choice [3]. They all have their advantages and
their drawbacks and choosing one is out of the scope of this article.

Note that, the IMC matrix could be further expanded when considering
additional soft goals for product and production. Advantages of this methodology
are its scalability, and its potential for cross-domain integration. New soft goals
can be added each with its set of possible solutions, whose combinations have
to be assessed in the context of each given criteria and integrated on a global
assessment.

5 Conclusion and Perspectives

In this paper, we have shown how to model, in a goal-oriented approach, the
collaboration relationship between the product design and manufacturing teams
for an aeronautical case study. This collaboration can only really take place
through the mediation of a new actor who has a more global vision of the system
and who is therefore able to make the right trade-offs. In addition, to support
this new actor, we have presented a possible trade-off method, related to our
goal modelling.

Our work has so far been limited to a single case study. We now need to apply
it to more complex cases, whether they are whole aircraft or other products such
as satellites. This might allow us to generalise a method which starts from high
level goals and systematically introduces a mitigating actor like the global design
team.

Future work could also focus on the structure of this new actor, the global
designers. Multidisciplinary teams of experts in fields such as architecture, man-
ufacturing, procurement and sales have recently proposed work on similar issues
in their respective industries [9]. Moreover, it is not easy to get people with
different skills and areas of expertise to work together. The work on tiers-lieu
could be an approach to the implementation of such a team [21].

Finally, with regards to manufacturing in particular, further work could seek
to integrate elements of the value chain beyond the basic assembly objectives to
consider the whole assembly system [5].



Connecting Product Design and Assembly Line Design 279

References

1. Amyot, D., Ghanavati, S., Horkoff, J., Mussbacher, G., Peyton, L., Yu, E.: Eval-
uating goal models within the goal-oriented requirement language. Int. J. Intell.
Syst. 25, 841–877 (2010). https://doi.org/10.1002/int.20433

2. Boothroyd, G.: Product design for manufacture and assembly. Comput. Aided Des.
26(7), 505–520 (1994)

3. Bouyssou, D., Marchant, T., Pirlot, M., Tsoukiàs, A., Vincke, P.: Evaluation and
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Abstract. Current process management systems (PMS) use graphical modelling
languages such as BPMN for modelling the control flow. Almost no program code
has to be written by business process designers for defining the possible order of
activities. For another important aspect of business processes – assigning actors to
activities – no such simple and standardized way of modelling exists. This causes
problems at business process implementation projects in practice.We explain such
aspects and shortcomings of current commercial PMS that lead to these problems.
For each aspect, it is analysed whether appropriate scientific solutions exist, or
whether it is an unsolved research question.

Keywords: Organisational perspective · Actor assignment · Organizational
model · Metamodel · Escalations · Substitutions · Research questions

1 Motivation

Modellingof business processes (BP) consists of the specificationof several perspectives.
This concerns business-oriented BP modelling (i.e. the business view, cf. ARIS) as well
as BP implementation (the technical view) based on a process management system
(PMS). The control-flow can be modelled graphically as a process graph and there exist
standardized modelling languages for this perspective (e.g. BPMN). In the following
we focus on the organizational perspective that describes which users are assigned to
which activities and for which purpose. For each activity (that shall be performed by
a person), an actor assignment defines the potential actors who are allowed to execute
this activity. In addition, the behaviour in exceptional situations may be defined. For
instance, an escalation shall be triggered in case of a delayed execution of the activity, or
the long-term absence of its regular actors may be handled by a substitutionmechanism.
The organizational perspective is relevant at business-oriented BP design not only for
the purpose of a complete BP documentation, but also for the training of the process
participants and for process simulation; e.g. to calculate the expected workload of users.
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At BP implementation, an even more detailed modelling of this perspective is necessary
since the PMS must be able to calculate exactly the users who shall perform a specific
activity, escalation, or substitution. For this purpose, the BP engine sends a query to the
organizational database that stores the organizational model. This procedure requires
that, at BP design time, rules are modelled that exactly define how to calculate the
desired users.

In order to fulfil all requirements that occur in practice, it must be possible to model
sophisticated rules for this purpose. Currently, however, there does not exist a standard
for organizational modelling (cf. BPMN) and, as we will show, several commercial PMS
do not support this appropriately. That means, it is not possible to define complex rules
in an easy to use manner; e.g. graphically as possible with BPMN for the control-flow
perspective. We present aspects where scientific concepts that would enable this are still
missing. Thereby, the focus is on aspects that cause the problems we have identified in
projects from practice and at current PMS. The reason for this decision was that defining
the organizational perspective causes much effort in existing PMS. Sometimes it is not
possible to define a required assignment rule at all, or the assignment must be realized
by writing program code (despite BP designers normally do not possess programming
skills). As we observed in real life implementation projects, in the worst case, this may
result in the decision not to realize a process-aware application (PAIS) at all (but only a
data and function-oriented application).

2 Basic Requirements for the Organizational Perspective

We explain relevant requirements and resulting problems that the first author has
observed in real-life projects during ten years of practical experience with BP man-
agement at a large German vehicle manufacture. Then, we describe whether and how
these requirements are fulfilled at some commercial PMS.

Project Experiences - Actor assignments: The purpose of (regular) actor assignments
is to define the users who shall perform a specific activity. In practice, many types of
actor assignments are required that do not only use roles but also groups, competences,
departments, etc. It must be possible to define expressions combined with Boolean oper-
ators, e.g. “role = Software Developer ∧ group = Development S-Class”. Furthermore,
dependent actor assignments may refer to preceding activities or process instance data,
e.g. “not same actor as at Activity X”. Ideally, a PMS should offer all required actor
assignments in an easy to use manner; e.g. using graphic modelling or by combining
arbitrary textual templates provided by the modelling tool.

Aproblemat the observedprojectswas that thePMSdid not support all required types
of actor assignments. Especially, combined expressions and dependent actor assignments
were not possible or could be only realized by writing program code (e.g. JavaScript).
Furthermore, there does not exist a standard for the modelling of actor assignments.
Therefore, even the transformation of the business view (for instance created with
ARIS) to the technical implementation causes high effort, since the actor assignments
were defined with a different modelling method, using different object types, and with
insufficient details at the business view.
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Metamodel of the Organizational Database: The potential actors that are allowed to
perform a specific activity are calculated by a query to the organizational database. Such
a database needs a comprehensive metamodel to support all required types of organi-
zational objects (i.e. roles, groups, skills, teams, etc.). Ideally, the same organizational
database should be used by all process-aware applications (even if they are based on
different PMS) as well as by all traditional applications (the user directory).

Some metamodels of the organizational databases did not possess the required com-
prehensiveness (missing object types). Furthermore, no standard exists for such a meta-
model. Hence, before starting with the main part of the BP implementation project, it
was necessary to develop an appropriate metamodel in an external database or to extend
the database of the PMS (e.g. with work-arounds). This causes delays as well as effort for
the project, and represents an initial hurdle for the realization of a process-aware appli-
cation. Because of the missing standardization and the absence of products providing
a generally usable process-oriented organizational database, it was not possible to use
the same data with different PMS. Having multiple organizational databases, however,
results in high effort for their creation and maintenance.

Escalations: If an activity is not started or completed in time, an escalation is used, for
instance, to inform other users or to change the set of its potential actors. For such an
escalation, several parameters have to be defined; e.g. the time when it shall be triggered,
the action that has to be performed, and the set of target persons. For the last aspect,
complex rules may be required to define escalations as, for instance, “assign the activity
to a colleague with the same role after two hours and to the supervisor after one day”.
At this informal description of a rule, “colleague” stands for a different person with the
same role and from the same department; i.e. a complex formal rule has to be defined
in order to specify such an escalation. Since different target persons may be responsible
for escalations concerning different activities, multiple such rules have to be defined;
i.e. they are activity-dependent.

At the observed projects, escalations were respected very seldom. A reason may be
that escalations normally were not part of business-oriented BP models; i.e. the business
view created during the requirement analysis phase. Therefore, it would be necessary
to capture escalations by a separate analysis; e.g. later at the BP implementation phase.
If a project avoids this effort, the resulting application will not contain any escalations.
Furthermore, the limited escalation functionality of the respective PMSwas an additional
argument not to realize escalations at all. Since escalations should be implemented by a
core component of the PMS, it would be much effort to realize sophisticated escalation
mechanisms at the application level (i.e. as work-around).

Substitutions: Another exceptional situation is that actors are absent for a long time.
Then, substitutions may be used to transfer the activity to other users. Additionally to the
information required for escalations, the BP designer has to define, for instance, whether
the substitution shall be activated when one, a given quota, or all potential actors are
currently absent. Furthermore, since different departmentsmay use different substitution
strategies, different target person rules may be necessary for different original actors.
Since this results in high effort, an efficient modelling technique is required that allows
the flexible definition of the target persons of substitutions.
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Similar to escalations, at most observed projects, the business view did not contain
substitution rules. But a differencewas that duringBP implementation it waswell-known
that some kind of substitution is necessary to avoid that an activity is inserted solely into
worklists of users whowill be absent for a long time. Furthermore, it was obvious that the
substitution mechanisms offered by the PMS are insufficient to realize all requirements
of the project. To solve these problems, organizational work-arounds were analysed as
the definition of several fixed substitutes for an actor for all activities or the definition of
a manager as a potential actor who has solely the job to delegate the activity manually if
the regular actors are absent. That means, additional effort became necessary to identify
and realize an acceptable work-around.

Commercial PMS1- Actor Assignments: With K2, it is possible to define an actor
assignment that consists of several parts. A condition (if) is assigned to each part of
the rule to specify when it shall be used. However, no dependent actor assignments are
supported. Programming of an actor assignment is not possible. Instead, the only way
to realize an actor assignment is to fill out the form “Recipients Rule”. With Signavio,
actor assignments can be defined by filling a form as well. Additionally, two types of
dependent actor assignments are offered: It is possible to define that an activity has to be
assigned to the same actor as a preceding activity. Separation of duties can bemodelled as
well. The only possibility to define further actor assignments is to write JavaScript code.
Bizagi enables the creation of complex rules (with Boolean operators) in a graphical
editor and arbitrary actor assignment rules can be defined with XPath expressions. IBM
Business Process Designer allows assigning an activity to a participant group, the actor
of a preceding activity, or the starter of the process instance. Additionally, Routing
Policies enable defining complex rules with conditions that use process variables and
Boolean operators. But Routing Policies are no longer available in the succession product
IBM Business Automation Workflow. Here, JavaScript code must be written to realize
complex actor assignments: Team retrieval services can be realized to calculate the
IDs of the appropriate users; e.g. by using functions of the product API or by calling an
external service. Teamfilter services get theUserIDsof a participant group as input. Then,
program code can be written that eliminates not intended users (e.g. wrong department,
separation of duties).

Metamodel of the Organizational Database: The IBM metamodel comes with the
fewest possibilities to structure organizational data since only so-called participant
groups are offered. Signavio additionally enables the usage of roles. This is extended
by K2 and Bizagi with competences and organizational units inclusive the possibility to
define a hierarchy (e.g. team, department, center).

Escalations: Bizagi does not support any escalations. Signavio is able to send an email
to a user in case of a missed deadline. In addition, K2 can transfer the activity to another
user, but only a single user can be specified as target person (i.e. no group). IBM offers
notifications via email and transferring an activity to other actors aswell. Such escalations
can be addressed to multiple persons.

1 We inspected the PMS Bizagi Studio V.11.2.3, IBM Business Process Designer V.8.0.1 and
V.8.6.0 as well as the succession product IBM Business Automation Workflow V.20.0.0.2, K2
Cloud V.4.0, and Signavio Workflow Accelerator V.13.6.0 (for details see [5]).
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Substitutions: Bizagi and Signavio do not offer substitution mechanisms. K2 enables
defining different substitutes for different activities. IBMallows to select for each activity
whether it shall be transferred to a substitute or not. Only one list of substitutes can be
defined for each original actor, i.e. the substitutes cannot dependon the concerned activity
or process data.

3 Scientific State of the Art and Resulting Research Questions

In the following, scientificwork is discussed that addresses these problems of the projects
and the shortcomings of PMS. Thereby, the goal is to identify approaches, which have the
potential to solve these topics, and not to present a complete overview on the literature
concerning the organizational perspective of BP. Therefore, we will discuss literature
that handles aspects causing these problems for practice. One the one hand, we want
to identify which problems can be solved with existing scientific approaches. In such
cases, the conclusion is that these approaches are solely not realized by current PMS
technology. On the other hand, for the remaining problems, the conclusion must be
that currently no appropriate scientific solution exists, and therefore, this is an unsolved
research question.

Actor Assignments: A fundamental work on resources inBP are theworkflow resource
patterns [20]. This work describes various ways how activities are assigned to actors.
It includes basic patterns such as role-based distribution of activities as well as more
complex constraints such as separation of duties (4-eyes-principle) and assigning an
activity to the user who has already performed a specific preceding activity.

[6] develops a language for the definition of additional constraints for actor assign-
ments. They can be used, for instance, to realize separation of duties. [14] mentions
some requirements for dependent actor assignments, e.g. that the potential actors may
depend on process instance data (i.e. application data).

BPMN offers XPath as a method to define actor assignments. Thereby, the XPath
expressions have to be defined by the BP designer. This is a similar difficulty as writing
such a rule using a programming language. In addition, it is not possible to use the actor
specification as a means to discuss the process among the stakeholders.

Some approaches enable additional types of actor assignments by extending stan-
dardized BP modelling languages as BPMN and UML: [12] extends the data model
of BPMN in order to cover all types of actor assignments mentioned in the workflow
resource patterns [20]. [23] develops a metamodel that allows to store the organizational
perspective. Again, these classes extend the metamodel of BPMN. The paper, however,
does not suggest concrete new object types as, for instance, roles, departments, or capa-
bilities. [24] extends BPMN to enable the definition of additional constraints for actor
assignments. The approach allows the definition of simple constraints for actor assign-
ments (e.g. same actor as a preceding activity, separation of duties), as well as very
complex rules (e.g. the same user is only allowed to perform max. 5 activities of the
process instance). The constraints are defined by threshold values (i.e. numbers). For BP
designers, this method is at least unusual. [22] extends UML activity diagrams with an
organizational perspective. The authors suggest so-called “Business Activities” in order
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to enable the BP designer to define role-based access control (RBAC). [15] extends
UML use case diagrams to realize actor assignments, delegations, and substitutions.
This concept allows a transformation of the Platform Independent Model (PIM) into a
Platform Specific Model (PSM). The latter is used by the PMS to control BP execution
at runtime.

Some work addresses special types of actor assignments: [7] enhances the idea of
separation of duties with advanced requirements, for instance, by respecting conflicts
between roles and users. To give an example, a family member of a requestor may not be
allowed to perform the corresponding approval activity. [1] extends the organizational
model with a team concept. Thus, one activity can be performed by several persons
(commonly), instead by a single actor. In addition to the (normal) actors, [9] assigns
additional persons to an activity for control, information, and support of its execution
(cf. RACI matrix). [10] extends the language RAL in order to define dependencies
between actors of activities that belong to different process instances. In [21], an actor
assignment may contain soft constraints. A soft constraint shall be respected if possible
(i.e. it can be ignored); e.g. if it would result in a missed deadline.

Some approaches develop methods that shall enable the simple definition of actor
assignments: [3] suggests to extend the metamodel of BPMN with actor assignments.
They are defined as constraints expressed in Object Constraint Language (OCL). How-
ever, this means that such constraints would have to be written in a formal and less intu-
itive language by the BP designers. [8] develops the language RAL to assign resources to
activities. It uses organizational objects with specific types (Role, Capability, etc.). The
advantage of this language is that it is powerful and easy to read (i.e. simple), but again,
formal expressions must be written. [11] enhances this approach with the graphical nota-
tion RALph. It covers all resource patterns mentioned in [20]. Furthermore, it allows
combining parts of rules with Boolean operators in order to define even complex actor
assignments. Therefore, important types of actor assignments can be realized. While we
think that RALph should be easy to understand, experiments and studies evaluating its
understandability are still missing.

Conclusion: Several authors develop techniques with the goal to simplify the modelling
of actor assignments. However, we found no studies that evaluate which modelling
technique is best suited; e.g. graphic modelling, textual specification (cf. RAL, OCL),
or the combination of pre-defined textual templates (cf. the Routing Policies of IBM).
Thereby, understandability for the BP designers is a crucial aspect. It may be necessary to
distinguish modelling at the business-oriented level and at the technical level (workflow
implementation) since the respective BP designers typically have very different IT skills.
Furthermore, the resultingmodelling technique has to cover dependent actor assignments
and the combination of partial expression with Boolean operators. In order to ease the
usage of business-oriented modelling tools and PMS from different manufacturers, a
standard should be developed for this functionality.

Several papers suggest a set of actor assignment types, some by extending BPMN
or UML, and some even respect special requirements as team tasks. But there exist no
studies that analyze which types of actor assignments are required in practice, typically.
Such studies, however, are required as foundation to develop the set of actor assignments
that is offered to the BP designer with the selected modelling technique (see above).
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Furthermore, no studies analyzewhether the same types of actor assignments are required
at different business domains; e.g. BP of hospitals, vehicle development, and marketing.
Only if this applies, it makes sense for a PMS to offer a pre-implemented mechanism
for the definition of actor assignments. Otherwise, using a programming language (e.g.
JavaScript) cannot be avoided in most cases.

Themissing studies concerning the appropriatemodelling technique and the required
set of actor assignments may be a reason that currently there does not exist a standard for
the definition of actor assignments. Furthermore, we assume that the tool manufacturers
boggle the implementation effort because of the risk that the resulting mechanisms are
inadequate or not sufficient for many business domains. At the development of such a
modellingmethod and standardization, the different requirements of the business and the
technical level have to be respected. That means, themethod for businessmodelling shall
be simple to understand, but not too vague, in order to enable the direct transformation
of the actor assignments into a BP implementation. For instance, even at the business
level, it should be possible to define dependent actor assignments; i.e. the target must be
to develop a comprehensive approach that may be used in all phases of a development
project.

Metamodel of the Organizational Database: The W3C ORG Ontology deals with
organizational units, membership, roles, posts, and reporting but does not include
information that is fundamental for resource assignment such as competencies.

[20] presents several patterns for the organizational perspective incl. a metamodel
for the organizational database: Users (human resources) have a position in an organi-
zational unit and may belong to temporarily assigned groups. They may have assigned
roles, capabilities, an organizational level, and subordinated persons. This means, the
metamodel contains a variety of object types that can be used to define many types of
actor assignments. [17] presents a metamodel that additionally contains competences,
skills, and knowledge. In addition to users, other types of resources are respected.

The focus of [3] is the integration of actor assignments into the BPMN standard. The
paper presents an organizational metamodel as well, but this contains organizational
and functional roles inclusive a hierarchy only. Other object types (e.g. capabilities)
are not considered. [23] extends BPMN with an organizational perspective too. For this
purpose, it presents a graphical visualization for some types of organizational objects.
The metamodel allows assigning arbitrary parameters to resources that can be queried at
runtime to perform resource assignments. However, such an abstract approach leaves the
responsibility to deal with the parameters and the rules how to use them for calculating
actor assignments completely to the BP designer.

Approaches for enterprise modelling (e.g. ArchiMate, DEMO, MEMO, VDML)
have the goal to enable the planning and improvement of the organization and its IT. For
example, ArchiMate uses the concepts business actor and business role for defining the
persons who are responsible for executing a task. However, assigning actors at runtime
is out of scope; i.e. the approaches do not solve the need for an organizational database
for the calculation of actor assignments used by a PMS at runtime.

Conclusion: The best situation for a BP implementation project would be that there
already exists a complete and generally usable metamodel for the organizational model,
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since its organizational types are required to define actor assignments at the business
and the technical level. Unfortunately, no such metamodel is proposed in literature.
Even worse: there exist no studies that examine whether the same types of organiza-
tional objects are required at different business domains. In addition, no comprehensive
metamodel is developed in literature.We assume that the types of organizational objects,
proposed by the presented papers, are not sufficient (at least for some scenarios) since
aspects as, for instance, worker protection cannot be modelled; i.e. cannot be respected
in actor assignments.

The development of a comprehensive metamodel, however, would be a prerequisite
for the standardization. Without such a standard, PMS use proprietary metamodels. This
prevents the realization of a central organizational database for all process-aware appli-
cations (based on different PMS). Furthermore, we believe that a standard or concept for
such a database should be based on or at least be integrable with regular user directories
(e.g. LDAP, Microsoft Active Directory).

Escalations: They are mentioned in PMS literature (e.g. [12, 20]), but there does not
exist any work that considers specifically the issue of how to define the target persons
efficiently and flexibly. Some literature handles special aspects of escalations:

[2] suggests to react to delays not only if it is already too late. Instead, it considers
expected durations for completion of activities and process instances in order to be able
to react before a deadline is actually missed. Additionally, an escalation may concern
several activities and process instances, e.g. if all activities of a user are delayed because
of the same reason. The escalationmechanism can be selected automatically ormanually
and multiple escalation levels may be activated in sequence, with each level resulting in
a different escalation mechanism. Several escalation mechanisms are presented. Hence,
the paper describes a very powerful escalation approach that fits verywell to the presented
scenario of too high workload at a call center.

[18] improves themanagement of escalationswith the goal tominimize their number.
An algorithm adjusts deadlines of activities in order to compensate already occurred
delays and, therefore, to avoid escalations at succeeding activities. Costs that are caused
by not avoidable escalations are minimized by predicting whether an escalation will
occur despite these adjustments. In this case, the escalation is triggered as early as
possible (in the BP) since costs for early escalations are typically lower.

Conclusion: [2] and [18] present very advanced concepts that are not in our focus
since they do not directly solve the mentioned problems of PMS in practice. The other
papers mention the necessity of escalations but do not develop solution concepts. This
is acceptable for many aspects of escalations that are quite simple as, for instance, the
selection of the escalation mechanism (e.g. email vs. worklist entry) or the definition of
the escalation deadline (e.g. measured from the availability or reservation time of the
activity till its start or completion). The definition of the target persons of an escalation,
however, requires a more sophisticated concept: They shall not only depend on the
concerned activity and the process context, but also on the original actor of the activity
(e.g. at an escalation to the supervisor). Furthermore, even different rules for different
original actors may be required (e.g. escalation to the team leader for actors who belong
to department X and to the department leader otherwise). It would result in too much
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effort for theBP designer, however, to define separate rules for each relevant combination
of concerned activity and original actor. Therefore, a concept has to be developed that
significantly differs from normal actor assignments.

Substitutions: [4] presents several requirements: It shall be possible to model rules that
depend on the absent person and the concerned activity. It must be definable, whether
the substitution shall be activated when one or all potential actors are currently absent,
or when they have actively demanded to be substituted. Furthermore, multi-level sub-
stitutions may be desired (if substitutes are absent too) and activities may be revoked
from a substitute when the original actor returns. Additionally, for all these cases, algo-
rithms are presented that calculate the resulting substitutes. The work, however, does
not contain a concept that enables “efficient” modelling of such substitution rules. That
means, similar as at escalations, high effort may result for the BP designers to define
many separate substitution rules.

Other papers do not offer solutions for this issue as well: The resource patterns [20],
consider substitutions not as a separate topic, but as a delegation that is performed by
the PMS. [16] describes a simple substitution mechanism: An (eventually restricted)
access to the worklist of the substituted person is granted. The substitutes can solely
be defined with roles. [13] only mentions that substitutions are necessary. However, no
detailed requirements and no solutions are presented. [19] describes a metamodel for
the organizational perspective that contains substitutions as well. The corresponding
substitution rules, however, cannot depend on the concerned activity. Despite the neces-
sity of context-related substitutions is mentioned, no concept for the modelling of such
substitution rules is presented.

Conclusion: Compared to escalations, there exist more papers that handle substitutions.
Additional requirements are presented, as for instance multi-level substitutions or revok-
ing a substitution. As well, corresponding solution concepts were published. But again,
there remains the unsolved topic, how to define the target persons efficiently: Different
substitution rules are required for different activities and original actors. In addition,
multi-level substitutions may require further or modified substitution rules. Therefore,
there remains the unsolved research question, how to avoid the definition of many dif-
ferent rules in order to reduce the effort for the BP designer; i.e. how to re-use and adapt
such rules (e.g. for different departments with slightly different substitution strategies).

Resulting Research Questions: The organizational perspective is essential to model a
BP comprehensively and to enable a PMS to control the BP execution. Unfortunately,
there occur several problems at the implementation of BP in practice. The following
unsolved topics (i.e. research questions) still exist: (i) Researching which requirements
for resource assignment exist in different business domains; i.e. which types of actor
assignments and organizational objects are required. (ii) Based on these results: Develop-
ing a comprehensivemodellingmethod and establishing a standard for actor assignment;
i.e. a uniform organizational metamodel and easy to use actor assignments for all busi-
ness domains. (iii) Creating formalisms and algorithms for the identified requirements,
especially an efficient method for defining the set of target persons for escalations and
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substitutions that considers the non-trivial requirements aswell. (iv) Evaluating and com-
paring the expressiveness, understandability, and usability of the formalisms resulting
from (ii) and (iii).
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