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Abstract. Analysis of brain signal data like Electroencephalography
(EEG) plays an important role in efficient diagnosis of neurological dis-
orders and treatment. EEG records electrical activity of the brain and
contains huge volume of multi-channel time-series data that are visu-
ally analyzed by neurologists to identify abnormalities within the brain,
which is time-consuming, error-prone, and subject to fatigue. Therefore,
an automatic data mining system is always in need to detect abnormal-
ity from those large volume of data. To meet the requirements, in this
study, a time-frequency spectrogram image-based classification frame-
work is developed using texture feature extractor and machine learning
(ML) based classifiers. At first, signals are filtered to remove noises and
artifacts and normalized. Then signals are segmented into small chunks
and spectrogram images are generated from those segments using short-
time Fourier transform. After that, histogram based textural features are
extracted and significant features are selected using principal component
analysis. Finally, those features are fed into three ML based classifiers
for categorizing the signals into different groups. The proposed system is
tested on EEG brain signal data and have obtained promising results in
identifying different abnormality groups, which indicates that the pro-
posed system can be used for mining large volume of brain signal data.
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1 Introduction

In recent years, comprehensive studies have made on brain signal data, particu-
larly using electroencephalogram (EEG) data due to its significant importance
in health and medicine related applications [3]. Efficient and effective analysis
of EEG signal is useful for various purposes like neurological diseases diagnosis
and treatment [4,18,24,27], brain computer interface [20], sleep stage detection
[21], emotion/fatigue detection [6,16] etc. EEG records the spontaneous electri-
cal activity of the brain, which is large volume of time-series data. These data are
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aperiodic, non-stationary and dynamic in nature and contains patterns related
to the subject’s mental health state [17]. Analysis of those large-scale aperiodic
and non-stationary EEG signals is currently a challenging task. Data mining
system can extract biomarkers from brain signal data and use those biomark-
ers to create computer aided diagnostic (CAD) systems that can classify brain
states based on abnormalities.

Typically, EEG signal mining process can be divided into two steps: feature
extraction and classification of the extracted features using different classifiers.
Several techniques for analyzing and classifying large EEG signal data have
been developed in recent years [11,17,19,22,25]. Most of these studies have used
different statistical information as features for the signal classification with dif-
ferent classifiers. These traditional methods are often not feasible in extracting
significant and discriminative features from large EEG data. Moreover, statis-
tical analysis of larger recording data may overlook short-term changes in sig-
nal characteristics, which are important for abnormality detection. Using visual
representation of short-term signal segments can solve this issue as it generates
visual representation of raw data and works on small segments. Furthermore,
most of the studies in this field have only tested their approaches on a single
dataset, therefore their application to other datasets is debatable. Nonetheless,
most investigations have focused on identifying one neurological disorder from
EEG data (2-class problem). Few research have looked at identifying two neu-
rological disorders from healthy control (HC) subjects (3-class) in the same sys-
tem as, authors in [10,13] worked in detection of mild cognitive impairment and
Alzheimer’s disease patients from HC subjects. Authors of [2,9] have worked in
classifying autism spectrum disorder (ASD) and epilepsy (EP) from HCs. But to
the best of our knowledge, no research has conducted to detect more than two
disorders in a single framework from HC subjects. This is because EEG data
volume are huge in nature and the data has overlapping biomarkers for various
diseases.

Therefore, to perform classification on these kind of overlapping feature-based
data into multi-class requires special data mining techniques. Furthermore, a
generic mining framework to conduct classification tasks and identify different
types of abnormalities from EEG signals is required. This study aims to fill this
gap by developing a data mining framework using short-term visual representa-
tion of the brain signal data to classify into multiple abnormality classes based
on the biomarker presented in the visual representation of the signal data.

To achieve the aforementioned goal, we have developed a data mining frame-
work for brain signal data, specifically for EEG, to identify four neurological
abnormalities namely, ASD, EP, Parkinson’s disease (PD), and Schizophrenia
(SZ) from HC subjects (5 class) using time-frequency (T-F) spectrogram image
and ML based classifiers. The brain signal data is initially filtered to remove
noise and artifacts. The signals are then divided into small time frame win-
dows, and spectrogram plotting images are created using a short-time fourier
transform (STFT). Completed CENTRIST (cCENTRIST), a histogram-based

feature extraction technique is used to extract textural information from those



200 M. N. A. Tawhid et al.

i
o |
= =
ki
{
{
Raw Brain Signal Data Pre-Process Segmentation i — "
Spectrogram Plotting @
Class 1
Q9 ‘ce0"
Vy:—\ o . Class 2 .O.
e%@” °e% <228 & e
L O B L R
e
o ¢ II II E—
eI T R SR
A
Result Classification Feature Dimension Reduction Texture Based Feature Extraction Spectrogram Images

Fig. 1. Overview of the proposed framework.

images. The dimension of the retrieved features is then reduced using principal
component analysis (PCA). Finally, three ML based classifiers are used to cate-
gorize the reduced extracted features: support vector machine (SVM), k-nearest
neighbor (ANN) and random forest (RF).

This paper is organized as follows: Sect.2 presents details workflow of the
system. Section 3 states about used datasets and evaluation parameters. The
experimental results are given in Sect. 4. Finally, Sect. 5 presents conclusion.

2 Workflow

In this study, we have used T-F based spectrogram image to classify brain signal
data using cCENTRIST based feature extraction technique with three different
ML based classification approaches: kNN, SVM and RF. The process consists of
several steps: pre-processing, segmentation and spectrogram image generation,
feature extraction and dimension reduction, and classification. Figure 1 depicts
an overview of the proposed method. Details of those steps are given below.

2.1 Pre-processing the Brain Signal Data

In this step, we have pre-processed the brain signal data for removing the noise
and artifacts introduced by the recording environment and the muscle movement
of the subject during the recording time. These filtering processes are done due
to some noise and artifacts are very much similar to some disease related signal
patterns and may mislead the diagnosis process [25]. To perform the filtering, at
first, we used the common average referencing (CAR) technique to remove the
common noise and signals from all channels by removing the average signal from
all electrodes. After that, artifacts introduced by muscle activity, eye movement
and external noise are removed by passing the signal into a low pass infinite
impulse response (IIR) filter with a cutoff frequency 40 Hz. Finally, the signals
are normalized to a distribution of zero mean and a variance of one to reduce
the individual signal differences and to reduce the computational complexity.
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2.2 Spectrogram Image Generation

Here, the pre-processed signal data are converted into spectrogram images in
two steps: at first the brain signal data are segmented into small chunks of three
seconds (3s) to increase the dataset size and as well as extract maximum number
of features from the small signal segments. In this segmentation process original
signals are segmented into small data chunks and given the level of original
data, which makes an increase in the sample size. Then, spectrogram images
are generated from those small chunks using STFT based plotting technique.
These images provide a visual depiction of the signal data where different color
represents the power and amplitude variation of the signal.

2.3 Feature Extraction and Dimension Reduction

Features from spectrogram images are extracted using cCENTRIST, an image
feature extraction technique developed by Dey et al. [7] that combines Com-
pleted Local Binary Pattern (CLBP) and CENsus TRanform hISTogram (CEN-
TRIST). It was developed by replacing Linear Binary Pattern (LBP) of CEN-
TRIST [26] with CLBP and performed well on garments texture classification
[7] and gender categorization from facial image [23]. cCCENTRIST breaks the
images into pyramid structure blocks and CLBP-based 3D histograms of those
blocks are created and concatenated to produce a special histogram as an image
feature. The retrieved feature’s dimensions are reduced using PCA, and finally,
the reduced feature set is utilized as input to various ML based classifiers.

2.4 Classification of the Extracted Features

To classify the cCENTRIST based histogram data of the spectrogram images, we
have used three different ML based classifiers: RF, kNN and SVM. In kNN based
classification, we have tested for 10 different & values (1 to 10) and for SVM, we
used the same LibSVM [5] as the authors of cCCENTRIST [7] used. Finally, these
classifiers perform a multi-class classification for different neurological disorders
and their performance are evaluated using different evaluation techniques.

3 Performance Evaluation Materials and Parameters

To validate the proposed model, we have used EEG brain signal data from four
different neurological disorders: ASD, EP, PD and SZ. We have used these four
datasets to perform a five-class classification using the proposed method (ASD
vs EP vs PD vs SZ vs HC). Performance of the proposed method is evaluated
using different evaluation matrices that are popular in this field of study.

3.1 Datasets

We have used four publicly available datasets of four different neurological abnor-
malities (ASD, EP, PD, SZ) to validate the proposed brain signal mining system.
A brief information of those datasets are given in Table 1. Detail description of
those datasets can be found in [1,4,12,14].
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Table 1. Brief information of the used datasets.

Datasets | No of patients | No of HCs | Recording frequency | No of channels
ASD [1] |12 4 256 16
EP [14] | 7 7 256 20
PD 4 |14 14 500 64
SZ [12] |14 14 250 19

3.2 Classification Performance Measure

This model is validated using a 5-fold cross-validation technique in order to
reduce its classification bias and predict its overall accuracy across the entire
dataset. This process involves dividing the dataset into five parts; four of which
are used to train the classifier and the remainder one to test the learned system.
This step is done five times so that each image in the dataset belongs to the
test set exactly once. Finally, the 5-fold results are used to evaluate the system’s
performance using five parameters: sensitivity (Sen), specificity (Spec), precision
(Prec), F1 score (F1), and accuracy (Acc). These criteria allow to predict the
behavior of the classifiers on the test data [8,15,28].

4 Experimental Results

In this study, we have developed a brain signal data mining framework using
spectrogram images of the signal data and ML based approaches. The proposed
framework has tested on four neurological disease related EEG datasets and
performed a five-class classification task. This section describes and visualizes
the obtained results in detail with experimental setups.

4.1 Experimental Setup

Since EEG recordings contain varying sample rates and channels, the datasets
must be standardized to make the data comparable. For this, we kept the ASD
dataset (has 16 channel) as base and converted PD, EP, SZ datasets into that
format by keeping data from standard 16 channels (Fpl, Fp2, F3, F4, F7, F8,
C3, C4, T3, T4, P3, P4, T5, T6, O1, O2) and discarding other channel data
and finally, resampled those 256 Hz. After that, EEG signals are pre-processed,
segmented and spectrogram images are generated using STFT. This resulted in a
total of 19417 images from four datasets, with ASD, EP, PD and SZ contributing
5437 (3825 ASD, 1612 HC), 2483 (1248 EP, 1235 HC), 1745 (864 PD, 881 HC)
and 9752 (5312 SZ, 4440 HC) images, respectively. We combined all HC images
to create a class of 8168 HC subjects, resulting in a 5-class classification problem.

4.2 Results

In this brain signal mining framework, we have used histogram-based cCEN-
TRIST method to extract textural features from spectrogram images. The
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Table 2. Five round average Sen, Spec, Prec, F1 and Acc for SVM, kNN and RF.

Disease | SVM ENN RF

Sen Spec |Prec |F1 |Sen Spec | Prec |F1 | Sen Spec Prec F1
ASD 90.72 |96.80 |87.45 |0.89 87.59 97.59 90.03 | 0.89 |75.77 | 97.40 | 87.69 |0.81
EP 83.59 |98.51 |79.46 |0.81 |77.14 |98.06 | 73.29 |0.75 |31.87 | 99.97 | 98.56 | 0.48
Normal | 84.77 | 87.83 |83.49 |0.84 | 88.89 | 86.56 |82.77 |0.86 |92.29 | 70.17 | 69.20 | 0.79
PD 83.99 199.61 |91.01 |0.87 169.11 1 99.95 98.37 | 0.81 |24.26 |100.00 | 100.00 |0.39

Sz 84.91 196.22 | 89.43 |0.87 |86.27 |97.06 |91.72 | 0.89 |76.35 | 96.09 | 88.02 0.82
Avg 85.59 | 95.79 | 86.17 | 0.86 | 81.80 | 95.85 | 87.23 | 0.84  60.11 | 92.72| 88.69 | 0.66
Acc 85.87 £+ 0.45 86.28 £+ 0.42 77.76 + 0.53

extracted features are then reduced in dimension using PCA, and classified using
three ML-based classifiers: SVM, RF, and kNN (k¥ = 1 to 10). Table 2 shows the
5-round average results of three classifiers for 5-fold cross validation technique.
For kNN, we have just given the results of k=9 as it was the best of the ten
different k values we tested.

Table 2 shows that kNN has the highest overall accuracy of 86.28%, whereas
RF has the lowest overall accuracy of 77.76%. The accuracy of the SVM classifier
is similar to that of the kKNN. We have compared the accuracy of the three
classifiers in Fig. 2, where Fig. 2a illustrates the round-wise accuracy and Fig. 2b
depicts the average accuracy with standard deviation (SD).

For further evaluation of the proposed model, we have calculated and plotted
the sensitivity, specificity, precision and F1 score for the classifiers, as shown in
Fig. 3a, 3b, 3c and 3d.

Figure 3a shows that, although NN has the best classification performance,
SVM clearly outperforms all other classifiers in terms of sensitivity, with a much
higher round wise sensitivity value. SVM has the highest single round sensitiv-
ity value of 86.17% and an overall 5-fold average value of 85.59%(=£0.55). RF

Round wise accuracy for different classifiers | Average accuracy over five round with standard deviation for different classifiers

(a) Round wise accuracy (b) Average accuracy with SD

Fig. 2. Accuracy comparison for different classifiers.
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Fig. 3. Round wise Sen, Spec, Prec and F1 score comparison for different classifiers

has the lowest single round sensitivity of 59.18% with 5-fold average value of
60.11%(+£1.00). For kNN, those values are 82.80% and 81.80% (+£0.69), respec-
tively. This result indicates that the SVM classifier is highly sensitive in detecting
diseases than other classifiers.

Figure 3b shows the round-wise specificity of the used ML-based classifiers,
showing that SVM and kNN have similar specificity values across rounds. The
highest specificity values produced by kNN are 95.91% for a single round and
95.85%(=£0.01) for a 5-round average. For SVM and RF', those values are 95.88%,
95.79 (£0.11), and 93.00%, 92.72% (£0.19), respectively. Higher specificity value
indicates the model’s ability to differentiate the healthy subjects from patients.

Round wise precision values of the three classifiers are plotted in Fig. 3c.
Despite its poor overall performance, the RF classifier has a high precision for all
rounds compared to other classifiers. This is because, despite its low sensitivity,
the photos it identifies as the patient’s image are true in general compared to
other classifiers. Overall five round average precision for RF, kNN, SVM are
88.69% (+0.28), 87.23% (+0.96) and 86.17% (+£0.98), respectively.

F1 score is the harmonic mean of precision and recall and an useful metric
for evaluating classifier performance. Figure 3d depicts the round wise F1 score
for the used classifiers, where SVM classifier outperforms other classifiers in all
round values. Overall SVM has an average F1 score of 0.86 (£0.005) while for
kNN, it is 0.84 (£0.005), and RF has the lowest average of 0.66 (£0.01).
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5 Conclusion

In this study, a T-F spectrogram image with ML based data mining technique
for brain signal data is proposed. To evaluate the proposed method, we have used
EEG brain signal data for multi-category neurological diseases classification. The
signal data is initially filtered to remove noise and artifacts, and segmented into
small chunks. Then T-F based spectrogram images are generated from those
segments using STFT. Textural features are extracted using cCCENTRIST and
PCA is used to reduce the extracted features dimension. Finally, kNN, SVM and
RF classifiers are used for classifying those features into five classes: ASD, EP,
PD, SZ, HC. Among the tested classifiers, kNN achieved the highest accuracy
of 86.28%. Deep learning-based models, like convolutional neural networks, can
be used in the future to classify the generated T-F based spectrogram images
for mining brain signal data and improve classification performance.
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