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Abstract. Alcoholism severely affects brain functions. Most doctors and
researchers utilized Electroencephalogram (EEG) signals to measure and
record brain activities. The recorded EEG signals have non-linear and
nonstationary attributes with very low amplitude. Consequently, it is
very difficult and time-consuming for humans to interpret such signals.
Therefore, with the significance of computerized approaches, the iden-
tification of normal and alcohol EEG signals has become very useful
in the medical field. In the present work, a computer-aided diagnosis
(CAD) system is recommended for characterization of normal vs alco-
holic EEG signals with following tasks. First, dataset is segmented into
several EEG signals. Second, the autocorrelation of each signal is com-
puted to enhance the strength of EEG signals. Third, coefficients of
autocorrelation with several lags are considered as features and verified
statistically. At last, significant features are tested on twenty machine
learning classifiers available in the WEKA platform by employing a 10-
fold cross-validation strategy for the classification of normal vs alcoholic
signals. The obtained results are effective and support the usefulness of
autocorrelation coefficients as features.

Keywords: Electroencephalography · Computer-aided diagnosis ·
Alcoholism · Autocorrelation · Classification

1 Introduction

Alcohol addiction is perhaps the most widely recognized mental problem related
to extensive horribleness and mortality [1]. As per the World Health Organiza-
tion (WHO) report in 2014, practically 3.3 million individuals (5.9%) of overall
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deaths are because of alcohol utilization [2], which is the fifth driving reason
for passings [3] and is the principal risk factor for early demise and handicap
[4]. There is a wide scope of health impacts in wellbeing due to alcohol depen-
dency, for example, liver and heart diseases, mental deficiency, certain malignant
growths, and so forth. Likewise, alcohol consumption is a critical reason for dif-
ferent vandalization, like street crimes, road collisions, social issues, and adds
to family breakdown [5,20]. Alcoholics go through various intellectual insuffi-
ciencies, for example, learning and memory deficiencies, issues with motor abili-
ties, and enduring conduct changes that incorporate nervousness and melancholy
[6,7].

The electroencephalogram (EEG) is one of most significant medical pro-
cedure for considering brain occasions, capacities, and problems. EEG signals
measure recorded electrical movement produce by the firing of neurons around
different brain regions [8,22,39,42]. These recorded EEG signals are extremely
intricate in nature and add to a lot of information to be taking into account. Usu-
ally, visual assessment is adopted to distinguish dissimilarities in EEG signals
by talented clinicians whether the signs come from normal or alcoholic subjects.
Indeed, even experienced clinicians can fail to identify the differences in signals
because of the presence of noises [9,40,41,43]. Subsequently, the inspiration of
this study is to foster a programmed examination framework for the determina-
tion of alcoholism with worthy exactness, because of the expanded requirement
for appropriate analysis and instruction of neurological anomalies. It will assist
us to early admonitions about the approaching sicknesses [21].

For automated identification of alcoholic and normal EEG signals, in lit-
erature time-dependent, frequency-dependent, non-linear features based, Auto-
regressive and time-frequency approaches are available. Either time or frequency
domain methods are not suitable for non-stationary signals analysis because
these signals have dynamic characteristics thus, time-frequency analysis is oblig-
atory. In study [13], AR and fast Fourier transform (FFT) methods were utilized
to estimate power circulation of EEG signals for classification purpose. In [14], a
computerize method is proposed by integrating AR model, fuzzy-based adaptive
approach and principal component analysis (PCA).

Several non-linear features such as approximate entropy (ApEn), largest Lya-
punov exponent (LLE), sample entropy (SampEn), correlation dimension (CD),
Hurst exponent (H), along with higher order spectral features are employed in
studies [10–12] to classify normal and alcoholic EEG signals. In studies [15],
time-frequency approaches are suggested for discrimination of normal vs alco-
holic EEG signals. A spectral entropy based approach is proposed in research [16]
indicating the suitability of gamma band to extract useful information related
to alcoholism. Recently a graph based approach along with non-linear features
is presented for identification of alcoholic subjects signals. Despite the extensive
work in alcoholism EEG field, there is still gap to develop a stable automated
system with few features in a way to provide high classification results with
several performance measures.
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Subject to the aforementioned issues, the proposed study presents a stable
computer-aided diagnosis framework, which utilizes only one feature to obtain
high classification outcomes for different performance evaluation parameters. In
the alcoholism EEG field, most of the work focus only on classification accu-
racy and utilized several distinct features for the classification of EEG signals
[29,30]. In the proposed computerized system, we first divide each category’s
EEG data into several segments with an optimal time interval, and artifacts are
removed from each segment. We consider each segment as one signal. Secondly,
we executed the auto-correlation of each EEG signal to enhance its quality and
avoid its dependency on noises. Thirdly, we consider coefficients of autocorre-
lation as features, and these features are concatenated for decision making. At
last, the statistically significant features are provided as an input to bayesnet,
näıve Bayes, support vector machine with the linear and sigmoid kernel, logis-
tic regression, multi-layer perceptron, simple logistic, sequential minimum opti-
mization, voted perceptron, k-nearest neighbor, k star, locally weighted learning,
AdaBoost, bagging, logit boost, rotation forest, decision stump, Hoeffding tree,
J48, logistic model tree, random forest, and random tree. The results from these
classifiers are verified with several performance measures named accuracy, sensi-
tivity, specificity, precision, F-measure, area under the receiver operating curve
(AUC), and Matthews correlation coefficient (MCC).

2 Materials

The EEG alcoholism dataset is acquired from human brains of alco-
holic and control subjects. This dataset is publically available at
(https://archive.ics.uci.edu/ml/datasets/EEG+Database). for research pur-
poses. This dataset provides the 64 electrodes recoding on the scalps of the
subjects. The places of the electrodes were situated with standard sites (Amer-
ican Electroencephalographic Association 1990). The examining frequency of
recorded EEG signal 256 Hz. There are two categories of subjects: normal vs
alcoholic EEG. In the two categories, there are 122 subjects and each subject
finished 120 preliminaries. They give 32s EEG information division. There are
three forms of the EEG datasets collections: the small collection, the large infor-
mational collection, and the full dataset. In this investigation, the small dataset
collection is utilized for experimental purposes [17,18].

Figure 1 shows the visual representation of alcoholic and control EEG signal.

3 Methods

In this investigation, an auto-correlation based approach is presented for cat-
egorization of normal and alcoholic EEG signals. The whole cycle of proposed
framework is partitioned into following modules: pre-processing, auto-correlation
as feature extraction, and classification as displayed in Fig. 2. The beforehand
mentioned modules are examined underneath.

https://archive.ics.uci.edu/ml/datasets/EEG+Database
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Fig. 1. Graphical representation of normal and alcoholic EEG signals

Fig. 2. Block diagram of the proposed auto-correlation framework for classification of
normal and alcoholic EEG signals
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3.1 Module 1: Pre-processing

The dataset includes the recorded EEG signals 256 Hz sampling rate and 12-bit
resolution for 32 s (about 16400 samples). In this study investigations are done
utilizing smaller data sets where the baseline filter effectively removes artefacts
such as blinking and muscle movements (>73.3µv). The huge EEG recordings
are divided into an eight-second window comprising 4 equal sections of 2048
samples for further investigation.

3.2 Module 2: Auto-correlation as Feature Extraction

A signal can also be correlated with its own other segments. The technique is
known as autocorrelation by executing a cross correlation of same signal. The
Autocorrelation function essentially measures how strongly a signal is correlated
with shifting variants. Autocorrelation is helpful in identifying portions of a
repeated signal and provide information how the signal corresponds to its neigh-
bours. Determining how the next segments of a signal relate to each other gives
some insight into the way in which intervening processes have created or changed
the signal. For instance, a signal that remains exceptionally corresponded with
itself throughout some duration more likely than not been delivered, or altered,
by some interaction that considered past values of the signal. Such a process
can be depicted as having memory, since it should recollect past values of the
signal and utilize this data to shape the signal present qualities. The more drawn
out the memory, the more the signal remaining parts somewhat connected with
moved adaptations of itself. The mathematical formulation of autocorrelation
function is given as follows [19],

Aaa[k] =
1
M

M∑

m=1

a[m]a[m + k] k = 0, 1, 2, . . . K (1)

where M denotes the data points, k is a displacement and varies from 0 to K,
and K changes dependent on the treatment of endpoints. Specifically, this app-
roach involves matching the signal to K periods in which K might be fairly large.
This shifting k is also named as lag and specify the amount of samples shifted
for a specific correlation. If the autocorelation signals included time functions
originally, lags may be translated into time shifts in seconds. Feature extrac-
tion chooses and/or incorporates elements into functions to efficiently reduce
the quantity of data to be processed whilst also representing the actual range
of data properly and thoroughly [25,26]. In the EEG-based alcoholism field,
several feature extraction approaches such as time domain, frequency domain,
time-frequency domain, linear or non-linear approaches, however, each method
inherent a deficiencys. Despite the intensive work, there is still a need to present
effective features for the classification of normal and alcoholic EEG signals. In the
present work, we employed autocorrelation coefficients as features. We executed
autocorrelation functions for different lag values to obtain autocorrelation coeffi-
cients. After empirical evaluation, the lag value is set to 40 for each trial. Figure 3
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represents the autocorrelation coefficients for trial 1 of normal and alcoholic class
EEG signal. It is noted that there is significant difference among different class
coefficients, representing the potential of features for better discrimination.

Fig. 3. Autocorrelation coefficients for alcoholic (blue color) and normal (red color)
EEG signal (Color figure online)

3.3 Module 3: Classification

To segregate normal and alcoholic EEG signal features, we employed bayesnet
(C1), näıve Bayes (C2), support vector machine with the radial basis function,
linear and sigmoid kernels (C3, C4 and C5), logistic regression (C6), multi-layer
perceptron (C7), simple logistic (C8), sequential minimum optimization (C9),
voted perceptron (C10), k-nearest neighbor (C11), k star (C12), locally weighted
learning (C13), adaBoost (C14), bagging (15), logit boost (C16), rotation forest
(C17), decision stump (C18), Hoeffding tree (C19), J48 (C20), logistic model
tree (C21), random forest (C22), and random tree classifiers (C23) [23,24].

4 Results and Discussions

The statistical significance of features extracted from all trials is tabulated in
Table 1, where, T represents the trial. It is clearly shown that there is significant
difference among mean and standard deviation (STD) of both categories. The
probability (P) values for all features are also very small, indicating the statistical
significance of features.

The performance of the proposed framework is measure by following perfor-
mance measures [27,28]:

– Accuracy: Ratio of estimated labels to total labels.
– True Positive Rate (TPR): The potential to recognize alcohol EEG signals

accurately.



Auto-correlation Based Feature Extraction Approach 53

Table 1. Statistical analysis of features

TN P value TN P value TN P value TN P value

T1 1.87E−10 T31 0.307658736 T61 1.40E−09 T91 0.003809647

T2 0.067701185 T32 4.76E−07 T62 1.47E−10 T92 0.985201584

T3 0.187866423 T33 1.71E−08 T63 4.95E−08 T93 0.015897659

T4 2.45E−05 T34 0.023643606 T64 1.62E−08 T94 0.032168645

T5 7.05E−11 T35 0.334793983 T65 2.21E−12 T95 2.65E−07

T6 5.18E−10 T36 0.095051701 T66 7.82E−06 T96 0.831090268

T7 0.504304297 T37 0.008676098 T67 0.030706396 T97 0.081242124

T8 0.398703039 T38 5.55E−12 T68 0.015106959 T98 3.29E−12

T9 7.82E−06 T39 0.024221499 T69 9.02E−11 T99 0.896695472

T10 4.86E−05 T40 0.181724138 T70 0.028620174 T100 3.23E−06

T11 0.642860408 T41 0.559041346 T71 1.36E−05 T101 1.35E−06

T12 0.696898409 T42 0.004040789 T72 1.18E−06 T102 1.96E−07

T13 0.000331869 T43 0.00695999 T73 0.992600474 T103 0.00735772

T14 0.155918907 T44 0.061018565 T74 9.29E−06 T104 4.56E−11

T15 4.95E−08 T45 0.022523622 T75 2.77E−05 T105 0.089667607

T16 0.008915276 T46 0.005246546 T76 4.57E−12 T106 5.24E−07

T17 0.001515339 T47 8.10E−05 T77 5.43E−09 T107 7.21E−05

T18 3.39E−05 T48 0.388419066 T78 1.48E−12 T108 2.78E−07

T19 5.93E−05 T49 0.181724138 T79 1.08E−10 T109 3.38E−06

T20 1.29E−11 T50 0.000814155 T80 5.38E−13 T110 0.000471719

T21 0.001564445 T51 0.918745005 T81 7.07E−13 T111 0.002350955

T22 4.87E−12 T52 0.007775722 T82 6.78E−09 T112 1.71E−06

T23 1.18E−13 T53 0.015497872 T83 2.94E−11 T113 1.46E−08

T24 3.92E−07 T54 0.773732579 T84 0.00023159 T114 1.77E−11

T25 0.000621327 T55 5.20E−12 T85 0.079636674 T115 6.75E−12

T26 0.067701185 T56 0.294652789 T86 5.83E−10 T116 3.51E−12

T27 0.344171785 T57 0.041321047 T87 0.001564445 T117 1.21E−12

T28 2.25E−06 T58 0.050367755 T88 2.77E−08 T118 0.334793983

T29 2.94E−11 T59 0.963015093 T89 0.200608161 T119 0.000993741

T30 0.001775879 T60 2.88E−05 T90 0.911387363 T120 7.33E−07

– True Negative Rate (TNR): The capability to recognize normal EEG signals
accurately.

– Precision: The closeness between alcoholic and normal EEG signals.
– F-measure: A single numeric value measure to explore balance between sen-

sitivity and precision.
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Fig. 4. Classification results for proposed framework

– Matthews correlation coefficient (MCC): It consider true positive, true nega-
tive, false positive and false negative to measure the quality of alcoholic and
normal EEG classification.

– Area Under the Receiver Operating Curve (AUC): AUC measures a value
between 0 and 1, the value near to 1 indicating the authenticity of a classifier
for classification of alcoholic and normal EEG signals.

Figure 4 shows the accuracy, TPR, TNR and F-measure classification perfor-
mance measures (in %). In term of classification accuracy the proposed frame-
work deliver 98.75% classification accuracy results for 10 classifiers, which indi-
cate the effectiveness and flexibility of framework. The minimum classification
accuracy of 93.75% is achieved by bayesnet (C1), which is only 5% less than the
highest results. The TPR i.e. detection capability of classifiers for alcoholism
EEG class is 100% for most of the cases, whereas, TNR i.e. detection ability of
classifiers for normal EEG signals is 97.5%. It is worth noting that the difference
between TPR and TNR is only 3.5% indicating that the proposed framework is
fairly stable in recognition of alcoholic and normal EEG signals. Additionally,
precision and F-measure best results are 98% and 98.9% accordingly. Figure 5
indicates the MCC and AUC results deliver by all classifiers. It is seen in Fig. 5
that C7, C8, C15, C17, C21 and C22 obtained 1 value which indicate that these
classifiers provide accurate results. In addition, 0.95 value is achieved by C1 and
the difference among different classifier results is very small as seen in Fig. 5.
On the other hand, C4, C6, C7, C8, C9, C11, C16, C17, and C21 deliver 0.98
value which is also very closed to 1. These results clearly indicate that proposed
framework is effective and stable and can be utilized for classification of alcoholic
and normal EEG signal identification.
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Fig. 5. MCC and AUC results for proposed framework

Fig. 6. Comparison of proposed framework with available literature

The proposed study classification accuracy results are compared with other
available literature as shown in Fig. 6. It is understood from studies [12,31–38]
that all these students require signal decomposition approaches, non-linear fea-
tures and higher-order statistical features, which suffer mode mixing, complex-
ity and noise artifact issues. On contrary the proposed auto-correlation coeffi-
cients based features are relatively simple and help to reduce noise artifacts. In
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comparison with above-stated studies, the proposed study provide upto 15.77%
improvements in detection of depression patients from normal subjects.

5 Conclusion

A computerized method for classification of normal and alcoholic subjects is
design in the present study. The proposed system perform segmentation, signal
enhancement by autocorrelation, feature extraction and concatenation, and clas-
sification. The autocorrelation coefficients are taken as features and classified by
twenty-three classifiers. The results suggest that the 40-lag autocorrelation coef-
ficients tested with the support vector machine, logistic, multilayer perceptron,
simple logistic, sequential minimal optimization, K-Nearest Neighbors, K star,
LogitBoost, rotation forest, and Logistic Model Trees results in average classi-
fication accuracy of 98.75%, sensitivity 100%, specificity 97.5%, precision 98%,
F-measure 98.9%, area under the receiver operating curve 98.7%, and Matthews
Correlation Coefficient (MCC) 97.77%. The achieved results are better than the
state-of-the art.
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