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Abstract. The study aims to investigate the potential predictors associ-
ated with infant mortality in Bangladesh through machine learning (ML)
algorithm. Data on infant mortality of 26145 children were extracted
from the latest Bangladesh Demographic and Health Survey 2017-18.
The Boruta algorithm was used to extract important features of infant
mortality. We adapted decision tree, random forest, support vector
machine and logistic regression approaches to explore predictors of infant
mortality. Performances of these techniques were evaluated via param-
eters of confusion matrix and receiver operating characteristics curve.
The proportion of infant mortality was 9.7% (2523 out of 26145). Age
at first marriage, age at first birth, birth interval, place of residence,
administrative division, religion, education of parents, body mass index,
gender of child, children ever born, exposure of media, wealth index, birth
order, occupation of mother, toilet facility and cooking fuel were selected
as significant features of predicting infant mortality. Overall, the ran-
dom forest (accuracy = 0.893, precision = 0.715, sensitivity = 0.339, speci-
ficity =0.979, F1-score = 0.460, area under the curve: AUC =0.6613) per-
fectly and authentically predicted the infant mortality compared with
other ML techniques, including individual and interaction effects of pre-
dictors. The significant predictors may help the policy-makers, stakehold-
ers and mothers to take initiatives against infant mortality by improv-
ing awareness, community-based educational programs and public health
interventions.
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1 Introduction

Infant mortality is defined as the death of infants during the first year of their
life [1]. Infant mortality is a key health indicator to assess the progress of child
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health and the development of a country. One of the important millennium devel-
opment goals (MDGs) is to reduce child mortality, particularly infant mortality,
all over the world [2]. Globally, 4.0 million infants died within the first year of
life in 2018 which accounts for 75% of all under-five deaths. The infant mortality
rate has reduced worldwide to 29 deaths in 2018 from 65 per 1000 live births in
1990 [3].

In Bangladesh, the infant mortality rate has decreased to 38 in the year
2014 from 87 in 1993 [4]. The reduction in infant mortality by two-thirds of a
country indicating the progress towards achieves the MDG-4 [5]. To meet the
sustainable development goals (SDGs), reducing the infant mortality rate will
make a significant contribution to improving children’s health. Bangladesh is far
away from achieving the target to get down infant mortality by 5 deaths per
1000 live births [4,6].

A number of studies examined the causes and investigated the potential fac-
tors affecting infant mortality. It was reported that the factors related to mothers
like her education had a significant positive impact on infant mortality [7,8]. It
was also noted that the infant mortality was significantly higher in mothers who
did not attend antenatal care follow up during pregnancy [9,10]. A short birth
interval between two pregnancies was a highly significant determinant for infant
mortality [11]. Moreover, maternal age, multiple births, domestic violence, place
of residence, preterm, and having metabolic disorders were identified as statis-
tically significant determinants associated with infant mortality [12-16].

Infant mortality is the consequence of various socio-economic and demo-
graphic factors, including factors related to infants themselves. Low birth
weight of infants was one of the most important determinants of infant mor-
tality [9,17,18]. Infant mortality was significantly higher among mothers from
low income families than those who belong to middle and rich families [11]. In
Bangladesh, infant mortality was significantly higher among mothers who give
their births at home instead of health centre and also belong to the class of lower
income groups [4,19]. Antenatal care during pregnancy, wealth status, birth size
at the time of delivery, and gender of child were potential risk factors for higher
rate of infant mortality [4]. A recent study reported that the higher educa-
tional attainments of mothers were the protective factors of infant mortality in
Bangladesh [18].

Most mortality-related studies analyzed the data by the logistic regression
(LR) model, particularly for binary responses. The LR model requires to fulfil
all the underlying unavoidable assumptions, predictors are independent of each
other and having a significant association with the outcome variable, for estimat-
ing the parameters. Therefore, this commonly used prognostic modelling app-
roach is sometimes challenging for estimating the model parameters correctly
and also the incorrect estimation algorithm provides misleading information.
Recently, the machine learning (ML) and data mining approaches are the fur-
ther improvement of modelling health data that incorporate artificial intelligence
and explore more hidden information from a large volume of data [20-24]. In the
area of health research, ML generally aims to predict several clinical outcomes
based on multiple predictors [25,26].
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In this study, we adapted four different well-known ML techniques: deci-
sion tree (DT), random forest (RF), support vector machine (SVM), and LR
for the classification and prediction of the significant factors associated with
infant mortality in Bangladesh. Moreover, systematic performances of these ML
approaches are investigated by comparing accuracy, sensitivity, specificity and
precision values.

2 Methods and Materials

2.1 Data and Variables

Infant mortality data were extracted from the latest country-wise representa-
tive survey, Bangladesh Demographic and Health Survey (BDHS) 2017-18 [27].
A two-stage stratified random sampling design was used for collecting data in
this survey and the detailed information is available at https://dhsprogram.
com/data/available-datasets.cfm. The data related to infant mortality were col-
lected from reproductive mothers and 26145 infants were included in this study
after excluding missing cases. The binary outcome variable: infant death (death
of a live birth before the age of one year) is considered in this study. Infant
mortality is the consequence of a variety of multiple factors. The various mater-
nal, socio-economic, demographic and environmental factors were considered as
exposure variables such as maternal age at first marriage, maternal age at first
birth, mother’s body mass index, birth interval between two subsequent preg-
nancies, antenatal care service during pregnancy, receiving a tetanus toxoid (TT)
injection during pregnancy, administrative regions, place of residence, religion,
educational attainment of both mother’s and father’s, occupational status of
mother’s, women empowerment, exposure of media, total children ever born,
child sex, birth order number, sources of drinking water, type of toilet facilities
and type of cooking fuel.

2.2 Models

This study aimed to assess the potential predictors associated with infant mor-
tality and to predict infant mortality in Bangladesh using different ML classi-
fication models: DT, RF, SVM and LR. Our methodology involves accordingly
data pre-processing, feature (the risk factors) selection using Boruta algorithm,
splitting the entire data set into training and test data sets applying ML models
in the training data set and evaluate the performance of these models on the
test data set, and finally predicting infant mortality based on the entire data set
using the best performed model. The performances were evaluated using five per-
formance parameters (accuracy, sensitivity, specificity, precision, and Fl-score)
obtained from the confusion matrix, and the area under the receiver operating
characteristics (ROC) curve (AUC). All ML models were performed using the
scikit-learn module in Python programming language version 3.7.3. Only the
Boruta algorithm was implemented to select the risk factors using the Boruta
package in the R programming language [28].


https://dhsprogram.com/data/available-datasets.cfm
https://dhsprogram.com/data/available-datasets.cfm

208 A. Rahman et al.

2.3 Boruta Algorithm

Boruta algorithm was performed to extract the relevant risk factors for infant
mortality in Bangladesh. This is a wrapper build algorithm around the RF classi-
fier to find out the relevance and important features with respect to the outcome
variable [29)].

2.4 Decision Tree (DT)

The DT is one of the most simple and intuitive techniques in ML, based on the
divide and conquer paradigm [30]. In a DT technique, tests (on input patterns)
and categories (of patterns) are used as inner and leaf nodes, respectively. This
technique also assigns a class number to an input array by filtering the array
down via the tests in the tree [31].

2.5 Random Forest (RF)

The RF algorithm consists of taking hyper-parameters identifying the number of
trees and the maximum depth of each tree [32]. The RF is an ensemble learning
approach for classification using a large collection of decorrelated DT [33]. In this
experiment, we have used 501 DT and Gini for impurity index to implement the
RF algorithm in Python.

2.6 Support Vector Machine (SVM)

The SVM is a supervised ML technique used for analyzing data and recognizing
patterns [34,35]. A model or classification function is constructed in the SVM
training algorithm in order to assign new values into one class on either side of
a hyper plane, building it a non-probabilistic binary linear classifier for the two-
class learning task. The kernel trick is used in a SVM technique to map the data
into a high-dimensional space prior solving the ML task as a convex optimization
problem [33-36]. New values are then predicted belonging to a group on the basis
of the side of the partition in which these values fall. The nearest data points to
the hyper plane that divides the classes are considered as support vectors [33].
We examined SVM models using the sigmoid kernel (the best performed kernel
for BDHS 2017-18 infant mortality data set) for this analysis.

2.7 Logistic Regression (LR)

The LR, a probabilistic model, is used for classification problem and predicting
the likelihood of the incidence of an event [33]. The association between a cat-
egorical response variable and a dichotomous categorical outcome or feature is
modelled by the LR. It is used as a binary (multiple) model to predict binary
(multiple) responses, the outcome of a categorical response variable, based on
one or more exposure variables [30].
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2.8 Confusion Matrix Performance Parameters

The graphical representation of real versus predicted class accuracies is obtained
by a confusion matrix [33]. To visualize the performance of the classification
algorithm, the confusion matrix is used for the comparison of predicted versus
real classifications in the form of true positive, false positive, true negative and
false negative [33]. Therefore, the performance parameters: accuracy (number of
data points correctly classified by the classifier), sensitivity (how well a classi-
fication algorithm classifies data points in the positive class), specificity (how
well a classification algorithm classifies data points in the negative class) and
precision (number of data points correctly classified from the positive class) are
measured [33].

2.9 Receiver Operating Characteristic (ROC) Curve

The ROC curve is an alternative and useful visualization technique for classifiers
operating on datasets. Fawcett [37] provided a complete and informative intro-
duction about the ROC analysis, emphasising usual misconceptions. The ROC
curve reveals the sensitivity of the classifier considering the true positives and
false positives rates. When the classifier is outstanding, the true positive rate
will increase, and area under the ROC curve (AUC) will be close to 1 [30].

3 Statistical Results: Univariate and Bivariate Analysis

The frequency and percentage distributions of exposure variables, and the preva-
lence of infant mortality are presented in Table1. As shown in the table, more
than three quarters of mothers (82.6%) married before their legal recommended
age of first marriage (at least 18 years) in Bangladesh. The enormous percentage
of mothers (88.0%) had their first birth at 20 years or below. Approximately one-
third (32.8%) of the mothers were overweight or obese, over half (55.3%) were
normal and 11.9% were thin. The birth interval between two subsequent pregnan-
cies for the majority (76.1%) of live births were more than two years. Only 0.4%
and 0.3% of the mothers received ANC services and TT-injection, respectively
during their pregnancy period. In this study, 70.0% of children were selected
from rural and 30.0% from urban areas. The vast majority of participants were
Muslim (92.1%), while only 7.9% of children were non-Muslim. With regards to
mothers education, 27.0% had no education and only 4.8% of the mothers had
higher education. Besides, 32.5% of fathers were illiterate, and 9.4% had higher
education.

Table1 shows that more than fifty percent (58.1%) of the mothers were
employed, while 41.9% were unemployed. The proportion of children from low-
income families was higher (45.9%) than rich (34.1%) and middle class (20.0%)
families. The majority (82.4%) of respondents’ mothers were not empowered,
while the rest (17.6%) were fund to be empowered. Almost fifty percent (44.9%)
of the children’s mothers had mass-media exposure in Bangladesh. Half of the
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children were male and half were female. 46.7% of the children were the first
ranked children, 27.7% were the second ranked children and the rest were third
or higher ranked children. More than three quarters (80.6%) of mothers had
3 or more number of children, 42.4% of the mothers used to defecate in the
unhygienic places, only 13.5% children were from households with less polluted
cooking fuel and only 7.1% had no facilities of safe drinking water.

The prevalence of infant mortality was higher among mothers who were mar-
ried before their legal age of 18 years and had their first child before 20 years
(Table 1), although age at first marriage and age at first birth were found to be
statistically insignificant factors for infant mortality. The percentage of infant
mortality was higher for mothers who were underweight (12.2%) and had less
than 2 years preceding birth interval (19.7%) in comparison with their counter-
parts. Mothers BMI (p<0.001) and birth interval (p<0.001) were found to be
significantly associated with infant mortality in Bangladesh. The variables ante-
natal care and TT injection during pregnancy were also found to be statistically
insignificant determinants with infant mortality. The administrative divisions
showed significant association (p<0.001) with infant mortality and the preva-
lence varied from 8.0% (Chittagong) to 11.1% (Mymensingh). Infant mortality
was comparatively lower in urban areas (9.2%) than rural areas (9.8%), though
the place of residence was statistically insignificant (p=0.144). Infant mortality
was found to be significantly higher among non-Muslim (11.4%) as compared
with Muslim (9.5%) and the religion was strongly associated with (p<0.001)
infant mortality.

The educational attainment of both mothers (p<0.001) and fathers
(p<0.001) showed a significant association with infant mortality. The decreasing
trend of infant mortality was observed with mothers and fathers increasing levels
of education. However, the proportion of infant mortality was found to be higher
among working (10.2%) mothers in comparison to non-working (8.9%) mothers.
The occupational status of mothers (p<0.001) was also significantly associated
with infant mortality. The proportion of infant mortality was decreasing signifi-
cantly with the increasing levels of wealth index (p<0.001). Mass-media exposure
of mothers was found to be statistically significant (p=0.002) for their infant
mortality and this mortality was lower (9.0%) among mothers who were exposed
to mass media than their counterparts (10.2%). The percentage of infant mor-
tality was higher for the male children (10.9%), first order birth (10.3%), and
mothers having 3 or more children (11.1%). All these variables: child of sex
(p<0.001), birth order (p=0.002), total children ever born (p<0.001) were sig-
nificantly associated with infant mortality. Households with unhygienic toilet
facility (10.5%) and polluted (9.9%) cooking fuel showed a significant (p<0.001)
higher prevalence of infant mortality than those with hygienic toilet facility and
less polluted cooking fuel.
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Table 1. Background characteristics and chi-square (X2) test statistic associated with
corresponding p-value.

Variables n(%) Infant death X?-value p-value
n=2523 (9.7%)

Age at first marriage 6.155  0.013
<18 21586 (82.6) 2128 (9.9)
18 and above 4559 (17.4) 395 (8.7)

Age at first birth 2951 0.086
<20 22008 (88.0) 2246 (9.8)
>20 3147 (12.0) 277 (8.8)

Mother’s BMI 52205  <0.001*
Normal 14471 (55.3) 1456 (10.1)
Underweight 3101 (11.9) 379 (12.2)
Overweight and obesity 8573 (32.8) 688 (8.0)

Birth interval 957.434  <0.001*
<2 years 6256 (23.9) 1234 (19.7)
>2 years 19889 (76.1) 1289 (6.5)

Antenatal care during pregnancy 0.106  0.745
No 26051 (99.6) 2513 (9.6)
Yes 94 (0.4) 10 (10.6)

TT-Injection during pregnancy 0914 0339
No 26076 (99.7) 2514 (9.6)
Yes 69 (0.3) 9 (13.0)

Region 27.940  <0.001*
Dhaka 3276 (12.5) 316 (9.6)
Barisal 2936 (11.2) 265 (9.0)
Chittagong 4244 (16.2) 341 (8.0)
Khulna, 2826 (10.8) 259 (9.2)
Mymensingh 3122 (11.9) 345 (11.1)
Rajshahi 2859 (10.9) 311 (10.9)
Rangpur 3273 (12.5) 334 (10.2)
Sylhet 3600 (13.8) 352 (9.8)

Place of residence 2139 0.144
Urban 7855 (30.0) 726 (9.2)
Rural 18290 (70.0) 1797 (9.8)

Religion 723 0.005*
Non-Muslim 2074 (7.9) 236 (11.4)
Muslim 24071 (92.1) 2287 (935)

Maternal education 82227 <0.001
No education 7055 (27.0) 831 (11.8)
Primary 10534 (40.3) 1030 (9.8)
Secondary 7292 (27.9) 594 (8.1)
Higher 1264 (4.8) 68 (5.4)

paternal education 63.747  <0.001*
No education 8496 (32.5) 929 (10.9)
Primary 9162 (35.0) 942 (10.3)
Secondary 6031 (23.1) 493 (8.2)
Higher 2456 (9.4) 159 (6.5)

Mother’s occupation 10.889 <0.001
Not working 10961 (41.9) 980 (8.9)
Working 15184 (58.1) 1543 (10.2)

Wealth index 25.853  <0.001
Poor 11994 (45.9) 1265 (10.5)
Middle 5226 (20.0) 504 (9.6)
Rich 8925 (34.1) 754 (8.4)

Women empowerment 0.077  0.781
No 21533 (82.4) 2013 (9.7)
Yes 4612 (17.6) 440 (9.5)

Exposure of media 9.662  0.002*
Non-exposure 14406 (55.1) 1464 (10.2)
Exposure 11739 (44.9) 1059 (9.0)

Child sex 46.344 <0.001
Female 13083 (50.0) 1100 (8.4)
Male 13062 (50.0) 1423 (10.9)

Birth order 12.302  0.002*
One 12215 (46.7) 1262 (10.3)
Two 7094 (27.1) 637 (9.0)
Three and more 6836 (26.1) 624 (9.1)

Total children ever born 252.454  <0.001*
Lor2 5071 (19.4) 190 (3.7)
3 and more 21074 (80.6) 2333 (11.1)

Toilet facility 14.479  <0.001*
Hygienic 15065 (57.6) 1364 (9.1)
Unhygienic 11080 (42.4) 1159 (10.5)

Cokking fuel 8.757  <0.001%
Less polluted 3526 (13.5) 292 (8.3)
Polluted 22619 (86.5) 2231 (9.9)

Drinking water 0496 0.481
Safe water 24294 (92.9) 2353 (9.7)

Unsafe water 1851 (7.1) 170 (9.2)
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Fig. 1. Features selection using the Boruta algorithm

3.1 Machine Learning (ML) Results

3.1.1 Features Selection

Figure 1 reveals that with the aid of the Boruta algorithm, seventeen variables
i.e., age at first marriage, age at first birth, birth interval, place of residence,
administrative division, religion, education of parents, BMI, gender of child,
children ever born, exposure of media, wealth index, birth order, occupation of
mother, toilet facility and cooking fuel were selected among all surveyed variables
as the risk factors to predict infant mortality in Bangladesh. Hereafter, these
seventeen variables were used to evaluate the performance of ML algorithms.

3.1.2 Machine Learning (ML) Models Evaluation

The performance of different ML models were evaluated using five performance
parameters of the confusion matrix (Table 3) and the realized confusion matrices
of different ML models using a single run (Table2), and the area under the
ROC curve (Fig. 2). Considering 70% observations as the training data and 30%
observation as the test data with the random seed 1119, using the scikit-learn
module, we estimated accuracy, sensitivity, specificity, precision, and F1-score
of DT, RF, SVM, and LR algorithms to predict infant mortality in Bangladesh
and the results are illustrated in Table2 and 3.

Table 2 illustrates various realized confusion matrices of different ML mod-
els using random seed 1119. The confusion matrix compares the actual target
positive 761 and negative 7083 cases with those predicted by the different ML
models. The DT model has True Positive (TP) = 125, True Negative (TN) =
6440, False Positive (FP) = 643, and False Negative (FN) = 636, i.e., 125 pos-
itive and 6440 negative classes data points were correctly classified by the DT,
and 643 negative and 636 positive classes data points were incorrectly classified
by the DT model. The maximum 371 positive and 6935 negative classes data
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Table 2. Realized confusion matrices of different machine learning models

Label Actual | DT (predicted) | RF (predicted) | SVM (predicted) LR (predicted)
+ve | —ve +ve | —ve +ve | —ve +ve | —ve

Positive | 761 125 | 636 371 1390 78 | 683 0 761

Negative | 7083 | 643 | 6440 148 | 6935 707 | 6376 0 7083

+ve = Positive label, —ve = Negative label

Table 3. Accuracy, sensitivity, specificity, precision, and F1-score of different machine
learning models

Models Accuracy | Sensitivity | Specificity | Precision | F1-score
DT 0.837 0.164 0.909 0.163 0.164
RF 0.893 0.339 0.979 0.715 0.460
SVM (sigmoid kernel) | 0.823 0.103 0.900 0.099 0.101
LR 0.903 0.000 1.000 NA 0.00

NA: Not applicable

points were correctly classified by the RF model, whereas the LR model failed
to correctly classify any positive class data points though classified correctly all
negative class data points.

Table 3 shows that the RF model was the efficient one to predict infant mor-
tality based on the higher value of the performance parameters in all cases.
For instance, the RF model provided 89.3% of accurate predictions (accuracy
= 0.893), 33.9% of positive cases that were predicted as positive (sensitivity =
0.339), 97.9% of negative cases that were predicted as negative (specificity =
0.979), 71.5% of positive predictions that were correct (precision = 0.715), and
46.0% of Fl-score indicating moderate precision and recall (F1-score = 0.460).
Though, commonly used LR model provides the highest accuracy score (accu-
racy = 0.903) and specificity score (specificity = 1.00), but completely failed to
estimate the precision of the test. Furthermore, the sensitivity and F1-score were
also zero in that case. Figure 2 illustrates the estimated AUC of DT, RF, SVM,
and LR models, which were run using the scikit-learn module in Python 3.7.3
by considering 70% observations as training data and 30% observation as test
data with the random seed 1119. To predict infant mortality in Bangladesh the
estimated AUC scores were 0.5416, 0.6613, 0.5443, and 0.7123 for the ML models
DT, RF, SVM with the sigmoid kernel, and LR, respectively. Although the LR
algorithm showed the maximum AUC among all examined ML models, however
it completely failed to classify the positive cases. Therefore, performance of the
RF model is comparatively better among all situations. Consequently, to pre-
dict infant mortality, the RF algorithm performed better based on the precision,
sensitivity, specificity and accuracy measures, and the ROC approaches.
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Fig. 2. The ROC curves to predict infant mortality in Bangladesh using DT, RF, SVM,
and LR models

3.2 Random Forest (RF) Model for Predicting Infant Mortality

For the entire dataset, therefore, the best performed ML model, the RF model,
was fitted to predict infant mortality in Bangladesh using the selected risk fac-
tors: age at first marriage, age at first birth, birth interval, place of residence,
administrative division, religion, education of parents, BMI, gender of child,
children ever born, exposure of media, wealth index, birth order, occupation of
mother, toilet facility and cooking fuel, and the top one tree from the forest is
visualized in Fig.3. All the nodes have five parts (feature’s question, gini, sam-
ples, value and class) with a question based on a value of a feature, except the
terminal leaf nodes have four parts (gini, samples, value and class) [38]. The part
‘gini’ indicates the Gini Impurity of the node, which is the average weighted Gini
Impurity decreases as the path move down the tree, ‘samples’ is the number of
observations in the node, ‘value’ is the number of samples in each class, and
‘class’ indicates the majority classification for points in the node (‘class’ is the
prediction for all samples in the leaf node) [38].

Each feature’s question has either a True (left nodes) or a False (right nodes)
answer that splits the node. Based on the answer to the question, a data point
moves down the tree and reaches a leaf node (the final decision). Moreover, the
blue-type colored leaf indicates a prediction of infant mortality and the orange-
type colored leaf indicates a prediction of not infant mortality as shown in Fig. 3.
To predict any given respondent’s data, simply move down the tree in Fig. 3,
using the answer to the feature’s question until arriving at a leaf node where the
class is the prediction.
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Fig. 3. Top one tree from the fitted RF model to infant mortality in Bangladesh

4 Discussion and Conclusion

Infant mortality is one of the most important public health problems univer-
sally; the problem is even more devastating in densely populated countries like
Bangladesh. Motivated by such a noticeable public health concern, this research
was conducted to find the significant factors and prediction of infant mortality
in Bangladesh using different ML algorithms.

The study results reveal that age at first marriage, age at first birth, birth
interval, place of residence, administrative division, religion, education of par-
ents, BMI, gender of child, children ever born, exposure of media, wealth index,
birth order, occupation of mother, toilet facility and cooking fuel were the major
significant factors for predicting infant mortality using the ML features selection
algorithm-Boruta. However, birth interval, administrative division, religion, edu-
cation of parents, BMI, gender of child, children ever born, exposure of media,
wealth index, birth order, occupation of mother, toilet facility and cooking fuel
were only the significant factors for infant mortality using the conventional chi-
squared test.

We evaluated the performance of different ML models: DT, RF, SVM and
LR to predict infant mortality in Bangladesh using the performance parameters
of the confusion matrix and the AUC. The RF model performed better to pre-
dict infant mortality in Bangladesh. The RF model considered the individual
and interaction effects of all the selected factors to predict infant mortality in



216 A. Rahman et al.

Bangladesh. Following the path in Fig. 3, for any individual respondent with the
given data, one may predict the infant mortality.

On the other hand, the LR model failed to correctly classify any infant
mortality. As a result, the LR model failed to estimate the precision and con-
cluded with zero values of the sensitivity and F1-score. This incomplete output
is observed due to inappropriately estimating the LR model. As the LR model
requires to satisfy all the underlying assumptions before estimating the model,
among them predictors having a significant association with the outcome vari-
able and their independence (to avoid the multicollinearity problem) are the
foremost assumptions that need to satisfy. In this analysis, only the independent
variable(s) among birth interval, administrative division, religion, education of
parents, BMI, gender of child, children ever born, exposure of media, wealth
index, birth order, occupation of mother, toilet facility and cooking fuel will be
used as a predictor variable in estimating infant mortality using the LR model,
as these variables were significantly associated (using the chi-squared test in
Table 1) with infant mortality and may have a significant association between
them.

Hence, to overcome the multicollinearity problem only the independent vari-
able(s) should involve in estimating the LR model, otherwise, the results will
be misleading. Furthermore, the RF model does not require any assumptions
in estimating the model. Therefore, considering the better performance, the RF
model will be better and authentic (in terms of fulfilling the assumptions) to
predict infant mortality in Bangladesh in this study.

Conventional chi-square test identified only fourteen variables as significant
factors, whereas the ML framework identified seventeen variables as significant
factors for predicting infant mortality in this analysis. Needless to say, this study
introduces the application of different ML models in the prediction of infant
mortality, for instance, DT and RF, which do not require any assumptions and
very easy (available) to implement in any standard software. Furthermore, the
RF model included all these seventeen significant variables to predict infant
mortality using their individual and interaction effects. Considering the high
accuracy in prediction, better performance, and assumptions-free feature, the RF
model is found to be more authentic and informative to predict infant mortality
in Bangladesh.
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